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Preface

This preface contains these sections:
» Intended Audience

= Documentation Accessibility

= Related Documentation

s Conventions

Intended Audience

The Oracle Fusion Middleware High Availability Guide is intended for administrators,
developers, and others whose role is to deploy and manage Oracle Fusion Middleware
with high availability requirements.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers have access to electronic support through My Oracle Support. For
information, visit http://www.oracle.com/support/contact.html or visit
http://www.oracle.com/accessibility/support.html if you are hearing
impaired.

Related Documentation
For more information, see these Oracle resources:
»  Oracle Fusion Middleware Concepts

n  Oracle Fusion Middleware Administrator’s Guide

Conventions

The following text conventions are used in this document:
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Convention

Meaning

boldface

italic

monospace

Boldface type indicates graphical user interface elements associated
with an action, or terms defined in text or the glossary.

Italic type indicates book titles, emphasis, or placeholder variables for
which you supply particular values.

Monospace type indicates commands within a paragraph, URLs, code
in examples, text that appears on the screen, or text that you enter.
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Introduction to High Availability

A high availability architecture is one of the key requirements for any Enterprise
Deployment. Oracle Fusion Middleware has an extensive set of high availability
features, which protect its components and applications from unplanned down time
and minimize planned downtime.

The solutions and procedures described in this book are designed to eliminate single
points of failure for Oracle Fusion Middleware components with no or minimal down
time. These solutions help ensure that applications that deployed with Oracle Fusion
Middleware meet the required availability to achieve your business goals.

This guide discusses the architecture, interaction, and dependencies of Oracle Fusion
Middleware components, and explains how they can be deployed in a high
availability architecture.

This chapter explains high availability and its importance from the perspective of
Oracle Fusion Middleware. This chapter includes the following sections:

= Section 1.1, "What is High Availability"

»  Section 1.2, "High Availability Information in Other Documentation”

1.1 What is High Availability

High availability refers to the ability of users to access a system without loss of service.
Deploying a high availability system minimizes the time when the system is down, or
unavailable and maximizes the time when it is running, or available. This section
provides an overview of high availability from a problem-solution perspective. This
section includes the following topics:

s Section 1.1.1, "High Availability Problems"
= Section 1.1.2, "High Availability Solutions"

1.1.1 High Availability Problems

Mission critical computer systems need to be available 24 hours a day, 7 days a week,
and 365 days a year. However, part or all of the system may be down during planned
or unplanned downtime. A system's availability is measured by the percentage of time
that it is providing service in the total time since it is deployed. Table 1-1 provides an
example.

Table 1-1 Availability Percentages and Corresponding Downtime Values

Availability Percentage Approximate Downtime Per Year

95% 18 days
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Table 1-1 (Cont.) Availability Percentages and Corresponding Downtime Values

Availability Percentage Approximate Downtime Per Year
99% 4 days

99.9% 9 hours

99.99% 1 hour

99.999% 5 minutes

System downtime may be categorized as planned or unplanned. Unplanned
downtime is any sort of unexpected failure. Planned downtime refers to scheduled
operations that are known in advance and that render the system unavailable. The
effect of planned downtime on end users is typically minimized by scheduling
operational windows when system traffic is slow. Unplanned downtime may have a
larger effect because it can happen at peak hours, causing a greater impact on system
users.

These two types of downtimes (planned and unplanned) are usually considered
separately when designing a system’s availability requirements. A system’s needs may
be very restrictive regarding its unplanned downtimes, but very flexible for planned
downtimes. This is the typical case for applications with high peak loads during
working hours, but that remain practically inactive at night and during weekends. You
may choose different high availability features depending on the type of failure is
being addressed.

1.1.2 High Availability Solutions

High availability solutions can be categorized into local high availability solutions that
provide high availability in a single data center deployment, and disaster recovery
solutions, which are usually geographically distributed deployments that protect your
applications from disasters such as floods or regional network outages.

Among possible types of failures, process, node, and media failures as well as human
errors can be protected by local high availability solutions. Local physical disasters
that affect an entire data center can be protected by geographically distributed disaster
recovery solutions.

To solve the high availability problem, a number of technologies and best practices are
needed. The most important mechanism is redundancy. High availability comes from
redundant systems and components. You can categorize local high availability
solutions by their level of redundancy, into active-active solutions and active-passive
solutions (see Figure 1-1):

= Active-active solutions deploy two or more active system instances and can be
used to improve scalability and provide high availability. In active-active
deployments, all instances handle requests concurrently.

= Active-passive solutions deploy an active instance that handles requests and a
passive instance that is on standby. In addition, a heartbeat mechanism is set up
between these two instances. This mechanism is provided and managed through
operating system vendor-specific clusterware. Generally, vendor-specific cluster
agents are also available to automatically monitor and failover between cluster
nodes, so that when the active instance fails, an agent shuts down the active
instance completely, brings up the passive instance, and application services can
successfully resume processing. As a result, the active-passive roles are now
switched. The same procedure can be done manually for planned or unplanned
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downtime. Active-passive solutions are also generally referred to as cold failover
clusters.

You can use Oracle Cluster Ready Services (CRS) to manage the Fusion
Middleware Active-Passive (CFC) solutions.

Figure 1-1 Active-Active and Active-Passive High Availability Solutions
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Requests

Client = = =
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o
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In addition to architectural redundancies, the following local high availability
technologies are also necessary in a comprehensive high availability system:

Process death detection and automatic restart

Processes may die unexpectedly due to configuration or software problems. A
proper process monitoring and restart system should monitor all system processes
constantly and restart them should problems appear.

A system process should also maintain the number of restarts within a specified
time interval. This is also important since continually restarting within short time
periods may lead to additional faults or failures. Therefore a maximum number of
restarts or retries within a specified time interval should also be designed as well.

Clustering

Clustering components of a system together allows the components to be viewed
functionally as a single entity from the perspective of a client for runtime
processing and manageability. A cluster is a set of processes running on single or
multiple computers that share the same workload. There is a close correlation
between clustering and redundancy. A cluster provides redundancy for a system.

If failover occurs during a transaction in a clustered environment, the session data
is retained as long as there is at least one surviving instance available in the cluster.

State replication and routing

For stateful applications, client state can be replicated to enable stateful failover of
requests in the event that processes servicing these requests fail.

Failover

With a load-balancing mechanism in place, the instances are redundant. If any of
the instances fail, requests to the failed instance can be sent to the surviving
instances.

Server load balancing
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When multiple instances of identical server components are available, client
requests to these components can be load balanced to ensure that the instances
have roughly the same workload.

Server Migration

Some services can only have one instance running at any given point of time. If the
active instance becomes unavailable, the service is automatically started on a
different cluster member. Alternatively, the whole server process can be
automatically started on a different system in the cluster.

Integrated High Availability

Components depend on other components to provide services. The component
should be able to recover from dependent component failures without any service
interruption.

Rolling Patching

Patching product binaries often requires down time. Patching a running cluster in
a rolling fashion can avoid downtime. Patches can be uninstalled in a rolling
fashion as well.

Configuration management

A clustered group of similar components often need to share common
configuration. Proper configuration management ensures that components
provide the same reply to the same incoming request, allows these components to
synchronize their configurations, and provides high availability configuration
management for less administration downtime.

Backup and Recovery

User errors may cause a system to malfunction. In certain circumstances, a
component or system failure may not be repairable. A backup and recovery
facility should be available to back up the system at certain intervals and restore a
backup when an unrepairable failure occurs.

Disaster Recovery

Disaster recovery solutions typically set up two homogeneous sites, one active and one
passive. Each site is a self-contained system. The active site is generally called the
production site, and the passive site is called the standby site. During normal
operation, the production site services requests; if a site failover or switchover occurs,
the standby site takes over the production role and all requests are routed to that site.
To maintain the standby site for failover, not only must the standby site contain
homogeneous installations and applications, data and configurations must also be
synchronized constantly from the production site to the standby site.

Figure 1-2 Geographically Distributed Disaster Recovery

Data and
G G G Configuration o o o
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Oracle Application Server Oracle Application Server
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Oracle Fusion Middleware Components Protected by High Availability Solutions

The Oracle Fusion Middleware High Availability Guide discusses high availability
solutions for the following components:

»  Oracle WebLogic Server
s Oracle SOA Suite

s Oracle ADF

s Oracle WebCenter

s Oracle Identity Management Components
s Oracle HTTP Server
s Oracle Web Cache

s Oracle Portal, Forms, Reports, and Discoverer

1.2 High Availability Information in Other Documentation

Table 1-2 lists Oracle Fusion Middleware guides (other than this guide) that contain
high availability information. This information pertains to high availability of various
Oracle Fusion Middleware components.

Table 1-2 High Availability Information in Oracle Fusion Middleware Documentation

Component Location of Information
Oracle SOA Suite Oracle Fusion Middleware Administrator’s Guide for Oracle SOA Suite
Oracle Fusion Middleware Installation Guide for Oracle SOA Suite
Oracle Fusion Middleware Enterprise Deployment Guide for Oracle SOA Suite
Oracle WebCenter Oracle Fusion Middleware Administrator’s Guide for Oracle WebCenter
Oracle Fusion Middleware Installation Guide for Oracle WebCenter
Oracle Fusion Middleware Enterprise Deployment Guide for Oracle WebCenter
Oracle ADF Oracle Fusion Middleware Fusion Developer’s Guide for Oracle Application

Development Framework

Oracle Fusion Middleware Web User Interface Developer’s Guide for Oracle
Application Development Framework

Oracle Data Integrator

Oracle Fusion Middleware Developer’s Guide for Oracle Data Integrator

Oracle Fusion Middleware Connectivity and Knowledge Modules Guide for
Oracle Data Integrator

Oracle Fusion Middleware Knowledge Module Developer’s Guide for Oracle
Data Integrator

Oracle WebLogic Server Clusters

Oracle Fusion Middleware Using Clusters for Oracle WebLogic Server

Oracle Fusion Middleware Backup
and Recovery

Oracle Fusion Middleware Administrator’s Guide

Oracle Web Cache

Oracle Fusion Middleware Administrator’s Guide for Oracle Web Cache

Oracle Identity Management

Oracle Fusion Middleware Installation Guide for Oracle Identity Management

Oracle Fusion Middleware Enterprise Deployment Guide for Oracle Identity
Management

Oracle Virtual Directory

Oracle Fusion Middleware Administrator’s Guide for Oracle Virtual Directory

Oracle HTTP Server

Oracle Fusion Middleware Administrator’s Guide for Oracle HTTP Server

Oracle Internet Directory

Oracle Fusion Middleware Administrator’s Guide for Oracle Internet Directory
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Table 1-2 (Cont.) High Availability Information in Oracle Fusion Middleware Documentation

Component

Location of Information

Oracle Access Manager

Oracle Fusion Middleware Administrator’s Guide for Oracle Access Manager
with Oracle Security Token Service

Oracle Authorization Policy Manager

Oracle Fusion Middleware Authorization Policy Manager Administrator’s Guide

Oracle Identity Manager

Oracle Fusion Middleware Administrator’s Guide for Oracle Identity Manager

Oracle Adaptive Access Manager

Oracle Fusion Middleware Administrator’s Guide for Oracle Adaptive Access
Manager

Oracle Real Application Clusters
(Oracle RAC)

Oracle Real Application Clusters Installation Guide

Oracle Enterprise Content
Management Suite

Oracle Fusion Middleware Overview Guide for Oracle Enterprise Content
Management

Oracle Imaging and Process
Management

Oracle Fusion Middleware Administrator’s Guide for Oracle Imaging and
Process Management

Oracle Universal Content
Management

Oracle Fusion Middleware System Administrator’s Guide for Oracle Content
Server

Oracle Universal Records
Management

Oracle Fusion Middleware Administrator’s Guide for Universal Records
Management

Oracle Repository Creation Utility
(RCU)

Oracle Fusion Middleware Repository Creation Utility User’s Guide

Oracle Portal

Oracle Fusion Middleware Administrator’s Guide for Oracle Portal

Oracle Forms

Oracle Fusion Middleware Forms Services Deployment Guide

Oracle Reports

Oracle Fusion Middleware Oracle Reports User’s Guide to Building Reports

Oracle Business Intelligence
Discoverer

Oracle Fusion Middleware Administrator’s Guide for Oracle Business
Intelligence Discoverer

Oracle Business Intelligence
Enterprise Edition

Oracle Fusion Middleware System Administrator’s Guide for Oracle Business
Intelligence Enterprise Edition

Oracle Real-Time Decisions

Oracle Fusion Middleware Administrator’s Guide for Oracle Real-Time
Decisions
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Oracle Fusion Middleware High Availability

Framework

This chapter describes the Oracle Fusion Middleware features that are important in
high availability topologies. It contains the following topics:

Section 2.1, "Understanding Key Oracle Fusion Middleware Concepts"
Section 2.2, "Oracle Fusion Middleware High Availability Terminology"
Section 2.3, "Oracle Fusion Middleware High Availability Solutions"

Section 2.4, "Protection from Planned and Unplanned Down Time"

2.1 Understanding Key Oracle Fusion Middleware Concepts

Oracle Fusion Middleware provides two types of components:

Java components: A Java component is a peer of a system component but is
deployed as one or more Java EE applications and a set of resources. Java
components are deployed to an Oracle WebLogic Server domain as part of a
domain template. Examples of Java components are Oracle SOA Suite and Oracle
WebCenter Spaces.

System components: A system component is a manageable process that is not
deployed as a Java application. Instead, a system component is managed by the
Oracle Process Manager and Notification (OPMN). Examples of system
components include Oracle HTTP Server, Oracle Internet Directory, Oracle Web
Cache, and Oracle Forms Services.

A Java component and a system component are peers.

After you install and configure Oracle Fusion Middleware, your Oracle Fusion
Middleware environment contains the following:

An Oracle WebLogic Server domain, which contains one Administration Server
and one or more managed servers.

If your environment includes system components, one or more system component
domains.

An Oracle Metadata Repository, if the components you installed require one. For
example, Oracle SOA Suite requires an Oracle Metadata Repository.

Figure 2-1 shows an Oracle Fusion Middleware environment with an Oracle WebLogic
Server domain with an Administration Server and two managed servers, a system
component domain, and an Oracle Metadata Repository.
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Figure 2-1 Oracle Fusion Middleware Environment
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Your environment also includes a Middleware home, which consists of the Oracle
WebLogic Server home, and, optionally, one or more Oracle homes.

2.1.1 What is a WebLogic Server Domain?

A WebLogic Server administration domain is a logically related group of Java
components. A domain includes a special WebLogic Server instance called the
Administration Server, which is the central point from which you configure and
manage all resources in the domain. Usually, you configure a domain to include
additional WebLogic Server instances called managed servers. You deploy Java
components, such as Web applications, E]Bs, and Web services, and other resources to
the managed servers and use the Administration Server for configuration and
management purposes only.

Managed servers in a domain can be grouped together into a cluster.

An Oracle WebLogic Server Domain is a peer of a system component domain. Both
contain specific configurations outside of their Oracle homes.

The directory structure of an WebLogic Server domain is separate from the directory
structure of the WebLogic Server Home. It can reside anywhere; it need not be within
the Middleware home directory.
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Figure 2-2 shows a Oracle WebLogic Server domain with an Administration Server,
three standalone managed servers, and three managed servers in a cluster.

Figure 2-2 Oracle WebLogic Server Domain
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Cluster

Managed
Server
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See Also: Oracle Fusion Middleware Understanding Domain
Configuration for Oracle WebLogic Server for more information about
domain configuration

The following topics describe entities in the domain:
= What Is the Administration Server?
s Understanding Managed Servers and Managed Server Clusters

= What Is Node Manager?

2.1.1.1 What Is the Administration Server?

The Administration Server operates as the central control entity for the configuration
of the entire domain. It maintains the domain’s configuration documents and
distributes changes in the configuration documents to managed servers. You can use
the Administration Server as a central location from which to monitor all resources in
a domain.

Each WebLogic Server domain must have one server instance that acts as the
Administration Server.

To interact with the Administration Server, you can use the Oracle WebLogic Server
Administration Console, Oracle WebLogic Scripting Tool (WLST), or create your own
JMX client. In addition, you can use Oracle Enterprise Manager Fusion Middleware
Control for some tasks.

Fusion Middleware Control and the WebLogic Administration Console run in the
Administration Server. Fusion Middleware Control is a Web-based administration
console used to manage Oracle Fusion Middleware, including components such as
Oracle HTTP Server, Oracle SOA Suite and Oracle WebCenter, Oracle Portal, Forms,
Reports, and Discoverer, and the Oracle Identity Management components. Oracle
WebLogic Server Administration Console is the Web-based administration console
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used to manage the resources in an Oracle WebLogic Server domain, including the
Administration Server and managed servers in the domain.

2.1.1.2 Understanding Managed Servers and Managed Server Clusters

Managed servers host business applications, application components, Web services,
and their associated resources. To optimize performance, managed servers maintain a
read-only copy of the domain's configuration document. When a managed server
starts up, it connects to the domain's Administration Server to synchronize its
configuration document with the document that the Administration Server maintains.

When you create a domain, you create it using a particular domain template. That
template supports a particular component or group of components, such as the Oracle
SOA Suite. The Managed Servers in the domain are created specifically to host those
particular Oracle Fusion Middleware system components.

Java-based Oracle Fusion Middleware system components (such as Oracle SOA Suite,
Oracle WebCenter, and some Identity Management components) and
customer-developed applications are deployed to Managed Servers in the domain.

If you want to add other components, such as Oracle WebCenter, to a domain that was
created using a template that supports another component, you can extend the domain
by creating additional Managed Servers in the domain, using a domain template for
the component which you want to add.

For production environments that require increased application performance,
throughput, or high availability, you can configure two or more Managed Servers to
operate as a cluster. A cluster is a collection of multiple WebLogic Server server
instances running simultaneously and working together to provide increased
scalability and reliability. In a cluster, most resources and services are deployed
identically to each Managed Server (as opposed to a single Managed Server), enabling
failover and load balancing. A single domain can contain multiple WebLogic Server
clusters and multiple Managed Servers that are not configured as clusters. The key
difference between clustered and non-clustered Managed Servers is support for
failover and load balancing. These features are available only in a cluster of Managed
Servers.

See Also: Understanding WebLogic Server Clustering” in Oracle
Fusion Middleware Using Clusters for Oracle WebLogic Server

2.1.1.3 What Is Node Manager?

Node Manager is a Java utility that runs as separate process from Oracle WebLogic
Server and allows you to perform common operations for a Managed Server,
regardless of its location with respect to its Administration Server. While use of Node
Manager is optional, it provides valuable benefits if your WebLogic Server
environment hosts applications with high-availability requirements.

If you run Node Manager on a system that hosts Managed Servers, you can start and
stop the Managed Servers remotely using the Administration Console or the
command line. Node Manager can also automatically restart a Managed Server after
an unexpected failure.

See Also: Oracle Fusion Middleware Node Manager Administrator’s
Guide for Oracle WebLogic Server
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2.1.2 What Is a System Component Domain?

A system component domain contains one or more system components, such as
Oracle Web Cache, Oracle HTTP Server, or Oracle Internet Directory. The system
components in a system component domain must reside on the same system. A
system component domain directory contains files that can be updated, such as
configuration files, log files, and temporary files.

A system component domain is a peer of a Oracle WebLogic Server domain. Both
contain specific configurations outside of their Oracle homes.

The directory structure of a system component domain is separate from the directory
structure of the Oracle home. It can reside anywhere; it need not be within the
Middleware home directory.

2.1.3 What Is a Middleware Home?

A Middleware home consists of the Oracle WebLogic Server home, and, optionally,
one or more Oracle homes.

A Middleware home can reside on a local file system or on a remote shared disk that is
accessible through NFS.

See Section 2.1.4, "What Is an Oracle Home?" for information about Oracle homes. See
Section 2.1.1, "What is a WebLogic Server Domain?" for information about Oracle
WebLogic Server homes.

In a high availability installation where two or more hosts are clustered, the
Middleware Home binaries must be installed into directories with the exact same
directory paths on all the hosts in the cluster.

2.1.4 What Is an Oracle Home?

An Oracle home contains installed files necessary to host a specific product. For
example, the SOA Oracle home contains a directory that contains binary and library
files for Oracle SOA Suite.

An Oracle home resides within the directory structure of the Middleware home. Each
Oracle home can be associated with multiple system component domains or Oracle
WebLogic Server domains.

In a high availability installation where two or more hosts are clustered, the Oracle
Home binaries must be installed into directories with the exact same directory paths
on all the hosts in the cluster.

2.1.4.1 WhatIs an Oracle Common Home?

The Oracle Common home contains the binary and library files required for the
Oracle Enterprise Manager Fusion Middleware Control and Java Required Files (JRF).
There can be only one Oracle Common home within each Middleware home.

2.1.5 What Is a WebLogic Server Home?

A WebLogic Server home contains installed files necessary to host a WebLogic Server.
The WebLogic Server home directory is a peer of Oracle home directories and resides
within the directory structure of the Middleware home.
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2.2 Oracle Fusion Middleware High Availability Terminology

The definitions of terms listed in this section are useful in helping to understand the
concepts presented in this book:

failover: When a member of a high availability system fails unexpectedly
(unplanned downtime), in order to continue offering services to its consumers, the
system undergoes a failover operation. If the system is an active-active system, the
failover is performed by the load balancer entity serving requests to the active
members. If an active member fails, the load balancer detects the failure and
automatically redirects requests for the failed member to the surviving active
members.

If the system is an active-passive system, the passive member is activated during
the failover operation and consumers are directed to it instead of the failed
member. The failover process can be performed manually, or it can be automated
by setting up hardware cluster services to detect failures and move cluster
resources from the failed node to the standby node.

failback: Failback is a planned operation after unplanned downtime. After a
system undergoes a successful failover operation, the original failed member can
be repaired over time and can be re-introduced into the system as a standby
member. If desired, a failback process can be initiated to activate this member and
deactivate the other. This process reverts the system back to its pre-failure
configuration.

shared storage: Although each node in a cluster is a standalone server that runs its
own set of processes, there are some file system based data and configuration
elements which need uniform access from all nodes in a cluster. Shared storage
refers to the ability of the cluster to be able to access the same storage, usually
disks, from any node in the cluster.

For SAN based deployments, a clustered file system, such as OCFS, may also be
needed. Some examples of this usage are, JMS file based persistence store,
transaction logs persistence store, domain configuration in case of cold failover
cluster setup.

primary node: The node that is actively running Oracle Fusion Middleware at any
given time in a cluster. If this node fails, Oracle Fusion Middleware is failed over
to the secondary node. Because the primary node runs the active Oracle Fusion
Middleware installation(s), if this node fails, Oracle Fusion Middleware is failed
over to the secondary node. See the definition for secondary node in this section.

secondary node: When the primary node that runs the active Oracle Fusion
Middleware installation(s) fails, Oracle Fusion Middleware is failed over to this
node. See the definition for primary node in this section.

network hostname: Network hostname is a name assigned to an IP address either
through the /etc/hosts file (on UNIX),

C: \WINDOWS\system32\drivers\etc\hosts file (on Windows), or through
DNS resolution. This name is visible in the network that the system to which it
refers to is connected. Often, the network hostname and physical hostname are
identical. However, each system has only one physical hostname but may have
multiple network hostnames. Thus, a system’s network hostname may not always
be its physical hostname.

physical hostname: This guide differentiates between the terms physical
hostname and network hostname. This guide uses physical hostname to refer to
the "internal name" of the current system. On UNIX, this is the name returned by
the hostname command.
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switchover and switchback: Switchover and switchback are planned operations.
During normal operation, active members of a system may require maintenance or
upgrading. A switchover process can be initiated to allow a substitute member to
take over the workload performed by the member that requires maintenance,
upgrading, or any planned downtime. The switchover operation ensures
continued service to consumers of the system.

When a switchover operation is performed, a member of the system is deactivated
for maintenance or upgrading. When the maintenance or upgrading is completed,
the system can undergo a switchback operation to activate the upgraded member
and bring the system back to the pre-switchover configuration.

virtual IP: A virtual IP can be assigned to a cluster or load balancer. To present a
single system view of a cluster to network clients, a virtual IP serves as an entry
point IP address to the group of servers which are members of the cluster. A
virtual IP can be assigned to a server load balancer or a hardware cluster.

A load balancer also uses a virtual IP as the entry point to a set of servers. These
servers tend to be active at the same time. This virtual IP address is not assigned to
any individual server but to the load balancer which acts as a proxy between
servers and their clients.

virtual hostname: A virtual hostname in a cluster is a network hostname assigned
to virtual IP bound to one of the nodes in the cluster at any given time.

Note: Whenever the term "virtual hostname" is used in this
document, it is assumed to be associated with a virtual IP address. In
cases where just the IP address is needed or used, it is explicitly stated.

hardware cluster: A hardware cluster is a collection of computers that provides a
single view of network services (for example: an IP address) or application
services (for example: databases, Web servers) to clients of these services. Each
node in a hardware cluster is a standalone server that runs its own processes.
These processes can communicate with one another to form what looks like a
single system that cooperatively provides applications, system resources, and data
to users.

A hardware cluster achieves high availability and scalability through the use of
specialized hardware (cluster interconnect, shared storage) and software (health
monitors, resource monitors). (The cluster interconnect is a private link used by
the hardware cluster for heartbeat information to detect node death.) Due to the
need for specialized hardware and software, hardware clusters are commonly
provided by hardware vendors such as Sun, HP, IBM, and Dell. While the number
of nodes that can be configured in a hardware cluster is vendor dependent, for the
purpose of Oracle Fusion Middleware high availability, only two nodes are
required. Hence, this document assumes a two-node hardware cluster for high
availability solutions employing a hardware cluster.

cluster agent: The software that runs on a node member of a hardware cluster that
coordinates availability and performance operations with other nodes.
Clusterware provides resource grouping, monitoring, and the ability to move
services. A cluster agent can automate the service failover.

clusterware: A software that manages the operations of the members of a cluster
as a system. It allows one to define a set of resources and services to monitor using
a heartbeat mechanism between cluster members and to move these resources and

Oracle Fusion Middleware High Availability Framework 2-7



Oracle Fusion Middleware High Availability Solutions

services to a different member in the cluster as efficiently and transparently as
possible.

2.3 Oracle Fusion Middleware High Availability Solutions

This section describes local high availability concepts, and Oracle Fusion Middleware
high availability technologies

2.3.1 Local High Availability

Local high availability solutions can be categorized as either active-active or
active-passive solutions. Oracle Fusion Middleware supports both active-active
deployments and active-passive deployments.

Figure 2-3 shows an Oracle Fusion Middleware high availability active-active
deployment topology.

Figure 2-3 Oracle Fusion Middleware Enterprise Deployment Architecture

’ 2 Wireless & Mobile External Users
Internet D \

Client Tier
R e EeE
Web Tier DMZ
v Internal Users
‘ Network Dispatcher LBR |< &
A 4 {
Active / | Active Cluster
Oracle HTTP Server Oracle HTTP Server
Oracle WebCache Oracle WebCache
[T
A (et
App Tier DMZ Active / oy Active Cluster
[
Application Server
Appplication Server
[l
T T tEEy
Data Tier / Intranet
Database Servers

Directory
Server

As shown in Figure 2-3, this topology represents a multi-tiered architecture. Users
access the system from the client tier. Requests go through a hardware load balancer,
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which then routes them to a Web server cluster that is running Oracle HTTP Server
and Oracle Web Cache in the web tier. Web servers use Proxy Plug-in (mod_w]_ohs) to
route the requests to the WebLogic cluster in the application tier. Applications running
on the WebLogic cluster in the application tier then interact with the database cluster
in the data tier to service the request.

There is no single point of failure in the entire architecture. WebLogic Administration
Server is configured in Cold Failover Cluster mode, as described in Section 12.2.2.3,
"Transforming the Administration Server for Cold Failover Cluster," and is protected
using external clusterware.

2.3.2 Oracle Fusion Middleware High Availability Technologies

The Oracle Fusion Middleware infrastructure has these high availability features:

Process death detection and automatic restart

For Java EE components running on WebLogic Server, Node Manager monitors
the Managed Servers. If a Managed Server goes down, it attempts to restart the
Managed Server for a configured number of times.

For system components, OPMN monitors the processes. If a system component
process goes down, OPMN attempts to restart the process for a configurable
number of times.

Clustering

Oracle Fusion Middleware Java EE components leverage underlying powerful
WebLogic Server clustering capabilities to provide clustering. Oracle Fusion
Middleware uses WebLogic clustering capabilities, such as redundancy, failover,
session state replication, cluster-wide JNDI services, Whole Server Migration, and
cluster wide configuration.

These capabilities provide for seamless failover of all Java EE Oracle Fusion
Middleware system components transparent to the client preserving session and
transaction data as well as ensuring data consistency. For further description of
these features, see Chapter 3, "High Availability for WebLogic Server."

System components can also be deployed in a run time cluster. They are typically
front-ended by a load balancer to route traffic.

State replication and routing

Oracle WebLogic Server can be configured for replicating the state of stateful
applications. It does so by maintaining a replica of the state information on a
different Managed Server, which is a cluster member. Oracle Fusion Middleware
components, such as ADF and WebCenter, which are stateful, leverage this feature
to ensure seamless failover to other members of the cluster.

System components, such as Oracle Internet Directory, Oracle HTTP Server, Oracle
Web Cache are stateless.

Some Oracle Fusion Middleware components, which have part of the functionality
implemented in C, such as Oracle Forms and Oracle Reports, are stateful and do
not have state replication capabilities. Please refer to following paragraph for
information about failover of these components.

Failover

Typically, a Managed Server running Oracle Fusion Middleware Java EE
components has a Web server, such as Oracle HITP Server, clustered in front of it.
The Web server proxy plug-in (mod_wl_ohs) is aware of the run time availability
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of different Managed Servers and the location of the Managed Server on which the
state replica is maintained. If the primary Managed Server becomes unavailable,
the plug-in routes the request to the server where the application is available. If
stateful, applications such as Oracle ADF and Oracle WebCenter, the location of
the replica is also taken into account while routing to the new Managed Server.

For stateless system components, their multiple instances deploy as a runtime
cluster behind a load balancer. The load balancer is configured to do a periodic
health check of the component instances. If an instance is unavailable, the load
balancer routes the subsequent requests to anther available instance and the
failover is seamless.

For stateful components, which have parts based on C, and do not have state
replication, sticky routing ensures that the subsequent requests go to the cluster
member where the state was initially established. This is ensured by a Web server
proxy plug-in and the Java EE parts of the components. If the component instance
fails, subsequent requests route to another available member in the cluster. In this
situation, the state information is lost and the user must recreate the session.

Some of the internal implementation of components use E]JBs. EJB failover is
seamlessly handled by replica aware WebLogic Server stubs.

Where needed, components are JTA compliant and data consistency is preserved
in case of failover.

Singleton services leverage built-in failover capabilities, such as singleton SOA
adapters, or use the underlying WebLogic Server infrastructure, such as Whole
Server Migration.

= Server Migration

Oracle Fusion Middleware components, such as SOA, which uses pinned services,
such as JMS and JTA, leverage WebLogic Server capabilities to provide failover an
automatic restart on a different cluster member.

= Integrated High Availability

Oracle Fusion Middleware has a comprehensive feature set around load balancing
and failover to leverage availability and scalability of Oracle RAC databases. All
Oracle Fusion Middleware components have built-in protection against loss of
service, data or transactions as a result of Oracle RAC instance unavailability due
to planned or unplanned downtime. This is achieved by using Oracle WebLogic
Server multi data sources. Additionally, components have proper exception
handling and configurable retry logic for seamless failover of in-flight transactions
at the time of failure.

For XA compliant applications, such as Oracle SOA components, WebLogic server
acts as a Transaction coordinator and ensures that all branches of a transaction are
pinned to one of the Oracle RAC instances.

In case of a Managed Server failure the transaction service is automatically
migrated over to another node in the cluster and performs the transaction
recovery.

For communication between Web servers and application servers, the proxy
plug-in has a built-in load balancing and failover capability to seamlessly reroute
client requests to an available cluster member.

= Rolling Patching
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Oracle WebLogic Server allows for rolling patching where a minor maintenance
patch can be applied to the product binaries in a rolling fashion without having to
shut down the entire cluster.

During the rolling patching of a cluster, each server in the cluster is individually
patched and restarted while the other servers in the cluster continue to host your
application. You can also uninstall a patch, maintenance pack, or minor release in a
rolling fashion.

Configuration Management

Most of the Oracle Fusion Middleware component configuration can done at the
cluster level. Oracle Fusion Middleware uses WebLogic Server’s cluster wide
configuration capabilities for server configuration, such as data sources, EJBs, and
JMS, as well as component application artifacts, and ADF and WebCenter custom
applications.

A central MDS repository available to all members of the cluster stores additional
application level components. This includes component level configuration for
components, such as Oracle SOA, Oracle WebCenter, and application artifacts,
such as SOA composites.

Backup and Recovery

Oracle Fusion Middleware backup and recovery is a simple solution based on file
system copy for Middle-tier components. RMAN is used for Oracle databases.
There is also support for online backups. With Oracle Fusion Middleware, you can
integrate with existing backup and recovery tools, or use scheduled backup tasks
through oracle Fusion Middleware Enterprise Manager or cron jobs.

2.3.2.1 Server Load Balancing

Typically, Oracle Fusion Middleware high availability deployments are front ended by
a load balancer which can be configured to distributed incoming requests using
various algorithms.

Oracle Fusion Middleware also has built-in load balancing capabilities for intra
component interaction. For example, Web server to application server, or application
server to database server.

Oracle Fusion Middleware 11¢ does not provide external load balancers. To ensure
that your external load balancer is compatible with Oracle Fusion Middleware, check
that your external load balancer meets the requirements listed below:

Virtual servers and port configuration: The load balancer should have the ability
to configure virtual server names and ports on your external load balancer. The
virtual server names and ports must meet the following requirements.

— The load balancer should allow configuration of multiple virtual servers. For
each virtual server, the load balancer should allow configuration of traffic
management on more than one port. For example, for Oracle Fusion
Middleware Identity Management, the load balancer needs to be configured
with a virtual server and port for HTTP / HTTPS traffic, and separate virtual
servers and ports for LDAP and LDAPS traffic.

—  The virtual server names must be associated with IP addresses and be part of
your DNS. Clients must be able to access the external load balancer through
the virtual server names.

Persistence/stickiness: Some Oracle Fusion Middleware components use
persistence or stickiness in an external load balancer. If your external load balancer
does not allow you to set cookie persistence at the URI level, set the cookie
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persistence for all HTTP traffic. In either case, set the cookie to expire when the
browser session expires. Refer to your external load balancer documentation for
details.

The recommended architecture for Oracle Fusion Middleware is a load balancer
fronting Oracle HTTP Servers in the web tier, with Oracle WebLogic Server behind
the Oracle HTTP Servers in the application tier.

If Oracle WebLogic Server is deployed directly behind a load balancer in the web
tier, then review the information in the "Load Balancers and the WebLogic Session
Cookie" in the Oracle Fusion Middleware Using Clusters for Oracle WebLogic Server.
Note that this is not a recommended deployment architecture for Oracle Fusion
Middleware.

= Resource monitoring/port monitoring/process failure detection: Configure the
external load balancer to detect service and node failures (through notification or
some other means) and to stop directing traffic to the failed node. Your external
load balancer may have the ability to automatically detect failures.

For example, for Oracle Fusion Middleware Identity Management, the external
load balancer should monitor Oracle Internet Directory, Oracle Fusion Middleware
Single Sign-On, and Oracle Delegated Administration Services. To monitor these
components, set up monitors for the following protocols:

- LDAP and LDAPS listen ports
— HTTP and HTTPS listen ports (depending on the deployment type)

These monitors use the respective protocols to monitor the services, meaning they
use LDAP for the LDAP port, LDAP over SSL for the LDAP SSL port, and
HTTP/HTTPS for the Oracle HTTP Server port. If your external load balancer
does not offer these monitors, consult your external load balancer documentation
for the best method of configuring it to automatically stop routing incoming
requests to a service that is unavailable.

s Network Address Translation (NAT): The load balancer should have the capability
to perform network address translation (NAT) for traffic being routed from clients
to the Oracle Fusion Middleware nodes.

= Port translation configuration: The load balancer should have the ability to
perform port translation, where it allows incoming requests received on one port
to be routed to a server process running on a different port. For example, a request
received on port 80 can be routed to port 7777.

= Protocol translation: The load balancer should support protocol translation
between systems running different protocols. It enables users on one network to
access hosts on another network, despite differences in the native protocol stacks
associated with the originating device and the targeted host. For example,
incoming requests can be HTTPS, and outgoing requests can be HTTP.

This feature is recommended but not required.

»  SSL acceleration: SSL acceleration is a method of offloading the
processor-intensive public key encryption algorithms involved in SSL transactions
to a hardware accelerator.

This feature is recommended but not required.

= Fault tolerant mode: Oracle highly recommends configuring the load balancer to
be in fault-tolerant mode, otherwise the load balancer becomes a single point of
failure for the system. This rules out most software load balancers that are based
on a single process/interceptor as reliable solutions.
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= Ability to preserve the client IP addresses: The load balancer must have the
capability to insert the original client IP address of a request in an
X-Forwarded-For HTTP header or a similar feature to preserve the client IP
address.

s Other: Oracle highly recommends configuring the load balancer virtual server to
return immediately to the calling client when the back-end services to which it
forwards traffic are unavailable. This configuration is preferred over the client
disconnecting on its own after a timeout, based on the TCP/IP settings on the
client system.

You may not need to meet all of the requirements in the previous listed. The
requirements for external load balancers depend on the topology you are considering,
and on the Oracle Fusion Middleware components you are load balancing.

2.3.3 Active-Passive Deployment

Oracle Fusion Middleware provides an active-passive model for all its components
using Oracle Fusion Middleware Cold Failover Clusters. In an Oracle Fusion
Middleware Cold Failover Cluster configuration, two or more application server
instances are configured to serve the same application workload but only one is active
at any particular time.

Figure 2—4 illustrates an example active-passive deployment.

Figure 2-4 Example Active-Passive Cold Failover Cluster Deployment
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In Figure 2—4, the Administration Server runs on a two-node hardware cluster: Node 1
and Node 2. The Administration Server is listening on the Virtual IP or hostname. The
Middleware Home and the domain directory is on a shared disk that is mounted on
Node 1 or Node 2 at any given point. Both the Middleware home and the domain
directory should be on the same shared disk or shared disks that can fail over together.
If an enterprise has multiple Fusion Middleware domains for multiple applications or
environments, this topology is well suited for Administration Server high availability.
A single hardware cluster can be deployed to host these multiple Administration
Servers. Each Administration Server can use its own virtual IP and set of shared disks
to provide high availability of domain services.
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For details about active-passive concepts, and configuration procedures for Oracle
Cold Failover Clusters, see Chapter 12, "Active-Passive Topologies for Oracle Fusion
Middleware High Availability."

2.3.4 About Active-Active and Active-Passive Solutions

Oracle recommends using active-active solutions when possible. This is the primary
recommendation for maximum availability. Active-active solutions provide faster
failover, scalability, and protection against node, instance and component failures. In
addition, active-active solutions also offer transparent failover and the easy addition of
resources for scaling up vertically and horizontally.

Scalability requirements are an important consideration when designing an Oracle
Fusion Middleware high availability solution. Active-active solutions scale up
(vertically) by adding more instances or components inside the same node.

Adding multiple redundant services in the same node improves the availability of a
system, but only against instance failures and not against node failures. In addition, as
described in Section 2.3.2, "Oracle Fusion Middleware High Availability Technologies,"
Oracle Fusion Middleware provides death detection and automatic restart of
components. Active-active high availability solutions include multiple active instances
installed on different nodes. As a result, when a node is completely lost other instances
are available to keep the system going, uninterrupted. Using multiple instances in
different nodes provides what is known as horizontal scalability, or scaling out.

Active-active solutions require logic to load balance and failover requests among the
active Oracle Fusion Middleware instances. Load balancing is provided by
distributing the incoming requests to different service providers. Failover is achieved
by detecting any failures in this service providers and re-routing the request to other
available service providers. This logic is implemented in different ways:

= Direct implementation: The logic is implemented directly by the client making a
request to the system. For example, a JDBC client implements load balancing and
failover logic to connect to multiple instances of an Oracle database (Real
Application Cluster). It can be implemented by an external hardware load
balancer.

s  Third party implementation: The logic is provided by third party components that
intercept the client requests and distribute the load to the multiple Oracle
Instances. When several Oracle Instances are grouped to work together, they
present themselves as a single virtual entry point to the system, which hides the
multiple instance configuration. External load balancers can send requests to any
application server instance in a cluster, as any instance can service any request.

Unlike the scalability properties of an active-active configuration, in active-passive
configurations the passive component is used only when the active component fails. In
active-active solutions all instances handle requests concurrently. As a result,
active-active systems provide higher transparency and have greater scalability than an
active-passive system.

Active-passive solutions are limited to vertical scalability, with just one node
remaining active. Active-passive solutions also have an implicit failover time when
failure occurs. This failover time is usually determined by the time it takes to restart
the components in the node that becomes active post-failure. However, the operational
and licensing costs of an active-passive model are lower than that of an active-active
deployment.
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There are situations where active-passive solutions are appropriate. Oracle
recommends using hardware-cluster based active-passive solutions in the following
scenarios:

The licensing, management, and the total cost of ownership of a load balancer
excludes an active-active solution, particularly if there is a hardware cluster
available. Hardware clusters require two nodes, a switch for connecting the nodes,
and shared storage that can be reached from both hardware nodes.

You may have concurrency issues with Singleton services. With Singleton services,
only one active instance can exit at runtime. Singleton services may be important
in relation to other components. They typically provide basic services to multiple
components, so if they are not available, then many other services or processes
may not be available. Here are some issues to consider when protecting Singleton
services:

— Recovery Time: Singleton services or components can not run in active-active
configurations. Client requests are not transparently load balanced to multiple
instances of the service. This implies that, in case of a failure, there is an
implicit recovery time. This recovery time varies depending on the type of
Singleton protection model you adopt.

— Reliability in failure detection: The system must prevent "false positives," or, at
minimum, they the system should analyze their affect on different singleton
services. Most singleton services access data repositories that may or may not
be designed for concurrent access. If a singleton service is reported as 'dead’
and the system decides to start a new instance, a 'split brain' scenario could
arise. The dead service must be analyzed for implications of this concurrency
and how likely a false positive is to happen based on the failure detection
mechanism.

- Consistency in service across restarts: Singleton components must provide
consistent service after a failover. These components must maintain the same
behavior after recovering from a crash. The configuration and persistent
repositories used by the service must be available during failures. Also, start
dependencies must be accounted for upon failover. For example, if the
singleton service needs to be restarted it may have start dependencies on other
services and these must be preserved.

- Cost (hardware/software resources required): Different protection
mechanisms may require a pure software based solution, or a hardware based
solution with the implicit costs.

- Installation/Configuration/Management: The different protection
mechanisms for singleton services should not add complexity to the system

- Maintenance (patches, upgrades): Protection models for singleton services
should enable easily and allow minimum downtime for applying patches and
upgrades.

Based on these criteria, different solutions may be used for Oracle Fusion Middleware
Singleton Components depending on the pertaining requirements to the specific
singleton service:

Cold Failover Cluster Solution: This solution requires a shared storage and a
connection to detect hardware failures. The re-routing of requests by migration of
the VHN through the failover procedure does not need intelligence on clients or
load balancers.

Whole Server Migration- This is the process of moving a clustered WebLogic
Server instance or a component running on a clustered instance elsewhere if a
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failure occurs. In the case of whole server migration, the server instance is
migrated to a different physical system upon failure. In the case of service-level
migration, the services are moved to a different server instance within the cluster.

= Custom active-passive models based on software blocking mechanism: This logic
is included in a component to prevent other instances of the same component from
becoming active at the same time. Typical solutions use locks in a database, or
custom in-memory active notifications that prevent concurrency.

In many cases, reliability of failure detection is an important factor for adopting one
solution over another. This is especially true when concurrency can cause corruption
of resources that are used by the singleton service. Typically, files may be written
concurrently by different active instances.

You may adopt other solutions for different components for the issues explained in
this section.

2.3.5 Disaster Recovery

Figure 2-5 illustrates an Oracle Fusion Middleware architecture configured for
Disaster Recovery. For Oracle Fusion Middleware product binaries, configuration files,
and metadata files, the disk replication-based solution involves deploying Oracle
Fusion Middleware on NAS/SAN devices. Product binaries and configuration data,
stored in Oracle Homes, are stored on NAS/SAN devices using mounted locations
from host systems. In addition, disk replication technologies are used to replicate
product binaries and configuration from a production site shared storage system to a
standby site shared storage system on a periodic basis. Standby site servers are also
mounted to the disks on the standby site. If a failure or planned outage of the
production (active) site occurs, replication to the standby (passive) site is stopped. The
services and applications are subsequently started on the standby site. The network
traffic is then be routed to the standby site.

For Oracle Database content, because of its superior level of protection and high
availability, Oracle Data Guard is the recommended solution for disaster protection of
Oracle Databases. This includes the databases Oracle Fusion Middleware Repositories
uses and customer data.

For detailed information about disaster recovery for Oracle Fusion Middleware
components, refer to Oracle Fusion Middleware Disaster Recovery Guide.
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Figure 2-5 Production and Standby Site for Oracle Fusion Middleware Disaster Recovery Topology
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2.4 Protection from Planned and Unplanned Down Time

The following tables list possible planned and unplanned downtime and suggested
solutions for these downtime possibilities. Table 2-1 describes planned downtime:
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Table 2-1 Planned Down Time Solutions

Operations Solutions

Deploying and redeploying Hot Deployment

applications

Patching Rolling Patching
Configuration Changes Online configuration Changes

Change Notification
Batching of changes

Deferred Activation

Scalability and Topology Cluster Scale-Out
Extensions

Table 2-2 describes unplanned downtime:

Table 2-2 Unplanned Down Time Solutions

Failures Solutions

Software Failure Death Detection and restart using Node Manager for Java EE
and OPMN for system components.

Server Clusters & Load Balancing
Cold Failover Clusters

Server Migration

Service Migration

State Replication and Replica aware Stubs

Hardware Failure Server Clusters & Load Balancing
Server Migration
Clusterware Integration

Data Failure Backup and Recovery

Human Error

Site Disaster Oracle Fusion Middleware Disaster Recovery Solution

Note: The architectures and deployment procedures defined in this
guide enable simple clustered deployments. The procedures described
in these chapters can be used as a building block to enable this and
other similar high availability topologies for these Fusion Middleware
components. It is also expected that production deployments will use
other required procedures, such as associating security policies with a
centralized LDAP server. For complete details of secured, multi-tiered
architecture, and deployment procedures, please refer to the
Enterprise Deployment Guide for the component you are configuring.
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High Availability for WebLogic Server

This chapter describes the Oracle WebLogic Server high availability capabilities used
to provide Oracle Fusion Middleware high availability.

= Section 3.1, "What Is a WebLogic Server Cluster?"

= Section 3.2, "WebLogic Server Clusters and WebLogic Server Domains"
= Section 3.3, "Benefits of Clustering"

= Section 3.4, "Key Capabilities of a Cluster"

»  Section 3.5, "Types of Objects That Can Be Clustered"

m  Section 3.6, "Communications in a Cluster"

»  Section 3.7, "Cluster-Wide JNDI Naming Service"

»  Section 3.8, "Failover and Replication in a Cluster"

= Section 3.9, "Whole Server Migration"

»  Section 3.10, "JMS and JTA High Availability"

= Section 3.11, "Administration Server and Node Manager High Availability"
»  Section 3.12, "Load Balancing"

m  Section 3.13, "Multi Data Sources"

= Section 3.14, "Cluster Configuration and config.xml"

= Section 3.15, "About Singleton Services"

»  Section 3.16, "WebLogic Server and LDAP High Availability"

For complete documentation of Oracle WebLogic Server clustering, see Oracle Fusion
Middleware Using Clusters for Oracle WebLogic Server.

3.1 What Is a WebLogic Server Cluster?

A WebLogic Server cluster consists of multiple WebLogic Server server instances
running simultaneously and working together to provide increased scalability and
reliability. A cluster appears to clients to be a single WebLogic Server instance. The
server instances that constitute a cluster can run on the same system, or be located on
different systems. You can increase a cluster's capacity by adding additional server
instances to the cluster on an existing system, or you can add systems to the cluster to
host the incremental server instances. Each server instance in a cluster must run the
same version of WebLogic Server.
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3.2 WebLogic Server Clusters and WebLogic Server Domains

A cluster is part of a particular WebLogic Server domain. A domain is an interrelated
set of WebLogic Server resources that are managed as a unit. A domain includes one or
more WebLogic Server instances, which can be clustered, non-clustered, or a
combination of clustered and non-clustered instances. A domain can include multiple
clusters. A domain also contains the application components deployed in the domain
and the resources and services required by those application components and the
server instances in the domain. Examples of the resources and services used by
applications and server instances include system definitions, optional network
channels, connectors, and startup classes.

In each domain, one WebLogic Server instance acts as the Administration Server—the
server instance which configures, manages, and monitors all other server instances
and resources in the domain. Each Administration Server manages one domain only. If
a domain contains multiple clusters, each cluster in the domain has the same
Administration Server.

All server instances in a cluster must reside in the same domain; you cannot "split" a
cluster over multiple domains. Similarly, you cannot share a configured resource or
subsystem between domains. For example, if you create a JDBC connection pool in one
domain, you cannot use it with a server instance or cluster in another domain.
(Instead, you must create a similar connection pool in the second domain.)

Clustered WebLogic Server instances behave similarly to non-clustered instances,
except that they provide failover and load balancing. The process and tools used to
configure clustered WebLogic Server instances are the same as those used to configure
non-clustered instances. However, to achieve the load balancing and failover benefits
that clustering enables, you must adhere to certain guidelines for cluster configuration.

3.3 Benefits of Clustering
A WebLogic Server cluster provides these benefits:
= Scalability

The capacity of an application deployed on a WebLogic Server cluster can be
increased dynamically to meet demand. You can add server instances to a cluster
without interruption of service—the application continues to run without impact
to clients and end users.

» High Availability

In a WebLogic Server cluster, application processing can continue when a server
instance fails. You “cluster” application components by deploying them on
multiple server instances in the cluster—so, if a server instance on which a
component is running fails, another server instance on which that component is
deployed can continue application processing.

The choice to cluster WebLogic Server instances is transparent to application
developers and clients. However, understanding the technical infrastructure that
enables clustering helps programmers and administrators maximize the scalability
and availability of their applications.

3.4 Key Capabilities of a Cluster

The following sections define, in non-technical terms, the key clustering capabilities
that enable scalability and high availability.
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3.4.1 Application Failover

Failover means that when an application component (typically referred to as an object
in the following sections) doing a particular job—some set of processing
tasks—becomes unavailable for any reason, a copy of the failed object finishes the job.

For the new object to be able to take over for the failed object:
s There must be a copy of the failed object available to take over the job.

s There must be information, available to other objects and the program that
manages failover, defining the location and operational status of all objects—so
that it can be determined that the first object failed before finishing its job.

s There must be information, available to other objects and the program that
manages failover, about the progress of jobs in process—so that an object taking
over an interrupted job knows how much of the job was completed before the first
object failed, for example, what data has been changed, and what steps in the
process were completed.

WebLogic Server uses standards-based communication techniques and facilities—
including IP sockets and the Java Naming and Directory Interface (JINDI)—to share
and maintain information about the availability of objects in a cluster. These
techniques allow WebLogic Server to determine that an object stopped before finishing
its job, and where there is a copy of the object to complete the interrupted job.

Information about what has been done on a job is called state. WebLogic Server
maintains state information using techniques called session replication and replica-aware
stubs. When an object unexpectedly stops doing its job, replication techniques enable a
copy of the object to pick up where the failed object stopped and finish the job.

3.4.2 Migration

WebLogic Server supports automatic and manual migration of a clustered server
instance from one system to another. A Managed Server that can be migrated is
referred to as a migratable server. This feature is designed for environments with
requirements for high availability. Server migration is useful for:

= Ensuring uninterrupted availability of singleton services—services that must run
on only a single server instance at any given time, such as JMS and the JTA
transaction recovery system, when the hosting server instance fails. A Managed
Server configured for automatic migration automatically migrate to another
system if a failure occurs.

= Facilitating the process of relocating a Managed Server and all services it hosts, as
part of a planned system administration process. You can initiate the Managed
Server migration from the Administration Console or command line.

The server migration process relocates a Managed Server in its entirety—including IP
addresses and hosted applications—to one of a predefined set of available host
systems.

3.4.3 Load Balancing

Load balancing is the even distribution of jobs and associated communications across
the computing and networking resources in your environment. For load balancing to
occur:

s There must be multiple copies of an object that can do a particular job.
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» Information about the location and operational status of all objects must be
available.

WebLogic Server allows objects to be clustered—deployed on multiple server
instances—so that there are alternative objects to do the same job. WebLogic Server
shares and maintains the availability and location of deployed objects using
unicast, IP sockets, and JNDI.

3.5 Types of Objects That Can Be Clustered

A clustered application or application component is one that is available on multiple
WebLogic Server instances in a cluster. If an object is clustered, failover and load
balancing for that object is available. Deploy objects homogeneously—to every server
instance in your cluster—to simplify cluster administration, maintenance, and
troubleshooting.

Web applications can consist of different types of objects, including Enterprise Java
Beans (E]Bs), servlets, and Java Server Pages (JSPs). Each object type has a unique set
of behaviors related to control, invocation, and how it functions within an application.
For this reason, the methods that WebLogic Server uses to support clustering—and
hence to provide load balancing and failover—can vary for different types of objects.
The following types of objects can be clustered in a WebLogic Server deployment:

= Servlets

= JSPs

= EJBs

= Remote Method Invocation (RMI) objects

= Java Messaging Service (JMS) destinations

= Java Database Connectivity (JDBC) connections

Different object types can have certain behaviors in common. When this is the case, the
clustering support and implementation considerations for those similar object types
may be same. In the sections that follow, explanations and instructions for the
following types of objects are generally combined:

m Servlets and JSPs
= EJBs and RMI objects

3.6 Communications in a Cluster

WebLogic Server instances in a cluster communicate with one another using two basic
network technologies:

s IP sockets, which are the conduits for peer-to-peer communication between
clustered server instances.

s IP unicast or multicast, which server instances use to broadcast availability of
services and heartbeats that indicate continued availability. When creating a new
cluster, Oracle recommends that you use unicast for messaging within a cluster.
For backward compatibility with previous versions of WebLogic Server, you must
use multicast for communications between clusters.
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Note: When using the unicast protocol for a WebLogic Server cluster,
servers that are part of the cluster must specify a listen address.
Therefore, the servers cannot be listening on ANY (which is
equivalent to leaving the Listen Address field in the Oracle WebLogic
Administration Console blank.)

3.7 Cluster-Wide JNDI Naming Service

Clients of a non-clustered WebLogic Server server instance access objects and services
by using a JNDI-compliant naming service. The JNDI naming service contains a list of
the public services that the server instance offers, organized in a tree structure. A
WebLogic Server instance offers a new service by binding into the JNDI tree a name
that represents the service. Clients obtain the service by connecting to the server
instance and looking up the bound name of the service.

Server instances in a cluster use a cluster-wide JNDI tree. A cluster-wide JNDI tree is
similar to a single server instance JNDI tree, insofar as the tree contains a list of
available services. In addition to storing the names of local services, however, the
cluster-wide JNDI tree stores the services offered by clustered objects (EJBs and RMI
classes) from other server instances in the cluster.

Each WebLogic Server instance in a cluster creates and maintains a local copy of the
logical cluster-wide JNDI tree. Creation of a cluster-wide JNDI tree begins with the
local JNDI tree bindings of each server instance. As a server instance boots (or as new
services are dynamically deployed to a running server instance), the server instance
first binds the implementations of those services to the local JNDI tree. The
implementation is bound into the JNDI tree only if no other service of the same name
exists.

Once the server instance successfully binds a service into the local JNDI tree,
additional steps are performed for clustered objects that use replica-aware stubs. After
binding the clustered object's implementation into the local JNDI tree, the server
instance sends the object's stub to other members of the cluster. Other members of the
cluster monitor the multicast or unicast address to detect when remote server
instances offer new services.

3.8 Failover and Replication in a Cluster

In order for a cluster to provide high availability it must be able to recover from
service failures.

WebLogic Server instances in a cluster detect failures of their peer server instances by

monitoring:

= Socket connections to a peer server
WebLogic Server instances monitor the use of IP sockets between peer server
instances as an immediate method of detecting failures. If a server connects to one
of its peers in a cluster and begins transmitting data over a socket, an unexpected

closure of that socket causes the peer server to be marked as "failed," and its
associated services are removed from the JNDI naming tree.

= Regular server heartbeat messages

If clustered server instances do not have opened sockets for peer-to-peer
communication, failed servers may also be detected via the WebLogic Server
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heartbeat. All server instances in a cluster use multicast or unicast to broadcast
regular server heartbeat messages to other members of the cluster.

Each heartbeat message contains data that uniquely identifies the server that sends
the message. Servers broadcast their heartbeat messages at regular intervals of 10
seconds. In turn, each server in a cluster monitors the multicast or unicast address
to ensure that all peer servers' heartbeat messages are being sent.

If a server monitoring the multicast or unicast address misses three heartbeats
from a peer server (i.e., if it does not receive a heartbeat from the server for 30
seconds or longer), the monitoring server marks the peer server as "failed." It then
updates its local JNDI tree, if necessary, to retract the services that were hosted on
the failed server.

3.8.1 Session Replication

User session data can be stored in two standard ways in a Java EE application: stateful
session E]Bs or HTTP sessions. By themselves, they rarely impact cluster scalability.
However, when coupled with a session replication mechanism required to provide
high-availability, bottlenecks are introduced. If a Java EE application has Web and EJB
components, you should store user session data in HTTP sessions:

s HTTP session management provides more options for handling fail-over, such as
replication, a shared database or file.

= Superior scalability.

= Replication of the HTTP session state occurs outside of any transactions. Stateful
session bean replication occurs in a transaction which is more resource intensive.

s The HTTP session replication mechanism is more sophisticated and provides
optimizations a wider variety of situations than stateful session bean replication.

3.9 Whole Server Migration

In a WebLogic Server cluster, most services are deployed homogeneously on all server
instances in the cluster, enabling transparent failover from one server to another. In
contrast, “pinned services” such as JMS and the JTA transaction recovery system are
targeted at individual server instances within a cluster—for these services, WebLogic
Server supports failure recovery with migration as opposed to failover.

Migration in WebLogic Server is the process of moving a clustered WebLogic Server
instance or a component running on a clustered instance elsewhere if failure occurs. In
the case of whole server migration, the server instance is migrated to a different
physical system upon failure. In the case of service-level migration, the services are
moved to a different server instance within the cluster.

WebLogic Server provides a feature for making JMS and the JTA transaction system
highly available: migratable servers. Migratable servers provide for both automatic
and manual migration at the server-level, rather than the service level.

When a migratable server becomes unavailable for any reason, for example, if it hangs,
loses network connectivity, or its host system fails—migration is automatic. Upon
failure, a migratable server automatically restarts on the same system if possible. If the
migratable server cannot restart on the system it failed on, it is migrated to another
system. In addition, an administrator can manually initiate migration of a server
instance.
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3.9.1 Node Manager's Role in Whole Server Migration

Server migration requires Node Manager—it must run on each system that hosts, or is
intended to host.

Node Manager supports server migration in these ways:
= You must use Node Manager for the initial startup of migratable servers.

When you initiate the startup of a Managed Server from the Administration
Console, the Administration Server uses Node Manager to start the server
instance. You can also invoke Node Manager to start the server instance using the
stand-alone Node Manager client; however, the Administration Server must be
available so that the Managed Server can obtain its configuration.

Note: Migration of a server instance that was not initially started
with Node Manager will fail.

= You must use Node Manager to suspend, shutdown, or force shutdown of
migratable servers.

= Node Manager tries to restart a migratable server with an expired lease on the
system where it was running at the time of failure.

Node Manager performs the steps in the server migrate process by running
customizable shell scripts, provided with WebLogic Server, that start, restart and
stop servers; migrate IP addresses; and mount and unmount disks. The scripts are
available for Solaris and Linux.

- In an automatic migration, the cluster master invokes Node Manager to
perform the migration.

- In a manual migration, the Administration Server invokes Node Manager to
perform the migration.

3.9.2 Server Migration Processes and Communications

The sections that follow describe key processes in a cluster that contains migratable
servers:

= Section 3.9.2.1, "Startup Process in a Cluster with Migratable Servers"

= Section 3.9.2.2, "Automatic Whole Server Migration Process"

= Section 3.9.2.3, "Manual Whole Server Migration Process"

= Section 3.9.2.4, "Administration Server's Role in Whole Server Migration"
= Section 3.9.2.5, "Migratable Server Behavior in a Cluster"

= Section 3.9.2.6, "Node Manager's Role in Whole Server Migration"

= Section 3.9.2.7, "Cluster Master's Role in Whole Server Migration"

3.9.2.1 Startup Process in a Cluster with Migratable Servers
Figure 3-1 illustrates the processing and communications that occur during startup of
a cluster that contains migratable servers.

The example cluster contains two Managed Servers, both of which are migratable. The
Administration Server and the two Managed Servers each run on different machines.
A fourth machine is available as a backup—in the event that one of the migratable
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servers fails. Node Manager is running on the backup machine and on each machine
with a running migratable server.

Figure 3—1 Startup of Cluster with Migratable Servers
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These are the key steps that occur during startup of the cluster illustrated in

Figure 3-1:

1. The administrator starts up the cluster.

2. The Administration Server invokes Node Manager on Machines B and C to start
Managed Servers 1 and 2, respectively. See Section 3.9.2.4, "Administration
Server's Role in Whole Server Migration."

3. The Node Manager on each machine starts up the Managed Server that runs there.
See Section 3.9.2.6, "Node Manager's Role in Whole Server Migration."

4. Managed Servers 1 and 2 contact the Administration Server for their
configuration. See Section 3.9.2.5, "Migratable Server Behavior in a Cluster."
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Managed Servers 1 and 2 cache the configuration they started up.

Managed Servers 1 and 2 each obtain a migratable server lease in the lease table.

Because Managed Server 1 starts up first, it also obtains a cluster master lease. See
Section 3.9.2.7, "Cluster Master's Role in Whole Server Migration."

their health and liveness.

3.9.2.2 Automatic Whole Server Migration Process
Figure 3-2 illustrates the automatic migration process after the failure of the machine

hosting Managed Server 2.

Figure 3-2 Automatic Migration of a Failed Server
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1. Machine C, which hosts Managed Server 2, fails.

Upon its next periodic review of the lease table, the cluster master detects that

Managed Server 1 and 2 periodically renew their leases in the lease table, proving

Managed Server 2's lease has expired. See Section 3.9.2.7, "Cluster Master's Role in

Whole Server Migration."
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3. The cluster master tries to contact Node Manager on Machine C to restart
Managed Server 2, but fails, because Machine C is unreachable.

Note: If the Managed Server 2's lease had expired because it was
hung, and Machine C was reachable, the cluster master would use
Node Manager to restart Managed Server 2 on Machine C.

4. The cluster master contacts Node Manager on Machine D, which is configured as
an available host for migratable servers in the cluster.

5. Node Manager on Machine D starts Managed Server 2. See Section 3.9.2.6, "Node
Manager's Role in Whole Server Migration."

6. Managed Server 2 starts up and contacts the Administration Server to obtain its
configuration.

7. Managed Server 2 caches the configuration it started up with.
8. Managed Server 2 obtains a migratable server lease.

During migration, the clients of the migrating Managed Server may have a brief
interruption in service; it may be necessary to reconnect. On Solaris and Linux
operating systems, you can reconnect using i fconfig command. The clients of a
migrated server do not need to know the particular machine the server migrates to.

When a machine that previously hosted a server instance that was migrated becomes
available again, the reversal of the migration process—migrating the server instance
back to its original host machine—is known as failback. WebLogic Server does not
automate the failback process. An administrator can accomplish failback by manually
restoring the server instance to its original host.

The general procedures to restore a server to its original host are:
s Gracefully shutdown the new instance of the server.

= After you restart the failed machine, restart Node Manager and the managed
server.

The exact procedures you follow depend on your server and network environment.
3.9.2.3 Manual Whole Server Migration Process

Figure 3-3 illustrates what happens when an administrator manually migrates a
migratable server.
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Figure 3-3 Manual Whole Server Migration
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An administrator uses the Administration Console to initiate the migration of
Managed Server 2 from Machine C to Machine B.

The Administration Server contacts Node Manager on Machine C. See
Section 3.9.2.4, "Administration Server's Role in Whole Server Migration."

Node Manager on Machine C stops Managed Server 2.

Managed Server 2 removes its row from the lease table.

The Administration Server invokes Node Manager on Machine B.

Node Manager on Machine B starts Managed Server 2.

Managed Server 2 obtains its configuration from the Administration Server.
Managed Server 2 caches the configuration it started up with.

Managed Server 2 adds a row to the lease table.

3.9.2.4 Administration Server's Role in Whole Server Migration

In a cluster that contains migratable servers, the Administration Server invokes Node
Manager on each system:

That hosts cluster members to start the migratable servers. This is a prerequisite
for server migratability—if Node Manager did not initially start a server instance,
you cannot migrate the server.

Involved in a manual migration process to stop and start the migratable server.
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That hosts cluster members to stop server instances during a normal shutdown.
This is a prerequisite for server migratability—if a server instance is shut down
directly without using Node Manager, when the cluster master detects that the
server instance is not running, it will call Node Manager to restart it.

The Administration Server also provides its regular domain management
functionality, persisting configuration updates issued by an administrator and
providing a run-time view of the domain, including the migratable servers it contains.

3.9.2.5 Migratable Server Behavior in a Cluster

A migratable server is a clustered Managed Server that is configured as migratable.
These are the key behaviors of a migratable server:

If you are using a database to manage leasing information, during startup and
restart by Node Manager, a migratable server adds a row to the lease table. The
row for a migratable server contains a timestamp, and the machine where it is
running.

When using a database to manage leasing information, a migratable server adds a
row to the database as a result of startup, it tries to take on the role of cluster
master, and succeeds if it is the first server instance to join the cluster.

Periodically, the server renews its "lease" by updating the timestamp in the lease
table.

By default a migratable server renews its lease every 30,000 milliseconds—the
product of two configurable ServerMBean properties:

- HealthCheckIntervalMillis, which by defaultis 10,000.
- HealthCheckPeriodsUntilFencing, which by default is 3.

If a migratable server fails to reach the lease table and renew its lease before the
lease expires, it terminates as quickly as possible using a Java System. exit—in
this case, the lease table still contains a row for that server instance. For
information about how this relates to automatic migration, see Section 3.9.2.7,
"Cluster Master's Role in Whole Server Migration."

During operation, a migratable server listens for heartbeats from the cluster
master. When it detects that the cluster master is not sending heartbeats, it
attempts to take over the role of cluster master, and succeeds if no other server
instance has claimed that role.

3.9.2.6 Node Manager's Role in Whole Server Migration

The use of Node Manager is required for server migration—it must run on each
machine that hosts, or is intended to host.

Node Manager supports server migration in these ways:

Node Manager must be used for initial startup of migratable servers.

When you initiate the startup of a Managed Server from the Administration
Console, the Administration Server uses Node Manager to start the server
instance. You can also invoke Node Manager to start the server instance using the
stand-alone Node Manager client; however, the Administration Server must be
available so that the Managed Server can obtain its configuration.

Note: Migration of a server instance that was not initially started
with Node Manager will fail.
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Node Manager must be used for suspend, shutdown, or force shutdown of
migratable servers.

Node Manager tries to restart a migratable server whose lease has expired on the
machine where it was running at the time of failure.

Node Manager performs the steps in the server migrate process by running
customizable shell scripts, provided with WebLogic Server, that start, restart and
stop servers; migrate IP addresses; and mount and unmount disks. The scripts are
available for Solaris and Linux.

- Inan automatic migration, the cluster master invokes Node Manager to
perform the migration.

- In a manual migration, the Administration Server invokes Node Manager to
perform the migration.

3.9.2.7 Cluster Master's Role in Whole Server Migration

In a cluster that contains migratable servers, one server instance acts as the cluster
master. Its role is to orchestrate the server migration process. Any server instance in
the cluster can serve as the cluster master. When you start a cluster that contains
migratable servers, the first server to join the cluster becomes the cluster master and
starts up the cluster manager service. If a cluster does not include at least one
migratable server, it does not require a cluster master, and the cluster master service
does not start up. In the absence of a cluster master, migratable servers can continue to
operate, but server migration is not possible. These are the key functions of the cluster
master:

Issues periodic heartbeats to the other servers in the cluster.

Periodically reads the lease table to verify that each migratable server has a current
lease. An expired lease indicates to the cluster master that the migratable server
should be restarted.

Upon determining that a migratable server's lease is expired, waits for period
specified by the FencingGracePeriodMillis on the ClusterMBean, and then
tries to invoke the Node Manager process on the machine that hosts the
migratable server whose lease is expired, to restart the migratable server.

If unable to restart a migratable server whose lease has expired on its current
machine, the cluster master selects a target machine in this fashion:

If you have configured a list of preferred destination machines for the migratable
server, the cluster master chooses a machine on that list, in the order the machines
are listed.

Otherwise, the cluster master chooses a machine on the list of those configured as
available for hosting migratable servers in the cluster.

A list of machines that can host migratable servers can be configured at two levels:
for the cluster as a whole, and for an individual migratable server. You can define
a machine list at both levels. You must define a machine list at least one level.

To accomplish the migration of a server instance to a new machine, the cluster
master invokes the Node Manager process on the target machine to create a
process for the server instance.

The time required to perform the migration depends on the server configuration
and startup time.
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s The maximum time taken for cluster master to restart the migratable server is
(HealthCheckPeriodsUntilFencing * HealthCheckIntervalMillis) +
FencingGracePeriodMillis.

»  The total time before the server becomes available for client requests depends on
the server startup time and the application deployment time.

3.10 JMS and JTA High Availability

You can configure JMS and JTA services for high availability by using migratable
targets. A migratable target is a special target that can migrate from one server in a
cluster to another. As such, a migratable target provides a way to group migratable
services that should move together. When the migratable target is migrated, all
services hosted by that target are migrated.

In order to configure a migratable JMS service for migration, it must be deployed to a
migratable target. A migratable target specifies a set of servers that can host a target,
and can optionally specify a user-preferred host for the services and an ordered list of
candidate backup servers should the preferred server fail. Only one of these servers
can host the migratable target at any one time.

Once a service is configured to use a migratable target, then the service is independent
from the server member that is currently hosting it. For example, if a JMS server with a
deployed JMS queue is configured to use a migratable target, then the queue is
independent of when a specific server member is available. In other words, the queue
is always available when the migratable target is hosted by any server in the cluster.

An administrator can manually migrate pinned migratable services from one server
instance to another in the cluster, either in response to a server failure or as part of
regularly scheduled maintenance. If you do not configure a migratable target in the
cluster, migratable services can be migrated to any WebLogic Server instance in the
cluster.

3.10.1 User-Preferred Servers and Candidate Servers

When deploying a JMS service to the migratable target, you can select a the
user-preferred server (UPS) target to host the service. When configuring a migratable
target, you can also specify constrained candidate servers (CCS) that can potentially
host the service should the user-preferred server fail. If the migratable target does not
specify a constrained candidate server, the JMS server can be migrated to any available
server in the cluster.

WebLogic Server enables you to create separate migratable targets for JMS services.
This allows you to always keep each service running on a different server in the
cluster, if necessary. Conversely, you can configure the same selection of servers as the
constrained candidate servers for both JTA and JMS, to ensure that the services remain
co-located on the same server in the cluster.

3.11 Administration Server and Node Manager High Availability

The Administration Server is the WebLogic Server instance that configures and
manages the WebLogic Server instances in its domain.

A domain can include multiple WebLogic Server clusters and non-clustered WebLogic
Server instances. Strictly speaking, a domain could consist of only one WebLogic
Server instance—however, in that case that sole server instance would be an
Administration Server, because each domain must have exactly one Administration
Server.
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There are a variety of ways to invoke the services of the Administration Server to
accomplish configuration tasks. Whichever method is used, the Administration Server
for a cluster must be running when you modify the configuration.

Note: Itis recommended (particularly for systems with multiple
Middleware homes or Oracle homes) that the Administration Server
listen address be explicitly set to the hostname on which it needs to be
accessed by its clients.

3.11.1 Administration Server Failure

The failure of an Administration Server for a domain does not affect the operation of
managed servers in the domain. If an Administration Server for a domain becomes
unavailable while the server instances it manages—clustered or otherwise—are up
and running, those managed servers continue to run. If the domain contains clustered
server instances, the load balancing and failover capabilities supported by the domain
configuration remain available, even if the Administration Server fails.

Note: If an Administration Server fails because of a hardware or
software failure on its host machine, other server instances on the
same machine may be similarly affected. However, the failure of an
Administration Server itself does not interrupt the operation of
managed servers in the domain.

For instructions on re-starting an Administration Server, see the Oracle Fusion
Middleware Using Clusters for Oracle Server.

3.11.2 Node Manager Failure

If Node Manager fails or is explicitly shut down, upon restart, it determines the server
instances that were under its control when it exited. Node Manager can restart any
failed server instances as needed.

Note: It is advisable to run Node Manager as an operating system
service, so that it restarts automatically if its host machine is restarted.

3.12 Load Balancing

Load balancing configuration consists of three pieces of information: the
load-balancing algorithm to be used, an indicator of whether local affinity should be
applied, and weights that are assigned to each member of the topology to influence
any routing algorithms that use weights.

The load-balancing algorithm specifies how requests are load balanced across
components. Oracle Fusion Middleware uses the following three load-balancing
methods:

= Round Robin - Requests are balanced across a list of available servers by selecting
from the list sequentially.

= Random - Requests are balanced across a list of available servers by selecting a
random server on each request.
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= Weighted - Requests are balanced across a list of available servers using weights
assigned to each server to determine the percentage of requests sent to each

Local affinity determines whether clients show a preference to servers that run on the
same machine to avoid network latency. If the flag is set to true, then requests are
routed across the list of servers on the local machine using the load-balancing
algorithm if any local servers are available. If no local servers are available, requests
are routed to all available remote servers according to the load-balancing algorithm. If
local affinity is set to false, requests are routed across all available servers (local and
remote) based on the load-balancing algorithm.

You configure weights as single integer values that are associated with component
instances. You can assign weights to components that are not currently in a group,
however, the weight is not used unless you later configure the component as a
member of a group and select the weighted load-balancing algorithm. The weight is a
unitless number. The percentage of requests to be sent to each member is calculated by
summing the weights of all available members and dividing the weight for each
member by the sum of the weights.

3.13 Multi Data Sources

A multi data source is an abstraction around a group of data sources that provides
load balancing or failover processing at the time of connection requests, between the
data sources associated with the multi data source. Multi data sources are bound to the
JNDI tree or local application context just like data sources are bound to the JNDI tree.
Applications look up a multi data source on the JNDI tree or in the local application
context (java:comp/env) just as they do for data sources, and then request a database
connection. The multi data source determines which data source to use to satisfy the
request depending on the algorithm selected in the multi data source configuration:
load balancing or failover.

A multi data source can be thought of as a pool of data sources. Multi data sources are
best used for failover or load balancing between nodes of a highly available database
system, such as redundant databases or Oracle Real Application Clusters (Oracle
RACQ).

3.14 Cluster Configuration and config.xml

The config.xml file is an XML document that describes the configuration of a
WebLogic Server domain. The domain element in config.xml is the top-level
element, and all elements in the domain descend from the domain element. The
domain element includes child elements such as the server, cluster, and
application elements. These child elements may have children of their own. For
example, the server element can include the child elements WebServer, SSL and Log.
The Application element includes the child elements EJBComponent and
WebAppComponent.

Each element has one or more configurable attributes. An attribute defined in
config.dtd has a corresponding attribute in the configuration API. For example, the
Server element has a ListenPort attribute, and likewise, the
Weblogic.management.configuration.ServerMBean hasa ListenPort
attribute. Configurable attributes are readable and writable, that is, ServerMBean has
agetListenPort () and a setListenPort () method.

To learn more about config.xml, see the Oracle Fusion Middleware Using Clusters for
Oracle WebLogic Server.
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3.15 About Singleton Services

A singleton service is a service that must run on only a single server instance at any
given time, such as JMS and the JTA transaction recovery system, when the hosting
server instance fails. A managed server configured for automatic migration
automatically migrates to another machine if a failure occurs.

3.16 WebLogic Server and LDAP High Availability

In a high availability environment, WebLogic Server needs to be able to access LDAP
for these reasons:

To access users and groups stored in LDAP for which WebLogic Server supports
failover.

For information about configuring failover for LDAP authentication providers, see
"Configuring Failover for LDAP Authentication Providers" in the Oracle Fusion
Middleware Securing Oracle WebLogic Server manual.

To access the LDAP-based policy store and credential store.

For information about configuring a domain to use an LDAP-based policy store,
see "Configuring a Domain to Use an LDAP-Based Policy Store" in the Oracle
Fusion Middleware Application Security Guide manual.

For information about configuring a domain to use an LDAP-based credential
store, see "Configuring a Domain to Use an LDAP-Based Credential Store" in the
Oracle Fusion Middleware Application Security Guide manual.
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4

Considerations for High Availability Oracle
Database Access

This chapter describes considerations for high availability Oracle database access.
The sections in this chapter are as follows:

= Section 4.1, "Oracle Real Application Clusters and Fusion Middleware"

= Section 4.2, "Protecting Idle Connections from Firewall Timeouts"

= Section 4.3, "Troubleshooting Real Application Clusters"

m  Section 4.4, "Oracle Fusion Middleware Products are Certified to be Used with 11.2
RDBMS Oracle RAC"

4.1 Oracle Real Application Clusters and Fusion Middleware

Most Fusion Middleware components use a database as the persistent store for their
data. The Oracle database back end can be configured in any number of high
availability configurations, including Cold Failover Clusters, Real Application
Clusters, Oracle Data Guard, or Oracle Streams. For more information on these high
availability configurations, see the Oracle Database High Availability Overview. This
chapter describes considerations for Oracle Fusion Middleware configured with a high
availability Oracle database, Oracle Real Application Clusters.

Oracle Real Application Clusters (Oracle RAC) is a computing environment that
harnesses the processing power of multiple, interconnected computers. Along with a
collection of hardware, called a cluster, it unites the processing power of each
component to become a single, robust computing environment. A cluster comprises
two or more computers, also called nodes. Oracle Real Application Clusters
simultaneously provides a highly scalable and highly available database for Oracle
Fusion Middleware.

Every Oracle RAC instance in the cluster has equal access and authority, therefore,
node and instance failure may affect performance, but does not result in downtime,
since the database service is available or can be made available on surviving server
instances.

For more information on Oracle Real Application Clusters, see the Oracle Real
Application Clusters Administration and Deployment Guide.

Oracle Fusion Middleware provides the best integration with an Oracle database in a
high availability environment. When Oracle Fusion Middleware behaves as a client for
the database (either as a java or system client) it uses special communication and
monitoring capabilities that provide fast failover and minimal middle tier disruption
in reaction to database failure scenarios.
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Oracle Fusion Middleware components that access the database can be categorized in
three ways:

= Java-based Oracle Fusion Middleware components deployed to Oracle WebLogic
Server

= Java-based Oracle Fusion Middleware components that are standalone Java
Clients

= Non-Java Oracle Fusion Middleware components
This chapter contains the following sections:

»  Section 4.1.1, "Java-Based Oracle Fusion Middleware Components Deployed to
Oracle WebLogic Server"

= Section 4.1.2, "Using Multi Data Sources with Oracle RAC"

= Section 4.1.3, "Configuring Multi Data Sources with Oracle RAC"
»  Section 4.1.4, "Oracle RAC Failover with WebLogic Server"

s Section 4.1.5, "JDBC Clients"

= Section 4.1.6, "System Clients"

4.1.1 Java-Based Oracle Fusion Middleware Components Deployed to Oracle WebLogic

Server

All Oracle Fusion Middleware components deployed to Oracle WebLogic Server
support Oracle Real Application Clusters (Oracle RAC). For establishing connection
pools, Oracle Fusion Middleware supports only multi data sources for the Oracle RAC
back end for both XA and non-XA JDBC drivers. For connection pooling, Oracle
Fusion Middleware deployments do not support other connection failover features
supported by Oracle JDBC drivers for Oracle RAC. Oracle RAC multi data sources are
configured by Oracle Fusion Middleware Configuration Wizard. You can also
configure multi data sources using the Oracle Fusion Middleware Administration
console, or WLST commands. Please refer to component specific guides for multi data
source configuration details

When an Oracle RAC node or instance fails, session requests are redirected to another
node in the cluster, either by Oracle WebLogic Server or by the Oracle Thin driver.
There is no failover of existing connections, however, new connection requests from
the application are managed using existing connections in the Oracle WebLogic pool
or by new connections to the working Oracle RAC instance. In-flight transactions are
typically rolled back when the database is the transaction manager. When the
WebLogic Server is the Transaction Manager, in-flight transactions are failed over,
meaning they are driven to completion or rolled back, based on the state of the
transaction at the time of the failure. If the application requires load balancing across
Oracle RAC nodes, WebLogic Server supports this capability through use of JDBC
multi data sources configured for load balancing. The data sources that form a multi
data source are accessed using a round-robin scheme (the Oracle recommended
configuration for deployments against Oracle RAC databases). When switching
connections, WebLogic Server selects a connection from the next data source in the
order listed. The next section briefly describes configuration of multi data sources with
Oracle RAC.
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4.1.2 Using Multi Data Sources with Oracle RAC

When you deploy Oracle Fusion Middleware against Oracle RAC back ends it is
configured out of the box with Multi Data Sources (MDS). The MDSs have constituent
data sources for each RAC instance providing the database service. Oracle
recommends that you add an additional data source to the MDS on the Fusion
Middleware tier when you configure additional RAC instances that offer the database
service. Ensure that each constituent data source that you create for the MDS are
configured identically for properties in Section 4.1.3, "Configuring Multi Data Sources
with Oracle RAC."

When you migrate the database from a non-RAC to a RAC database, you must create
an equivalent, new MDS for each data source that is affected. The MDS that you create
must have consistent data sources for each RAC instance. The data source values must
be identical to the original single instance data source for the properties in

Section 4.1.3, "Configuring Multi Data Sources with Oracle RAC.". For example, if the
single instance data source driver is
oracle.jdbc.xa.client.OracleXADataSource, it must be
oracle.jdbc.xa.client.OracleXADataSource for each constituent data source
of the new Multi Data Source.

Figure 4-1 Multi Data Source Configuration
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4.1.2.1 Configuring Multi Data Sources for MDS Repositories

Applications that use an MDS database-based repository can be configured for high
availability Oracle database access. With this configuration, failure detection, recovery,
and retry by MDS, as well as by the WebLogic infrastructure result in the application's
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read-only MDS operations being protected from Oracle RAC database planned and
unplanned downtimes.

MDS multi data sources are exposed as MDS repositories in the Fusion Middleware
Control navigation tree. These multi data sources can be selected during deployment
plan customization of application deployment, and can be used with MDS WLST
commands.

Configuring an application to retry read-only operations

To configure an application to retry the connection, you can configure the
RetryConnection attribute of the application's MDS AppConfig MBean. For
information about MDS configuration, see the Oracle Fusion Middleware
Administrator’s Guide.

Registering an MDS multi data source

In addition to the steps specified in Section 4.1.3, "Configuring Multi Data Sources
with Oracle RAC," consider the following for MDS:

— The child data sources that constitute a multi data source used for an MDS
Repository must be configured as non-XA data sources.

— The multi data source's name must be pre-fixed with mds-. This is required so
the multi data source can be recognized as an MDS repository that can be used
for MDS management functionality through Fusion Middleware Control,
WLST, and JDeveloper.

Note: When an MDS data source is added as a child of a multi data
source, this data source is no longer exposed as an MDS repository.
For example, it is not displayed under the Metadata Repositories
folder in the Fusion Middleware Control navigation tree, no MDS
repository operations can be performed on it, and it does not appear
in the list of selectable repositories during deployment.

Converting a data source to a multi data source

There are two considerations when converting an MDS data source to a multi data
source to make sure the application is configured correctly:

- If you are creating a new multi data source with a new, unique name, redeploy
the application and select this new multi data source as the MDS repository
during deployment plan customization.

- If you want to avoid redeploying the application, you can delete the data
source and recreate the new multi data source using the same name and
jndi-name attributes.

4.1.2.2 Oracle RAC Configuration Requirements

This section describes requirements for Oracle RAC configuration:

XA Requirements: Many Oracle components participate in distributed
transactions, or are part of container managed transactions. These components
require the back-end database setup for XA recovery by Oracle WebLogic
Transaction Manager. For repositories created using RCU, this is done
automatically. For other databases participating in XA transactions, ensure that XA
pre-requisites are met:

1. Log on to SQL*Plus as a system user, for example:
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sqlplus "/ as sysdba"

2. Grantselect on sys.dba_pending_transactions topublic.
3. Grant execute on sys.dbms_xa to public.

4. Grant force any transaction to user.

Note: Ensure that the distributed_lock_timeout parameter for
the Oracle database is set to a value higher that the JTA timeout (This
should be higher than the highest value on the middle tier - between
the default for WebLogic Server, a specific configuration for a data
source, or one used by a component for a transaction.)

Server-side Load Balancing: If the server-side load balancing feature has been
enabled for the Oracle RAC back end (using remote_listeners), the JDBC URL used
in the data sources of a multi data source configuration should include the
INSTANCE_NAME. For example, you can specify the URL in the following
format:

jdbc:oracle:thin:@ (DESCRIPTION= (ADDRESS= (PROTOCOL=TCP) (HOST=host-vip)
(PORT=1521) ) (CONNECT_DATA= (SERVICE_NAME=dbservice) (INSTANCE NAME=instl)))

By default, the out-of-box installation assumes that remote_1listener has been
configured and creates the URL for data sources in a multi data source
accordingly. Any multi data source created outside of the typical installation and
configuration should follow the format described in this section.

If remote_listeners cannot be specified on the Oracle RAC side, and server
side load balancing has been disabled, specifying the INSTANCE_NAME in the
URL is not necessary. To disable remote listeners, delete any listed remote listeners
in spfile.ora file on each Oracle RAC node. For example:

* remote_listener="
In this case, the recommended URL that you use in the data sources of a multi data
source configuration is:

jdbc:oracle:thin:@host-vip:port/dbservice

Or

jdbc:oracle:thin:@ (DESCRIPTION= (ADDRESS= (PROTOCOL=TCP) (HOST=host-vip) (PORT=1521
) ) (CONNECT_DATA= (SERVICE_NAME=dbservice)))

Services: When configuring Oracle Fusion Middleware for the Oracle database
and specifically for Oracle RAC, Oracle recommends using the Oracle Services
feature. Create the service_name provided as part of the database service
location specifically for the application.

4.1.2.3 Configuring Schemas for Transactional Recovery Privileges

You need the appropriate database privileges to allow the Oracle WebLogic Server
transaction manager to query for transaction state information and issue the
appropriate commands, such as commit and rollback, during recovery of in-flight
transactions after a WebLogic Server container crash.

To configure the schemas for transactional recovery privileges:

Log on to SQL*Plus as a user with sysdba privileges. For example:
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sqlplus "/ as sysdba"

2. Grant select on sys.dba_pending_transactions to the appropriate_user.

3. Grant force any transaction to the appropriate_user.

Note: These privileges should be granted to the owner of the
soainfra schema, as determined by the RCU operations.

4.1.3 Configuring Multi Data Sources with Oracle RAC

Oracle Middleware 11g components support only multi data source configuration for
Oracle RAC. You can configure multi data sources using the following:

= Oracle Fusion Middleware Configuration Wizard during WebLogic Server domain
creation

s Oracle Universal Installer Java EE component configuration for Identity
Management or Oracle Portal, Forms, Reports, and Discoverer.

= Oracle WebLogic Server Administration Console
= WLST Commands

Multi data sources support load balancing for both XA and non-XA data sources. This
applies to all Oracle database versions Oracle Fusion Middleware components
support.

Multi data sources encapsulate individual data sources that pool connections to
specific instances of Oracle RAC. For multi data sources created manually, or modified
after initial configuration, Oracle strongly recommends the following XA and Non-XA
data source property values for optimal high availability behavior. If your
environment so demands, changes to these should be done after careful consideration
and testing:

Table 4-1 Recommended Multi Data Source Configuration

Property Name Value
test-frequency-seconds 5
algorithm-type Load-Balancing

For the individual data sources, Oracle recommends the following for high availability
environments. Any other parameters should be set according to application
requirements.

Table 4-2 XA Data Source Configuration

Property Name Value
Driver oracle.jdbc.xa.client.OracleXADataSource
Property command <property>
<name>oracle.net. CONNECT _
TIMEOUT</name>
<value>10000</value>
</property>
initial-capacity 0

connection-creation-retry-frequency-seconds 10
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Table 4-2 (Cont.) XA Data Source Configuration

Property Name Value
test-frequency-seconds 300
test-connections-on-reserve true

test-table-name SQL SELECT 1 FROM DUAL
seconds-to-trust-an-idle-pool-connection 0
global-transactions-protocol TwoPhaseCommit
keep-xa-conn-till-tx-complete true
xa-retry-duration-seconds 300

xa-retry-interval-seconds 60

Table 4-3 Non-XA Data Source Configuration

Property Name

Value

Driver

Property to set

initial-capacity

connection-creation-retry-frequency
-seconds

test-frequency-seconds
test-connections-on-reserve
test-table-name

seconds-to-trust-an-idle-pool-conne
ction

global-transactions-protocol

oracle.jdbc.OracleDriver

<property>

<name>oracle.net. CONNECT_TIMEOUT</name>
<value>10000</value>

</property>

0

10

300

true

SQL SELECT 1 FROM DUAL
0

None

For examples of recommended multi data sources, see Appendix B, "Recommended
Multi Data Sources."

Increasing Transaction Timeout for XA Data Sources
If you see WARNING messages in the server logs that include the following exception:

javax.transaction.SystemException: Timeout during commit processing

[ javax.transaction.SystemException: Timeout during commit processing

This may indicate the XA timeout value you have in your setup must be increased. XA
timeout can be increased for individual data sources when these warnings appear.

To increase this setting, use Oracle WebLogic Server Administration Console:

1. Access the data source configuration.

2. Select the Transaction tab.

3. Set XA Transaction Timeout to a larger value, for example, 300.
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4. Select the Set XA Transaction Timeout checkbox. You must select this checkbox for
the new XA transaction timeout value to take effect.

5. Click Save.

Repeat this configuration for all individual data sources of an XA multi data source.

4.1.4 Oracle RAC Failover with WebLogic Server

Although Oracle RAC offers JDBC connect-time failover features, for most
configurations, Oracle recommends using WebLogic JDBC multi data sources to
manage failover. Connect-time failover does not provide the ability to pre-create
connections to alternate Oracle RAC nodes, however, multi data sources have multiple
connections available at all times to manage failover. For more information see Using
Multi Data Sources with Oracle RAC.

4.1.5 JDBC Clients

Java J2SE-based Oracle Fusion Middleware components are optimized to work with
the high availability features of Oracle RAC. The components can be deployed to use
both the Oracle thin JDBC driver, or the OCI based JDBC drivers.

The JDBC Thin client is a pure Java, Type IV driver. It is lightweight and easy to install.
It provides high performance, comparable to the performance provided by the JDBC
Oracle Call Interface (OCI) driver. The JDBC Thin driver communicates with the
server using TTC, a protocol developed by Oracle to access data from Oracle database.
The driver allows a direct connection to the database by providing an implementation
of TCP/IP that implements Oracle Net and TTC on top of Java sockets. The JDBC OCI
client is a Type II driver and provides connections to JDBC clients over the Oracle Net.
It uses the client side installation of Oracle Net and a deployment can customize
behavior using Oracle Net configuration on the middle tier.

Note: These JDBC clients are used as part of standalone Java J2SE
programs.

Oracle Virtual Directory

When used with database adapters, Oracle Virtual Directory connects to a database,
and the connections are not pooled. For details about configuring database adapters
for Oracle RAC, see "Creating Database Adapters" in the Oracle Fusion Middleware
Administrator’s Guide for Oracle Virtual Directory.

Database URL

To configure an Oracle Virtual Directory database adapter for an Oracle RAC database
using the Oracle Directory Services Manager:

1. In the Connection screen, select Use Custom URL from the URL Type list.

2. In the Database URL field, enter the URL to connect to the Oracle RAC database;,
for example:

JDBC Thin

jdbc:oracle:thin:@ (DESCRIPTION= (ADDRESS_LIST=(LOAD_

BALANCE=0N) (ADDRESS= (PROTOCOL=TCP) (HOST=host-name-1) (PORT=1521) ) (ADDRESS=
(PROTOCOL=TCP) (HOST=host-name-2) (PORT=1521))) (CONNECT _

DATA= (SERVER=DEDICATED) (SERVICE_NAME=database-service-name)))
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JDBC OCI

jdbc:oracle:oci:@(DESCRIPTION= (ADDRESS_LIST=(LOAD_

BALANCE=0ON) (ADDRESS= (PROTOCOL=TCP) (HOST=host-name-1) (PORT=1521) ) (ADDRESS=
(PROTOCOL=TCP) (HOST=host-name-2) (PORT=1521))) (CONNECT_

DATA= (SERVER=DEDICATED) (SERVICE_NAME=database-service-name)))

Connection Timeout Configuration

To configure the connection timeout for an Oracle RAC database using the Oracle
Directory Services Manager:

1. In the Connection screen, for JDBC Thin, specify the database adapter parameter
oracleNetConnectTimeout for the timeout parameter in seconds.

2. For JDBC OCI], specify TCP.CONNECT_TIMEOUT=n in the sglnet.ora in
ORACLE_INSTANCE/config directory.

4.1.6 System Clients

Oracle Fusion Middleware 11g includes some non-Java components. These
components are primarily C-based and include Oracle Internet Directory (OID), Oracle
Forms, Oracle Reports, Oracle Discoverer, and Oracle Portal. These components use
the Oracle Call Interface layer to interact with Oracle databases. For Oracle RAC-based
systems, some of the components integrate with the Oracle high availability Event
Notification database feature.

High availability Event Notification provides a signal to the non-Java application if
database failure occurs. The applications can register a callback on the environment to
monitor the database connection. When a database failure related to the non-Java
client occurs, the callback is invoked. This callback contains information about the
database failure, including the event payload, and a list of connections (server
handles) that were disconnected as a result of the failure.

If another instance, for example, instance C, of the same database, goes down, the
client is not notified, since it does not affect any of the client's connections.

High availability Event Notification improves the response time of the application if
database failure occurs. Without Event Notification, database failure would result in
the connection being broken only after the TCP time out expired, which could take
minutes. With high availability Event Notification, standalone, connection pool, and
session pool connections are automatically broken and cleaned up by OCI and the
application callback is invoked within seconds of failure. If any of these server handles
are TAF-enabled, failover is automatically engaged by OCIL

The following section describes the recommended setting for non-Java client
connections to Oracle RAC databases.

4.1.6.1 Oracle Internet Directory

Oracle Internet Directory integrates with high availability Event Notification. Oracle
recommends using the Oracle Enterprise Manager Cluster Managed Services Page to
create database services that client applications use to connect to the database.

You can also use SQL*Plus to configure your Oracle RAC database service.
To enable high availability event motivation for an Oracle RAC database connection:

1. Setthe AQ_HA_NOTIFICATIONS attribute to TRUE and server-side Transparent
Application Failover (TAF) settings are enabled. The failover retries and failover
delay can be adjusted based on the requirements of the deployment. So for the
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database service used by OID, Oracle recommends setting Oracle RAC DBMS_
SERVICE property values according to Table 4-4.

Table 4-4 OID Database Services Property Settings

Property Name Value

AQ_HA_NOTIFICATIONS TRUE

FAILOVER_METHOD DBMS_SERVICE.FAILOVER_METHOD_BASIC
FAILOVER_TYPE DBMS_SERVICE.FAILOVER_TYPE_SELECT
FAILOVER_RETRIES 5

FAILOVER_DELAY 5

2. Oracle also recommends setting TCP connect timeouts for the Oracle Net
configuration. To configure this setting, specify TCP.CONNECT_TIMEOUT=n in the
sglnet.ora file in the ORACLE_INSTANCE/config directory.

4.1.6.2 Oracle Forms

Oracle Forms also integrates with high availability event notification. To enable this
feature for Oracle Forms:

1. Use the Oracle Enterprise Manager Cluster Managed Services Page to create
database services. For Oracle Forms, set the Oracle RAC DBMS_SERVICE property
values according to Table 4-5. The following is recommended to be set using the
package of Oracle database.

Table 4-5 Oracle Forms Database Services Property Settings

Property Name Value

AQ_HA_NOTIFICATIONS TRUE

FAILOVER_METHOD DBMS_SERVICE.FAILOVER_METHOD_NONE
FAILOVER_TYPE DBMS_SERVICE.FAILOVER_TYPE_NONE

2. Oracle also recommends setting TCP connect timeouts for the Oracle Net
configuration. To configure this setting, specify TCP . CONNECT_TIMEOUT=n in the
sqglnet.ora file in the ORACLE_INSTANCE/config directory.

4.1.6.3 Oracle Portal

To configure Oracle Portal for optimal behavior in a high availability environment, set
TCP connect timeouts for the Oracle Net configuration. To configure this setting,
specify TCP.CONNECT_TIMEOUT=n in the sglnet.ora file in the ORACLE_
INSTANCE / config directory.

Oracle Portal also uses the death detection feature of mod plsqgl.

mod_plsgl maintains a pool of connections to the database, and reuses established
database connections for subsequent requests. If there is no response from a database
connection in a connection pool, mod_plsqgl detects this, discards the dead
connection, and creates a fresh database connection for subsequent requests.

The dead database connection detection feature of mod_plsqgl eliminates the
occurrence of random errors when a database node or instance goes down. This
feature is also extremely useful in high availability configurations, such as Real
Application Cluster (Oracle RAC). If a node in an Oracle RAC cluster goes down,
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mod_plsqgl detects this and immediately starts servicing requests using the other
Oracle RAC nodes.

By default, when an Oracle RAC node or database instance goes down and mod_
plsgl had previously pooled connections to the node, the first mod_plsgl request
which uses a dead connection in its pool results in a failure response of HTTP-503
being sent back to the end-user. This failure is then used by mod_plsqgl to trigger the
detection and removal of all dead connections in its pool. mod_plsql pings all
connection pools that were created before the node failure, and this ping operation is
performed at the time of processing the next request that uses a pooled connection. If
the ping operation fails, the database connection is discarded, and a new connection is
created and processed.

Note: If after node failure, multiple mod_plsqgl requests come in
concurrently, and mod_plsql has not yet detected the first dead
connection, there could be multiple failures at that instant.

mod_plsgl provides two configuration options for tuning the dead database
connection detection feature:

= Specifying the Option to Detect Dead Database Connections

= Specifying the Connection Validation and Timeout Period

Specifying the Option to Detect Dead Database Connections.

mod_plsqgl corrects connections after it detects a failure that could be caused by a
database node going down. This is controlled by the P1sglConnectionvalidation
parameter. For details on the PlsqlConnectionValidation parameter, refer to the "mod_
plsql" section in the Oracle Fusion Middleware Administrator’s Guide for Oracle HI'TP
Server.

Setting the P1sglConnectionValidation parameter to Automatic causes the mod_
plsgl module to test all pooled database connections that were created before a failed
request. This is the default configuration.

Setting the P1sglConnectionvValidation parameter to AlwaysValidate causes
mod_plsqgl to test all pooled database connections before issuing any request.
Although the AlwaysValidate configuration option ensures greater availability, it also
introduces additional performance overhead.

You can specify the timeout period for mod_plsql to test a bad database connection in
a connection pool. The P1sglConnectionTimeout parameter, which specifies the
maximum time mod_plsgl should wait for the test request to complete before it
assumes that a connection is not usable.

Specifying the Connection Validation and Timeout Period

When the P1sglConnectionvValidation parameter is set to Automatic or
AlwaysValidate, mod_plsqgl attempts to test pooled database connections.

You can specify the timeout period for mod_plsql to test a bad database connection
in a connection pool. This is controlled by the P1sglConnectionTimeout
parameter, which specifies the maximum time mod_plsql should wait for the test
request to complete before it assumes that a connection is not usable.

For details on the P1sglConnectionTimeout, PlsglConnectionValidation,
and PlsglConnectionTimeout parameters, refer to the "mod_plsql” section in the
Oracle Fusion Middleware Administrator’s Guide for Oracle HTTP Server.
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4.1.6.4 Oracle Reports and Oracle Discoverer

To configure Oracle Reports and Oracle Discovery for optimal behavior in a high
availability environment, set TCP connect timeouts for the Oracle Net configuration.
To configure this setting, specify TCP . CONNECT_TIMEOUT=n in the sglnet.ora file
in the ORACLE_INSTANCE/config directory.

Oracle Discoverer also uses a TNS entry to connect to the Oracle RAC database:

frdisco = (DESCRIPTION = (LOAD_BALANCE = ON) (ADDRESS_LIST =
(ADDRESS = (PROTOCOL = TCP) (HOST = stajo05-vip) (PORT = 1521))
(ADDRESS = (PROTOCOL = TCP) (HOST = stajo06-vip) (PORT = 1521)))
(CONNECT_DATA = (SERVICE_NAME = orcl.us.oracle.com)))

Note: When Oracle Discoverer is configured to be connected to a
customer Oracle RAC database, Oracle recommends using the
following TNS connect string:

(DESCRIPTION= (ADDRESS_

LIST=(ADDRESS=(PROTOCOL=TCP) (HOST=hostl-vip) (PORT=1521))
(ADDRESS= (PROTOCOL=TCP) (HOST=host2-vip) (PORT=1521))) (CONNECT_

DATA= (SERVICE_NAM

E=orcl) (FAILOVER_

MODE= (TYPE=select) (METHOD=basic) (RETRIES=20) (DELAY=15))))

4.2 Protecting Idle Connections from Firewall Timeouts

Because most production deployments involve firewalls and database connections are
made across firewalls, Oracle recommends configuring the firewall not to timeout the
database connection. For Oracle RAC case, this specifically means not timing out the
connections made on Oracle RAC VIPs and the database listener port.

If such a configuration is not possible, on the database server side, set

SQLNET .EXPIRE_TIME=n in ORACLE_HOME/network/admin/sqglnet.ora. For
Oracle RAC, this needs to be set on all the Oracle Homes. The n is in minutes. It
should be set to less than the known value of the network device (firewall) timeout.
Since the order of these times is normally more than ten minutes, and in some cases
hours, the value should be set to the highest possible value.

4.3 Troubleshooting Real Application Clusters

Fusion Middleware components use multi data sources when connecting to an Oracle
RAC database. If an Oracle RAC instances goes down, WebLogic Server attempts to
determine the status of the of the database using the SELECT 1 FROM DUAL query.
This query typically takes less than a few seconds to complete. However, if the
database response is slow, WebLogic Server gives up and assumes the database is
unavailable. The following is an example of the type of exception that results in the
logs:

<Mar 30, 2009 2:14:37 PM CDT> <Error> <JDBC> <BEA-001112> <Test "SELECT 1 FROM
DUAL" set up for pool SOADataSource-racl" failed with exception:
oracle.jdbc.xa.0racleXAException".> [TopLink Warning]: 2009.03.30
14:14:37.890--UnitOfWork (14568040) --Exception [TOPLINK-4002] (Oracle TopLink -
11g Release 1 (11.1.1.1.0) (Build 090304)):
oracle.toplink.exceptions.DatabaseException Internal Exception:
java.sqgl.SQLException: Internal error: Cannot obtain XAConnection Creation of
XAConnection for pool SOADataSource failed after waitSecs:30 :
weblogic.common.ResourceException: SOADataSource (SOADataSource-racl): Pool
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SOADataSource-racl has been @ disabled because of hanging connection tests,
cannot allocate resources to applications. We waited 10938 milliseconds. A
typical test has been taking 16.

You can set the WebLogic Server parameter, -Dweblogic.resourcepool .max_
test_wait_secs=30 to increase the time WebLogic Server waits for a response from
the database. This parameter is located in the setDomainEnv.sh file. By setting this
parameter, WebLogic Server waits 30 seconds for the database to respond to the
SELECT 1 FROM DUAL query before giving up.

4.4 Oracle Fusion Middleware Products are Certified to be Used with 11.2
RDBMS Oracle RAC

If your 11.2 RDBMS Oracle RAC database is not configured with SCAN, you can
provide details of the Oracle RAC instances (instance address in terms of host:port) in
the Configuration Wizard and Oracle Universal Installer, just as they were provided
for previously supported database releases.

If your 11.2 RDBMS Oracle RAC database is configured with SCAN, provide details of
the Oracle RAC instances in terms of the SCAN address. In Fusion Middleware wiring
to an Oracle RAC instance, each Oracle RAC instance is uniquely identified using the
service name, instance name, host, and port. This configuration information for each
instance is provided when wiring to an Oracle RAC database. In the case of a SCAN
configured Oracle RAC database, since the host : port address of all such instances is
the SCANhost : port you should use this same common address for all the instances.

Specifically, with Oracle Fusion Middleware configuration, use the following rules:

s In RCU installations, against an Oracle RAC database, the hostname specified can
be scan-hostname-address.

s In Oracle Universal Installer based installation sessions, you can specify the
following for Oracle RAC databases depending on the input format required by
Oracle Universal Installer.

scan-address-hostname:port:instancel”scan-address-hostname:port:instance2@servi
cename

or:

scan-address-hostname:port”scan-address-hostname:port@servicename

= In Fusion Middleware Configuration Wizard based installations, a Multi
Datasource must be created for the 11gR2 Oracle RAC database, but with the
scan-address-hostname, port, service-name being the same for each of
the constituent datasource and instance names being specific for each constituent
data source, and targeted to the Oracle RAC end instance.

= For any case where the connect string is specified explicitly, you can use the
following base format:

(DESCRIPTION= (ADDRESS_LIST= (ADDRESS=(PROTOCOL=TCP) (HOST=scan-hostname-address)
(PORT=port))) (CONNECT_DATA= (SERVICE_NAME=service-name))) when the whole Oracle
RAC database needs to be specified

(DESCRIPTION= (ADDRESS_LIST= (ADDRESS=(PROTOCOL=TCP) (HOST=scan-hostname-address)

(PORT=port))) (CONNECT_DATA=(SERVICE NAME=service-name) (INSTANCE_NAME=instl)))
when a specific Oracle RAC instance needs to be specified
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4.4.1 SCAN Run Time Implications and Limitations

There are three possible supported scenarios when you configure against RAC:

Table 4-6 SCAN Run Time Implications and Limitations

High Availability Run time Outcome and

Scenario Description Limitations
1.NonScan  Multi DS with each Gives run time High Availability of the
subordinate DS pointing  database connections, which the WLS Multi
to a separate RAC Datasource implementation manages.
mnstance Limitation: Even if you reference a SCAN
address, you are using the limited High
Availability features of the WLS Multi
Datasource.
2.SCAN Multi DS with each Gives run time High Availability of the
subordinate DS pointing  database connections, which the WLS Multi
to the SCAN address Datasource implementation manages.
Limitation: Even if you reference a SCAN
address, you are using the limited High
Availability features of the WLS Multi
Datasource.
3.SCAN A single Data Source Does not give runtime High Availability of the

pointing to the SCAN
address.

database Connections.

Limitation: A SCAN address virtualizes the
entry point to the RAC instances, however, if
you specify a single Data Source on WLS, doing
so does not provide High Availability. The
reason for this is that each server is effectively
bound to a single RAC instance.
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Configuring High Availability for Oracle
Fusion Middleware SOA Suite

Oracle Fusion Middleware SOA Suite provides a complete set of service infrastructure
components for designing, deploying, and managing composite applications. Oracle
Fusion Middleware SOA Suite enables services to be created, managed, and
orchestrated into composite applications and business processes. Composites enable
you to easily assemble multiple technology components into one SOA composite
application. Oracle Fusion Middleware SOA Suite plugs into heterogeneous IT
infrastructures and enables enterprises to incrementally adopt SOA.

This chapter provides a description of Oracle SOA Suite components from a high
availability perspective. This chapter also includes sections that outline the
single-instance concepts for SOA components that are important for designing a high
availability deployment.

This chapter includes the following topics:

s Section 5.1, "Introduction to Oracle Fusion Middleware SOA Suite"

= Section 5.2, "Oracle SOA Service Infrastructure High Availability"

= Section 5.3, "Oracle BPEL Process Manager and High Availability Concepts"
= Section 5.4, "Oracle BPM Suite and High Availability Concepts"

= Section 5.5, "Oracle Mediator and High Availability Concepts"

= Section 5.6, "Oracle Human Workflow and High Availability Concepts"

= Section 5.7, "Oracle B2B and High Availability Concepts"

= Section 5.8, "Oracle Web Services Manager and High Availability Concepts"
= Section 5.9, "Oracle User Messaging Service and High Availability Concepts"
= Section 5.10, "Oracle JCA Adapters and High Availability Concepts"

= Section 5.11, "Oracle Business Activity Monitoring and High Availability
Concepts"

»  Section 5.12, "Oracle Service Bus and High Availability Concepts"

»  Section 5.13, "Configuring High Availability for Oracle SOA Service Infrastructure
and Component Service Engines"

= Section 5.14, "Configuring High Availability for Oracle Service Bus, with SOA
Service Infrastructure and Component Service Engines"

= Section 5.15, "Configuring High Availability for Oracle BAM"
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5.1 Introduction to Oracle Fusion Middleware SOA Suite

As illustrated in Figure 5-1, Oracle SOA Suite provides a comprehensive suite of
products for developing, securing, and monitoring service-oriented architecture
(SOA). Oracle SOA Suite 11g provides a unified runtime based on the SCA standard.
The runtime consists of Service Engines (BPEL Process Manager, Human Workflow,
Mediator, Rules) and Binding Components (JCA Adapters, B2B) that are managed and
inter-connected by a common Service Infrastructure. Service infrastructure also
provides common services such as lifecycle management and deployment.

Figure 5-1 Oracle Fusion Middleware SOA Suite and Components
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A SOA composite application is the basic unit of deployment to the SOA runtime.
Service components (BPEL process, business rule, human task, and Mediator routing
rule) are the building blocks of a SOA composite. Components are targeted to service
engines during deployment while services and references are enabled using the
binding components. At runtime, messages are received by the binding component
and are then routed to the appropriate service engine(s) by the Service Infrastructure.
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Figure 5-2 Oracle SOA Infrastructure Stack Diagram
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The SOA runtime runs within the context of an application server such as the Oracle
WebLogic Application Server. It leverages the underlying application server
capabilities for load balancing and high availability.

This guide provides high availability information for the following SOA Suite
components:

s Oracle Service Infrastructure

s Oracle BPEL Process Manager
s Oracle BPM Suite

s Oracle Mediator

s Oracle Human Workflow

= Oracle JCA Adapters

= Oracle B2B

s Oracle Web Services Manager
s Oracle User Messaging Service

= Oracle Business Activity Monitoring

5.2 Oracle SOA Service Infrastructure High Availability

The Oracle SOA Service Infrastructure is a Java EE application that provides the
foundation services for running Oracle Fusion Middleware SOA Suite. This Java EE
application is a runtime engine that is automatically deployed when Oracle Fusion
Middleware SOA Suite is installed. You deploy composites (the basic artifacts in a
Software Component Architecture) to the Oracle SOA Infrastructure and it provides
the required services for the composites to run. Oracle SOA Infrastructure provides
deployment, wiring, and thread management services for the composites. These
services sustain the composite’s lifecycle and runtime operations.

The information in this section guides you through the issues and considerations
necessary for designing a SOA Service Infrastructure high availability cluster. Later
sections of this chapter describe the same issues and considerations for the following
SOA Service Infrastructure-related components.
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s Oracle BPEL Process Manager (Oracle BPEL PM)

s Oracle BPM Suite

s Oracle Mediator

s Oracle JCA Adapters

s  Oracle Human Workflow

s Oracle B2B

s Oracle Web Services Management and Security (Oracle WMS)
s Oracle User Messaging Service

= Oracle Business Activity Monitoring

Backup and Recovery Considerations

For general information on backing up SOA Service Infrastructure files, see the
"Introducing Backup and Recovery" and "Backing Up Your Environment" chapters of
the Oracle Fusion Middleware Administrator’s Guide.

5.2.1 Oracle SOA Service Infrastructure Single-Instance Characteristics

The Oracle SOA Service Infrastructure is a Java EE-compliant application running on
Oracle WebLogic Server. It provides the required services for running composites. A
composite is basic unit of deployment for Service Component Architectures (SCA).
The SCA Assembly Model is made up of a series of artifacts, which are defined by
elements contained in XML files.

Composites are software packages made up of components, wires, services and
references. For example, an Oracle BPEL process is a component, an inbound adapter
is a service, an outbound adapter is a reference. Wires provide connections between
service engines.

Individual components are targeted to specific service engines, such as Oracle BPEL
PM, or Oracle Mediator. Oracle SOA Service Infrastructure connects to a SOA database
to maintain composite state, and to the SOA Oracle Metadata Services (MDS)
Repository to maintain composite metadata, such deployments, and version tracking.
These two databases may be the same physical database, but the schemas used for
each purpose are different. SOA infra provides a servlet for remote deployment of
composites. The metadata and artifacts for remote deployments are also stored in the
MDS repository. For more information on the MDS repository, see Section 4.1.2.1,
"Configuring Multi Data Sources for MDS Repositories."

The Oracle SOA Service Infrastructure application is also responsible for targeting the
individual components to their specific engine and for instantiating these composites
when requests reach the SOA system. After targeting and instantiation, the Oracle
SOA Service Infrastructure controls thread and resource assignment. This happens in
the JVM, where the composite runs.

As illustrated in Figure 5-3, the Oracle SOA Service Infrastructure integrates SOA
composite applications with UDDI registries. UDDI registries provide a
standards-based foundation for locating published services, invoking services, and
managing service metadata. The Oracle SOA Service Infrastructure is also the central
hub used by the service engines to deliver messages through Oracle User Messaging
Service infrastructure to communication channels, such as email and voice.

SOA Service Infrastructure provides the required services that sustain the different
pieces in a Service Component Architecture, and allows the communication between
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them. For more details of the different components in an SCA system, refer to the
Oracle Fusion Middleware Administrator’s Guide for Oracle SOA Suite.

Figure 5-3 Basic Single-Node SOA Service Infrastructure Architecture
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5.2.1.1 Oracle SOA Service Infrastructure Application Characteristics

Oracle SOA Service Infrastructure Services are contained in the soa-infra-wls.ear
file. None of the services provided by the Oracle SOA Service Infrastructure system are
singletons, therefore, the Oracle SOA Service Infrastructure can run in full
active-active mode. The SOA Service Infrastructure Java EE application contains a Web
module that provides browsing of the deployed composites and links to the test pages
for these composites. This Web module uses /soa-infra as the associated URL
context. This Web module is stateless and does not have any specific session
replication requirements.

Other modules in the Oracle SOA Service Infrastructure application provide task
control for process instantiation and process tracking, and client services for accessing
User Messaging System (UMS).

A task service controls instantiating and tracking processes asynchronously. In
addition, there are multiple E]Bs used by the Oracle SOA Service Infrastructure
system. However, all of the E]Bs are stateless, and there are no requirements for
stateful session bean replication in an Oracle SOA cluster. The processing of
transactions by these E]Bs relies on Oracle WebLogic Server transaction control service.
Configure the appropriate transaction stores as recommended in the basic Oracle
WebLogic Server guidelines to guarantee recovery across failures in Oracle WebLogic
Server container.

5.2.1.2 Oracle SOA Service Infrastructure Startup and Shutdown Lifecyle
An Oracle SOA composite consists of the following:
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s Components such as a BPEL process, Human Workflow task, a Mediator routing
rule or Business Rules.

= Services and References for connecting Oracle SOA composite applications to
external services, applications, and technologies.

These components are assembled together into an Oracle SOA composite application.
This application is a single unit of deployment that simplifies the management and
lifecycle of Oracle SOA applications.

When the Oracle SOA Service Infrastructure application starts, it initializes the
different service engines and loads the present composites from the MDS repository. It
targets the individual components to their specific engines. Once the composite is
loaded, the system is available to receive requests. At runtime, the Oracle SOA Service
Infrastructure manages all communication across service components. These calls
between service engines are in-process calls. The following diagram reflects the
sequence for the Oracle SOA Service Infrastructure startup and processing of work:

Figure 5-4 Oracle SOA Service Infrastructure Application Startup and Shutdown
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5.2.1.3 Oracle SOA Service Infrastructure External Dependencies

As described in the previous sections, the Oracle SOA Service Infrastructure system
depends on the following components:

= Instance manager service depends on the runtime SOA database schema
(soa-infra).

= Composite metadata is stored in the MDS database schema which acts as a
repository.

= Ina clustered environment, the deployment coordinator service depends on the
underlying Coherence cluster for signal propagation.

All three of these components must be available for the Oracle SOA Service
Infrastructure to start and run properly.
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5.2.1.4 Oracle SOA Service Infrastructure Startup and Shut Down of Processes

The Oracle SOA Service Infrastructure application is started by default whenever any
Oracle WebLogic Managed Server to which the Oracle SOA Service Infrastructure has
been deployed is started. Normally, you should not need to stop the Oracle SOA
Service Infrastructure or any of its components by themselves. Some operations may
require Oracle WebLogic Managed Server where the SOA Service Infrastructure runs
to be rebooted. Only some patching scenarios could require stopping the application.

You can use Oracle WebLogic Server Administration Console to verify status and to
start and stop Oracle WebLogic Server. You can also use the WebLogic Server WLST
command line to control the application. Oracle Enterprise Manager Fusion
Middleware Control also allows multiple operations and configuration of the Oracle
SOA Service Infrastructure application as well as monitoring its status. See the Oracle
Fusion Middleware Administrator’s Guide for Oracle SOA Suite for details on monitoring
and controlling the Oracle SOA Service Infrastructure application.

Figure 5-5 Monitoring and Controlling the Oracle SOA Service Infrastructure Application
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5.2.1.5 Oracle SOA Service Infrastructure Configuration Artifacts

Starting with Oracle Fusion Middleware 11g Release 1 (11.1.1.2), the configuration
parameters for Oracle Service Infrastructure are stored in the SOA MDS database. The
main controls of the Oracle SOA Service Infrastructure can be configured using Oracle
Enterprise Manager Fusion Middleware Control.

s The data source JNDI name for process dehydration.

Note: Once the JNDI names are read from this file, the databases
used by the system are determined by the data sources that matched
those JNDI names in WebLogic Server JDBS resources configuration.

s The server and callback URL

A CallBack URL is the address that asynchronous services specify to be notified of
a response to the service they invoked.
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Note: If a request to an external or internal asynchronous service
originates from SOA, the callback URL is determined using the
following in decreasing order of preference:

s Use callbackServerURL specified as a binding property for the
specific reference. (You can set this when modeling the composite
or at runtime using the MBeans). This allows different service calls
to have different callback URLs. At runtime this property is set
using the System MBean Browser, through the corresponding
binding Mbean. To add a specific URL add a
callbackServerURL property to its Properties attribute,
then invoke the save operation.

= Use the callback URL as specified in the SOA Database. In this
case, only one address can be specified and an address that works
well for all possible services must be used.

= Use the callback URL as the frontend host specified in WebLogic
Server for the SOA_Cluster. In this case as well, only one
address can be specified, and the recommendation is the same as
for the SOA Database configuration option.

= Use the local host name as provided by WebLogic Server MBean
APIs. This is not recommended in high availability environments.

»  The audit level of information to be collected by the message tracking
infrastructure.

Other configuration options at the container level, such as data sources, JTA
configuration, and persistent stores, are maintained as part of the WebLogic Server
Domain configuration, and are synchronized across a cluster of Oracle WebLogic
Servers by the Oracle WebLogic Server core infrastructure.

5.2.1.6 Oracle SOA Service Infrastructure Log File Locations

The operations performed by the Oracle SOA Service Infrastructure and its
components are logged by Oracle WebLogic Managed Server where the Oracle SOA
Service Infrastructure is running. You can find these logs at the following location:

DOMAIN_HOME/servers/WLS_ServerName/logs/WLS_ServerName.log

The log files for the different Oracle WebLogic Server managed servers are also
available from Oracle WebLogic Server Administration Console. To verify the logs,
access Oracle WebLogic Server Administration Console using the following URL:
admin_server_host:port/console. Click Diagnostics-Log Files.

It is also important to verify the output of the Oracle WebLogic Managed Server where
the Oracle SOA Service Infrastructure is running. This information is stored at the
following location:

DOMAIN_HOME/servers/WLS_ServerName/logs/WLS_ServerName.out

Additionally, a diagnostic log is produced in the log directory for the managed server.
This log's granularity and logging properties can be changed through the domain
dir/config/fmwconfig/servers/WLS_ServerName/logging.xml file. The
properties in this file can also be modified from Oracle Enterprise Manager Fusion
Middleware Control by selecting Farm, SOA, SOA Server. Right-click, and select
Logs, and then Log Configuration.
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Oracle Enterprise Manager Fusion Middleware Control allows performing selective
searches in all the logs in the SOA domain. To do a selective search, access Oracle
Fusion Middleware Control and click on Farm-Logs and enter the search criteria that
pertain to soa-infra or deployed composites. See the Oracle Fusion Middleware
Administrator’s Guide for Oracle SOA Suite for more details on the logs and information
reported for a SOA System in Oracle Enterprise Manager Fusion Middleware Control.

5.2.2 Oracle SOA Service Infrastructure High Availability Architecture and Failover
Considerations

Figure 5-6 illustrates a two-node Oracle SOA Service Infrastructure cluster running on
two Oracle WebLogic Servers. The Oracle WebLogic Servers are frontended by two
Oracle HTTP Server instances on web tier hosts, which receive requests from a load
balancer in front of them.
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Figure 5-6 Oracle SOA Service Infrastructure High Availability Architecture
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Figure 5-6 illustrates the following main characteristics of this high availability
configuration:

The SOA Service Infrastructure runs in Oracle WebLogic Server managed servers that
are part of an Oracle WebLogic Server cluster. Oracle WebLogic Server cluster
synchronizes the configuration for common artifacts of WebLogic Server cluster that
Oracle SOA Service Infrastructure uses such as JTS configuration, data sources, and
persistent store definitions.

The Oracle SOA Service Infrastructure uses the front end host and port information
configured for the Oracle WebLogic Server cluster as the server and callback URL. You
define these settings with Oracle WebLogic Server Administration Console. Select
Clusters, SOA_Cluster_ Name, HTTP/HTTPS frontend host and then Port. If there is
no address for the Oracle WebLogic Server cluster where the Oracle SOA Service
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Infrastructure is running, the system uses the physical host name as the server and
callback URL.

For SOA high availability installations frontended by Oracle HTTP Server, monitoring
should be done on the Listen ports of Oracle HTTP Server. This is the case when a
deployment uses all components deployed to the SOA Managed Server. A simple
HTTP monitor that pings the HTTP/HTTPS port and expects a pre-determined
response in turn should suffice. If only a specific SOA component is being used (such
as B2B), then a monitor that does a deeper level check all the way to the Managed
server can be considered to validate the health of the component in use. Check with
your load balancer vendor on setting up the HTTP monitors with your load balancer.

For more information about the server and callback URLs see the Oracle Fusion
Middleware Administrator’s Guide. Changing the HTTP front end address for a cluster
requires a restart of the managed servers that are part of the cluster.

The deployment coordinator is configured and used for deployment and updates of
composites. The deployment coordinator sends notifications to deployment
coordinator cluster members to retrieve new artifacts from the MDS repository, when
they are updated by the group leader. A leader node performs singleton operations for
the cluster such as updating the MDS after deployments, or changes are made to the
composites.

The Oracle SOA Service Infrastructure system uses the Oracle WebLogic Server cluster
name as its key to confirm a deployment coordinator group. If all nodes in a WebLogic
Server cluster can communicate (over multicast or unicast) the deployment
coordinator cluster is the same as the WebLogic Server cluster in which the SOA
Service Infrastructure runs.

The Administration Server runs in Active-Passive mode. Whenever a failure occurs in
SOAHOST1, you can restart the Administration Server in SOAHOST?2; it uses a virtual
IP or virtual hostname as listen address.

For information about configuring virtual IPs for the Administration Server and
configuring the Administration Server for high availability, see Chapter 12.2.2.3,
"Transforming the Administration Server for Cold Failover Cluster."

Oracle WebLogic Server Whole Server Migration

Although SOA Service Infrastructure can run in full active-active mode, the
architecture uses the Oracle WebLogic Server Migration feature to protect some SOA
components against failures. This implies that each of the WebLogic Managed Servers
in which the SOA Service Infrastructure runs is listening on a Virtual IP that is
migrated to another box upon failover. The Administration Server and Enterprise
Manager run in AdminServer, not the managed server.

As shown in Figure 5-6, WLS_SOAL1 listens on VIP1, and WLS_SOAZ2 listens on VIP2.
Each managed server uses the other node as a failover resource, therefore, the system
is configured in a cross manner. In other words, WLS_SOAL1 fails over to SOAHOST?2,
and WLS_SOA2 fails over to SOAHOST1. The appropriate capacity planning must be
done to anticipate the scenario where the two SOA managed servers are running on
the same node. For more information on Server Migration features, see Chapter 3,
"High Availability for WebLogic Server" in this guide.

To resume transactions after a server migration, configure the transaction and JMS
stores in a shared storage. In case of failure in one of the server infrastructure
instances, other instances can resume transactions and JMS operation by reading the
persistent stores from that shared storage.
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The Metadata store is configured in an Oracle RAC database to protect from database
failures. Similarly, the SOA process state information is also stored in an Oracle RAC
database. In this example, both Oracle RAC databases are the same.

About Oracle SOA Service Infrastructure Components

These high availability characteristics apply to most of Oracle SOA components
contained in the composite applications deployed across the cluster. For specific
two-node high availability characteristics of the individual components, see the
specific component sections that follow in this chapter.

5.2.2.1 Oracle SOA Service Infrastructure Protection from Failures and Expected
Behavior

This section describes how an Oracle SOA high availability cluster deployment
protects components from failure and the expected behavior if component failure
occurs.

The WebLogic Server infrastructure protects the SOA Service Infrastructure system
from all process failures.

5.2.2.1.1 WebLogic Server Crash If a WLS_SOAX server crashes, Node Manager
attempts to restart it locally. If repeated restarts fail, the WebLogic Server infrastructure
attempts to perform a server migration of the WLS_SOAX server to the other node in
the cluster. While the failover takes place, the other SOA Service Infrastructure
instance becomes the leader for deployments and composite updates and provides the
basic services required by the service engines in the system.

Ongoing requests from the HTTP Server time out and new requests are directed to the
other WLS_SOAX server. Once the server's restart completes on the other node, Oracle
HTTP Server resumes routing any incoming requests to the server. The migrated
server reads MDS repository for any updates that might have taken place during
restart, and joins the deployment coordinator cluster to listen for new updates. The
migrated server also resumes any pending transactions from the transaction logs in
shared storage.

In the server migration scenario, the service engines, such as Oracle BPEL PM and
Oracle Mediator, are failed over together with the SOA Service Infrastructure. They do
not re-issue any requests to the other SOA Service Infrastructure instances by
themselves. They resume operations together with the SOA Service Infrastructure once
failover is complete.

The Oracle SOA Service Infrastructure application may be down due to failure in
accessing resources, errors caused by the deployment coordinator infrastructure, or
other issues unrelated to whether the managed server is running. Therefore, Oracle
recommends administrators monitoring the soa-infra application for errors caused by
the application in the managed server logs. For information about log file locations,
see Section 5.2.1.6, "Oracle SOA Service Infrastructure Log File Locations".

5.2.2.1.2 Node Failure If node failure occurs, server migration is triggered after the
available server verifies the time stamp in the database leasing system. If the failed
server was the deployment coordinator cluster master, the available server becomes
the new master and the SOA Service Infrastructure remains available for deployment
and for composite lifecycle. After the time stamp for leasing is verified, the Node
Manager in the node that still remains available attempts to migrate the VIP used by
the failed managed server, and restarts it locally. This effectively results in the SOA
Service Infrastructure application having two instances running in the same node. For
more information on the failover process, see Section 3.9, "Whole Server Migration".
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Service engines are deployed to the container as a part of the Service Infrastructure
application. These service engines contain all of the ear files and library calls.

5.2.2.1.3 Database Failure The SOA Service Infrastructure system is protected against
failures in the database by using multi data sources. These multi data sources are
typically configured during the initial set up of the system (Oracle Fusion Middleware
Configuration Wizard allows you to define these multi-pools directly at installation
time) and guarantee that when an Oracle RAC database instance fails, the connections
are reestablished with available database instances. The multi data source allows you
to configure connections to multiple instances in an Oracle RAC database.

For information about multi data source configuration with Oracle RAC and the MDS
repository, see Section 4.1.2, "Using Multi Data Sources with Oracle RAC."

5.2.2.2 Oracle SOA Service Infrastructure Cluster-Wide Deployment

As explained in previous sections, composite deployments are stored centrally by the
SOA Service Infrastructure in the MDS repository. Each time the SOA Service
Infrastructure is started, it synchronizes itself with the MDS repository and SOA store
to get the deployment and process state. The deployment coordinator infrastructure
orchestrates the notifications for composites deployments and updates. When a new
deployment or update takes place, deployment coordinator notifies all members in the
cluster. When all members in the cluster confirm that the deployment has succeeded,
the master sends a notification to start the composite. If a deployment fails on any one
of the nodes, it is rolled back to the rest of the cluster. An error message in the
deployment coordinator master (WebLogic Server managed server), indicates the node
on which the deployment failed. Figure 5-7 explains this process:

Figure 5-7 Cluster-Wide Deployment of Oracle SOA Composites
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5.2.2.3 Online Redeployment of Oracle SOA Service Infrastructure Composites in a
Cluster

When the Oracle SOA Service Infrastructure performs an update or redeployment of a
composite, it can overwrite an existing version (x) or create a new version (x+1). All
composites are uniquely identified based on the composite name and revision. By
default, clients accessing a composite use the version that is identified in the MDS
repository as the default version (also visible from Oracle Enterprise Manager Fusion
Middleware Control). It is possible to manage the lifecycle of each version separately
and perform online redeployments of composites, even with one single instance of
SOA Service Infrastructure. The steps for performing this operation would be as
follows:
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1. Deploy version x.
2. Mark version x as default.

3. Deploy a new version of the composite (x+1) and mark version x as the default
(this is done to keep people from accessing the new version in default access).

4. Test the new version by accessing from a test client by specifying the version of the
composite (x+1)

5. Once verifications are complete, mark x+1 as the default version

6. New clients are routed to version x+1, while old clients complete their work in
version X.

It is possible to leave the previous version deployed, or undeploy it. If you undeploy a
composite which has in-flight instances, they become stale and do not complete. The
un-deployment of a composite removes the composite from the MDS repository.

5.2.2.4 Oracle SOA Service Infrastructure Cluster-Wide Configuration Changes

The standard Java EE artifacts that the Oracle SOA Service Infrastructure uses are
configured as part of Oracle WebLogic Domain in which SOA is installed. Oracle
WebLogic Clusters provide automatic configuration synchronization for artifacts such
as data sources, persistent stores, and JMS modules, across the WebLogic Server
domain. At the same time, the WebLogic Server cluster controls synchronization of the
deployments and libraries used by the SOA Service Infrastructure.

As explained in Section 5.2.1, "Oracle SOA Service Infrastructure Single-Instance
Characteristics," SOA Service Infrastructure-specific configuration is stored in the SOA
database. Changes are applied once (per SOA server), but affect all SOA servers in the
same SOA domain. For example, in the high availability topology described in this
chapter, if you change the callback URL or audit level for server WLS_SOA1, the
change also applies to WLS_SOA2.

Note: Changes to properties of a Composite from the Oracle
Enterprise Manager Fusion Middleware Control using the MBean
browser are also reflected in all the nodes of a SOA cluster. For
example, if you change the Mbean by selecting oracle.soa.config
node, server:zWLS_SOA1(clustered node), SCAComposite, My
Composite, this change propagates to the other servers in the cluster.

5.3 Oracle BPEL Process Manager and High Availability Concepts

The information in this section guides you through the issues and considerations
necessary for configuring Oracle BPEL PM for high availability.

5.3.1 Oracle BPEL Process Manager Single-Instance Characteristics

Service engines are containers that host the business logic of service components in a
SOA composite application. Each service component, such as Oracle BPEL PM, Oracle
Human Workflow, Decision Service, or Oracle Mediator, is executed in its own service
engine (Decision Service executes in the business rules service engine). A service
engine plugs into the Oracle SOA Service Infrastructure. Oracle BPEL Process engine is
the service engine running in the Oracle SOA Service Infrastructure that allows the
execution of BPEL Processes.

A BPEL process provides the standard for assembling a set of discrete services into an
end-to-end process flow, and developing synchronous and asynchronous services into
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end-to-end BPEL process flows. It provides process orchestration and storage of long
running, asynchronous processes.

As illustrated in Figure 5-8, the BPEL engine is a stateless part of the Oracle SOA
Service Infrastructure. It is started with the Oracle SOA Service Infrastructure
application and contains different modules that take care of different aspects required
to execute BPEL processes. If a deployed composite contains a BPEL process, SOA
Service Infrastructure invokes BPEL Process Manager to get the component from the
MetaDataStore (MDS).

BPEL Process Manager uses a Dispatcher Module that maintains an in-memory logical
queue containing units of work to process the incoming messages from binding
components (JMS, database, Web server).

The BPEL Process Manager engine saves processes' execution state in the SOA
database through a persistence module based on Oracle TopLink. The Audit
framework continuously audits the work being processed by storing process execution
information in the SOA database.

Figure 5-8 Oracle BPEL PM Single-Instance Architecture
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5.3.1.1 BPEL Process Manager Component Characteristics

The BPEL Service Engine runs inside the SOA Service Infrastructure Java EE
application (soa-infra.ear). The BPEL Service Engine does not have any singleton
services. All state associated with a BPEL process is stored in a database (dehydration
store) and there is no in-memory state replication required.

The processing of work by SOA Service Infrastructure Java EE EJBs is transactional
and relies on Oracle WebLogic Service transaction control service. You configure the
appropriate transaction stores as recommended in the basic WebLogic Server
guidelines to guarantee recovery across failures in the WebLogic Server container.
Additionally the BPEL engine system does not contain any Web modules, therefore,
session replication is not required in the servlet layer when running BPEL in
active-active.

In this release of Oracle Fusion Middleware, BPEL Service Container does not rely on
JMS for asynchronous message dispatching. Therefore, there is no dependency on a
distributed JMS infra-structure.
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External Dependencies
The BPEL engine system depends on the following components:

= SOA Service Infrastructure database for BPEL process state persistence
s MDS repository for BPEL process metadata store

Both components must be available for the BPEL engine system to start and run
properly.

5.3.1.2 Oracle BPEL Process Manager Startup and Shutdown Lifecycle

As illustrated in Figure 5-9, when the Oracle SOA Service Infrastructure application
starts, it initializes the BPEL engine and loads the composites from the MDS
repository. If the composite contains any BPEL processes, it targets those individual
components to the BPEL engine. Once the process is loaded, the system is available to
receive requests. At runtime, the BPEL engine waits for requests from different
channels, such as JMS, the database, and HTTP.

Figure 5-9 Startup and Shutdown Lifecycle of Oracle BPEL PM
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A detailed startup and shutdown lifecycle is as follows:

1. Start SOA Server.

Start BPEL Engine.

Composites are loaded from MDS repository by SOA Service Infrastructure.
BPEL components are dispatched to the BPEL engine to be loaded.
Composite-binding components are activated.

The BPEL engine services requests.

The shutdown signal is received by SOA Service Infrastructure.

SOA Service Infrastructure starts undeploying loaded composites.

© ® N o o & 0O DN

Composite-binding components are disabled.
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. BPEL components are dispatched to the BPEL engine to be unloaded.
11. The BPEL engine shuts down.

5.3.1.3 Oracle BPEL Process Manager Request Flow and Recovery

Recoverable activities are activities that have failed and can be recovered. For example,
if you are using the file adapter to initiate an asynchronous BPEL process and your
system crashes while the instance is processing, you can manually perform recovery
when the server restarts to ensure that all message records are recovered.
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There are 2 types of BPEL Processes based on the invocation interface:
= One-Way: Most commonly asynchronous fire-and-forget pattern.
s Two-Way: Synchronous request-response pattern.

The recovery semantics after a server failure are based on whether the process is
invoked synchronously and asynchronously. The following describes the behavior
based on invocation and process type:

= Synchronous Invocation (Request): For synchronous requests, an error is thrown
back to the client in the case of a server failure. It is the client's responsibility to
handle the error message and take appropriate action such as retrying the request.
This holds true for both Transient and Durable processes.

Note: In the case of durable processes, the message is persisted to the
dehydration store at certain points. It is possible to recover the
message from the dehydration store and replay the process using
Enterprise Manager, however, the client cannot be notified of the
response. Therefore, this is not a recommended option. It is preferable
to handle all recovery from the client.

= Asynchronous Invocation (Post): There are two types of asynchronous
invocations - one that starts a new process and one that is a callback to an existing
process. In the case of a callback, the engine (after recognizing that it is a continue
operation) attempts to resolve the subscribing process, first by conversation ID,
and then by a correlation set if defined. Messages associated with asynchronous
requests are persisted to the dehydration store as part of the client call. If there is a
failure prior to the persistence, the client receives an error message and has to
handle the error in the same way as an error for a synchronous invocation. If the
persistence is successful, the client call returns and further processing is done
outside the context of the client call. In the case of a server failure, one-way
processes that were invoked asynchronously can be restarted using Enterprise
Manager.
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Figure 5-10 Enterprise Manager BPEL Engine Recovery
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See the Oracle Fusion Middleware Administrator’s Guide for Oracle SOA Suite and the
Oracle Fusion Middleware Developer’s Guide for Oracle SOA Suite for details on the
synchronous and asynchronous models supported by BPEL engine.

5.3.1.4 Oracle BPEL Process Manager Configuration Artifacts

Starting with Oracle Fusion Middleware 11¢ Release 1 (11.1.1.2), the configuration
parameters for Oracle BPEL PM are stored in the SOA database. These parameters are
configurable from Oracle Enterprise Manager Fusion Middleware Control.

To configure these parameters, go to the Oracle Enterprise Manager Fusion
Middleware Control, and in the navigation tree, select SOA, soa-infra, (server_name).
Right-click SOA Administration, and select BPEL Properties, or use the MBean
Browser to navigate to the appropriate property.

These properties are specific to each WebLogic domain directory that contains
WebLogic Servers running Oracle Fusion Middleware SOA. Other configuration
options at the container level, such as data sources, JTA configuration, and persistent
stores are maintained as part of the WebLogic Server Domain configuration, and are
synchronized across a cluster of WebLogic Servers by the WebLogic Server core
infrastructure. See the Oracle Fusion Middleware Administrator’s Guide for Oracle SOA
Suite for more details on the configuration for the BPEL engine.

Figure 5-11 shows the Oracle WebLogic Server Administration Console where you can
configure Oracle BPEL PM properties
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Figure 5-11 Oracle BPEL PM Configuration Properties
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If you are using Oracle SOA Suite in a clustered environment, any configuration
property changes you make in Oracle Enterprise Manager on one node must be made
on all nodes. Configuration properties are set in Oracle Enterprise Manager through
the following options of the SOA Infrastructure menu:

Administration > System MBean Browser

SOA Administration > any property selections.

5.3.2 Oracle BPEL Process Manager High Availability Architecture and Failover
Considerations

Figure 5-6 describes an Oracle SOA Service Infrastructure two-node cluster running
on two WebLogic Servers. Oracle BPEL PM is deployed as part of the Oracle SOA
Service infrastructure.

5.3.2.1 Oracle BPEL Process Manager Protection from Failures and Expected
Behavior

For information about Oracle SOA Service Infrastructure protection from failures and
expected behavior, see Section 5.2.2.1, "Oracle SOA Service Infrastructure Protection
from Failures and Expected Behavior".

The BPEL engine system is protected from all process failures by the WebLogic Server
infrastructure. The following process failure considerations apply to Oracle BPEL:

s If the managed servers crash, Node Manager attempts to restart them locally. If
whole server migration is configured and repeated restarts fail, the WebLogic
Server infrastructure attempts to perform server migration of the managed server
to the other node in the cluster, if it is configured. Once the server on the other
node is restarted, Oracle HTTP Server resumes routing any incoming requests to
it. The migrated server reads the SOA database, resumes any pending processing,
and resume transactions from the transaction logs in shared storage.

= The BPEL PM Service Engine or the entire SOA Service Infrastructure may be
unavailable because of errors related to JDBC data sources, or Coherence
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configuration, even after a successful managed server startup. Therefore, it is
necessary to monitor SOA Service Infrastructure logs for errors. For the location of
server logs, see Section 5.2.1.6, "Oracle SOA Service Infrastructure Log File
Locations".

In addition, for the handling of failures in the BPEL Engine itself with the WebLogic
Server infrastructure, you can define and perform fault recovery actions on BPEL
process faults identified as recoverable in Oracle Enterprise Manager Fusion
Middleware Control. The recovery actions you perform on faults are based on actions
you defined in your fault recovery policy files for BPEL process service components.

Three types of faults can be displayed in Oracle Enterprise Manager Fusion
Middleware Control:

= Business: Application-specific faults that are generated when there is a problem
with the information being processed (for example, a social security number is not
found in the database).

= System: Network and other types of errors, such as a database server being
completely unavailable, or a Web service being unreachable.

»  Oracle Web Services Manager (OWSM): Errors on policies attached to SOA
composite applications, service components, or binding components.

Fault recovery policies are defined at design time. The fault policies files included with
the composites define the actions to take should a failure occur. For more information
on how to define and use Fault recovery, see the Oracle Fusion Middleware
Administrator’s Guide for Oracle SOA Suite.

Missing Instances

The inbound payload for one-way invocation requests is stored in the dehydration
store and committed with the current global transaction context. If the caller has
already started a global transaction, the invocation message is saved when the caller
commits the transaction; if no incoming transaction is present, a new transaction is
started to commit the invocation message. If a BPEL instance cannot be found in
Enterprise Manager, the invocation message may be present in the manual recovery
console (the recovery console lists all of the incoming messages that have not been
delivered yet). If the invocation message is not found in the recovery console, check
the status of the transaction from the caller side.

Transactional Issues with Endpoints

BPEL asynchronously saves the audit trail for instances that cannot be dehydrated
within the global transaction in which the request was started. If any transactional
services that are referenced from a BPEL component happen to roll back the
transaction, the BPEL instance audit trail should still appear in Enterprise Manager. If
there is a problem with the dehydration store, the entire global transaction is rolled
back and no audit trail is saved. In this case, a message or activity can be recovered to
pick up processing from the last known dehydrated point.

If the dehydration point is an Oracle RAC database with multiple nodes and the Java
EE server on which the BPEL engine is hosted loses its JDBC connection to the Oracle
RAC node, the BPEL engine attempts to retry the transaction (thereby rolling back
whatever changes were made in the current transaction). If a new connection cannot
be established to a new Oracle RAC node, the BPEL message or activity can be
recovered using the recovery console.
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Logging

BPEL engine loggers are set to INFO level by default. When trying to track down a
message or instance, you may find it helpful to set loggers to TRACE level to enable
more output to the WebLogic Server logs. For dehydration log messages, enable
oracle.soa.bpel.engine.data. For thread or dispatcher log messages, enable
oracle.soa.bpel.engine.dispatcher. To capture all engine log messages,
enable oracle.soa.bpel.engine.

5.3.2.1.1 Recovering Failed BPEL and Mediator Instances In the case of a server failure,
in-flight one-way processes that were invoked asynchronously may require manual
recovery. Such processes are marked as Recoverable and can be restarted using
Enterprise Manager as shown in Figure 5-12.

Figure 5-12 BPEL PM Instance Recovery using Oracle Enterprise Manager
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5.3.2.2 Oracle BPEL Process Manager Cluster-Wide Configuration Changes

The standard Java EE artifacts that BPEL engine uses are configured as part of Oracle
WebLogic Domain in which SOA is installed. Oracle WebLogic Clusters provide
automatic configuration synchronization for artifacts, such as data sources, persistent
stores, and JMS modules across the WebLogic Server domain.

As explained in the Section 5.3.1, "Oracle BPEL Process Manager Single-Instance
Characteristics," BPEL engine-specific configuration is stored in the SOA database.
Changes are applied once (per SOA server) but affect all BPEL instances in the same
SOA domain. For example, If WLS_SOA1 and WLS_SOA?2 are part of the same SOA
cluster and the number of Dispatcher threads for BPEL in WLS_SOAL is changed to
20, WLS_SOAZ2’s dispatcher threads are set to 20 as well.

5.4 Oracle BPM Suite and High Availability Concepts

Oracle Fusion Middleware BPM Suite provides a complete set of components for
designing, deploying, and managing Business Process Management (BPM) projects.
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5.4.1 Oracle BPM Suite Single Instance Concepts

As shown in Figure 5-13, Oracle BPM Suite provides a comprehensive suite of
products for developing, managing and monitoring BPM Projects. Based on Oracle
SOA Suite 11g, the complete set of technologies and standards like SCA can be
leveraged by the BPM Suite 11g. The BPM runtime consists of service engines (BPMN
Service Engine, BPEL Process Manager, Human Workflow, Rules, Mediator) and
binding components (JCA Adapters, B2B) that are managed and interconnected by a
common Service Infrastructure. The Service Infrastructure also provides common
services for lifecycle management and deployment of BPM projects.

Figure 5-13 BPM Suite Single-Instance Architecture
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A BPM project is the basic unit of deployment to the BPM runtime. A BPM project is
comprised of service components (such as BPMN Process, Business Rules, Human
Workflow) and references organized as a SOA Composite, organizational data (such as
Roles and Business Calendars), business indicator metadata and dashboard data.

Components are targeted to service engines during deployment while services and
references are enabled using the binding components. The metadata for organizational
data, business indicators and dashboards is persisted and evaluated by appropriate
components at runtime. At runtime, messages are received by the binding component
or the BPM Workspace and are then routed to the appropriate service engine(s) by the
Service Infrastructure.

Figure 5-14 shows the Oracle BPM Suite Infrastructure stack diagram:
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Figure 5-14 BPM Suite Infrastructure Stack Diagram
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The BPM runtime executes within the context of an application server such as the
Oracle WebLogic Server. It leverages the underlying application server capabilities for
load balancing and high availability.

5.4.1.1 Oracle BPM Suite Component Characteristics

Figure 5-15 shows the components in BPM Suite, their relationship, and the
technologies they use to interface with each other.
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Figure 5-15 BPM Suite Components and Interfaces
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The BPM Suite components are:
s BPMN Service Engine:

BPMN is an abbreviation for Business Process Modeling Notation. The BPMN
Service Engine is an extension of the existing BPEL Service Engine and as such it
leverages the core infrastructure of the BPEL. The BPMN Service Engine leverages
JPA /EclipseLink to store/recover the state of a process instance in the SOA
Infrastructure dehydration store maintained by a database and to persist audit
records that are created in the course of running a process. MDS APIs are used to
retrieve metadata Information about the BPMN Process Model and other BPM
project artifacts like the Business Catalog.

= BPM Composer:

The BPM Composer is a standard J2EE Web Application. It is accessed by the
end-user from a browser using HTTP protocol. The BPM Composer leverages the
BPM infrastructure libraries. It uses the Project Metadata Layer to create and
retrieve artifacts of a BPM project (like a business rule or BPMN process) from
MDS.

= BPM Workspace:

The BPM Workspace is a standard J2EE web application. It is accessed by the
end-user from a browser using HTTP protocol. The BPM Workspace uses APIs of
the Oracle Business Process Interface (OBPI) to retrieve information about BPMN
process instances and user tasks for display in the Worklist. Furthermore, it
leverages the Cube Persistence APIs for standard and custom dashboards.
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s BPM Infrastructure Libraries:
The most important BPM Infrastructure Libraries are:
- OBPL

The Oracle Business Process Interface provides functionality to access
information about process instances, user tasks, and so on. It deploys as a
library in WebLogic Server and exposes an E]B interface as well as Spring
Beans for dependency injection. The OBPI leverages existing SOA Services
such as Human Workflow Service, Identity Service, and Facade API. OBPI is
the primary interface for clients that want to access the BPM Infrastructure.

- PML:

The Project Metadata Layer is an internal API for managing BPM projects. It
leverages MDS for storage, retrieval and labeling of BPM projects and is used
by BPM Composer and the BPMN Service Engine

- Analytics:

The Analytics library provides a set of functionality to manage Process Cubes.
The library exposes a E]B3 (stateless) interface and uses JPA /EclipseLink for
persistence. This library is used by BPM Workspace.

Note: Since Oracle BPMN Service Engine is the core piece of BPM
Suite, special attention and description of it is provided in the
following sections.

5.4.1.2 Oracle BPM Suite Component Interaction

This section uses Table 5-1 to show how the BPM Suite components interact and the
tasks that can be performed by each component during the execution of a BPMN
process.

After the heading row in Table 5-1, each row in the table is for a particular BPM Suite
component. After the first column in Table 5-1, each column heading represents a
point in time during the execution of the BPMN process. T1 is the first point in time,
T2 is the next point in time, and so on. T8 is the last point in time for the process
execution. The tasks that can be performed by each component are shown in the row
for that component at the point in time that the task is performed during the BPMN
process execution.

Table 5-1 Tasks Performed by BPM Suite Components During BPMN Process Execution

Component T1 T2 T3 T4 T5 T6 T7 T8
BPM Instantiate Approve Monitor Monitor
Workspace process user task task process
instance performa performa
using nce and nce
Initiate workload
Task
BPM Deploy
Composer BPM
project
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Table 5-1 (Cont.) Tasks Performed by BPM Suite Components During BPMN Process Execution

Component T1 T2 T3 T4 T5 T6 T7 T8
BPMN Service Execute Continue Complete
Engine process execution process
instance of process instance
instance
BPM Studio Deploy
BPM
project
Web Service Instantiate Return
(WS) Client process result
instance
invoking
composite
service

The following list provides additional details about the eight points in time (T1
through T8) during the BPMN process execution shown in Table 5-1:

T1:

The example in Table 5-1 assumes that a BPM project is available either in BPM
Studio or BPM Composer and is ready for deployment. As part of deploying a
BPM project from BPM Studio or BPM Composer, an (SCA) archive is created and
transferred to the standard SOA Composite Deployer Servlet running in the
WebLogic Server. The composite deployer servlet stores the content of the BPM
Project in MDS and notifies the appropriate service engines that a new BPM
Project has been deployed. After that, the BPMN Service Engine is ready to receive
requests for processing.

T2:
There are two ways to initiate a BPMN process:
- Using an Initiate Task:

If the user has modeled a Initiate Task in the BPMN process diagram to start
the process instance, then after deployment the task would become visible in
BPM Workspace and the process instance can be started from here.

- Invocation of the Composite Service using any Web Service (WS client) Using
an Initiate Task:

In the case where the BPMN Process exposes a service interface, that service is
exposed as a composite service and as such any WS client can be used to
instantiate the process instance.

T3:

The BPMN Service Engine starts executing the process and continues executing it
until the first User Task is executed. For a User Task, the BPMN Service Engine
creates a Human Task using OBPIL. As a result, a new task is created in the SOA
Infrastructure dehydration store.

T4:

BPM Workspace uses OBPI to query new tasks for display in the Worklist. The
user logged into BPM Workspace is supposed to work on the task. Eventually the
task is approved or rejected and work on it has completed. BPM Workspace uses
OBPI to complete the task.
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] T5:

When the task is completed, that also completes the User Task Activity in the
BPMN Process, and the process is able to continue.

[ ] Té:

At any time during the execution of the process instance, a user might use BPM
Workspace to monitor the task performance and workload. For this, BPM
Workspace leverages the Cube Persistence API to query task performance data
from the Process Cubes stored in the database.

u T7:
Eventually the BPMN process is completed.
u T8:

Typically, the last step in a BPMN process is to return a result (via a Message End
Event) to the client that invoked the process. When the process has completed, a
user may use BPM Workspace to monitor the process performance.

5.4.1.3 Oracle BPM Suite Startup and Shutdown Lifecycle

For the BPMN Service Engine, the startup and shutdown lifecycle is the same as for
the BPEL Service Engine, since the BPMN Service Engine is based on the BPEL Service
Engine. For more information, see Section 5.3.1.2, "Oracle BPEL Process Manager
Startup and Shutdown Lifecycle." and Section 5.4.2.1.3, "Oracle BPMN Service Engine
Startup and Shutdown Lifecycle."

For BPM Composer and BPM Workspace, the lifecycle is the same as for any web
application residing in Oracle WebLogic Server.

The lifecycle of the BPM Infrastructure Libraries is the lifecycle for the system that uses
and makes invocations to the libraries.

5.4.1.4 Oracle BPM Suite Configuration Artifacts

To configure the BPMN Service Engine in Enterprise Manager, from the SOA
Infrastructure list in soa-infra choose SOA Administration > BPMN Properties, as
shown in Figure 5-16.
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Figure 5-16 Displaying the BPMN Service Engine Properties Page
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This displays the BPMN Service Engine Properties page shown in Figure 5-17.
Additional parameters are available from the System MBean browser. Click More
BPMN Configuration Properties... on the BPMN Service Engine Properties page to
launch the BPMN MBean browser.

Figure 5-17 Launching the BPMN MBean Browser
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For detailed information on configuring the Oracle BPMN service engine using
Enterprise Manager, see Oracle Fusion Middleware Administrator's Guide for Oracle SOA
Suite and Oracle Business Process Management Suite.

For detailed instructions on configuring high availability for the Oracle BPMN service
engine, refer to Section 5.13, "Configuring High Availability for Oracle SOA Service
Infrastructure and Component Service Engines."

5.4.2 Oracle BPMN Service Engine High Availability

This section provides single instance and high availability information for Oracle
BPMN service engine.

5-28 Oracle Fusion Middleware High Availability Guide



Oracle BPM Suite and High Availability Concepts

5.4.2.1 Oracle BPMN Service Engine Single Instance Characteristics

Service engines are containers that host the business logic of service components in a
BPM project. Each service component, such as Oracle BPMN Service Engine, Oracle
BPEL Process Manager, Oracle Human Workflow, Oracle Business Rules, or Oracle
Mediator is executed in its own service engine. A service engine plugs into the Oracle
SOA Service Infrastructure.

Oracle BPMN service engine is the service engine running in SOA Service
Infrastructure that allows the execution of BPMN processes.

A BPMN process provides the standard for assembling a business process using
standardized activities, gateways and events in a well-defined process flow. The
BPMN service engine provides functionality for the execution of potentially
long-running BPMN process models. It leverages the core-infrastructure features of the
Oracle BPEL Process Manager such as dehydration, dispatching, and service
orchestration.

5.4.2.1.1 Oracle BPMN Service Engine Single Instance Architecture As shown in Figure 5-18,
The BPMN service engine is a stateless part of the Oracle SOA Service Infrastructure
that builds on top of the Oracle BPEL Process Manager Service Engine. For detailed
information about Oracle BPEL Process Manager and high availability see Section 5.3,
"Oracle BPEL Process Manager and High Availability Concepts."

Figure 5—-18 Oracle BPMN Service Engine Single-Instance Architecture
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The BPMN service engine leverages the BPEL PM dispatcher module to dispatch
incoming messages from binding components (JMS, database, Web Services) for
processing.

The state of process execution is saved in the SOA database through a persistence
module based on Java Persistence Architecture (JPA). The auditing infrastructure of
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the BPMN service engine continuously audits the work being processed by the engine
and stores audit records in the BPM database. Those audit records are used as a source
for measurements and integration with Oracle Business Activity Monitoring (BAM).

The BPMN service engine runs inside the SOA Service Infrastructure Java EE
application (soa-infra.ear). Since it is built on top of the BPEL Process Manager, it has
identical characteristics. See Section 5.3.1.1, "BPEL Process Manager Component
Characteristics" for more information.

5.4.2.1.2 Oracle BPMN Service Engine External Dependencies The BPMN service engine
depends on the following components:

= SOA Service Infrastructure database for BPMN process state persistence

» BPM database for persistence of analytics data

By default, the BPM database is collocated with the SOA Service Infrastructure
database and requires no additional setup.

= MDS repository for BPMN process metadata store

The components in Figure 5-18 must be available for the BPMN service engine to start
and run properly.

Depending on the BPM project, the BPMN service engine might depend on the
following additional components:

= BAM adapter

s User directory. For example, Oracle Internet Directory or another LDAP server
that is configured to work with BPM.

5.4.2.1.3 Oracle BPMN Service Engine Startup and Shutdown Lifecycle As shown in

Figure 5-19, when the Oracle SOA Service Infrastructure application starts, it
initializes the BPMN service engine and loads the composites from the MDS
repository. If the composite contains any BPMN processes, it targets those individual
components to the BPMN service engine. Once the process is loaded and its BPM
specific metadata persisted in the database, the system is available to receive requests.

Figure 5-19 Startup and Shutdown Lifecycle of Oracle BPMN Service Engine
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The detailed startup and shutdown lifecycle is:
1. Start BPM Server.
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2, Start BPMN service engine.

3. BPM project composites are loaded from the MDS repository by the SOA Service
Infrastructure.

4. BPMN components are dispatched to the BPMN service engine to be loaded.

5. The BPM project metadata, such as organization data and audit/measurement
metadata, is persisted in the infrastructure database.

Composite binding components are activated.

The BPMN engine services requests.

The shutdown signal is received by the SOA Service Infrastructure.

The SOA Service Infrastructure starts unloading composites.

10. Composite binding components are disabled.

11. BPMN components are dispatched to the BPMN engine to be unloaded.

12. The BPMN service engine shuts down.

5.4.2.1.4 Oracle BPMN Service Engine Log Files BPMN service engine loggers are set to

INFO by default. When trying to track down a message or instance, you may want to
set the loggers to TRACE level to enable more output to the WebLogic Server log files.

The BPMN service engine logs trace information to the same files as the SOA Service
Infrastructure. For the location of the server logs, see Section 5.2.1.6, "Oracle SOA
Service Infrastructure Log File Locations."

5.4.2.2 Oracle BPMN Service Engine High Availability Considerations

This section guides you through the issues and considerations necessary for
configuring Oracle BPMN Process Manager for high availability.

5.4.2.2.1 Oracle BPMN Service Engine High Availability Architecture and Failover
Considerations The BPMN service engine leverages the functionality of BPEL PM for
process instance recovery. See Section 5.3.2.1, "Oracle BPEL Process Manager
Protection from Failures and Expected Behavior" for more details on instance recovery.

In Oracle Enterprise Manager Fusion Middleware Control, select BPMN Engine
(Service Engine) for the administration of the BPMN service engine, as shown in
Figure 5-20.
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Figure 5-20 BPMN Service Engine Home Page in Enterprise Manager
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The home page of the BPMN service engine is comprised of several sub pages. The
Dashboard page is the default page. For the recovery of BPMN service instances, select

the Recovery tab, which opens the BPMN Service Engine Recovery page shown in
Figure 5-21.

Figure 5-21 BPMN Service Recovery Page in Enterprise Manager
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5.4.2.2.2 Configuring Oracle BPMN Service Engine for High Availability For detailed
instructions on configuring high availability for Oracle BPMN Service Engine, refer to

Section 5.13, "Configuring High Availability for Oracle SOA Service Infrastructure and
Component Service Engines."

5.4.2.2.3 Cluster-Wide Configuration Changes for Oracle BPMN Service Engine The standard
Java EE artifacts that Oracle BPMN components use are configured as part of Oracle
WebLogic's domain in which SOA is installed. Oracle WebLogic Clusters provide
automatic configuration synchronization for artifacts, such as data sources, persistent
stores, and JMS modules across the WebLogic Server domain. At the same time, the
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WebLogic Server cluster is in charge of synchronizing the deployments and libraries
used by the Oracle BPMN components. As explained in Section 5.4.1.4, "Oracle BPM
Suite Configuration Artifacts,” the Oracle BPMN components' configuration is stored
in the SOA MDS database. Changes are applied once (per SOA server), but affect all
Oracle BPMN instances in the same SOA domain.

5.4.3 Oracle Business Process Web Applications High Availability

This section provides single instance and high availability information for Oracle
Business Process web applications.

5.4.3.1 Oracle Business Process Web Applications Single Instance Characteristics

This section provides single instance information for Oracle Business Process web
applications.

5.4.3.1.1 Oracle Business Process Web Applications Single Instance Architecture Figure 5-22

shows Oracle BPM Suite web applications and their interactions with other BPMN
components.

Figure 5-22 Oracle BPM Suite Web Applications

Web Applications: Operational BPM Server:
Process Workspace: i Service Engines - BPMN, BPEL,
_ Workflow, Rules, Mediator

‘ Perform, Organize, Manage Work

> SOAInfrastructure - Service Infra,
Process Portal: JCA Connectivity Infra, Security
& Policy Infra

‘ Collaborative Group Spaces

‘ WebCenter Spaces

Process Composer:

| Process & Rules Customization

4

MDS Metadata: Dehydration Store: Identity & Policy Store:
j Templ ‘ Inf ‘
= omplatos J/ :;]rsots;]g: Cnuﬁ 98; J/ Identity, LDAP or other
- - Roles Directory

The web applications are stateless. The state is maintained in the Dehydration Service
and the data is exposed through the Operational APIs or in MDS.

5.4.3.1.2 Oracle Business Process Web Applications External Dependencies Both BPM
Workspace and BPM Composer are deployed separately from the BPMN Service
Engine, but depend on it completely. If the BPMN Service Engine is stopped (soa-infra
system), neither BPM Workspace nor BPM Composer will be able to access
information and metadata about deployed projects. Given the dependency of soa-infra
on the SOA MDS database, by extension the Business Process web applications
depend on the MDS database to be available.
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5.4.3.1.3 Oracle Business Process Web Applications Startup and Shutdown Lifecycle BPM
Workspace and BPM Composer are standard J2EE applications. They are started when
the WebLogic Server where BPM has been deployed is started. They can be controlled
from the WebLogic Server Administration Console and can be stopped with a forced
shutdown or a graceful shutdown.

5.4.3.1.4 Oracle Business Process Web Applications Log Files The Workspace and
Composer web applications write to the SOA WebLogic Server log file and SOA
WebLogic Server output. For the location of the server logs, refer to Section 5.2.1.6,
"Oracle SOA Service Infrastructure Log File Locations."

Oracle Enterprise Manager Fusion Middleware Control can be used for diagnosing log
file messages.

5.4.3.2 Oracle Business Process Web Applications High Availability
Considerations

This section describes high availability considerations for Oracle Business Process web
applications.

5.4.3.2.1 Oracle Business Process Web Applications High Availability Architecture and Failover
Considerations Both BPM Workspace and BPM Composer are stateless web
applications. When the WebLogic Servers they reside on are deployed behind a load
balancer or an HTTP Server, the front end devices route requests indistinctly to either
node on which the applications are running. When a node failure occurs, requests are
redirected to the other available WebLogic Server and work on the user interface can
continue without interruptions.

5.4.3.2.2 Configuring Oracle Business Process Web Applications for High Availability For
detailed instructions on configuring high availability for Oracle Business Process web
applications, refer to Section 5.13, "Configuring High Availability for Oracle SOA
Service Infrastructure and Component Service Engines.” These web applications are
clustered in a stateless cluster as part of the configuration for Oracle SOA Service
infrastructure.

5.4.3.2.3 Cluster-Wide Configuration Changes for Oracle Business Process Web Applications
There are no specific configuration files for the web applications that reside locally on
the file system for the servers. Some property files, like the Workspace property file,
workspace.properties, are part of the OracleBPMWorkspace. ear file but do
not include any instance-specific settings. They are deployed and available wherever
Oracle BPM Workspace is deployed.

5.4.4 Oracle Business Process Analytics High Availability

This section provides single instance and high availability information for Oracle
Business Process Analytics.

5.4.4.1 Oracle Business Process Analytics Single Instance Characteristics

The following section provides information about Oracle Business Process Analytics
single instance characteristics.

5.4.4.1.1 Oracle Business Process Analytics Single Instance Architecture The Oracle BPM
Suite has built-in analytical capabilities for support of business-friendly process
dashboards and real-time monitoring of business processes using Oracle Business
Activity Monitoring (BAM).
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Figure 5-23 shows the Oracle BPM Suite Analytical Infrastructure.

Figure 5-23 Oracle BPM Suite Analytical Infrastructure
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From a technical perspective, the Oracle BPM Suite Analytical Infrastructure is used
for the support of process analytics as follows:

s Audit Persistence

The BPMN service engine is continuously generating audit events comprised of
activity runtime data. The data of those audit events is persisted in audit tables of
the service engine dehydration store. The audit data is the source of all analytical
data.

= JMS Topic
To de-couple process execution from the preparation and publishing of analytical
data, a JMS topic configured as part of the SOA Service Infrastructure is used.

s Cube Action MDB

A message driven bean (MDB) is used to trigger aggregation and persistence of
the analytical data to the BPM cube schema stored in the SOA Service
Infrastructure database.

s BAM Action MDB

A message driven bean (MDB) is used to publish analytical data towards the BAM
adapter installed as part of the SOA Service Infrastructure.

m  Process Persistence

For the persistence of audit events and analytical data to the SOA Infrastructure
database, the Oracle BPM Suite leverages the Java Persistence API (JPA)
Infrastructure.

The persistence unit is configured to use the JTA data source
jdbc/SOADataSource and the provider
org.eclipse.persistence. jpa.PersistenceProvider.
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5.4.4.1.2 Oracle Business Process Analytics External Dependencies The Oracle Business
Process Analytics libraries and components run as part of the BPMN Service Engine
infrastructure. They rely heavily on the BPMN Service Engine artifacts (queues, stores,
and JDBC resources) to function properly. As is the case for the service infrastructure,
the SOA database must be available for the Analytics framework to work.
Additionally, when feeding data to BAM, the required BAM system must be up and
running to process the analytical information.

5.4.4.1.3 Oracle Business Process Analytics Startup and Shutdown Lifecycle Since Oracle
Business Process Analytics is part of the BPMN Service Engine, its lifecycle is the same
as the BPMN Service Engine’s lifecycle.

5.4.4.1.4 Oracle Business Process Analytics Log Files The following loggers are available
for tracing of the Oracle Business Process Analytics components:

= oracle.bpm.analytics.measurement
= oracle.bpm.analytics.cube
= oracle.bpm.analytics.bam

To enable logging for one of the analytical components, set the log level to TRACE.

5.4.4.2 Oracle Business Process Analytics High Availability Considerations

This section provides information about high availability considerations for Oracle
Business Process Analytics.

5.4.4.2.1 Oracle Business Process Analytics High Availability Architecture and Failover
Considerations Because Oracle Business Process Analytics is a subsystem in charge of
feeding information to other systems (mainly read-oriented information), no special
considerations for failover are required. A number of JMS queues used by Oracle
Business Process Analytics are configured (as part of the SOA system high availability
setup) as uniform distributed destinations for optimum availability and load
balancing. All BPM Cube data persisted uses the SOA JDBC services, which use multi
datasources configured for Oracle RAC databases.

5.4.4.2.2 Configuring Oracle Business Process Analytics for High Availability For detailed
instructions on configuring high availability for Oracle Business Process Analytics,
refer to Section 5.13, "Configuring High Availability for Oracle SOA Service
Infrastructure and Component Service Engines."

5.4.4.2.3 Cluster-Wide Configuration Changes for Oracle Business Process Analytics Oracle
Business Process Analytics instances do not store any local instance-specific properties.
Cluster configuration changes are applied to each Oracle Business Process Analytics
instance.

5.5 Oracle Mediator and High Availability Concepts

The information in this section guides you through the issues and considerations
necessary for configuring Oracle Mediator for high availability.

5.5.1 Oracle Mediator Single-Instance Characteristics

Oracle Mediator is a service engine within the Oracle SOA Service Infrastructure.
Oracle Mediator provides the framework to mediate between various providers and
consumers of services and events. The Oracle Mediator service engine runs in-place
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with the SOA Service Infrastructure Java EE application. The runtime state for
execution started by asynchronous interactions or involving parallel routing rules is
maintained in the SOA runtime database. For details about administering Oracle
Mediator, see the Oracle Fusion Middleware Administrator’s Guide for Oracle SOA Suite.

= Synchronous and Asynchronous Interactions

Oracle Mediator provides support for synchronous and asynchronous
request-response interactions. In a synchronous interaction, the client making the
request remains blocked, awaiting the response. In an asynchronous interaction,
the client invokes the service but does not wait for the response. You can specify a
time out period for an asynchronous interaction.

= Sequential and Parallel Message Routing

Oracle Mediator can route messages to their destinations either sequentially, or in
parallel.

- Inasequential routing, processing of data takes place in one single
transaction.

- Inaparallel routing scenario, one transaction is used for en-queueing
information, and another one for de-queuing it.

5.5.1.1 Oracle Mediator Component Characteristics

If a composite contains an Oracle Mediator component, SOA Service Infrastructure
targets the component to the Oracle Mediator engine for deployment. None of the
services provided by the Oracle Mediator engine system are singletons, therefore,
Oracle Mediator engines can run in full active-active mode. The processing of
messages by the worker threads in Oracle Mediator is transactional and relies on
Oracle WebLogic Server transaction control service. Configure the appropriate
transaction stores as recommended by WebLogic Server guidelines to guarantee
recovery across failures in the WebLogic Server container. Additionally, Oracle
Mediator’s engine does not contain any stateful Web modules or stateful session
beans, therefore you are not required to configure any sort of session replication when
running Oracle Mediator in active-active mode. The state of work and work-to-be
processed is maintained by Oracle Mediator in the database. Therefore, it is critical
that Oracle Mediator's database be highly available. This requires configuring multi
data sources for the SOA data source as described in Section 5.13.4, "Running Oracle
Fusion Middleware Configuration Wizard on SOAHOST1 to Create the SOA Domain".
For information about multi data source configuration with Oracle RAC and the MDS
repository, see Section 4.1.2, "Using Multi Data Sources with Oracle RAC."

External Dependencies
Oracle Mediator depends on the following components:

s SOA database for Mediator message and message state persistence
= MDS repository for composite metadata store

Both components must be available for Oracle Mediator to start or run properly.

5.5.1.2 Oracle Mediator Startup and Shutdown Lifecycle

When the Oracle SOA Service Infrastructure application starts, it initializes the Oracle
Mediator engine and loads the composites from the MDS repository. If the composite
contains any Oracle Mediator components, it targets them to the Oracle Mediator
engine. At runtime, Oracle Mediator routing rules can be invoked through an inbound
binding component or by another service engine. Graceful shutdown of the Oracle
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Mediator engine is initiated by the SOA Service Infrastructure and involves sending
signals to in-flight instances and unloading of loaded components.

Figure 5-24 illustrates Oracle Mediator Startup lifecyle.

Figure 5-24 Oracle Mediator Startup Lifecyle
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5.5.1.3 Oracle Mediator Request Flow

The recovery semantics of Oracle Mediator after a server failure are based on client
interaction type and routing rule type.

Oracle Mediator provides support for synchronous and asynchronous
request-response interactions. The following describes the behavior based on
interaction type:

= Synchronous Interaction: For synchronous interactions, an error is thrown back to
the client in the case of a server failure. It is the client's responsibility to handle the
error message and take appropriate action such as retrying the request.

= Asynchronous Interaction: There are two types of asynchronous invocations - one
that starts a new routing rule execution and one that is a callback to an existing
rule execution. In the case of a callback, the engine attempts to resolve the
subscribing instance through a correlation id. If there is a failure in handling the
callback, the client receives an error message and has to handle the error
appropriately. The client invocation must be transactional in order to guarantee
reliable handling of a callback in the case of a server failure.

Oracle Mediator can route messages either sequentially or in parallel. Only messages
processed in parallel need manual recovery in the case of a server failure. The
following describes the behavior based on routing rule type:

= Sequential Routing Rule: For sequential routing rule, complete rule is executed in
a single transaction. In the case of server failure, Oracle Mediator relies on the
underlying transaction manager for recovery.

= Parallel Routing Rule: For parallel routing rule, Oracle Mediator uses a
store-and-forward paradigm that involves two separate transactions - one
transaction for persisting the message and a second one for executing the routing
rule. If there is a failure prior to the persistence, the client receives an error
message and has to handle the error in the same way as in a sequential routing
rule. If the persistence is successful, the client call returns and further processing is
done outside the context of the client call. In the case of a server failure, Oracle
Mediator will initiate recovery upon server restart after a configurable time
interval specified by ContainerIdLeaseRefresh

5.5.1.4 Oracle Mediator Configuration Artifacts

Starting with Oracle Fusion Middleware 11g Release 1 (11.1.1.2), the configuration
parameters for Oracle Mediator are stored in the SOA MDS database. You can
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configure these parameters using Oracle Enterprise Manager Fusion Middleware
Control.

To configure these parameters, go to the Oracle Enterprise Manager Fusion
Middleware Control, and in the navigation tree, select SOA, soa-infra, (server_name).
Right-click SOA Administration, and select Mediator Properties, or use the MBean
Browser to navigate to the appropriate property.

5.5.2 Oracle Mediator High Availability Architecture and Failover Considerations

Oracle Mediator is an embedded service engine that leverages the same high
availability architecture as the Oracle SOA Service Infrastructure. Figure 5-6 describes
a two-node Oracle SOA Service Infrastructure cluster running on two WebLogic
Servers. Oracle Mediator is deployed as part of the Oracle SOA Service infrastructure
composite application.

In a clustered configuration, Oracle Mediator can run in an active-active mode as there
are no singleton services and all state is stored in the SOA runtime database.

Note: In asingle-node environment, Oracle Mediator performance is
slow if there a high latency between the middle tier and database, for
example, if the middle tier and database are in different subnets.

5.5.2.1 Oracle Mediator Protection from Failures and Expected Behavior

For information about Oracle SOA Service Infrastructure protection from failures and
expected behavior, see Section 5.2.2.1, "Oracle SOA Service Infrastructure Protection
from Failures and Expected Behavior."

During the execution of a Parallel Routing Rule, Oracle Mediator obtains a logical lock
on a batch of messages in the SOA runtime database. This lock contains a reference to
the container ID that uniquely identifies the Oracle Mediator engine. The container ID
is assigned at startup time. The user can configure the batch size using
DeferredMaxRowsRetrieved. A smaller batch size ensures that there are a lower
number of locked rows requiring recovery (as explained above) in the case of a server
failure.

In case of unplanned outages, you must wait as much time as specified in the
ContainerIdLeaseRefresh interval after restarting the server. This enables the
server to complete the instances still in the running state.

In a multi-node cluster environment, if Oracle Mediator is used for an asynchronous
message exchange pattern, there could be a possibility that the callback will not be
handled by Oracle Medjiator if it arrives before the request has completed. This could
happen in a scenario where the request initiated by Oracle Mediator to the target
service takes longer to complete, and callback from the target service arrives before the
request completes.

Process Failure

Oracle Mediator is protected from all process failures by the WebLogic Server
infrastructure. The following process failure considerations apply to Oracle Medjiator:

s If the managed servers crash, Node Manager attempts to restart them locally. If
whole server migration is configured and repeated restarts fail, the WebLogic
Server infrastructure attempts to perform server migration of the managed server
to the other node in the cluster, if it is configured. Once the server on the other
node is restarted, Oracle HTTP Server resumes routing any incoming requests to
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it. The migrated server reads the SOA database, resumes any pending processing,
and resumes transactions from the transaction logs in shared storage.

s The SOA Service Infrastructure application where the Oracle Mediator engine
runs may be down due to failure in accessing resources, errors caused by the
coherence infrastructure, or other issues unrelated to the status of the managed
server where it is located. Therefore, monitor the Oracle SOA Service
Infrastructure application to watch for errors caused by the application in the
managed server logs. For the location of server logs, see Section 5.2.1.6, "Oracle
SOA Service Infrastructure Log File Locations").

s During recovery after a server crash, Oracle Mediator attempts to redeliver
messages that were partially processed. If the automatic retry fails, Oracle
Mediator enqueues the message to the error hospital for manual recovery.

Node Failure

In case of a node failure, server migration is triggered after the available server verifies
the time stamp in the database leasing system. If the crashed server was the coherence
cluster master, the available server become the new master, and the Oracle Mediator
engine remains available for processing messages from binding components. After the
time stamp for leasing is verified, the Node Manager in the remaining node attempts
to migrate the VIP used by the failed managed server, and restarts it locally. This
effectively results in the Oracle Mediator engine having two instances running in the
same node.

Cluster-Wide Configuration Changes

The standard Java EE artifacts that Oracle Mediator engine uses are configured as part
of Oracle WebLogic’s domain in which SOA is installed. Oracle WebLogic Clusters
provide automatic configuration synchronization for artifacts, such as data sources,
persistent stores, and JMS modules across the WebLogic Server domain. At the same
time, the WebLogic Server cluster is in charge of synchronizing the deployments and
libraries used by the Oracle Mediator engine.

As explained in Section 5.5.1, "Oracle Mediator Single-Instance Characteristics," Oracle
Mediator engine-specific configuration is stored in the SOA MDS database. Changes
are applied once (per SOA server), but affect all Oracle Mediator instances in the same
SOA domain. For example, if WLS_SOA1 and WLS_SOA2 are part of the same SOA
cluster and the heartbeat period for Oracle Mediator in WLS_SOAL1 is changed to 20,
WLS_SOAZ2’s heartbeat period is also set to 20.

5.5.2.1.1 Recovering Failed Mediator Instances During recovery from a server failure,
under certain circumstances, messages with in-flight routing rules may be placed in
the error hospital for manual recovery. These messages can be recovered using
Enterprise Manager as shown in Figure 5-25.
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Figure 5-25 Mediator Instance Recovery using Oracle Enterprise Manager
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5.5.2.1.2 Oracle Mediator’s Resequencing in a Cluster Oracle Mediator's resequencer
allows rearranging a stream of related (but not necessarily ordered) messages back
into order. It sequences the incoming messages that arrive in a random order, and then
sends them to the target services in an orderly manner.

The resequencer works with two central concepts: groups and sequence IDs. The
sequence ID is an identifier part of the message, based on which messages are
rearranged. Messages arriving for resequencing are split into groups, and the
messages within a group are sequenced according to the sequence ID. The sequencing
is based on the sequencing strategy selected (the Standard, FIFO and Best Effort
strategies are available in the Oracle JDeveloper Composite Designer).

Message processing is based on assigning a group id to batches of messages in Oracle
Mediator's queue system. The resequencer dequeue system uses an instance identifier
(ID) to lock a group, then processes the group messages. The heartbeat infrastructure
creates and maintains the instance ID in Oracle Mediator. There is one instance ID for
every Oracle Mediator instance. The heartbeat infrastructure inserts the instance ID
and current time into the table MEDIATOR_CONTAINERID_LEASE. The heartbeat
infrastructure has one heartbeat thread. This thread periodically updates the time
associated with the instance ID to announce its presence to other Oracle Mediator
instances. The Oracle Mediator configuration parameter ContainerldLeaseRefresh,
specified in minutes (default: 1), is used for this purpose. The heartbeat thread also
looks for instance IDs that have not been updated within a configurable time period.
The Oracle Mediator configuration parameter ContainerldLeaseTimeout, specified in
minutes (default: 5), is used for this purpose. The thread releases the locks held by
these instance IDs. After the groups are unlocked, the dequeue system of other Oracle
Mediator instances can pick up the groups for processing.

The possible states for a group stored in the MEDIATOR_GROUP_STATUS table are:
s Group Ready for processing - 0

s Group Locked -1

s Group Processing Completed - 2

s Error in processing group - 3
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You can configure both the ContainerIldLeaseTimeout and ContainerldLeaseRefresh
parameters from the Oracle Enterprise Manager Fusion Middleware Control
configuration screens for Oracle Mediator. These properties determine the behavior of
a cluster of Oracle Mediator Instances configured for re-sequencing. Each group is
processed by one single server until its lease expires (the instance ID is not updated). If
a managed server goes down while it was processing a group, the other instances in
the cluster will proceed to its ordering once the lease has expired (that is, once the
unique ID assigned to the group has not been updated during a lease timeout period).

5.5.2.2 Troubleshooting Oracle Mediator High Availability

To debug Oracle Mediator failures, check the database tables to determine which

container failed. To identify requests that were in progress when Oracle Mediator
failed, find the rows that are still locked, and unlock them. You may also view the
payload, as it is stored as a blob.

The poll interval for Oracle Mediator Instance Manager should be the same across all
the nodes. The time stamp used is the database time stamp.

The possible states of messages in the database are:
= Ready

= Locked

s Completed

s Error

5.6 Oracle Human Workflow and High Availability Concepts

The information in this section guides you through the issues and considerations
necessary for configuring Oracle Human Workflow for high availability.

5.6.1 Oracle Human Workflow Single-Instance Characteristics

Oracle Human Workflow is a service engine running in the Oracle SOA Service
Infrastructure that allows the execution of interactive human driven processes. A
human workflow provides the human interaction support such as approve, reject, and
reassign actions within a process or outside of any process. The Human Workflow
service consists of a number of services that handle various aspects of human
interaction with a business process.

All human task metadata is stored and managed in the Metadata Service (MDS)
repository. The Human Workflow engine consists of a Service Engine running within
the SOA Service Infrastructure and additional Java EE applications for
DefaultToDoTaskFlow and Worklist applications. A human workflow leverages an
internal JMS queue for notifications related to a human task.

For details about administering Oracle Human Workflow, see the Oracle Fusion
Middleware Administrator’s Guide for Oracle SOA Suite.

5.6.1.1 Oracle Human Workflow Startup and Shutdown Lifecycle

The Human Workflow startup consists of two phases: loading of the Java EE
applications, and initialization of the service engine. The Java EE applications are
loaded as part of the application server startup. The service engine initialization and
shutdown is controlled by SOA Service Infrastructure. Post initialization, composites
that contain Human Workflow components are targeted to the Human Workflow
service engine by SOA Service Infrastructure.
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5.6.1.2 Oracle Human Workflow Request Processing

A human workflow can be initiated by an invocation from another SOA engine (such
as Oracle BPEL PM). The message is routed to the engine by SOA Service
Infrastructure and is persisted by the Workflow engine within its runtime schema. The
message becomes available for human actions through the browser based UI after the
client transaction that is associated with the invocation is committed. Each update on
the message or the runtime state through a user action is a separate transaction.

As soon as Workflow commits its transaction, the control passes back to BPEL which
almost instantaneously commits its transaction. Between this window;, if the Oracle
RAC instance goes down, on failover, the message is retried and can cause duplicate
tasks.

5.6.1.3 Oracle Human Workflow Configuration Artifacts

Starting with Oracle Fusion Middleware 11¢ Release 1 (11.1.1.2), the configuration
parameters for Oracle Human Workflow are stored in the SOA MDS database. You can
configure these parameters using Oracle Enterprise Manager Fusion Middleware
Control.

To configure these parameters, go to the Oracle Enterprise Manager Fusion
Middleware Control, and in the navigation tree, select SOA, soa-infra, (server_name).
Right-click SOA Administration, Workflow Notification/Task Service Properties, or
use the MBean Browser to navigate to the appropriate property.

5.6.1.3.1 Managing the URI of the Human Task Service Component Task Details Application You
can add or remove the URI of the task details application used in Oracle Human
Workflow.

To manage the URI of the human task service component task details application:

1. Access this page through one of the following options:

From the SOA Infrastructure Menu... From the SOA Folder in the Navigator...

1.  Select Home. 1. Under soa-infra, select a specific SOA

2. Select the Deployed Composites tab. composite application.

3. In the Composite section, select a
specific SOA composite application.

2. Select the human task service component in the Component Metrics table.
3. Click Administration.

The Administration page shows the URI for the task details application.

{3 testall [3.0]@ Logged in as weblogic|
o[ S04 Composite Page Refreshed Apr 17, 2003 6:33:20 PM POT (2
testall [3.0] = Taskz
.'?@ Task?2 (Human Workflow Component) @ (ﬁ Related Links +
Dashboard | Instances | Faulks | Policies | Administration

Apply Revert
Add or remowe the URI For the user defined task details application.

View = o Add URT 3§ Remove
Application Mame Hosk Mame HTTP Port HTTPS Pork URI

waorklisk myhost35.us.oracle.com an01 0 SworkFlovetestallT askflow/F:

4. Click the Add icon to specify the following details for the URL:
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= Application name

s Host name

= HTTP port
= HTTPS port (optional)
= URI

5. Click Apply.

5.6.2 Oracle Human Workflow High Availability Architecture and Failover
Considerations

Figure 5-6 describes a two-node Oracle SOA Service Infrastructure cluster running on
two WebLogic Servers. Oracle Human Workflow is deployed as part of the Oracle
SOA Service infrastructure composite application.

5.6.2.1 Oracle Human Workflow Protection from Failures and Expected Behavior

Oracle Human Workflow’s engine uses transactional E]Bs for persistence and JMS
queues for user notification. All state is stored in the database and the JMS queue, and
there is no in-memory session state to be replicated for recovery. Therefore, Oracle
Human Workflow’s service engine and the associated Java EE applications are run in
an active-active topology on a WebLogic cluster. In the case of a server or hardware
crash, whole server migration must be configured for recovering pending transactions
and JMS messages stored on the local queue. Notifications are not sent out until the
server is restarted.

5.6.2.2 Manual Recovery Required for Human Workflow Task in Rejected MSG
Table

The FabricInstanceManager.persistCompositeInstanceBean API (or other
InstanceManager APIs) does not have built-in retry logic. When there are transient
failures caused by Oracle RAC failover, the WS invocation is rejected directly. This
manual recovery of these rejected messages is done using Oracle Enterprise Manager
Fusion Middleware Control.

To manually recover the rejected messages, in the Oracle Enterprise Manager Fusion

Middleware Control, select SOA, soa-infra(soa_serverl), <composite_name>, Faults
and Rejected Messages, select the message, and choose Recover With Options. This

causes the workflow request to be retried.

5.6.3 Troubleshooting Oracle Human Workflow High Availability

Human Workflow works like a standard Java EE application with a browser based
client. Once a message is persisted to its runtime schema, it can be processed using the
workflow Uls. If a server crashes in the middle of the transaction, you must recover
the server for successful recovery or rollback. The following logs are relevant for
debugging errors associated with Oracle Human Workflow:

m oracle.soa.services.common

m oracle.soa.services.notification

m oracle.soa.services.workflow

m oracle.soa.services.workflow.common

m oracle.soa.services.workflow.evidence
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» oracle.soa.services.workflow.metadata

= oracle.soa.services.workflow.persistency

= oracle.soa.services.workflow.query

= oracle.soa.services.workflow.runtimeconfig
m oracle.soa.services.workflow.soa

» oracle.soa.services.workflow.task

= oracle.soa.services.workflow.task.dispatch

= oracle.soa.services.workflow.task.routing

5.7 Oracle B2B and High Availability Concepts

The information in this section guides you through the issues and considerations
necessary for configuring Oracle B2B for high availability.

5.7.1 Oracle B2B Single-Instance Characteristics

Oracle B2B connects SOA composite applications to external services, applications,
and technologies. Oracle B2B offers a multi-protocol gateway that supports
industry-recognized B2B standards. Oracle B2B extends Oracle SOA Suite with
business protocol standards, such as electronic data interchange (EDI), ebXML, HL7,
and RosettaNet. For details about Oracle B2B's functionality, see the Oracle Fusion
Middleware Administrator’s Guide for Oracle SOA Suite.

Oracle B2B is a binding component within SOA Service Infrastructure. B2B metadata
consists of trading partner details along with their supported documents and delivery
channels which is stored within the MDS repository. The SOA composite has a
reference to this metadata.

Oracle B2B receives messages from different channels. A listener thread logs the
messages in a table in the SOA database and sends the corresponding events to a JMS
queue. Event handlers listen for events to process the requests in the JMS queues.

Oracle B2B supports the following transport protocols for communication with
business entities:

=  HTTP(S)
s Oracle Advanced Queue

s Email (SMTP 1.0, IMAP 1.0, POP3)

= File

« FTP and SFTP (SSH FTP)
= TCP/IP

«  JMS

For HTTP protocol, Oracle B2B uses the system's HTTP listener. For FTP and Email,
Oracle B2B uses the external FTP and email server configured in the system. Even in
high availability mode, only one B2B instance polls for incoming message for FIP, File,
and email protocols.

Note: MLLP & TCP/IP protocols are not supported in a clustered
environment.
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5.7.1.1 Oracle B2B Component Characteristics

Oracle B2B runs in-place with SOA Service Infrastructure Java EE application. The
Oracle B2B user interface is a Web application that is deployed as a standalone war file
on the same managed server as the SOA Service Infrastructure. Oracle B2B Ul
application is stateful and stores information in the HTTP Session.

Oracle B2B stores state information within JMS queues and the SOA run-time
database. Whole server migration is required for automatic JMS message and
transaction recovery after a server failure.

Oracle B2B uses JMS intensively. Oracle B2B uses the Oracle WebLogic Server
migration feature for protecting Oracle B2B JMS resources against failures. Oracle
B2B'’s engine uses E]Bs and Servlets, which are stateless. All state information is
persisted in JMS queues and the database.

High availability of B2B depends on the high availability of the run-time database.
Hence, the SOA runtime data sources should be configured as multi data sources for
high availability. For information about multi data source configuration with Oracle
RAC and the MDS repository, see Section 4.1.2, "Using Multi Data Sources with Oracle
RAC."

External Dependencies
Oracle B2B depends on the following components:

= Oracle SOA database for Oracle B2B message and message state persistence
= MDS repository for Oracle B2B metadata store
»  FIP and email servers if the corresponding adapters are used

The SOA database and the MDS repository must be available for Oracle B2B to start
and run properly.

5.7.1.2 Oracle B2B Startup and Shutdown Lifecycle

When the Oracle SOA Service Infrastructure application starts, it initializes Oracle
B2B’s engine. Oracle B2B metadata deployment should occur before composites are
deployed to the Oracle SOA Service Infrastructure. Oracle B2B end-points are defined
as channels which are started as part of the engine initialization. Based on the protocol,
each configured channel has external dependencies, such as:

» If FTP is used, the appropriate FIP server must be started.
» If email is used, the appropriate email server must be started.

s If HTTP/HTTPS is used, the HTTP server front ending the B2B system must be
started

5.7.1.3 Oracle B2B Request Flow

In an Oracle B2B system all processing is done asynchronously. When a request
arrives, the corresponding message is inserted in the SOA database. A notification is
inserted in a JMS queue as a placeholder for the pending work. The event handler
threads listen for events in these queues and process the work sequentially.
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Figure 5-26 Oracle B2B Request Flow

Start SOA Infrastructure X l j

Start B2B | Initialization of Event |==p| Wait for Requests from
Listeners Channels

v

B2B Event listener = Insertrequestin JMS |g== Insert message in DB
process message queue

5.7.1.4 Oracle B2B Configuration Artifacts

You can enable and disable metrics for Oracle B2B's Server using Oracle Enterprise
Manager Fusion Middleware Control. This is the only property directly exposed by
Oracle Enterprise Manager Fusion Middleware Control. The configuration for Oracle
B2B's Server is maintained in the SOA database and most of it is exposed by the Oracle
B2B user interface application. For details about Oracle B2B configuration, see the
Oracle Fusion Middleware User’s Guide for Oracle B2B.

5.7.2 Oracle B2B High Availability Architecture and Failover Considerations

Figure 5-6 describes a two-node Oracle SOA Service Infrastructure cluster running on
two WebLogic Servers. Oracle B2B is deployed as part of the Oracle SOA Service
infrastructure composite application. The following high availability characteristics are
specific to an Oracle B2B high availability deployment:

»  The Oracle B2B user interface application runs inside each one of Oracle WebLogic
Server servers, and as part of the same cluster as the Oracle SOA Service
Infrastructure application.

»  Oracle B2B’s server maintains the partners, documents, and channels definitions
in the SOA database using an Oracle RAC database.

5.7.2.1 Oracle B2B Protection from Failures and Expected Behavior

This section describes how an Oracle B2B high availability cluster deployment protects
components from failure and the expected behavior if component failure occurs.

Oracle B2B Ul Failure

The Oracle B2B user interface application maintains some navigation information in
memory. When a failure occurs in one of the managed servers running the Oracle B2B
user interface, users' requests are redirected to another active WebLogic Server
running the application. Ongoing requests from Oracle HTTP Server time out
according the time out setting in Oracle HTTP Server’s configuration. Failover
requires those users accessing the failed instance to log in again, since the application
is not enabled for serializing the session information.

The Oracle B2B user interface in-memory data is non-transactional, and some steps
may need to be revisited in the case of failover.

For general information about Oracle SOA Service Infrastructure process failure, see
Section 5.2.2.1, "Oracle SOA Service Infrastructure Protection from Failures and
Expected Behavior"
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Node Failure

If a node failure occurs, or if the local Oracle WebLogic Server Node Manager reaches
the maximum restart tries on the failed managed server, whole server migration is
triggered after the available server verifies the time stamp in the database leasing
system. The other Oracle B2B engine remains available for processing new messages
from the different channels. At the same time, the remaining Oracle B2B server should
resume the pending operations for singleton channels, such as FIP, email, or file, after
the default timeout period is reached in the time stamp the failed node sets in the
database (two minutes by default). For Oracle B2B’s User Interface application,
ongoing requests from Oracle HTTP Server time out according to Oracle HTTP Server
configuration.

Database Failure

For information about Oracle B2B database failure, see Section 5.2.2.1, "Oracle SOA
Service Infrastructure Protection from Failures and Expected Behavior"

5.7.2.2 Oracle B2B Cluster-Wide Configuration Changes

The standard Java EE artifacts that the Oracle B2B engine uses are configured as part
of the Oracle WebLogic domain in which the Oracle SOA Service Infrastructure is
installed. Oracle WebLogic Clusters provide automatic configuration synchronization
for artifacts, such as data sources, persistent stores, and JMS modules across the
WebLogic Server domain. At the same time, the WebLogic Server cluster controls
synchronization of deployments and libraries used by Oracle B2B's engine.

As explained in Section 5.7.1, "Oracle B2B Single-Instance Characteristics," all Oracle
B2B server-specific configuration is maintained in the database, and configuration
changes are applied to all the SOA Servers running in a WebLogic Server domain.
Therefore, configuration properties, such as Payload Size, and Outbound Dispatcher
Counts are applied cluster-wide, meaning they are used by all instances in the Oracle
SOA cluster.

To set up File, FIP, or Email transports in a high availability environment, specify a
unique name for each instance by using b2b.HAInstanceName unique_
instance_name. If you use #ServerName# for the value, Oracle B2B retrieves the
WebLogic Server name as the HAInstanceName.

"Properties to Set in Fusion Middleware Control" in the Oracle Fusion Middleware User's
Guide for Oracle B2B also describes setting up File, FIP, or Email transports in a high
availability environment.

5.7.2.3 Oracle B2B Deployments in a Cluster

Using the command line utility for deploying, purging, or importing metadata in B2B
may cause inconsistencies and errors in the B2B system. For B2B, deploy agreements
and purge or import metadata ONLY from the GUI available in the B2B console,
instead of using the command line utility.

5.7.2.4 Troubleshooting Oracle B2B Active-Active Configuration

This section provides troubleshooting tips and possible resolutions for Oracle B2B
active-active configurations.

5.7.2.4.1 Purge, Import, or Deployment of B2B Metadata When performing purge, import,

or deployment of B2B metadata in a cluster, error timing and load balancing may
cause exceptions that are unlikely to happen if a retry of the operation is performed.
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There is no clean up nor other additional steps required. If errors, such as [javal]
MDS-02202: Content of the metadata object appear for deployment or
"postTransfer: MDS-00521: error while reading document... appear
for purge or import, retry the operation.

5.7.2.4.2 Error While Retrieving Oracle B2B Document Definitions Problem: Error happens
when trying to retrieve a document definition XSD from Oracle B2B. B2B resides in a
cluster and is accessed through a load balancer. B2B console report the following:

An error occured while loading the document definitions.
java.lang.IllegalArgumentException: Cluster address must be set when clustering
is enabled.

Solution: This occurs if you do not set the front end HTTP host and port for the Oracle
WebLogic cluster where Oracle B2B resides. To eliminate this error, set the front end
address for the SOA Cluster:

1. In the WebLogic Server Administration Console, in the Change Center section,
click Lock & Edit.

2. In the left pane, choose the Environment in the Domain Structure window and
then choose Clusters. The Summary of Clusters page appears.

3. Select the WLS_SOA cluster.

4. Select HTTP.

5. Set the values for the following:
s Frontend Host: soa.mycompany . com
s Frontend HTTPS Port: 443
s Frontend HTTP Port: 80

6. Click Save.

7. To activate the changes, click Activate Changes in the Change Center section of
the Administration Console.

8. Restart the servers to make the Frontend Host directive in the cluster effective.

5.8 Oracle Web Services Manager and High Availability Concepts

The information in this section guides you through the issues and considerations
necessary for configuring Oracle WSM for high availability.

5.8.1 Oracle WSM Single-Instance Characteristics

Oracle Web Services Manager (Oracle WSM) provides a policy framework to manage
and secure Web services consistently across your organization. It provides capabilities
to build, enforce, execute and monitor Web service policies including security, WSRM,
MTOM and addressing policies. It typically gets deployed along with SOA Service
Infrastructure.

Oracle Web Services Manager is made up of the following components:

= Policy Manager reads and writes security and management policies including
predefined and custom policies from the MDS repository. It is typically deployed
on the Oracle SOA Service Infrastructure managed servers. However, you can
deploy Policy Manager on separate managed servers.
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Policy Manager is a stateless Java EE application. It exposes its capabilities
through stateless session beans. Policy Manager does not cache any data, (all
accesses go to the MDS repository).

= Agent is responsible for policy enforcement, execution and gathering of runtime
statistics. The Oracle WSM Agent is available on all Oracle Fusion Middleware
managed servers. It is configured on the same server as the application which it
protects.

The Oracle WSM Agent is made up of a set of jar files, which are a part of
underlying Web service stack. It does not have any session state. The Agent
maintains an in-memory policy cache, which is populated at the Agent startup
time. It does not use any JTA or JMS.

The Oracle WSM Agent is made up of the following two pieces:

— DPolicy Access Point (PAP) communicates with Policy Manager. The Agent
communicates with the Policy Manager through EJB invocations over T3 (or
T3s if SSL is enabled) protocol.

— DPolicy Interceptor is generated when a Web service is deployed and activated,
or when a policy is attached to a Web service using Enterprise Manager. If new
web services are protected using Oracle WSM, an additional instance of the
interceptor is generated for each new Web service. Interceptor is responsible
for policy enforcement.

= Metadata Store Policies are stored in the MDS repository. It is typically backed by
an Oracle database. For high availability purposes, Oracle recommends using an
Oracle RAC database as the back end for MDS repository.

= Enterprise Manager is used to configure Oracle WSM. It also displays different
web services metrics gathered by Oracle WSM.

For more details of Oracle WSM architecture, please refer to the Oracle Fusion
Middleware Security and Administrator’s Guide for Web Services.
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Figure 5-27 Oracle WSM Single-Instance Architecture
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5.8.1.1 Oracle WSM Component Characteristics
The Oracle WSM Agent is a set of jar files available on every Oracle Fusion
Middleware managed server in a Web services stack.

Policy Manager is contained in the wsm-pm. ear file. None of the services provided by
Oracle WSM are singletons, therefore, it can run in full active-active mode. Oracle
WSM services can be validated by http: //SOAHOSTx : port /wsm-pm/validator.
This validator displays Oracle WSM policies.

The Oracle WSM Agent and Oracle Enterprise Manager interact with Policy Manager
using the E]B interfaces. The E]Bs used in Oracle WSM are stateless and can be
deployed in a clustered environment. Therefore, there is no requirement to enable state
replication in the cluster.

The Oracle WSM Agent and Policy Manager need not be co-located. However, the
Agent expects Policy Manager to be deployed on at least one node of the domain. The
Oracle WSM Agent has capabilities to auto-discover Policy Managers deployed in the
domain.

Neither the Oracle WSM Agent nor Policy Manager use JTA or JMS messaging. The
MDS-based policy store also does not support JTA.

External Dependencies
Oracle WSM Policy Manager depends on the following components:

= MDS repository for storing the policies
= Oracle WSM Agent depends only on Oracle WSM Policy Manager.

Both components must be available for Oracle WSM to start and run properly.
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5.8.1.2 Oracle WSM Startup and Shutdown Lifecycle

The following key Oracle WSM components are involved in the startup lifecycle for
Oracle WSM:

s Oracle WSM Policy Manager
s Oracle WSM Agent

Policy Manager is a stateless application which does not perform any caching. There is
no special application level startup sequence performed when the managed server
where Policy Manager is deployed starts up. Policy Manager communicates with the
MDS repository to retrieve policies. The MDS repository can be stored in an Oracle
RAC database to provide MDS high availability.

When a managed server on which an Agent is configured comes up, the Agent
connects to Policy Manager to get latest revision of policies. If it succeeds, the changes
to the policies are downloaded and cached. Once the Agent is up and running, it
periodically attempts a cache refresh at a configurable interval. The default time is
every one minute.

Oracle WSM Agent communicates with the Policy Manager through EJB invocations
over T3 (or T3s if SSL is enabled) protocol. If Policy Manager is deployed on different
nodes and some of them have SSL enabled and others don't, Agent communicates only
with the nodes with SSL connections.

If the Policy Manager to which the Oracle WSM Agent is connected becomes
unavailable, the underlying infrastructure automatically connects to another Policy
Manager instance running elsewhere in the cluster. This is achieved through Oracle
WebLogic E]B clustering.

For high availability scenarios, if an Oracle WSM application is targeted to multiple
nodes, it should be targeted to a cluster rather than to individual managed servers.

If a managed server has Web services deployed which are protected by Oracle WSM,
and the Oracle WSM Agent is not able to communicate with any of the Policy
Managers at startup time, Web service invocation fails.

5.8.1.3 Oracle WSM Request Flow

When a protected Web service is accessed by a client application, the Oracle WSM
Agent queries the policy cache and enforces the applicable policies. Based on the
policies, the request is authenticated, encrypted, decrypted, authorized or logged. It
does not connect to Policy Manager for any of these operations. Runtime availability of
Policy Manager does not affect the functioning of the Oracle WSM Agent, unless there
is a configuration change, such as new Web services, which are protected by Oracle
WSM, being deployed, or new policies attached to existing Web services. If there is
such a configuration change, then the Oracle WSM Agent must connect to Policy
Manager to get the applicable policies. If it cannot connect after initial startup, it
continues to operate based on the cached policies.

5.8.1.4 Oracle WSM Configuration Artifacts

Oracle WSM Agent configuration resides in policy-accessor-config.xml. This
file is located in the DOMAIN HOME/config/fmwconfig directory. With this
configuration file you can specify:

s Policy Manager URL (if configured)
s Cache Refresh Interval

»  Clock skew, to allow for difference in system clock of the client and servers
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These options are also available from Oracle Enterprise Manager Fusion Middleware
Control and are specific to each Oracle WSM Agent installation.

Other configuration options at the container level, such as data sources for MDS
repository location, and application targeting, are maintained as part of Oracle
WebLogic Server Domain configuration, and are synchronized across a cluster of
Oracle WebLogic Servers by Oracle WebLogic Server core infrastructure.

5.8.2 Oracle WSM High Availability Architecture and Failover Considerations

Figure 5-6 describes an Oracle SOA Service Infrastructure two-node cluster running
on two WebLogic Servers. Oracle WSM is deployed as part of the Oracle SOA Service
infrastructure composite application. The following high availability characteristics are
specific to an Oracle WSM high availability deployment:

Oracle WSM Policy Manager and Oracle WSM Agents are deployed on WLS_
SOA_INFRA. Oracle WSM Agents are available on any custom WLS cluster in
case there is a need to protect any custom web services deployed on them.

Oracle WSM Policy Manager and Oracle WSM Agents run in WebLogic Server
Infrastructure managed servers that are part of a WebLogic Server cluster. The
WebLogic Server cluster synchronizes configuration for common artifacts of
WebLogic Server used by Oracle SOA Service Infrastructure (JDBC).

Oracle WSM Policy Manager EJBs leverage clustering and high availability
capabilities of the WebLogic Server cluster.

All Oracle WSM Policy Manager instances in the cluster point to the same MDS
repository.

The MDS repository where Oracle WSM policies are stored is configured in an
Oracle RAC database to protect from database failure.

5.8.2.1 Oracle WSM Protection from Failures and Expected Behavior

Since the Oracle WSM Agent is deployed on the same managed server as the
application is deployed, it will be available again as soon as the application becomes
available due to server restart/migration. The following two sections describe the
failover for Policy Manager.

Process Failure

Oracle WSM components are protected from process failures by the WebLogic Server
infrastructure:

If the managed servers crash, Node Manager attempts to restart them locally. If
whole server migration is configured and repeated restarts fail, the WebLogic
Server infrastructure attempts to perform server migration of the managed server
to another node in the cluster. Once the server on the other node is restarted,
Oracle HTTP Server resumes routing any incoming requests to it. At startup time,
Oracle WSM Agent and Policy Manager go through the startup lifecycle as
described in Section 5.8.1.2, "Oracle WSM Startup and Shutdown Lifecycle".

If the managed server running Policy Manager is restarted or migrated, the
failover is transparent to the agents connected to it. Policy Manager leverages
underlying EJB clustering and the failover infrastructure of Oracle WebLogic
Server.

Configuring High Availability for Oracle Fusion Middleware SOA Suite 5-53



Oracle Web Services Manager and High Availability Concepts

Node Failure

If node failure occurs and whole server migration is not configured, the Oracle WSM
Agent fails over transparently to the other Policy Manager instance.

If whole server migration is configured, server migration is triggered after the
available server verifies the time stamp in the database leasing system. After the time
stamp for leasing is verified, the Node Manager in the node that still remains available
attempts to migrate the VIP used by the failed managed server, and restarts it locally.
This effectively results in the Oracle WSM Policy Manager application having two
instances running in the same node. Refer to the Section 3.9, "Whole Server Migration"
for more details on the failover process. In this situation, the Oracle WSM Agents load
balance against both Policy Manager instances running on the same node.

5.8.2.2 Oracle WSM Cluster-Wide Configuration Changes

The standard Java EE artifacts that Policy Manager uses are configured as part of the
Oracle WebLogic domain in which the Oracle SOA Service Infrastructure is installed.
Oracle WebLogic Clusters provide automatic configuration synchronization for
artifacts, such as data sources, across the WebLogic Server domain. At the same time,
the WebLogic Server cluster controls synchronizing the deployments and libraries
used by different Oracle WSM components.

As explained in the single-instance section, Oracle WSM instance specific aspects are
configured individually per WebLogic Server domain directory (typically one per
node) through the policy-accessor-config.xml file. This file is included in the
jar file that is created when using the Oracle WebLogic Server Pack utility, therefore it
is propagated to other nodes when you run pack/unpack to set up high availability
for the Oracle SOA Service Infrastructure. However, ongoing changes to
policy-accessor-config.xml are not replicated automatically to the other nodes.
This implies that for updates, you must modify each node individually, for example, if
you updated the Policy Manager URL or Cache Refresh Interval. These modifications
must be manually performed in all the domain directories across a high availability
topology. You can edit the policy-accessor -config.xml file directly, or use
Oracle Enterprise Manager Fusion Middleware Control to make the configuration
change on each managed server.

Oracle WSM Agents are capable of automatically discovering the deployed Oracle
WSM Policy Manager deployments. If you want to override the behavior and some
point to a specific Policy Manager instance, you can do so by editing the
policy-accessor-config.xml file.

5.8.2.3 Configuring the Java Object Cache for Oracle WSM

The Java Object Cache (JOC) should be configured among all the servers running
Oracle WSM. This local cache is provided to increase the performance of Oracle WSM.

For instructions on configuring the Java Object Cache among all the servers running
Oracle WSM, see Section E.1, "Configuring the Java Object Cache."

5.8.2.4 Configuring Distributed Notifications for the MDS Repository

In high availability environments, Oracle recommends that you configure distributed
notifications for the MDS repository.

For instructions on configuring distributed notifications for the MDS repository, see
Appendix G, "Configuring Distributed Notifications for MDS."
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5.9 Oracle User Messaging Service and High Availability Concepts

The information in this section guides you through the issues and considerations
necessary for configuring Oracle User Messaging Service for high availability.

5.9.1 Oracle User Messaging Service Single-Instance Characteristics

Oracle User Messaging Service (Oracle UMS) enables two way communication
between users and deployed applications. It has support for a variety of channels,
such as email, IM, SMS, and text-to-voice messages. Oracle UMS is integrated with
Oracle Fusion Middleware components, such as Oracle BPEL PM, Oracle Human
Workflow, Oracle BAM and Oracle WebCenter. It is typically deployed along with the
Oracle SOA Service Infrastructure.

Oracle UMS is made up of the following components:

UMS Server is a Java EE application that runs on Oracle WebLogic Server. The
UMS Server orchestrates message flows between applications and users. The
server routes outbound messages from a client application to the appropriate
driver, and routes inbound messages to the correct client application. The server
also maintains a repository of previously sent messages in a persistent store, and
correlates delivery status information with previously sent messages.

UMS Drivers connect UMS to the messaging gateways, adapting content to the
various protocols supported by UMS. Drivers can be deployed or undeployed
independently of one another depending on the messaging channels available in a
given installation.

UMS Drivers adapt sent and received content to and from external protocols, such
as email, XMPP, and SMPP. UMS Drivers are also Java EE applications deployed to
an Oracle WebLogic Server.

UMS Client applications implement the business logic of sending and receiving
messages. Examples of a UMS client application include an Oracle SOA
application that sends messages as one step of an Oracle BPEL PM workflow, or an
Oracle WebCenter Spaces application that can send messages from a Web
interface.

UMS client applications have either a UMS-specific EJB module embedded in
them, or interact as standard Web service clients.

Figure 5-28 illustrates the services and dependencies of an Oracle UMS single-instance
architecture.
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Figure 5-28 Oracle User Messaging Service Single-Instance Architecture
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5.9.1.1 Oracle User Messaging Service Component Characteristics
This section describes the characteristics of Oracle UMS components.

UMS Server is made up of the following:

= Message driven beans (MDBs) that dequeue messages from JMS queues
= Stateless session beans to implement messaging business logic

s JAX-WS servlets to implement the messaging web services

= A simple Oracle ADF Faces user interface component for managing end user
messaging preferences.

UMS drivers typically contain the following:

s JCA resource adapter (embedded within the EAR) in order to interface with
external protocol gateways
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s Two MDBs, one for inbound, and one for outbound, that interface between the
resource adapter and the J]MS queues

s Some UMS drivers that implement an HT'TP-based protocol, such as VoiceXML,
have a servlet module as well.

UMS client applications that use the E]B interface have a stateless session bean that
provides the API used by client business logic, and an MDB to asynchronously receive
inbound messages.

UMS depends heavily on JMS. JMS queues are also used to buffer content between
clients and servers, and between servers and drivers.

Each typical messaging operation (sending an outbound message or receiving an
inbound message) involves two JMS queues, one between the client and server, and
one between the server and driver.

UMS messaging state is stored in the database and in persistent JMS queues.

External Dependencies

UMS depends on an external database repository to maintain message and
configuration state. It shares this state between clustered instances. The UMS Server
accesses the database using a Java EE JDBC data source provisioned at installation
time. This data source is a non-XA data source. Therefore, UMS does not depend on
the JTA capabilities of the underlying infrastructure.

UMS uses JMS to deliver messages among messaging applications. By default it is
configured to use a file-based persistent JMS store, therefore it depends on the storage
device where those files are located.

5.9.1.2 Oracle User Messaging Service Startup and Shutdown Lifecycle

As Java EE applications, all UMS components are started by Oracle WebLogic Server
container.

UMS Server Startup

At server startup time, UMS Server initializes a TopLink session that creates a
connection to the database repository. UMS Server then begins listening on Web
service endpoints. E]Bs also become available for invocation of functionality such as
sending messages or retrieving delivery status.

UMS Driver Startup

When a UMS driver is deployed to a cluster, it sends a registration message to the local
UMS server. The UMS server records the registration information in the database,
making it available to all UMS servers in the cluster. Once this occurs, any UMS server
can route messages to any UMS driver in the cluster. This happens when new drivers
are deployed, or when existing drivers are restarted following a configuration change.

At the time of server startup, UMS drivers typically establish a connection to the
external gateway for which they are configured. Some of these are persistent
socket-level connections, such as SMPP and XMPP. Some connections are established
and torn down for each request, such as SMTP and IMAP connections. Drivers then
make a remote E]B call to the UMS server to register themselves.

UMS Client Application Startup

When the managed server where the clients are deployed starts up, EJB clients
typically make a remote E]B call to register themselves with the UMS server. Web
service clients do not have explicit registration mechanisms.
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5.9.1.3 Oracle User Messaging Service Request Flow

UMS clients make a series of short-lived requests to the UMS server. Web service
clients make requests using SOAP or HTTP. EJB clients make remote E]B calls to the
server for initialization and configuration management, in addition to interacting

using JMS.

After initial startup and registration, subsequent UMS request flows can be
categorized as follows:

Outbound messaging: For an outbound message, a client application wishes to
send a message to a user. The client application either makes a Web service request
to the UMS Server, or enqueues a message in the UMS Server's sending JMS
queue. The UMS Server receives the request, records the messaging state, and
selects an appropriate driver. The UMS Server enqueues the message in a different
outbound JMS queue. The corresponding driver, which is listening to the
outbound queue, dequeues the message, converts it to the appropriate format for
the given protocol, and delivers it to an external gateway (such as an SMTP server
or IM gateway.)

Inbound messaging: For an inbound message, the end user wishes to send a
message back to the client application. The user sends a message from a device,
such as an IM client or phone. The message passes from the external gateway to
the driver. The driver adapts the message to the UMS format, and enqueues it in a
JMS queue. The server dequeues the message from the JMS queue, records the
message state, and enqueues the message in the appropriate application's inbound
JMS queue. The client application then dequeues the message and processes it as
needed.

5.9.1.4 Oracle User Messaging Service Configuration Artifacts

The UMS Server and drivers each have an XML configuration file that is the artifact of
a configuration Mbean, implemented using Oracle Fusion Middleware JMX
Framework. You can perform configuration changes using Oracle Enterprise Manager
Fusion Middleware Control.

Figure 5-29 Configuring Oracle User Messaging Service using Oracle Enterprise
Manager Fusion Middleware Control
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All UMS components use standard Java EE deployment descriptors and Oracle
WebLogic proprietary descriptors for configuring Java EE components. These
descriptors can be configured using standard Oracle WebLogic tools, such as Oracle
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WebLogic Server Administration Console or WLST. For more information, see UMS
administration topics in Oracle Fusion Middleware Administrator’s Guide for Oracle SOA
Suite.

If you are using Oracle SOA Suite in a clustered environment, any configuration
property changes you make in Oracle Enterprise Manager on one node must be made
on all nodes. Configuration properties are set in Oracle Enterprise Manager through
the following options of the SOA Infrastructure menu:

Administration > System MBean Browser

SOA Administration > any property selections.

5.9.2 Oracle User Messaging Service High Availability Architecture and Failover
Considerations

See Section 5.2.2, "Oracle SOA Service Infrastructure High Availability Architecture
and Failover Considerations" for a description of the Oracle SOA Service
Infrastructure two-node high availability characteristics. Figure 5-6 illustrates an
Oracle SOA Service Infrastructure cluster running on two WebLogic Servers. Oracle
User Messaging Service is deployed as part of the Oracle SOA Service infrastructure
composite application. The following high availability characteristics are specific to an
Oracle User Messaging Service high availability deployment:

= All UMS components are deployed to Oracle WebLogic Service Infrastructure
managed servers that are part of an Oracle WebLogic Server cluster. An Oracle
WebLogic Server cluster synchronizes configuration for common artifacts of
Oracle WebLogic Server used by UMS, such as JDBC data sources.

= All Oracle UMS components are stateless.

s UMS Server and Client stateless E]Bs leverage clustering and high availability
capabilities of Oracle WebLogic Server cluster

s UMS Server relies on a shared database repository for persistent storage.

s UMS relies on JMS distributed destinations for load balancing and availability
across cluster nodes. It also relies on the JMS connection factory's capability to
failover to a different JMS server if a failure occurs.

= The user messaging preferences user interface does not require session stickiness.
It remains available through the use of a basic load balancing. There are no sticky
session routing requirements, as all session state is persisted in the database and
shared across the clustered instances.

= UMS does not participate in any global transactions.

s UMS uses Oracle WebLogic Server multi data source to connect to the back-end
Oracle RAC database.

5.9.2.1 Oracle User Messaging Service Protection from Failures and Expected
Behavior

Oracle UMS is typically deployed on the same managed server as the Oracle SOA
Service Infrastructure. The Oracle SOA Service Infrastructure is protected from process
and node failures using Oracle WebLogic Server whole server migration. Whole server
migration also provides failover capabilities for JMS usage.

For information about Oracle UMS protection from failures and expected behavior, see
Section 5.2.2.1, "Oracle SOA Service Infrastructure Protection from Failures and
Expected Behavior".
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Process Failure

This section describes specific considerations for process failure in an Oracle User
Messaging Service high availability configuration:

= Node Manager attempts to restart the managed servers locally if a crash occurs.

s If whole server migration is configured for the Oracle WebLogic Server managed
server to which Oracle UMS components are deployed, and the restart count
threshold is exceeded, Oracle WebLogic Server infrastructure attempts to perform
a server migration of the managed server to another node in the cluster. After the
server migration completes successfully, at the startup time, UMS Server and
Drivers go through the startup cycle as previously described, including driver
registration. Driver registration is an independent operation and does not have
any affect on other available instances. See Chapter 3, "High Availability for
WebLogic Server" for more information about server migration.

»  Atrestart (on the same or different node), the UMS JMS server in the managed
server starts producing and consuming messages from its JMS store.

= If a managed server running UMS Server and Drivers is restarted or migrated, the
failover is transparent to the connected UMS Clients. The failover is transparent
because UMS components are stateless. Once the server's restart is finished, the
Web server starts routing requests to it for Web service clients. Similarly, EJB
clients become aware of the server availability and start routing requests to it. This
is made possible by Oracle WebLogic clustering infrastructure.

Node Failure

For information about Oracle UMS node failure, see Section 5.2.2.1, "Oracle SOA
Service Infrastructure Protection from Failures and Expected Behavior"

Database Failure

For information about Oracle UMS database failure, see Section 5.2.2.1, "Oracle SOA
Service Infrastructure Protection from Failures and Expected Behavior"

Protection From External Messaging Gateway Failures

Before attempting a message delivery, UMS first persists the message to the database.
If an external Messaging Gateway becomes unavailable, the corresponding UMS
driver periodically attempts to reconnect to the gateway and deliver any undelivered
messages persisted in the database. Alternatively, if the messages are not delivered,
administrators can manually resend the messages using the UMS server's Message
Status Page in Oracle Fusion Middleware Enterprise Manager.

5.9.2.2 Oracle User Messaging Service Cluster-Wide Configuration Changes

UMS configuration is file-based, standard Java EE deployment descriptors and JMX
configuration Mbeans, using a standard JMX framework. Changes are propagated
using standard Oracle WebLogic Server Mbean server mechanisms. There are no
cluster-wide configuration capabilities. As a result, configuration changes must be
repeated on every member of a cluster

UMS uses standard Java EE artifacts, configured as part of Oracle WebLogic’s domain
in which Oracle UMS is installed. Oracle WebLogic Server clusters provide automatic
configuration synchronization for artifacts, such as data sources, across Oracle
WebLogic Server domain. At the same time, Oracle WebLogic Server cluster controls
synchronization of deployments and libraries used by different Oracle UMS
components.
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5.10 Oracle JCA Adapters and High Availability Concepts

The information in this section guides you through the issues and considerations
necessary for configuring Oracle JCA Adapters for high availability.

5.10.1 Oracle JCA Adapters Single-Instance Characteristics

Oracle JCA Adapters are JCA binding components that allow the Service
Infrastructure to communicate to endpoints using different protocols. Oracle JCA
Adapters are deployed as a JCA resource (RAR) and are not part of the Oracle SOA
Service Infrastructure.

The run-time component of Oracle JCA Adapters is the J2CA 1.5 resource adapter for
the specific back-end application. Oracle JCA Adapters are deployed in J2CA
container of Oracle WebLogic Server. Oracle Fusion Middleware integrates with these
J2CA 1.5 adapters through the JCA Binding Component, which converts Web service
messages into J2CA interactions and back. Adapters can, therefore, fully leverage the
scalability and high availability of the underlying Oracle WebLogic Server platform.

Figure 5-30 illustrates the services and dependencies of Oracle JCA Adapters
single-instance architecture.

Figure 5-30 Oracle JCA Adapters Single Instance Architecture
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5.10.1.1 Oracle JCA Adapters Component Lifecycle

The lifecycle of an adapter is controlled by the Oracle SOA Service Infrastructure.
There are three high-level steps in the initialization of an Oracle JCA Adapter:

= Deployment: Oracle JCA Adapters are deployed during installation as J2CA 1.5
resource adapters (RAR files) within the same Oracle WebLogic Server container
as Oracle Fusion Middleware. The physical deployment of adapters involves
using the RAR file and registering the adapters as connectors with the underlying
Oracle WebLogic Server, or the middle tier platform. The RAR file contains the
ra.xml file, which contains declarative information about the contract between
Oracle WebLogic Server and the resource adapter. In addition, the RAR file
contains weblogic-ra.xml which is the deployment descriptor file containing
deployment-specific information about the resource adapter.

» Loading: Loading refers to the process of creating in-memory resources and
creating connections to the configured end-point. Although Oracle JCA Adapters
are physically deployed as J2CA 1.5 resource adapters, their logical deployment
involves creating the Connection Factory entries for the J2CA 1.5 resource adapter
by editing the weblogic-ra.xml file. This file is Oracle WebLogic Server-specific
deployment descriptor for a resource adapter. It contains configurations for
deploying resource adapters to Oracle WebLogic Server, which includes the
back-end application connection information as specified in the deployment
descriptor of the resource adapter, Java Naming and Directory Interface (JNDI)
name to be used, connection pooling parameters, resource principal mapping
mechanism, and configurations.

= Activation: Activation refers to initiation of a JCA binding component (Service
and Reference) within a Composite. Listeners are started for the endpoint
referenced by the Adapter configuration within the Composite.

Property Changes During Oracle JCA Adapters Runtime

Oracle JCA Adapters expose the underlying back-end operation-specific properties as
header properties and allow the manipulation of these elements within a business
process.The underlying properties are as follows:

» interactionspec or activationspec Properties - These properties require the adapter
endpoint to be recycled (re-activated).

»  Endpoint Properties - Changes to these properties are notified to the adapter
without requiring the endpoint to be restarted.

5.10.1.2 Oracle JCA Adapters Reliability and Transactional Behavior

Oracle JCA Adapters support global transactions based on the JCA 1.5 XA contracts
that leverage the underlying application server transaction manager. Adapters
supporting XA transactions include Oracle Adapters for Oracle Applications,
database, Advanced Queuing, J]MS and MQSeries. Non-transactional adapters include
Oracle File Adapter and Oracle FIP Adapter.

Inbound Transactions

For a synchronous process, the global transaction initiated by the adapter spans
message delivery and composite execution.

For an asynchronous service entry point, a transactional adapter initiates a global JTA

transaction before sending an inbound message to a composite. When control returns

to the adapter, it commits the JTA transaction, executing the following set of actions as
an atomic unit of work:
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1. Commit the removal of the message from the inbound adapter endpoint, for
example, table and queue.

2. Commit the execution of the composite instance.

If anything fails during this process, both of these actions are rolled back based on XA
guarantees.

Outbound Transactions

For transactional adapters, outbound JCA interactions (the invoke activities) are
scoped with the global JTA transaction of the Composite instance. This means that all
composite activities, including Oracle JCA adapter invocations, are part of a global
transaction, and as such all activities are either committed or rolled back if an error
occurs. Therefore, one can guarantee exactly-once message delivery when both
inbound and outbound adapters are transactional and the connection factories have
been configured to support XA global transactions.

Nontransactional

The Oracle File Adapter picks up a file from an inbound directory, processes the file,
and sends the processed file to an output directory. However, during this process if a
failover occurs in the Oracle RAC backend or in an SOA managed server, then the file
is processed twice because of the nontransactional nature of Oracle File Adapter. As a
result, there can be duplicate files in the output directory.

5.10.1.3 Oracle JCA Adapters - Rejected Message Handling

The messages that error out before being posted to the Oracle SOA Service
Infrastructure mesh are referred to as rejected messages. For example, Oracle File
Adapter picks a file having data in CSV format and tries to translate it to the XML
format using NXSD. Now, if there is any errors in the translation, the message is
rejected and is not posted to the target composite.

All rejected messages are stored in the database with payload. There are two
destinations for rejected messages:

= Adapter Rejection Table - Messages are stored in the Adapter Rejection table when
there is a binding error related to a corrupt message.

In case the database hosting the Rejected Message Table is offline, rejected
messages are temporarily stored in the local file system (as a backup) and
eventually loaded back into the database when it is detected as being online again.

= Composite Instance Failure Table - This table is part of instance tracking,
populated by each component detecting a failure.

In the case of errors being thrown by the SOA Service Infrastructure layer, the Adapter
framework behavior depends on whether or not the error is marked as retriable. If the
error is not retriable, the message is treated as a rejected message and persisted to the
Rejected Message Table.

Configuring Rejection Handlers
Rejection handlers are defined and configured by using fault policies as described in
the following steps:

1. Define a fault policy for the rejected messages in the fault-policies.xml file,
which is stored along with composite.xml in the Oracle JDeveloper project
directory.
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2. Associate the fault policy with a service endpoint of the composite in the
fault-bindings.xml file.

3. Copy the fault-policies.xmnl file and the fault-bindings.xml file to
Oracle SOA Composite project directory.

4. Deploy the Oracle SOA Composite project.

Retry frequency and retry interval are both configurable. Service engines can mark an
invocation as retriable. In a clustered environment, if rollback occurs, it may be picked
up by another instance. If another node picks up the message, it generates a unique ID.
The number of retries are configured within the composite, under the binding. jca
element. For more information, see the Oracle Fusion Middleware User’s Guide for
Technology Adapters.

System-Defined Rejected Message Handlers
The following system-defined error handlers can be configured in fault policies:

s Web Service Handler - A predefined WSDL interface must be implemented by the
target service

s Custom Java Handler - A predefined Java interface must be implemented by the
target class.

= JMS Queue - The rejected message is enqueued to a queue as a JMS message with
the appropriate context and payload.

»  File - The rejected message is stored in the file system with the proper context and
payload.

Payload Persistence

For resubmitting rejected messages, payload persistence is imperative. Payloads are
stored in the database and be viewed through Oracle Enterprise Manager Fusion
Middleware Control. Error handlers invoked during automatic error handling also
receive the payload during their invocation. Error payload persistence in the database
is enabled by default.

5.10.2 Oracle JCA Adapters High Availability Architecture and Failover Considerations

This section describes Oracle JCA Adapters high availability considerations for
configuring Oracle JCA Adapters to run on an Oracle SOA cluster.

5.10.2.1 Oracle JCA Adapters High Availability Error Handling
This section describes Oracle JCA High Availability error handling.

Connection Errors

Oracle JCA Adapters and Oracle Adapters for Oracle Applications handle connection
errors for the following interactions:

s Outbound Interaction: Oracle JCA Adapters and Oracle Adapter for Oracle
Applications raise the
oracle.tip.adapter.api.exception.PCRetriableResourceException
exception for transient connection errors, which are recoverable connection errors.
For example, a database listener may not have started, resulting in connection
errors. You can define the maximum number of attempts to reconnect made using
the fault-policy.xml file. The parameters for attempts to reconnect can be
specified using this file. After the configured number of retries is reached, the
fabricInvocationException exception is thrown.

5-64 Oracle Fusion Middleware High Availability Guide



Oracle JCA Adapters and High Availability Concepts

Fault handling and retry properties are defined as part of the binding level
configuration. When the binding level retry has expired, the fault is handled based
on policies specified within the fault-policy.xml. For more information on binding
properties, see the Oracle Fusion Middleware User’s Guide for Technology Adapters.

= Inbound Interaction: Oracle JCA Adapters, Oracle Adapter for Oracle
Applications, and legacy adapters support a poll model for connecting to the
back-end application for receiving events. In case of unrecoverable connection
failures, the adapters recycle old connections, and send out alerts or notifications
to the Oracle SOA Service Infrastructure. The inbound interaction connection
errors are written to a log, and can be viewed through Oracle WebLogic Server
Administration Console.

5.10.2.2 Oracle File and FTP Adapters High Availability

The Oracle File and FIP Adapters can be configured for high availability using an
active-active topology. A cluster-based high availability configuration is supported for
both inbound and outbound operations. File and FIP Adapters do not support XA and
hence can only guarantee at-least-once delivery of messages. Thus, it is possible to
have duplicate messages after recovery from a server crash.

Prerequisites for High Availability

The following list describes prerequisites for Oracle File and FTP Adapters high
availability:

= Ina clustered configuration, inbound adapters across managed servers must point
to the same physical directory, a directory on a shared drive.

= Connection-factories must specify the same shared folder as the control directory,
and their names must match. For example, if the deployment descriptor for one
connection-factory has /shared/control_dir as the value for controlDir, the other
deployment descriptor must also have the same value.

The Oracle File and FTP Adapters must ensure that only one node processes a
particular file in a distributed topology. You can use the database table as a coordinator
to ensure that Oracle File and FIP Adapters are highly available for inbound
operations. See the Oracle Fusion Middleware User’s Guide for Technology Adapters for
details on configuring a database table as a coordinator.

The Oracle File and FTP Adapters must ensure that if multiple references write to the
same directory, then these do not overwrite each other. The following locking
capabilities can be used to make Oracle File and FTP Adapters highly available for
outbound operations:

s Database mutex
s User-defined mutex

See the Oracle Fusion Middleware User’s Guide for Technology Adapters for details on
configuring a database mutex.

Oracle File and FTP Adapters High Availability Configuration

A cluster-based high availability configuration is supported for both inbound and
outbound operations. However, consider the following:

= Inbound Operations - Oracle File and FTP Adapters must ensure that only one
node processes a particular file in a distributed topology.

s Outbound Operations - Oracle File and FTP Adapters must ensure that if multiple
references write to the same directory, these do not overwrite each other.
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Database-based mutexes are used as coordinators to ensure these behaviors in a
clustered topology.

Configuring a Database Mutex

Configure a database table as a coordinator by modifying Oracle File and FTP Adapter
deployment descriptor for the connection-instance corresponding to
eis/HAFileAdapter from Oracle WebLogic Server Administration Console:

1.

4.

Click FileAdapter under Summary of Deployments on Oracle WebLogic Server
Administration Console.

Click the Outbound Connection Pools tab, and expand
javax.resource.cci.ConnectionFactory to see the configured connection factories.

Click eis/HAFileAdapter. The Outbound Connection Properties for the
connection factory corresponding to high availability is displayed.

Update the connection factory properties.

Update the Adapter configuration to use the connection factory as shown in the
following example:

<adapter-config name="FlatStructureOut" adapter="File Adapter"
xmlns="http://platform.integration.oracle/blocks/adapter/fw/metadata">

<connection-factory location="eis/HAFileAdapter" adapterRef=""/>
<endpoint-interaction portType="Write_ptt" operation="Write">
<interaction-spec

className="oracle.tip.adapter.file.outbound.FileInteractionSpec">

<property../>
<property../>
</interaction-spec>
</endpoint-interaction>
</adapter-config>

Note: The location attribute is set to eis/HAFileAdapter for the
connection factory.

The new parameters in connection factory for Oracle File and FIP Adapters are as
follows:

controlDir - Set this parameter to the directory structure where you want the
control files to be stored. Set it to a shared location if multiple Oracle WebLogic
Server instances are running in a cluster.

inboundDataSource - Set this parameter to jdbc/SOADataSource. This is the
data source where the schemas corresponding to high availability are pre-created.
The pre-created schemas are located under Mw_
HOME/AS11gR1SOA/rcu/integration/soainfra/sqgl/adapter/createsc
hema_adapter_oracle.sqgl. To create the schemas elsewhere, use this script.
Set the inboundDataSource property accordingly if you choose a different
schema.

outboundDataSource - Set this parameter to jdbc/SOADataSource. This is the
data source where the schemas corresponding to high availability are pre-created.
The pre-created schemas can be found under Mw_
HOME/AS11gR1SOA/rcu/integration/soainfra/sqgl/adapter/createsc
hema_adapter_oracle.sqgl. To create the schemas elsewhere, use this script.
Set the outboundDataSource property if you do create the schemas elsewhere.
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= outboundLockTypeForWrite - Set this parameter to oracle if you are using
Oracle database. By default Oracle File and FTP Adapters use an in-memory
mutex to lock outbound write operations. Choose one of the following values for
synchronizing write operations:

- memory - Oracle File and FIP Adapters use an in-memory mutex to
synchronize access to the file system.

— oracle - The adapter uses Oracle database sequence.

— db - The adapter uses a pre-created database table (FILEADAPTER_MUTEX)
as the locking mechanism. Use this option only if you are using a schema
other than the Oracle database schema.

- user-defined - The adapter uses a user-defined mutex. In order to configure
the user-defined mutex, implement the mutex interface:
oracle.tip.adapter.file.Mutex and then configure a new
binding-property with the name oracle.tip.adapter.file.mutex and
value as the fully qualified class name for the mutex for the outbound
reference.

Note: For large payloads, increase transaction timeout for the SOA
DataSource by adding the following:

<xa-set-transaction-timeout>true</xa-set-transaction
-timeout>

<xa-transaction-timeout>1000</xa-transaction-timeout
>

Increase global transaction timeouts if a database is used as the
coordinator.

5.10.2.3 Oracle Database Adapters High Availability

The Oracle Database Adapter supports high availability in an active-active setup. In an
active-active setup, distributed polling techniques can be used for inbound Database
Adapters to ensure that the same data is not retrieved more than once. For more
information on best practices for distributed polling, see the "Oracle JCA Adapter for
Database" chapter in Oracle Fusion Middleware User’s Guide for Technology Adapters.
Similar to other adapters, an Oracle Database Adapter can also be configured for
singleton behavior within an active-passive setup. This allows a high performance
multi-threaded inbound Oracle Database Adapter instance running in an
active-passive setup, to follow a fan out pattern and invoke multiple composite
instances across a cluster. The Oracle Database Adapter also supports the high
availability feature when there is a database failure or restart. The DB adapter picks up
again without any message loss.

For information about how an inbound rejected message is handled by using fault
policy, see the Oracle Fusion Middleware User’s Guide for Technology Adapters.

Surviving Database Restart

The Oracle Database Adapter can survive a database down scenario and pick up again
without any message loss. For avoiding data loss, the data source needs to be XA
enabled and configured for Oracle RAC (multi data source). For information on
configuring a datasource for high availability, see Appendix B, "Recommended Multi
Data Sources."
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5.10.2.4 Oracle JMS Adapters High Availability

The Oracle JMS Adapter supports multiple providers including WLS JMS, MQ Series,
and Oracle AQ. For each provider, the high availability aspects may vary and depend
on the underlying messaging infrastructure capabilities. For example, Oracle AQ
requires configuring the appropriate data source for XA and Oracle RAC. For
information on configuring a data source for high availability, see Appendix B,
"Recommended Multi Data Sources."

Transaction control is very relevant for consistency and reliability purposes when
using the Oracle JMS Adapter. The Oracle J]MS Adapter supports global transactions
based on the JCA 1.5 XA contracts that leverage the underlying application server
transaction manager. In context of the JMS Adapter, a transaction enables an
application to coordinate a group of messages for production and consumption,
treating messages sent or received as a single unit. When an application commits a
transaction, all messages it received within the transaction are removed by the JMS
provider. The messages it sent within the transaction are delivered as one unit to all
JMS consumers. If the application rolls back the transaction, then the messages it
received within the transaction are returned to the messaging system and the
messages it sent are discarded.

When using the WLS JMS provider, the Adapter supports XA transactions by using an
XA-enabled connection factory (weblogic.jms.XAConnectionFactory, which is the
default). For this provider, the high availability behavior is totally tied to the
configuration of the queues and topics that are used by the adapter and to the J]MS
Infrastructure provided by Oracle Weblogic Server. There are two main aspects that
affect the behavior of the JMS Adapter when using Oracle WLS JMS as the provider:

= Message redelivery
= Use of WebLogic Server distributed destinations

These two main aspects are described in the next two subsections.

5.10.2.4.1 Message Redelivery Message redelivery plays an important role in a highly
available configuration. In WLS JMS, you can delay the redelivery of messages when a
temporary, external condition prevents an application from properly handling a
message. This allows an application to temporarily inhibit the receipt of "poison”
messages that it cannot currently handle. When a message is rolled back or recovered,
the redelivery delay is the amount of time a message is put aside before an attempt is
made to redeliver the message. If JMS immediately redelivers the message, the error
condition may not be resolved and the application may still not be able to handle the
message. However, if an application is configured for a redelivery delay, then when it
rolls back or recovers a message, the message is set aside until the redelivery delay has
passed, at which point the messages are made available for redelivery. All messages
consumed and subsequently rolled back or recovered by a session receive the
redelivery delay for that session at the time of rollback or recovery. Messages
consumed by multiple sessions as part of a single user transaction will receive
different redelivery delays as a function of the session that consumed the individual
messages. Messages that are left unacknowledged or uncommitted by a client, either
intentionally or as a result of a failure, are not assigned a redelivery delay.

A session in JMS context inherits the redelivery delay from its connection factory when
the session is created. The RedeliveryDelay attribute of a connection factory is
configured using the Administration Console (Configuration->Default Delivery
screen). WebLogic JMS defines two default connection factories, which you can look
up using the following JNDI names:

= weblogic.jms.ConnectionFactory
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= weblogic.jms. XAConnectionFactory

The JMS Adapter uses weblogic.jms.XAConnectionFactory by default when
configured for the WLS JMS Provider, therefore using the same redelivery settings as
the XAConnectionFactory. For details on configuring connection factories for different
adapters, refer to "Oracle JMS Adapters Use Cases" in Oracle Fusion Middleware User’s
Guide for Technology Adapters.

5.10.2.4.2 Use of WebLogic Server Distributed Destinations Previous releases of Oracle JMS
Adapter could not guarantee exactly-once message delivery when using some types of
Oracle WebLogic Uniform Distributed Destinations. Oracle Fusion Middleware 11gR1
includes several enhancements in the WLS JMS layer that have been consumed by the
JMS Adapter to better support Uniform Distributed Destinations. Shared ClientID,
Partitioned Distributed Topics, and Shared Subscriptions are the main enhancements.
These enhancements are intended to facilitate scalability, high availability, and also to
guarantee consistent message delivery in different scenarios:

s Shared ClientID: The shared ClientID feature allows durable subscribers to
consume from distributed destinations using the same ClientID. The JMS standard
requires that topic applications that consume from durable subscriptions must
specify a ClientID and that the same ClientID should not be used by more than
one running connection at any given time. This feature allows "overriding" this
limitation.

= Partitioned Distributed Topics: A partitioned distributed topic is a blend of
uniform distributed queue and uniform distributed topic behavior. It enables
messages to be load balanced among distributed topic members as in a distributed
queue, and then allows for multiple receivers of the message (subscribers) on the
single distributed topic member. One message published to a partitioned
distributed topic will only land on one of its members, instead of all its members
as in the previous uniform distributed topic implementation.

s Shared Subscription: With Oracle 11g R1, multiple subscribers can optionally share
the same subscription, durable or non-durable, by setting the connection's
SubscriptionSharingPolicy to SHARABLE. When this feature is used in
combination with a partitioned topic and an UNRESTRICTED connection client-id
policy, it will be guaranteed that, among all subscribers that share the same
distributed subscription, only one subscriber will receive a particular message sent
to the topic. All subscribers that share the same distributed subscription will
together process each of the messages that are published to the topic.

Also, the WLS JMS infrastructure provides notification helpers in 11gR1 that allow for
notifications of member runtime availabilities of specific distributed destinations.

From the JMS Adapter perspective, these JMS features have the following impact
when using distributed queues:

Inbound - Distributed Queues

The JMS Adapter automatically registers a notification listener with WLS JMS on
endpoint activation. If an "unavailable" notification is received, the corresponding
poller threads are stopped and the necessary cleanup is done. Similarly, if an
"available" notification is received, the poller thread is started and the adapter begins
consumption from the new member.
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Note: Oracle BAM’s Enterprise Message Source (EMS) cannot be
configured with distributed queues fed by producers load balancing
to the UDD. UDD’s behavior pins each consumer to one single
physical destination, and this could cause missed messages on the
EMS side. As an alternative, configure EMS with the standard
destination cluster wide JNDI name, but force producers to pin to one
single physical JMS queue (by using that particular server host rather
than using a cluster-wide JNDI name).

Outbound - Distributed Queues

There is no change in the JMS Adapter behavior when producing a message to a
distributed queue. Available/Unavailable/Failure notification has no impact on the
working of outbound adapter reference since messages are produced by creating a
MessageProducer for the distributed destination and not for a specific member.

These JMS features have the following impact when using distributed topics:

Inbound - Distributed Topics

The JMS Adapter automatically registers a notification listener with WLS JMS on
endpoint activation. If an "unavailable" notification is received, the corresponding
poller threads are stopped and the necessary cleanup is done. Similarly, if an
"available" notification is received, the poller thread is started and the adapter begins
consumption from the new member. The durable subscription is maintained in a
similar fashion as in a non-distributed topic scenario. The adapter will unregister the
notification listener on endpoint deactivation. Any message arriving at a distributed
topic will be processed based on the various settings used and the type of distributed
destination in use, as detailed below:

= One copy of message per application: Each message is processed exactly once (no
duplicate processing). The use of partitioned distributed topics and configuring
the JMS adapter to use unrestricted clientid and shared subscription policy (these
are the default settings) is recommended. In this scenario, the client id and
subscription name are the same for everyone, and each adapter instance creates
subscriptions on every member. The name is unique and immutable across server
restarts. The specific clientid configuration in the connection instance
(weblogic-ra.xml for a local cluster) for the adapter is required:

<property>

<name>FactoryProperties</name>
<value>ClientID=SOAClientl;</value>

</property>

When using replicated distributed topics, it is also possible to force one copy of
message per application. For this, it will be required to configure JMS adapter to
use unrestricted clientid and shared subscription policy (the default settings), but
in addition, it will require specifying the following message selector "(NOT JMS_
WL_DDForwarded)" when defining an activation spec. Note that this type of
configuration is highly inefficient and not recommended, because it distributes
messages to all consumers but then does the rejection on the consumer end.

= One message per adapter endpoint instance in a cluster: In this scenario either the
clientid or subscription name are unique for each adapter instance. Also, the
unique part of the name should be immutable across server restarts. This type of
configuration is possible using both Replicated and Partitioned Topics.
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For Partitioned Distributed Topics, configure the JMS adapter to use unrestricted
clientid and a shared subscription policy (that is, set "SubscriptionSharingPolicy"
property to SHARABLE), which are the default settings. Also, to ensure
subscription name uniqueness, set the TopicMessageDistributionAll property to
true (default value is false). This property can be defined by setting the
"FactoryProperties" property of the connection instance in weblogic-ra.xml. An
example usage (snippet of connection instance from weblogic-ra.xml is:

<property>
<name>FactoryProperties</name>

<value>ClientID=SOACLient2; TopicMessageDistributionAll=true</value>
</property>

For Replicated Distributed Topics, configure the JMS adapter to use unrestricted
clientid and shared subscription policy as well (that is, set
"SubscriptionSharingPolicy" property to SHARABLE), which are the default
settings. As with the Partitioned Distributed Topic case, to achieve subscription
name uniqueness, the adapter requires that the property
TopicMessageDistributionAll be set to true (the default value is false). The
property can be defined by setting the "FactoryProperties" property of the
connection instance in weblogic-ra.xml. An example usage (snippet of connection
instance from weblogic-ra.xml for a local cluster) is shown above.

For Replicated Distributed Topics to guarantee one copy per adapter endpoint, the
message selector "NOT JMS_WL_DDForwarded" needs to be used when defining
an activation spec, as shown in the following .jca file example:

<activation-spec
className="oracle.tip.adapter.jms.inbound.JmsConsumeActivationSpec">
<property name="DestinationName" value="jms/DemoInTopic"/>

<property name="UseMessageListener" value="false"/>

<property name="DurableSubscriber" value="dsubl"/>

<property name="MessageSelector" value="NOT JMS_WL_DDForwarded"/>
<property name="PayloadType" value="TextMessage"/>
</activation-spec>

Note, though, that this type of configuration is highly inefficient and not
recommended, because it distributes messages to all consumers, but then does the
rejection on the consumer end. To achieve better performance it is recommended
to use Partitioned Distributed Topics.

Outbound - Distributed Topics

There is no change to adapter behavior when producing message to a distributed
topic. Available/Unavailable/Failure notification shall have no impact on the working
of outbound adapter reference. The message is produced by creating a
MessageProducer for the Distributed Destination and not for a specific member.

Note: Oracle BAM does not support durable distributed topics, but it
does support non-durable (transient) distributed topics.

5.10.2.5 Oracle JCA Adapters Log File Locations

You can view the logs for Oracle JCA Adapters as follows:

Oracle JCA Adapters and Oracle Adapter for Oracle Applications: For both outbound
and inbound interactions, the log files are redirected to the soa-diagnostic.log file.The
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log files for Oracle Fusion Middleware SOA Suite that is deployed to the server-soa
managed server are located in:

MW_HOME/user_projects/domains/domain_
name/servers/server-soa/logs/soa-diagnostic.log

Packaged-application adapters: These adapters do not implement the LogManager
interface because it is not part of the J2CA 1.5 standard. Therefore, for
OPMN-managed components the log outputs are redirected to

ORACLE_INSTANCE\diagnostics\logs\component_type\component_name

For outbound interactions, the logs are directed to the same location. On the other
hand, for inbound interactions, logs are redirected to soa-diagnostic.log.

Legacy adapters: In addition to the J2CA resource adapter, legacy adapters consists of
Oracle Connect, which consists of native adapters for communicating with the
mainframe application and data stores. Oracle Connect logs can be viewed using
Oracle Studio, which is the mainframe adapter design-time tool and Oracle Connect
management tool. Oracle Connect generates various types of logs, such as the daemon
log, workspace log, and server process log.

5.11 Oracle Business Activity Monitoring and High Availability Concepts

The information in this section guides you through the issues and considerations
necessary for configuring Oracle BAM for high availability.

5.11.1 Oracle Business Activity Monitoring Single-Instance Characteristics

Oracle BAM provides the tools for monitoring business services and processes in the
enterprise. It allows correlating of market indicators to the actual business process and
to changing business processes quickly or taking corrective actions if the business
environment changes. Oracle Business Activity Monitoring (Oracle BAM) provides the
necessary tools and runtime services for creating dashboards that display real-time
data inflow and define rules to send alerts under specified conditions.

Figure 5-31 illustrates the main services and dependencies that characterize an Oracle
BAM instance.
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Figure 5-31 Oracle Business Activity Monitoring Single-Instance Architecture
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5.11.1.1 Oracle Business Activity Monitoring Component Characteristics
Oracle BAM is made up of the following components:

Oracle BAM Server is a set of runtime components that handle incoming data
from different data sources. Oracle BAM components are also used to evaluate
conditions for sending alerts to users and triggering the required actions
configured for these alerts. The following are the main components in an Oracle
BAM Server:

Active Data Cache is designed and optimized to handle large amounts of data
in a real-time solution. To make data readily accessible and deliverable, it
maintains real-time views of the data. The data feed to the Active Data Cache
is a combination of business data sources, from data warehouse information to
transactional feeds and other enterprise sources. The various data streaming
technologies integrated with Oracle BAM send this information to the Active
Data Cache in a continuous stream as data changes occur.

The Active Data Cache hosts and runs the data objects, the view sets and the
active view sets. It receives transactions (insert, update, and delete) to its data
objects, and these data objects notify other data objects which are linked to
them through lookups. Active view sets which are monitoring these data
objects are notified of the changes and produce active data.

Event Engine: Event Engine monitors complex data conditions and
implements specified rules. Rules can include a series of conditions and
actions attached to an event. The Event Engine continuously monitors the
information in the Active Data Cache for certain conditions and executes the
related actions defined in associated rules.

The Event Engine is responsible for tracking events based on date, time or
data changes. The design of the Event Engine uses a satellite concept, in which
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there are four different systems (satellites), with which event clauses can be
registered and in which they can be tracked.

— Report Cache off loads the burden of maintaining the view set snapshot in
memory from the Active Data Cache. The Report Cache opens view sets and
active view sets in the Active Data Cache for the Report Server in Oracle BAM
Web Applications set of components. It then caches the snapshot (in chunks)
and the active data before sending it to the Report Server. This allows for
random access into the snapshot and recovery from losing internet
connectivity. The Report Cache also allows the Report Server to be stateless,
and with the Active Data Cache it supports view set sharing.

= Real Time Data Streaming Clients: In an Oracle BAM system clients can feed data
into Oracle BAM server by using different types of protocols and APIs. The
following are the available mechanisms to send data to the Oracle BAM server:

— Oracle BAM Adapter is a JCA-compliant Adapter, which Java EE applications
can use to send data to the Oracle BAM Server.

— Enterprise message sources are used by applications to provide direct Java
Message Service (JMS) connectivity to the Oracle BAM server by mapping
messages directly to Oracle BAM data objects. The Oracle BAM server can
read data directly from any JMS based message queue or topic. This option
offers guaranteed messaging.

In an Oracle BAM high availability environment, involving Enterprise
Message Sources, the Enterprise Message Source property Start when BAM
Server starts should be set to Yes.

Durable Subscriber Name must be set in the Enterprise Message Source to
ensure that no messages are lost during the failover.

— Oracle Data Integrator is the ETL tool that is used with Oracle BAM to
perform rigorous data transformations. The Oracle BAM Server has been
implemented as an ODI Technology (for example, DB2, SQL Server are ODI
Technologies) and Oracle BAM has ODI Knowledge Modules which let ODI
perform all of the operations on the Oracle BAM Server to facilitate reading
and writing data in various ways, including Change Data Capture.

- Web Services API interacts directly with Oracle BAM data objects from a
remote client.

= Oracle BAM Web Applications are the Web user interfaces (Java EE Web
applications) for viewing Oracle BAM data. Oracle BAM Web Applications also
allow for building data models and creating dashboards and alerts. Oracle BAM
Web Applications are the browser based interfaces provided for building reports
and administrating the users that have access to the BAM User Interface system.
As part of the Web applications, a Report Server applies the report definitions to
the data sets retrieved from the Active Data Cache for presentation in a browser.

s ICommand is a command line interface for administrating the data in the Active
Data Cache. It provides a set of commands to export, import, rename, clear, and
delete items from Active Data Cache.

The BAM application runs separately from the rest of Oracle Fusion Middleware SOA
Suite components. Oracle BAM Web Applications are deployed together with the
BAM Server. Oracle BAM Server uses E]Bs and DAOs for implementing its services
and persisting information to the database. All of the EJBs are stateless. However, the
Oracle BAM Server is a singleton: only one active Oracle BAM server is used for
maintaining fed data and for pushing it into the Web Application Reports. Oracle
WebLogic Server Migration feature is used to protect Oracle BAM server from failures.
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Oracle BAM server uses JMS intensively. However, all Oracle BAM JMS queues are
internal and do not require to be configured in a high availability configuration. When
failover occurs, the queues are recreated on the new active Oracle BAM instance.

Oracle BAM Web Application Modules can run in full active-active mode connecting
to the available Oracle BAM server. The information is retrieved using RMI protocol to
access the EJBs that provide the information to remote consumers. Oracle BAM Web
Applications are stateless, except for the Reports Server, which maintains a session ID
for reports or users accessing the systems. This requires enabling session replication
for the WebLogic Managed Server where Oracle BAM Web Applications run.

The processing of work by the E]Bs and threads in Oracle BAM is non transactional
and does not require Oracle WebLogic Server special transaction logs configuration. At
the same time, Oracle BAM uses the database intensively, therefore it is important that
Oracle BAM's database access is prepared for failure in the database. This requires
configuring multi data sources for Oracle BAM data source as described in

Section 5.15, "Configuring High Availability for Oracle BAM". For information about
multi data source configuration with Oracle RAC and the MDS repository, see

Section 4.1.2, "Using Multi Data Sources with Oracle RAC."

External Dependencies

Oracle BAM engine system depends only on the Oracle BAM database (which
contains Oracle BAM schemas) for Oracle BAM data and report metadata. The
database must be available for Oracle BAM system to start and run properly.

5.11.1.2 Oracle Business Activity Monitoring Startup/Shutdown Lifecycle

As shown in Figure 5-32, when the WebLogic Server is started, the Oracle BAM Server
application is initialized. During startup, the Active Data Cache loads all the data from
the repository. The Reports Cache is initialized with the data required for the available
systems. The Event Engine starts analyzing the data and preparing notifications.
Oracle BAM Web Applications are configured at boot time with an Oracle BAM
Server's address. When Oracle BAM Web Applications are started, they connect to the
Active Data Cache in Oracle BAM server and retrieve the corresponding viewsets
through the Reports Server. Once initialization is done, the system is ready to receive
data from clients and raise events and update reports dynamically.

Figure 5-32 Oracle Business Activity Monitoring Startup/Shutdown Lifecycle
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5.11.1.3 Oracle Business Activity Monitoring Startup and Shutdown of Processes

Oracle BAM Server is an application, oracle-bam, that operates independently from
the rest of the SOA Service Infrastructure. It runs in the managed server where Oracle
BAM is installed. It gets started by default with Oracle WebLogic Managed Server to
which Oracle BAM is deployed. Use Oracle WebLogic Server Administration Console
to verify Oracle BAM Server's status and to start and stop it. You can also use
WebLogic Server WLST command line to control the application.

Figure 5-33 Startup and Shutdown of Oracle Business Activity Monitoring using
WebLogic Server
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Oracle Enterprise Manager Fusion Middleware Control allows multiple operations
and configuration of the BAM Server as well as monitoring its status. For details about
monitoring and controlling the Oracle BAM engine, Oracle Fusion Middleware
Administrator’s Guide for Oracle SOA Suite.

Figure 5-34 Startup and Shutdown of Oracle Business Activity Monitoring using Fusion
Middleware Control
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The BAM Web Applications run collocated by default in the same managed server as
BAM Server. for example, the BAM server and BAM Web Applications are part of the
same deployment in WebLogic Server Administration Console. They can't be stopped
and managed separately from BAM Server by default. It is possible though, as
explained in later sections, to manipulate WebLogic Server application targeting to
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separate both components. The Oracle WebLogic Administration Console allows
starting and stopping Oracle BAM. This can also be done using WLST commands.

Oracle Enterprise Manager Fusion Middleware Control Console allows multiple
operations and configuration of the BAM Web Applications.

Figure 5-35 Oracle Enterprise Manager Fusion Middleware Control
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Note: Although Enterprise Manager offers separate start and stop for
Oracle BAM Server and Oracle BAM Web Applications, this is in
reality a stop operations that affects both components, meaning if
Oracle BAM Server is stopped from Enterprise Manager, the
corresponding Oracle BAM Web Applications are also stopped, and
the reverse is also true. This also applies for start operations.

5.11.1.4 Oracle Business Activity Monitoring Configuration Artifacts

Oracle Enterprise Manager Fusion Middleware Control exposes some of the
configuration options for Oracle BAM Server.

Figure 5-36 Configuring Oracle Business Activity Monitoring
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The properties exposed by Oracle Enterprise Manager are a mix of the information
contained in two different files: BAMServerConfig.xml and
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BAMCommonConfig.xml. These files are located under the DOMAIN
HOME/servers/BAM Server_ Name/tmp/_WL_user/oracle-bam__
11.1.1/yhryfp/APP-INF/classes/config directory (notice that yhryfp is the
random directory generated at installation time for deploying BAM applications). This
is the random directory generated at installation time for deploying Oracle BAM
applications. The properties in these files are modifiable by using the Mbeans exposed
in Oracle Enterprise Manager Fusion Middleware Control. For details on the
configuration options for Oracle BAM Servers, refer to the Oracle Fusion Middleware
Administrator’s Guide for Oracle SOA Suite and Oracle Business Process Management Suite
and the Oracle Fusion Middleware User’s Guide for Oracle Business Activity Monitoring.

Similarly, some properties are exposed for Oracle BAM Web Applications by Oracle
Enterprise Manager Fusion Middleware Control as shown in Figure 5-37.

Figure 5-37 Oracle Business Activity Monitoring Configuration Properties
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Configuration options at the container level, such as data sources and persistent stores,
are maintained as part of Oracle WebLogic Server Domain configuration and are
synchronized across a cluster of Oracle WebLogic Servers by Oracle WebLogic Server
core infrastructure. See the Oracle Fusion Middleware Administrator’s Guide for Oracle
SOA Suite for details on configuring Oracle BAM.

5.11.2 Oracle Business Activity Monitoring High Availability Architecture and Failover
Considerations

Figure 5-38 describes a two-node Oracle BAM cluster running on two Oracle
WebLogic Servers. The Oracle WebLogic Servers are frontended by Oracle HTTP
Servers which load balance incoming requests to them. The following are the main
characteristics of this configuration:

s Oracle BAM Web Applications run on two clustered WebLogic Server managed
servers. The WebLogic Server Cluster synchronizes configuration for common
artifacts of WebLogic Server used by Oracle BAM Web Applications, such as data
sources, persistent store, and definitions. Oracle BAM Server is targeted by any of
the servers where BAM Web applications are running. Only one WebLogic server
runs Oracle BAM Server.

s The architecture uses Oracle WebLogic Server Migration feature to protect Oracle
WebLogic Server that runs both Oracle BAM Web Applications and Oracle BAM
Server (in BAMHOST1) against failures. This provides protection for Oracle BAM
Server which is a singleton. The WebLogic Managed Server in which Oracle BAM
Server runs is listening on a Virtual IP that gets migrated to another node when
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the failover occurs. This is the address that Oracle BAM Web Applications in
BAMHOST?2 use to connect to an Oracle BAM Server. Plan appropriately to
account for the scenario where Oracle BAM Server and two instances of Oracle
BAM Web Applications are running on BAMHOST2. For more information on
Server Migration features, see Chapter 3, "High Availability for WebLogic Server."

s Oracle BAM’s database is configured with Oracle Real Application Clusters
(Oracle RAC) to protect from database failures. Oracle BAM Server performs the
appropriate reconnection and operations retries if database instance failure occurs.

Figure 5-38 Oracle BAM High Availability Architecture
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5.11.2.1 Oracle Business Activity Monitoring Protection from Failures and
Expected Behavior

Oracle BAM Server and Oracle BAM Web applications are protected from all process
failures by the WebLogic Server infrastructure. This section also describes expected
behavior if component failure occurs.

Process Failure

Oracle BAM Server and BAM Web Applications are protected from all process failures
by the WLS infrastructure. This section describes process failure considerations for
Oracle BAM.

» If the WLS_BAMXx server crashes, Node Manager attempts to restart it locally. It
attempts to restart the servers according to the configured restart count threshold.

—  For failures related to the WebLogic Server on which the BAM Server is
running, if repeated restarts fail, the WebLogic Server infrastructure attempts
to perform a server migration to the other node in the cluster. Ongoing
requests from the clients time out during failover. Once the server's restart
completes on the other node, the clients should be restarted to continue
routing to it. For opened reports running in the Web browser, if a request is
delivered though the BAM WebApps running in the same managed server as
BAM Server, a Reconnecting message appears in the BAM WebApps report. If
the request is being delivered through the BAM WebApps running in the other
node, no message appears. In this situation, and during failover, you may be
viewing stale data (while a failover takes place or while connection from
webapps to servers is reestablished). The BAMWebApps Servlet remains
available, and reconnects as soon as BAM Server comes up. For new reports or
requests, BAM Web Applications inBAMHOST2 reconnect once the VIP is
migrated and the managed server is restarted. BAM Web Applications
listening on VIP1 become functional once the server migration completes. At
this point, the HTTP Server restarts routing HTTP requests to the Managed
Server.

— Failures affecting the WebLogic Server where only the BAM Web Applications
are running, do not affect the BAM system. Other BAM Web Applications
(running in BAMHOST1) remain available and maintain session information
by using the WebLogic Server Session replication cluster. Failover should be
transparent.

s The oracle-bam application where BAM Server and BAM Web Applications run
may be down due to failure in accessing resources, errors in reading the database,
or other issues unrelated to the status of the managed server where it is located.
Therefore, you should monitor the Oracle SOA Service Infrastructure application
and watch for errors caused by the application in the managed server logs, for log
file locations, see Section 5.2.1.6, "Oracle SOA Service Infrastructure Log File
Locations".

= Failover may not succeed for an open report if when the report is opened, only one
BAM managed server in the cluster was up, and after starting an additional
managed server in the cluster, no other operations were performed. One trigger
for session state replication is opening a report. Session state replication is not
triggered by active data updates.

In an Oracle BAM high availability environment, when the Oracle BAM Active Viewer
is running on an Oracle BAM server that is shut down and then restarted, a "viewset
not found" error will be written to the server’s log. This error does not affect the
functionality of the Oracle BAM Active Viewer and can be ignored.
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Node Failure

For node failures in SOAHOST?2, the behavior in case of a node failure is equivalent to
the process failure scenario: Oracle BAM Web Applications in the other node remain
available and can serve requests. Sessions are preserved by the session replication
framework provided by WebLogic Server and failover to the other node should be
transparent.

For node failures in SOAHOST], server migration is triggered after the available
server verifies the time stamp in the database leasing system. While failover occurs,
clients are unable to feed data into the system and retry appropriately. Oracle BAM
Web Applications connecting to the server attempt to reconnect until the VIP is
migrated and the server is restarted.

Database Failure

For information about Oracle BAM database failure, see Section 5.2.2.1, "Oracle SOA
Service Infrastructure Protection from Failures and Expected Behavior"

5.11.2.2 Oracle Business Activity Monitoring Cluster-Wide Configuration Changes

The standard Java EE artifacts that Oracle BAM Server and Oracle BAM Web
Application use are configured as part of Oracle WebLogic Domain in which Oracle
BAM is installed. Oracle WebLogic Clusters provide automatic configuration
synchronization for artifacts such as data sources, persistent stores, and J]MS modules,
across the WebLogic Server domain. At the same time, the WebLogic Server cluster is
in charge of synchronizing the deployments, and libraries used by Oracle BAM Web
Applications and Oracle BAM Server.

As explained in the single instance section Oracle BAM Server's and Oracle BAM Web
Applications configuration are maintained in the DOMAIN HOME/servers/BAM_
Server_ Name/tmp/_WL_user/oracle-bam_
11.1.1/yhryfp/APP-INF/classes/config directory (notice that yhryfp is the
random directory generated at installation time for deploying BAM applications). The
properties in these files can be modified by using the Mbeans exposed in Oracle
Enterprise Manager Fusion Middleware Control. The properties exposed through
MBeans are specific to each server. The properties exposed through Enterprise
Manager-specific screens are cluster-wide and are only modified on one server. All
properties, whether applied in Enterprise Manager or in an MBean browser require a
restart of Oracle WebLogic Servers where Oracle BAM runs. For details on the
configuration options for BAM Server and BAM Web Applications see the Oracle
Fusion Middleware Administrator’s Guide for Oracle SOA Suite and Oracle Business Process
Management Suite and the Oracle Fusion Middleware User’s Guide for Oracle Business
Activity Monitoring.

One of the configuration options related to high availability environments is the
Application URL which is used to determine the front end host used by the system in
a cluster configuration. This option is used to produce the copy shortcut URL for
reports and alerts. The other relevant parameter for Oracle BAM high availability
configuration is the Server Name in OracleBAM Web configuration screen. This
parameter is used by Oracle Web Application to determine Oracle BAM server to
which it connects for accessing the Active Data Cache.

For SOA high availability installations frontended by Oracle HTTP Server, monitoring
should be done on the Oracle HTTP Server ports of the real backend servers. This is
the case when a deployment is using all the components deployed to the SOA
Managed Server. A simple HTTP monitor that pings the HTTP/HTTPS port and
expects a pre-determined response in turn should suffice. If only a specific SOA
component is being used (such as B2B), then a monitor that does a deeper level check
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all the way to the Managed server can be considered to validate the health of the
component in use. Please check with your load balancer vendor on setting up the
HTTP monitors with your load balancer.

5.11.2.3 Considerations for BAM Client Retries

Oracle BAM clients communicating with the BAM Server will retry "retryable"
methods if the failure of the method execution was due to a "retryable" exception. A
typical "retryable" exception is one that indicates a failure to communicate with the
BAM Server (like a network connection exception). Some of the BAM Server’s method
are automatically retried by the BAM client when a failure occurs. Additionally the list
of exceptions to be retried can be extended. This can be done by adding a
comma-separated list of exception class names to be treated as retryable inside the
following configuration fields in the clients’ configuration files:

<BamkEjbRetryableExceptions></BamEjbRetryableExceptions>
Other configuration parameters for retryable exceptions are:

s <BamEjbRetryCount>180</BamEjbRetryCount>: This parameter configures the
number of retries to be attempted if getSession or retryable method invocations
fail due to a retryable exception. The default is 180.

s <BamEjbRetryInterval>10000</BamEjbRetryInterval>: This parameter configures
the number of milliseconds to pause between retry attempts. The default is 10000
milliseconds or 10 seconds.

These parameters can be added in the configuration files for the following clients
accessing the BAM Server:

s BAM Server, BAM WEB, BAM Data Control: BamCommonConfig.xml
configuration file

s ICommand: BAMICommandConfig.xml configuration file
= ODIL BAMODIConfig.xml configuration file

=  BAM Adapter: BAMAdapterConfig.xml configuration file

5.12 Oracle Service Bus and High Availability Concepts

Oracle Service Bus is a proven Enterprise Service Bus (ESB) built from the ground up
for SOA lifecycle management that provides foundation capabilities for service
discovery and intermediation, rapid service provisioning and deployment, and
governance.

Figure 5-39 shows the high level functional features of Oracle Service Bus.
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Figure 5-39 Oracle Service Bus Functional Features
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For more detailed information about the functional capabilities of Oracle Service Bus,
see Oracle Fusion Middleware Concepts and Architecture for Oracle Service Bus.

5.12.1 Oracle Service Bus Single Node Characteristics

Oracle Service Bus is a stateless Java EE application that runs on Oracle WebLogic
Server.

Oracle Service Bus uses the following Java EE technologies:

Servlets: Oracle Service Bus Web Console, Service Bus resource servlet, WSIL
servlet, and HTTP Proxy Services.

E]Bs: Are used for:

- The Java EJB protocol proxy service. This service, also known as JEJB, is used
to expose proxy services as E]Bs.

- Service Bus transport. Also known as SB, this protocol is used for
communication between two Oracle Service Bus services.

—  The test console for testing web services.

JMS: Is used for inbound message processing for the FTP, SFTP, Email, and File
transports. It is also used for the Oracle Service Bus reporting framework and for
Web Services Reliable Messaging (WS-RM).

JDBC Data Source: Oracle Service Bus defines a data source for the database tables
associated with the JMS Reporting provider.

JCA Adapters: Oracle Service Bus supports the DB, Oracle Applications, AQ), File,
BAM, FIP, SAP, Siebel, PeopleSoft, JD Edwards adapters using JCA transport. The
adapter implementation for these adapters is same as the one used in SOA Suite.
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Oracle Service Bus also uses the following non-Java EE components:

Configuration Framework: The configuration framework component provides
CRUD (Create, Read, Update, Delete) capabilities for Oracle Service Bus resources
along with resource and file integrity protection, session management, caching
and indexing, referential integrity, and configuration propagation. The Oracle
WebLogic Server Administration Server has the master configuration in files and
these are propagated to the managed servers using Weblogic Deployment Service.

Monitoring and Alert Framework: The monitoring framework defines statistics
based on counters (message, error counts), intervals (min/max/avg. response or
execution time) and status (end point up/down). The monitoring framework has
the following sub-components:

—  Collector: collects statistics at one minute intervals called checkpoints, stores
collected statistics to Weblogic Persistent Store, and sends the collected
statistics to the Aggregator. Collector runs on each managed server in the
cluster.

- Aggregator: aggregates statistics received from each of the managed servers in
the cluster. Aggregator is a singleton service that runs on only one managed
server in the cluster.

— Retriever: retrieves the statistics that are stored in the memory. This is present
only in the managed server, which contains the Aggregator.

— Alert Manager: The Alert Manager fires alerts based on the aggregated
statistics. This is present only in the managed server that contains the
Aggregator. The Aggregator pushes aggregated statistics to the Alert Manager
when there is an aggregation interval (defined for a service or an alert rule) for
which rules need evaluation. The Alert Manager is triggered in a separate
thread than the Aggregator.

Transport SDK: Oracle Service Bus processes messages independently of how they
flow into or out of the system. The Transport SDK provides a layer of abstraction
between Oracle Service Bus and components that deal with the flow of data in and
out of Oracle Service Bus. This layer of abstraction allows users to develop new
transport providers to handle unique transport protocols. A transport provider
implements the interfaces of the Transport SDK and provides a bridge between
Oracle Service Bus and mechanisms by which messages are sent or received. A
transport provider manages the life cycle and runtime behavior of transport
endpoints. An endpoint is a resource where messages originate or are targeted.

Message Flow Engine: The Message Flow Engine provides execution of the
message flow logic using actions configured by the message flow designer.

Split-Join Engine: The Split-Join Engine provides execution of logic specified in
Split-Join, which is used for performing high-performance, in-memory processing
of messages in parallel.

Figure 540 is a high-level architecture diagram that illustrates Oracle Service Bus and
its functional subsystems.
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Figure 5-40 Oracle Service Bus Single Instance Architecture
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When Oracle Service Bus is deployed in a high availability configuration, the
Aggregator and Alert Manager components are singletons that should be deployed
only on one host in the cluster.

Customers can write custom client applications using the Oracle Service Bus
extensibility framework, such as the Transport SDK and reporting framework.

For more information about the Oracle Service Bus architecture, see the "Oracle Service
Bus Architecture" chapter in Oracle Fusion Middleware Concepts and Architecture for
Oracle Service Bus.

5.12.1.1 Oracle Service Bus Session State

Oracle Service Bus is optimized for short-lived message processing/mediation use
cases. Thus, all message context state is kept in memory. For synchronous transports
such as HTTP, EJB, and SB, the client must retry if the Oracle Service Bus server fails in
the middle of processing the synchronous request. Oracle Service Bus supports
request/response pattern for asynchronous transports such as JMS and WS (WS-RM).
In these cases correlation information, which maps the request to its corresponding
response destination, is kept in memory. If the Oracle Service Bus server fails before
the response is sent, the correlation information is lost. Therefore, Oracle Service Bus
will fail to send the response after server restart. For more details about JMS transports
and WS transports, see the "JMS Transport" chapter and the "WS Transport" chapter in
the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.

5.12.1.2 Oracle Service Bus External Dependencies
Oracle Service Bus has the following external dependencies:

»  The JMS Reporting Provider uses a database to store the report data.

= UDDI (Oracle Service Registry) is used to store Oracle Service Bus proxy services
and to browse services to create Oracle Service Bus business services.

s Oracle Enterprise Repository is used to browse and consume services. The result is
generation of Oracle Service Bus business services. Oracle Service Bus proxy
services are harvested into Oracle Enterprise Repository.

s Oracle Service Bus implements an Oracle Web Services Manager (OWSM) agent
that enforces OWSM security policies attached to Oracle Service Bus proxy and
business services.
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s Oracle Service Bus depends on JCA Adapter implementations (JCA Adapters for
HTTP, FTP, and so on) and the JCA framework from SOA Suite.

= Oracle Service Bus depends on the Coherence infrastructure for Service Result
Caching (caching of results from services invoked by Oracle Service Bus).

Oracle Service Bus message flows are short lived in general. Message flow state is
always in memory. Oracle Service Bus provides various out of box transports. For
example, the HTTP transport supports HI'TP 1.1 persistent connections.

Oracle Service Bus supports the following transports: HTTP, JMS, Email, File, FIP,
SFIP, JCA - DB, AQ, Oracle Applications, Peoplesoft, Siebel, SAP, JD Edwards, File,
FTIP, JEJB, E]B (outbound only), Local (within same JVM), MQ, SB (RMI based,
between two OSB servers/domains), Tuxedo, Web Services Reliable Messaging
(WS-RM), SOA-Direct (RMI based), BPEL 10g (RMI based).

Oracle Service Bus uses JTA for some transport types, including JMS, File, FTP, Email,
SFIP, WS-RM, JCA - DB, AQ, SB, JE]JB, EJB, SOA-DIRECT, and BPEL 10g.

5.12.1.3 Oracle Service Bus Configuration Artifacts
The main configuration files for Oracle Service Bus are:

s  DOMAIN_HOME/config/config.xml: has all applications and libraries, JMS
system resources, JDBC system resources, work manager, startup /shutdown
classes, SAF agent, security configuration.

=  DOMAIN_
HOME /config/osb/coherence/osb-coherence-override.xml: This
Oracle Coherence override file specifies Oracle Coherence unicast/multicast
listener information. This file is propagated by the Administration Server from the
Administration Server domain directory to the domain directory for other
managed servers.

=  DOMAIN_
HOME /config/osb/coherence/osb-coherence-cache-config.xml:
This Coherence cache configuration file defines the cache used by the Oracle
Service Bus service result caching feature.

s DOMAIN_HOME/config/osb/transports/sftp/known_hosts: This file is
used by the SFIP transport. It contains information about remote SFTP servers. See
Oracle Fusion Middleware Developer’s Guide for Oracle Service Bus for information
about creating the known_hosts file. Note that virtual host names can be used in
the known_hosts file.

5.12.1.4 Oracle Service Bus Deployment Artifacts

You can use Eclipse IDE or the Oracle Service Bus web console to export your Oracle
Service Bus artifacts (resources), such as proxy service, business service, wsdl, xsd, and
xslt resources, to a jar file with a name that you choose. The jar file contains all the
Oracle Service Bus resources that were exported. You have two ways to import the
configuration jar file (and the Oracle Service Bus resources inside it) into an Oracle
Service Bus server:

s WLST/ANT scripts using public Oracle Service Bus APls
= Oracle Service Bus web console: Using the Import from Configuration Jar option

Oracle Service Bus resources are managed by the configuration framework
component. The configuration framework stores all its data in DOMAIN_
HOME/osb/config (CONFIG_HOME) on each managed server (and admin server).
Each resource is stored in its own file in CONFIG_HOME/core. The Oracle Service
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Bus configuration framework automatically assigns unique file names to the file used
for each resource to ensure that no name collisions occur among these files. The
CONFIG_HOME/ core directory is the master view of all the resources and
configuration data. The runtime works off of this data. It changes only when changes
made in a session are activated. Each managed server has a copy of the resources in
CONFIG_HOME/ core. Depending on the location of the managed server, this
directory could be mounted on a separate system.

5.12.1.5 Oracle Service Bus Startup and Shutdown

You can use Node Manager or the startWebLogic/stopWebLogic scripts to start and
stop the Oracle Server Bus server. Oracle Enterprise Manager Grid Control supports
management and monitoring of Oracle Service Bus services.

Oracle Service Bus is initialized through application listeners. The ALSB Framework
Starter Application does the main framework initialization through an application
listener. This application is deployed to the Administration Server and the cluster. The
prestart for this application listener initializes Logging, ALSBConfigService, Security
service, cluster timer service, and ALSBStatisticsManager. XBus Kernel is the next
important application deployed that performs the rest of the initialization and start
procedures for the Oracle Service Bus components. This application is targeted to the
Administration Server and cluster, and it initializes upgraders, resources, split-join,
Coherence, and so on.

Death detection capabilities are provided by Oracle WebLogic Server.

5.12.1.6 Oracle Service Bus Log File Locations

Oracle Service Bus operations are logged to the Oracle WebLogic Managed Server
where the application is running:

DOMAIN_HOME/servers/WLS_ServerName/logs/WLS_ServerName.log

Oracle Service Bus also supports Debug logging, which can be enabled or disabled by
updating DOMAIN_HOME/alsbdebug.xml and DOMAIN_
HOME/configfwkdebug.xml.

5.12.2 Oracle Service Bus High Availability Architecture and Failover Considerations

Figure 5-41 shows a two-node Oracle Service Bus cluster running on two Oracle
WebLogic Servers. The Oracle WebLogic Servers are frontended by two Oracle HTTP
Servers on web tier hosts, which receive requests from a load balancer in front of them.
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Figure 5-41 Oracle Service Bus High Availability Architecture
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The main characteristics of the high availability configuration in Figure 5-41 are:

s The Oracle WebLogic Server server migration feature is used to protect some of
the components against failure. This implies that each of the WebLogic managed
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servers in which Oracle Service Bus runs is listening on a virtual IP that is
migrated to another box upon failover. Enterprise Manager is deployed to the
Administration Server in Figure 5-41.

As shown in Figure 541, the WLS_OSB1 managed server listens on VIP1, and the
WLS_OSB2 managed server listens on VIP2. Each managed server uses the other
node as a failover resource, therefore, the system is configured in a cross manner.
In other words, WLS_QOSBI fails over to OSBHOST?2, and WLS_OSB2 fails over to
OSBHOST1. The appropriate capacity planning must be done to anticipate the
scenario where the two Oracle Service Bus managed servers are running on the
same node. For more information on server migration features, see Section 3.9,
"Whole Server Migration."

To resume transactions after a server migration, configure the transaction and JMS
stores in a shared storage. In case of failure in one of the server infrastructure
instances, other instances can resume transactions and JMS operation by reading
the persistent stores from that shared storage.

s The Administration Server runs in Active-Passive mode. Whenever a failure
occurs in OSBHOST1, the Administration Server can be restarted in OSBHOST?2.
Therefore it uses a virtual IP or virtual hostname as listen address. For information
about configuring virtual IPs for the Administration Server and configuring the
Administration Server for high availability, see Chapter 12, "Active-Passive
Topologies for Oracle Fusion Middleware High Availability."

= AnOracle RAC database is recommended to protect from database failures. In this
Oracle Service Bus high availability configuration, an Oracle RAC database is used
for the JMS Reporting Provider and Oracle Web Services Manager policies.

Note: To keep the Oracle Service Bus high availability configuration
figure above readable, the Oracle SOA Service Infrastructure high
availability configuration is not shown. See Figure 5-6 to view the
Oracle SOA Service Infrastructure high availability figure.

The ALSB Cluster Singleton Marker Application determines the managed server in the
cluster that runs the singleton monitoring Aggregator and Alert Manager. Similarly
the Message Reporting Purger MDB, which helps purging reporting data from the
database (for the JMS Reporting Provider), is deployed on only one managed server in
the cluster. The remaining Oracle Service Bus components are all either targeted to the
cluster, or to the cluster and Administration Server. Only the ServiceBus_Console,
which provides Web console support for Oracle Service Bus, and the UDDI Manager,
which registers resource types for UDDI import with the configuration framework are
targeted to the Administration Server only. These components are not defined as
Weblogic Singleton services. Their high availability is assured by Weblogic whole
server migration.

All Oracle Service Bus services and resources are deployed uniformly to the cluster (to
all managed servers in the cluster). The only exceptions to this are:

» Inbound (Proxy Service) endpoints for the poller transports: Email, File, FTP, and
SFTP. The poller polls for messages on only one managed server in the cluster. The
user configuration determines the managed server that polls.

= Inbound (Proxy Service) endpoints for JMS transport where the JMS transport is
listening to a Weblogic JMS Topic destination (using compatibility Topic Message
Distribution Mode) and is configured to process the message from the Topic only
once (in the cluster) on the managed server configured by the user.
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The basic highly available topology is a Weblogic Server homogenous cluster (except
for the Oracle Service Bus singletons services mentioned above) with one
Administration Server and two managed servers running on different systems.

Only one cluster of Oracle Service Bus is supported in a Weblogic domain. Local data
should be stored on shared storage, such as a SAN storage system, multiported disk,
or NAS storage.

The local data (accessed as local files, private to a managed server or Administration
Server) includes:

= System files like Weblogic configuration files and server logs. Optionally, you can
store WLS JMS data in an Oracle RAC database. JMS is used both internally in
Service Bus and as transports to external and proxy services.

= Oracle Service Bus data such as configuration files and logs
s User-defined Oracle Service Bus configuration data

»  User files, such as data files, that are read or written by a proxy service with a
File/FIP transport

s The JMS persistent store, which stores alert logs and aggregated performance
metrics

The Oracle RAC database is used for high availability of the reporting provider and
also for the leasing datasource used for server migration.

Optionally, a web server farm may be used as a front end to an Oracle Service Bus
cluster. A hardware load balancer can load balance web servers or application servers
directly. If web servers are used, WebLogic plugins should be configured to load
balance HTTP traffic among the Oracle Service Bus managed servers.

Email, FTP, or NFS servers can exist in the network, and third party JMS servers or
server clusters can also exist in the network.

5.12.2.1 Oracle Service Bus Protection from Failures and Expected Behavior

This section describes how an Oracle Service Bus high availability cluster deployment
protects components from failure. This section also describes expected behavior if
component failure occurs.

Oracle Service Bus is protected from all process failures by the WebLogic Server
infrastructure.

5.12.2.1.1 WebLogic Server Failure Oracle Service Bus does not maintain any state, nor
does it support the concept of user sessions. Therefore, Oracle Service Bus does not
implement session state replication and failover. For synchronous inbound transports
such as HTTP, SB, and EJB, if the managed server processing the request goes down in
the middle of request processing, the client receives a connection exception and needs
to retry.

Node Manager should be configured to perform automatic WebLogic server migration
when a managed server fails. For details on WebLogic server migration, see
Section 3.9, "Whole Server Migration."

Use WebLogic server migration for JMS failover.

There is no automatic failover for Oracle Service Bus singleton components such as the
Aggregator, Alert Manager, and Reporting Message Purger. Use WebLogic server
migration to perform the failover of singleton components.
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5.12.2.1.2 Node Failure The external load balancer can be used to directly load balance
HTTP requests to Oracle Service Bus HTTP Proxy Services on the managed servers in
the cluster or to a Web Server/Oracle HTTP Server (OHS) cluster front-ending the
Oracle Service Bus cluster. There are no sticky session routing requirements.

Node Manager can be configured to failover failed Oracle Service Bus nodes.

If an Oracle Service Bus managed server fails in the middle of processing HTTP
requests, clients need to submit those requests again. For JEJB and SB transports, a
client gets a connection error when the server goes down. For all poller transports, the
integrity of message processing is handled by transactional semantics as the message
is dequeued using XA connection factory. Poller transports provide "at least once"
semantics. However, after whole server migration (of the failed node), the poller needs
to have access to the resources it is polling. JTA transactions will also preserve
transactional integrity when using JMS transport. JTA TLogs need to be recovered to
recover in-flight JTA transactions.

Oracle Service Bus guarantee "Exactly Once" message delivery semantics. This
behavior is controlled by the QoS property in the $outbound context variable
configured in the proxy service. For more detail on the different QoS settings, see
Oracle Fusion Middleware Administrator’s Guide for Oracle Service Bus.

When a managed server starts up, any in-flight global transactions are recovered. For
example, recovery of global transactions may be required when the proxy service is
bridging between two JMS providers using XA connection factories, and QoS of
exactly once. Another example is the JMS reporting provider. With the default J]MS
Reporting Provider, the report message is first written to the J]MS queue. The MDB
dequeues the report message from the JMS queue and then writes it to the database.
The (database) data source is configured with transaction semantics of LLR (Last
Logging Resource optimization). In this case, the database must be running during
recovery, otherwise the server will not start. The Tlog is used even when LLR is in
effect. However, this happens only on a per transaction basis. Therefore the Tlog must
still be made highly available even when all transactions are LLR transactions.
Transaction Manager persists checkpoint TLog records that are unrelated to specific
transactions, but that are still required to provide full transactional safety.

There are two cases where failure of the managed server causes certain state to be lost,
which prevents correct processing of messages:

= JMS request/response business service: Maintains in-memory table mapping
correlation information. This is lost when the managed server goes down. Thus,
the response from the JMS service cannot be sent back to the original client of the
proxy service, which routed to the JMS request/response business service.

= WS (Reliable Messaging) business service: Similar to the JMS request/response
business service, the WS business service keeps an in-memory table mapping
correlation information. This is lost when the managed server g