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This guide provides a brief introduction to Oracle Business Intelligence Management Pack.
This preface contains the following topics:
This guide is meant for system administrators who use Oracle Business Intelligence Management Pack.
For more information, refer to Enterprise Manager Grid Control Installation and Basic Configuration Guide and Enterprise Manager Advanced Configuration Guide available at:
http://www.oracle.com/technology/documentation/oem.html
Our goal is to make Oracle products, services, and supporting documentation accessible, with good usability, to the disabled community. To that end, our documentation includes features that make information available to users of assistive technology. This documentation is available in HTML format, and contains markup to facilitate access by the disabled community. Accessibility standards will continue to evolve over time, and Oracle is actively engaged with other market-leading technology vendors to address technical obstacles so that our documentation can be accessible to all of our customers. For more information, visit the Oracle Accessibility Program Web site at
http://www.oracle.com/accessibility/
Accessibility of Code Examples in Documentation
Screen readers may not always correctly read the code examples in this document. The conventions for writing code require that closing braces should appear on an otherwise empty line; however, some screen readers may not always read a line of text that consists solely of a bracket or brace.
Accessibility of Links to External Web Sites in Documentation
This documentation may contain links to Web sites of other companies or organizations that Oracle does not own or control. Oracle neither evaluates nor makes any representations regarding the accessibility of these Web sites.
TTY Access to Oracle Support Services
Oracle provides dedicated Text Telephone (TTY) access to Oracle Support Services within the United States of America 24 hours a day, seven days a week. For TTY support, call 800.446.2398.
This chapter provides a brief introduction to Business Intelligence Management Pack. It guides you through the process of discovering and configuring Business Intelligence Suite Enterprise Edition targets and discusses key features in the Business Intelligence Management Pack. It covers the following sections:
This section covers the following topics:
The Oracle Business Intelligence Management Pack extends the Enterprise Manager Grid Control management capabilities to Oracle Business Intelligence Suite Enterprise Edition (OBIEE) and Oracle Business Intelligence Data-Warehouse Administration Console (DAC) Servers. This pack leverages on Enterprise Manager Grid Control solutions including configuration management, application performance management, grid automation, and service level management to help customers achieve high level availability and performance for their Business Intelligence applications.
With the BI pack, you can:
When combined with other Enterprise Manager packs and plug-ins for managing Oracle and non-Oracle database, middleware, network devices and hosts, you can achieve complete end-to-end management of your entire Oracle Business Intelligence environment.
The monitored targets in the Business Intelligence Management Pack are summarized in Table 1-1. These targets have been added to Enterprise Manager to manage the Oracle Business Intelligence application.
Table 1-1 Licensed Targets in Business Intelligence Management Pack
Enterprise Manager Target Type | Purpose |
---|---|
Oracle BI Analytics Server | Representation of Oracle BI Analytics Server providing access to metrics, alerts, charts, dashboard usage reports and configuration management. |
Oracle BI Presentation Server | Representation of Oracle BI Presentation Server providing access to metrics, alerts, charts, customized reports and configuration management. |
Oracle BI Scheduler | Representation of Oracle BI Scheduler providing access to metrics, alerts, customized reports and configuration management. |
Oracle BI Cluster Controller | Representation of Oracle BI Cluster Controller providing access to metrics, alerts, customized reports and configuration management. |
Oracle BI DAC Server | Representation of Oracle BI DAC Server providing access to metrics, alerts, historical ETL performance charts, ETL performance reports and configuration management. |
Oracle BI Suite EE | Representation of all BI-EE components providing access to alerts/policy violations and the ability to start/stop/restart any of the BI-EE components. |
Generic Service | Generic service modeled with Oracle BI Analytics Server, Oracle BI Scheduler, Oracle BI Presentation Server, Oracle BI Cluster Controller, and the underlying hosts as the key components providing a service oriented view of the monitored BI-EE targets:
|
System | Representation of a system oriented view of monitored BI-EE targets providing access to alerts, charts, blackouts, jobs activity, and topology view. |
Host | Representation of hosts running the Business Intelligence application providing access to metrics, alerts, performance charts, remote file editor, host commands and customized reports. |
Refer to the documentation listed in Table 2 for additional information about the Business Intelligence Management Pack. Because the pack leverages many of Enterprise Manager's underlying capabilities, the base documentation is applicable in many cases.
Table 1-2 Additional Documentation for the Business Intelligence Management Pack
Book | Chapter | Information |
---|---|---|
Enterprise Manager Grid Control Quick Start Guide ( | All | Introduction to Enterprise Manager Grid Control - It is highly recommended that you go over this piece of documentation first if you are new to using Oracle Enterprise Manager |
Enterprise Manager Concepts Guide ( | All | Overall information on the capabilities of Oracle Enterprise Manager Grid Control |
System Monitoring | Setting up Thresholds and Alerts | |
Service Management | Defining Service Level Objective, Running Service Level Reports | |
Managing Deployments Chapter | Viewing Configurations, Comparing Configurations, Taking Configuration Snapshots, Using Configuration Policy | |
Host and Third-Party Target Management | Monitoring the Operating System and the Host | |
Information Publisher | Creating Custom Reports | |
Enterprise Manager Grid Control Installation and Basic Configuration ( | All | Installing Enterprise Manager Grid Control Server and Agents |
Enterprise Manager Advanced Configuration ( | All | Advanced Configuration Topics |
Sizing and Maximizing the Performance of Oracle Enterprise Manager | Capacity Planning and Tuning for Oracle Enterprise Manager |
The Business Intelligence Management Pack is supported on the same platforms that support Oracle Enterprise Manager Grid Control 10g Release 4 (10.2.0.4).
Currently, the Business Intelligence Management Pack is supported with Oracle Business Intelligence Suite Enterprise Edition (EE) 10.1.3.2, 10.1.3.2.1, 10.1.3.3 and all later versions. To learn about Oracle BI-EE system requirements, visit the System Requirements and Supported Platforms page
(http://download.oracle.com/docs/cd/E10415_01/doc/bi.1013/e10417.pdf
).
The Business Intelligence Management Pack also supports the Oracle BI DAC Server, which is provided in the Oracle Business Intelligence Applications installation. Currently, the BI Pack supports Oracle Business Intelligence Applications 7.9, 7.9.1, 7.9.2, 7.9.3 and 7.9.4. To learn about Oracle BI Applications system requirements, visit the System Requirements and Supported Platforms page (http://download.oracle.com/docs/cd/E10783_01/doc/bi.79/e10920.pdf
).
Before you begin configuring Grid Control 10g Release 4 (10.2.0.4) to manage your Business Intelligence Management Pack components, you must install and configure Grid Control 10g Release 4 (10.2.0.4) on at least one host computer on your network.
Oracle recommends that you install the Grid Control components on their own host or hosts. For example, if the Business Intelligence Management Pack middle tier is installed on host1.us.oracle.com, then install and configure the Oracle Management Service and Oracle Management Repository on host2.us.oracle.com.
Install the Grid Control 10.2 Oracle Management Agent on every host that includes the components you want to manage with Grid Control.
Note: Installing Enterprise Manager Grid Control 10g Release 4 requires any previous releases of Grid Control - that is any 10.2.0.x.0 installation, and upgrade to 10.2.0.4.0 release. If you do not have a previous release, but want a 10.2.0.4.0 Grid Control environment, then first install 10.2.0.1.0 Grid Control (10.2.0.2.0 for Windows), and then upgrade it to 10.2.0.4.0 - please see the README file for Enterprise Manager 10gR4: (http://www.oracle.com/technology/software/products/oem/htdocs/gridR4_10204_readme.html).The installation of the Grid Control 10g Release 4 (10.2.0.4) agent does not require a previous release of Grid Control 10g agent. The installation file for OEM agent is found on Oracle OTN Web site: (http://www.oracle.com/technology/software/products/oem/htdocs/agentsoft.html) |
See Also:
Oracle Enterprise Manager Basic Installation and Configuration for Oracle Enterprise Manager Grid Control 10.2 (http://download.oracle.com/docs/cd/B16240_01/doc/install.102/e10953/toc.htm
)
All installation files can be accessed on Oracle's Technology Web site: http://www.oracle.com/technology/index.html
Before you start monitoring Oracle Business Intelligence targets in Enterprise Manager, you must perform the following tasks:
The information required to perform these steps is available in Chapter 3 of the Oracle Enterprise Manager Grid Control Installation and Basic Configuration Guide (http://download.oracle.com/docs/cd/B16240_01/doc/install.102/e10953/toc.htm
).
Install an Agent in each of the hosts where Oracle BI Server, Oracle BI Presentation Server, Oracle BI Scheduler, Oracle BI Cluster Controller, and Oracle BI DAC Server run on.
The information required to perform these steps is available in Chapter 3 of the Oracle Enterprise Manager Grid Control Installation and Basic Configuration Guide
If you would like to monitor additional targets, such as MS IIS and databases supporting Oracle Business Intelligence, and you have the proper license for monitoring these targets, then install the Agent on these hosts as well.
Note: The Oracle database used by Enterprise Manager Grid Control (Oracle Management Repository) can be used for the Scheduler tables and S_NQ_ACCT table for usage statistics. It is, however, recommended that a separate database be used for large deployments.The BI Management Pack currently supports Oracle databases only for the Scheduler and Usage Statistics tables. |
SQL> conn system/password@oraclebi
Connected.
SQL> create user s_nq_sched
2 identified by password
3 default tablespace users
4 temporary tablespace temp
5 quota unlimited on users
6 /
SQL> grant connect
2 , create table
3 , create view
4 , create procedure
5 to s_nq_sched
6 /
SQL> conn s_nq_sched/password@oraclebi
Connected.
SQL> @C:\OracleBI\server\Schema\SAJOBS.Oracle.sql
Table created.
...
Commit complete.
SQL> @C:\OracleBI\server\Schema\SAACCT.Oracle.sql
Table created.
Index created.
...
Commit complete.
S_NQ_SCHED =
(DESCRIPTION =
(ADDRESS_LIST =
(ADDRESS = (PROTOCOL = TCP)(HOST = <hostname>)(PORT = 1521))
)
(CONNECT_DATA =
(SID = oraclebi)
(SERVER = DEDICATED)
)
)
Alternatively, you may use the "Net Manager" tool - provided in the Configuration and Migration Tools for the Oracle database - to create a new service for the S_NQ_SCHED user account.
Note: For more information about importing a physical schema from relational data sources, please refer to Chapter 4 of the Oracle Business Intelligence Server Administration Guide (http://download.oracle.com/docs/cd/E10415_01/doc/bi.1013/b31770.pdf ) |
Note: For more information on setting up Connection Pools, refer to Chapter 4 of the Oracle Business Intelligence Server Administration Guide (http://download.oracle.com/docs/cd/E10415_01/doc/bi.1013/b31770.pdf ). |
cd C:\OracleBI\server\bin\
run schconfig
Open the OracleBI\systemsmanagement\runagent.cmd file in Notepad.
Replace -Dcom.sun.management.jmxremote with the following:
-Dcom.sun.management.jmxremote -Dcom.sun.management.jmxremote.port=9980 -Dcom.sun.management.jmxremote.authenticate=false -Dcom.sun.management.jmxremote.ssl=false
cd C:\OracleBI\systemsmanagement\
runagent.cmd
Before you start monitoring Oracle Business Intelligence targets in Enterprise Manager, you must perform the following tasks:
The information required to perform these steps is available in Chapter 3 of the Oracle Enterprise Manager Grid Control Installation and Basic Configuration Guide (http://download.oracle.com/docs/cd/B16240_01/doc/install.102/e10953/toc.htm
).
Install an Agent in each of the hosts where Oracle BI Server, Oracle BI Presentation Server, Oracle BI Scheduler, Oracle BI Cluster Controller, and Oracle BI DAC Server run on.
The information required to perform these steps is available in Chapter 3 of the Oracle Enterprise Manager Grid Control Installation and Basic Configuration Guide
If you would like to monitor additional targets, such as MS IIS and databases supporting Oracle Business Intelligence, and you have the proper license for monitoring these targets, then install the Agent on these hosts as well.
Note: TThe BI Management Pack currently supports Oracle databases only for the Scheduler and Usage Statistics tables. |
SQL> conn system/password@oraclebi
Connected.
SQL> create user s_nq_sched
2 identified by password
3 default tablespace users
4 temporary tablespace temp
5 quota unlimited on users
6 /
SQL> grant connect
2 , create table
3 , create view
4 , create procedure
5 to s_nq_sched
6 /
SQL> conn s_nq_sched/password@oraclebi
Connected.
SQL> @/ora/biee/10.1.3.2/OracleBI/server/Schema/SAJOBS.Oracle.sql
Table created.
...
Commit complete.
SQL> @/ora/biee/10.1.3.2/OracleBI/server/Schema/SAACCT.Oracle.sql
Table created.
Index created.
...
Commit complete.
S_NQ_SCHED =
(DESCRIPTION =
(ADDRESS_LIST =
(ADDRESS = (PROTOCOL = TCP)(HOST = <hostname>)(PORT = 1521))
)
(CONNECT_DATA =
(SID = oraclebi)
(SERVER = DEDICATED)
)
)
Alternatively, you may use the "Net Manager" tool - provided in the Configuration and Migration Tools for the Oracle database - to create a new service for the S_NQ_SCHED user account.
Note: For more information about importing a physical schema from relational data sources, please refer to Chapter 4 of the Oracle Business Intelligence Server Administration Guide (http://download.oracle.com/docs/cd/E10415_01/doc/bi.1013/b31770.pdf ) |
Note: For more information about setting up Connection Pools, please refer to Chapter 4 of the Oracle Business Intelligence Server Administration Guide. |
Open the OracleBI/systemsmanagement/runagent.sh file in a text editor (for exmaple, emacs). Replace -Dcom.sun.management.jmxremote with the following:
-Dcom.sun.management.jmxremote -Dcom.sun.management.jmxremote.port=9980 -Dcom.sun.management.jmxremote.authenticate=false -Dcom.sun.management.jmxremote.ssl=false
This section covers the following topics:
Enterprise Manager has a simple discovery wizard for Oracle Business Intelligence Suite Enterprise Edition targets. The Discovery wizard collects details about BI-EE targets including information about the hostname, Oracle BI Home, host login credentials, database credentials, and JMX agent designated port and login credentials.
After the Discovery wizard is complete, System and Service topologies are automatically generated by introspecting a BI-EE environment, and entered into Enterprise Manager's integrated configuration management database (CMDB).
To discover Oracle Business Intelligence Suite Enterprise Edition targets, perform the following steps:
Database Credentials:
After Oracle BI Suite EE targets are discovered in Enterprise Manager, you may refresh the discovery of Oracle BI Suite EE at anytime. Refreshing an existing Oracle BI Suite EE can be used to enter new details about BI-EE targets including information about the hostname, Oracle BI Home, host login credentials, database credentials, and JMX agent designated port and login credentials.
Perform the following steps to refresh an existing Oracle BI Suite EE:
In addition to refreshing the discovery of an existing Oracle BI Suite EE, you may also update the monitoring configuration details for individual BI-EE targets. Updating monitoring configuration details for individual BI-EE targets can be used to enter new details about BI-EE targets including information about the hostname, Oracle BI Home, host login credentials, database credentials, and JMX agent designated port and login credentials. For instance, if the database credentials for accessing the Oracle BI Scheduler tables changed, then you can update the monitoring configuration details for Oracle BI Scheduler using the Monitoring Configuration page.
Perform the following steps to update monitoring configuration for individual BI-EE targets:
In addition to Oracle BI-EE targets, the Business Intelligence Management Pack supports Oracle BI DAC Server.
Perform the following steps to add Oracle BI DAC Server target to Enterprise Manager:
The Oracle BI Suite EE discovery wizard allows you to discover one Oracle BI Presentation Server. If you are running a clustered environment with two Oracle BI Presentation Servers, you may use the Oracle BI Suite EE discovery wizard to discover the first Presentation Server, and then add the second Presentation Server manually.
Perform the following steps to add a second Oracle BI Presentation Server target to Enterprise Manager:
After discovering the Oracle BI Presentation Server, you can add the newly discovered target to the "System" topology. Follow the instructions in the Adding Targets to the System topology section.
A target of type System is automatically created once the discovery wizard for Oracle BI Suite EE is completed. The Oracle BI target of type System is representation of a system oriented view of monitored Oracle BI targets providing access to alerts, charts, blackouts, jobs activity, and topology view. You may edit the list components that define the System target, which in turn, defines the key components critical for running the Oracle BI target of type Service. For more information about monitoring the BI environment from a service-oriented perspective, please view the Service Level Management section.
Perform the following steps to add Oracle BI Presentation Server target to the "System" topology:
After discovering Oracle Business Intelligence targets, you may manually remove individual targets. This will, however, delete the respective target information from the Enterprise Manager repository.
After that entry is deleted, Enterprise Manager does not monitor that target anymore. If you perform a manual refresh for the Oracle BI Suite EE, Enterprise Manager includes that target in the new system topology.
Perform the following steps for manually removing components from an existing enterprise are:
To obtain better accessibility to the Oracle Business Intelligence targets, you may wish to create a group to include all the monitored Business Intelligence targets as well as other licensed targets that support the Business Intelligence application (for example, databases, application servers, and so on).
Perform the following steps to create a Group target:
Once the Group target has been appropriately added, you may also add a link to that group in the Target Subtabs section.
Perform the following steps to create a subtab for the newly created Business Intelligence group:
By combining targets in a group, Enterprise Manager offers a wealth of management features that enable you to efficiently manage these targets as one group. Using the Group pages, you can:
For more information about Group Management, refer to the Enterprise Manager Concepts Guide:
http://download.oracle.com/docs/cd/B16240_01/doc/em.102/b31949/toc.htm
.
This chapter explains how Enterprise Manager Grid Control simplifies the monitoring and management of Oracle BI targets in your enterprise through Configuration Management.
For more information about Configuration Management, please refer to the Enterprise Configuration Management section of the Enterprise Manager Concepts Guide:
http://download.oracle.com/docs/cd/B16240_01/doc/em.102/b31949/toc.htm
Configuration Management allows you to view, save, track, compare, and search the configuration information stored in the Management Repository for the monitored Oracle BI targets. The ability to compare configuration settings is useful in diagnostic situations when administrators need to find out what parameter has changed, or how two servers or server components differ from each other. Configuration Management is also useful in achieving regulatory compliance cost effectively, as it could be extremely tedious and error prone to try to keep track of changes manually.
Note: The Business Intelligence Management Pack supports configuration management for all monitored Oracle BI targets excluding the host. The Configuration Management Pack for Non-Oracle Systems is needed to take advantage of configuration management features for the underlying hosts running the Oracle BI application. |
This section covers the following topics:
The Business Intelligence Management Pack in Enterprise Manager Grid Control collects configuration information for all managed Oracle BI targets on the hosts that have a running Management Agent. The agent periodically sends the configuration information to the Management Repository over HTTP or HTTPS, allowing you to view up-to-date configuration information for your Oracle BI environment through Grid Control.
Table 1-3 Collected Configuration for Oracle BI Targets
Target Type | Collected Configuration Information |
---|---|
Oracle BI Server |
|
| |
Oracle BI Presentation Server |
|
Oracle BI Presentation Server | Minimum PDF Size Msg CRC Checking On Demand Answers - Set to true for On Demand deployment. Affects some UI generation and program behavior PDF Lib Directory PDF Server Service String PDF Threads Persistent Storage Dir - The location where Oracle BI Presentation Server stores iBot deliveries. At startup, Oracle BI Presentation Server attempts to create this directory Persistent Storage State Disconnected Application Repository ResDir - Specifies the physical location of the primary resource files of Oracle BI Presentation Server (resource files that ship with the product and not files that are customized for each customer). If specified a full path must be provided. Note also that Oracle BI Presentation Server must have permission to read this path. If this is a network share then the administrator must ensure that the user under which Oracle BI Presentation Server is running has read access to the share as well as read access to the file system the share is exported from. If this value is specified and is different from the physical location of the Oracle BI Presentation Server DLL files then URL\ResourceVirtualPath must be specified. SA Root Dir SAW Root Dir Search ID Expire Minutes System Subject Area - Whether or not a system subject area exists and should be used - Temporary file directory UI Default Timeout Minutes - Controls timeout on HTTP server threads Unaccess Running Timeout Minutes - If a running query has not been accessed for this amount of time the query is cancelled. This handles the case where the user is at the "Searching" screen and goes elsewhere abandoning the search. Do not make this too small because often the user might want to go elsewhere and come back to the search later Use PDF Server Use Replication - Controls whether replication is enabled Web DLL XML External Directory Preloading of ODBC Driver Allowed Languages Allowed Locale |
| |
Max Default Values - The maximum number of default values for dashboard prompts (multi-select control) Max DropDown Values - The maximum number of rows that can appear in the drop-down list of prompts Reload Inline - Controls whether to use the inline load when doing prompt constrain or clicking Go button Max Items Per Page
| |
Customer Resource Physical Path - Specifies the physical location of resource files that are not part of a default installation (includes styles/skins customized for customers). If specified, a full path must be provided. Note that Oracle BI Presentation Server must have permission to read from this path. If this is a network share, then the administrator must make sure that the user under which Oracle BI Presentation Server is running has read access to the share as well as read access to the file system the share is exported from Customer Resource Virtual Path - This setting overrides the virtual path used for resource files that are not part of a default installation Force Absolute Command URL Force Absolute Resource URL Resource Physical Path - Specifies the physical location of Oracle BI Presentation Server's primary resource files (resource files that ship with the product and not files that are customized for each customer). If specified, a full path must be provided. Note also that Oracle BI Presentation Server must have permission to read this path. If this is a network share, then the administrator must ensure that the user under which Oracle BI Presentation Server is running has read access to the share as well as read access to the file system the share is exported from. If this value is specified and is different from the physical location of the Oracle BI Presentation Server DLL files, the URL\ResourceVirtualPath must be specified Resource Server Prefix - Designates a separate Web server to deliver static resources thereby reducing the load on the main Web server. This prefix is used for the resources that have a fully qualified virtual path of the form "//Path//file". If a resource file has a relative virtual path of the form "Path//file", the prefix used is the same used for commands to the Oracle BI Presentation Server extension Resource Virtual Path - This setting overrides the virtual path used for Oracle BI Presentation Server's primary resource files. To generate relative URLs, the virtual path defaults to "Res" assuming that the resource folder is present under the same virtual directory as the Oracle BI Presentation Server DLL files. To generate absolute URLs, the value of URL\AbsoluteCommandURLPrefix is used. If a value is specified, it must be a fully qualified virtual path. If a slash mark (//) is not specified, one is added. Note that if a value is specified here, then these resource files and customer defined resource files must be served from the same Web server
| |
Max Lifetime Minutes - The maximum lifetime in minutes of a cache entry in the Column Info metadata cache (regardless of when it was last accessed) Unused Expire Minutes - The number of minutes before unused entries in the Column Info metadata cache are purged
| |
| |
JavaHost Service String - Points to the box that is running the Javahost Max Completion Time In Sec Max In Memory Chart - Maximum size of charts that are kept in memory. All others are saved to disk Max Processing Threads Max Queued Charts SVG Plugins Page - Entry used to write out HTML tag for SVG images Max Concurrent - Maximum concurrently executing funnel chart requests Max Canvas Height - The maximum height of gauge canvas Max Canvas Width - The maximum width of gauge canvas Max Gauges Per Canvas - The maximum number of gauges for each canvas or how many rows to process for gauges
| |
File Extension Memory Buckets Memory Cleanup Interval Minutes Memory Expire Minutes Memory Maximum Entries Memory Minimum Bucket Size Verify Reloaded EntryKey
| |
Keep Alive Max Failures Max Age Secs Max Connections Max Retry Attempts Server Connect String Class Main Jni Library - Absolute path to jvm.dll JVM Options - Java command line parameters. Default: -Xms128m -Xmx256m -Xrs -Djava.class.path:{CLASSPATH} -Djava.awt.headless:true -Djava.util.logging.config.file: {SADATADIR}//web//config//logconfig.txt where {CLASSPATH} is the list of javahost jar files separated by semicolons Log Config File Admin Dump Type Completely Disable - TRUE prevents Oracle BI Presentation Server from producing any dump or core files. Other MiniDump configuration settings are irrelevant if this value is TRUE Default Dump Type - Default type of dump to perform. Possible values: disabled Do not capture a dump. normal Capture only enough information to produce stack traces. Same as MiniDumpNormal. For more information, search the MSDN Web site for MiniDump options Dump Directory - Directory in which to place dumps Max Dumps - The maximum number of dumps to place in the DumpDirectory before overwriting old dumps Preload Dbg help - Selecting TRUE loads Microsoft dbghelp.dll library at startup instead of waiting for a crash to occur. This provides for more reliable dumping SETranslator Dump Type - The type of dump to perform when hardware exception translator is invoked Unhandled Exception DumpType - The type of dump to perform when the server crashes Listener Max Listen Backlog | |
Oracle BI Scheduler |
|
System
| |
Oracle BI Cluster Controller |
|
Oracle BI DAC Server |
|
Using the Business Intelligence Management Pack, you can perform the following actions for monitored Oracle BI targets such as Oracle BI Server, Oracle BI Presentation Server, Oracle BI Scheduler, Oracle BI Cluster Controller, and Oracle BI DAC Server:
Perform the following steps to view configuration of a monitored Oracle BI target:
Grid Control gives you the tools to perform comparisons between configurations of the same target type. These comparisons are useful to quickly find similarities and differences between two or more configurations.
You can compare:
When two target configurations are compared, all categories of collected configuration information are included. Grid Control presents the summary results of the comparison in a tabular format. More information that is detailed is available by drilling down from those summary results.
Perform the following steps to compare configurations of a monitored Oracle BI target:
Grid Control gives you the tools to view the history of configuration changes for all monitored Oracle BI targets.
Perform the following steps to view configuration history of a monitored Oracle BI target:
The change history audit trail is useful not only for diagnostic purposes, but also for compliance, as laws such as SOX and HIPAA require traceability of changes at all levels of the application stack. As changes are tracked automatically, it makes compliance a lot easier, quicker and less expensive to implement.
Due to the size, complexity, and criticality of today's enterprise IT operations, the challenge for IT professionals is to maintain high levels of component availability and performance for both applications and all components that comprise the application's technology stack. Monitoring the performance of these components and quickly correcting problems before they can impact business operations is crucial.
For more information about Application Performance Management, refer to the System Monitoring section of the Enterprise Manager Concepts Guide:
http://download.oracle.com/docs/cd/B16240_01/doc/em.102/b31949/toc.htm
The Business Intelligence Management Pack in Enterprise Manager provides comprehensive, flexible, easy-to-use monitoring functionality that supports the timely detection and notification of impending IT problems across your Business Intelligence environment.
This chapter covers the following topics:
System monitoring functionality permits unattended monitoring of your IT environment. The Business Intelligence Management Pack in Enterprise Manager comes with a comprehensive set of performance and health metrics that allow monitoring of key components in your BI environment, such as Oracle BI Server, Oracle BI Presentation Server, Oracle BI Scheduler, Oracle BI Cluster Controller, Oracle BI DAC Server, as well as the underlying hosts on which they run.
The collected performance metrics for the monitored Oracle BI targets are described in the Oracle Business Intelligence Performance Metrics section.
For information about collected performance metrics for the underlying hosts refer to the Host section of the Enterprise Manager Framework, Host, and Services Metric Reference Manual:
(http://download.oracle.com/docs/cd/B16240_01/doc/em.102/b16230/toc.htm
).
The Management Agent on each monitored host monitors the status, health, and performance of all managed components (also referred to as targets) on that host. If a target goes down, or if a performance metric crosses a warning or critical threshold, an alert is generated and sent to Enterprise Manager and to Enterprise Manager administrators who have registered interest in receiving such notifications.
Systems monitoring functionality and the mechanisms that support this functionality are discussed in the following sections:
Management Agents of Enterprise Manager automatically start monitoring their host systems (including hardware and software configuration data on these hosts) as soon as they are deployed and started. Metrics from all monitored components are stored and aggregated in the Management Repository, providing administrators with a rich source of diagnostic information and trend analysis data. When critical alerts are detected, notifications are sent to administrators for rapid resolution.
Out-of-box, Enterprise Manager monitoring functionality provides:
The Business Intelligence Management Pack in Enterprise Manager monitors all critical components in your BI environment (such as BI Server, BI Scheduler, BI Presentation Server, BI Cluster Controller, BI DAC Server, and underlying hosts) within your IT infrastructure.
Some examples of monitored metrics are:
Perform the following steps to view all metrics collected for a monitored Oracle BI target:
Some metrics have associated predefined limiting parameters called thresholds that cause alerts to be triggered when collected metric values exceed these limits. Enterprise Manager allows you to set metric threshold values for two levels of alert severity:
Perform the following steps to change the warning and critical thresholds of performance metrics for a monitored Oracle BI target:
In addition to monitoring performance metrics for each individual BI target, the Business Intelligence Management Pack provides the ability to monitor the BI environment from a service-oriented perspective. A target of type "Generic Service" is created automatically after the Oracle BI Suite EE discovery wizard is completed. The service is modeled with Oracle BI Analytics Server, Oracle BI Scheduler, Oracle BI Presentation Server, Oracle BI Cluster Controller, and the underlying hosts defined as the key components critical for running this service.
For more information about monitoring the BI environment from a service-oriented perspective see Service Level Management section.
You can define metrics to measure the performance of the service. You can add performance metrics from any of the key components that are critical for running the service. After you add metrics, you can define thresholds, which, when exceeded, generate alerts.
Perform the following steps to add performance metrics based on any of the key components and change the warning and critical thresholds for the selected metrics:
Metric baselines are statistical characterizations of system performance over well-defined time periods. Metric baselines can be used to implement adaptive alert thresholds for certain performance metrics as well as provide normalized views of system performance. Adaptive alert thresholds are used to detect unusual performance events. Baseline normalized views of metric behavior help administrators explain and understand such events. Metric baselines are well-defined time intervals (baseline periods) over which Enterprise Manager has captured system performance metrics. The underlying assumption of metric baselines is that systems with relatively stable performance should exhibit similar metric observations (that is, values) over times of comparable workload.
Two types of baseline periods are supported: moving window baseline periods and static baseline periods. Moving window baseline periods are defined as some number of days before the current date (for example: Last 7 days). This allows comparison of current metric values with recently observed history. Moving window baselines are useful for operational systems with predictable workload cycles (for example: OLTP days and batch nights). Static baselines are periods of time that you define that are of particular interest to you (for example: end of the fiscal year). These baselines can be used to characterize workload periods for comparison against future occurrences of that workload (for example: compare end of the fiscal year from one calendar year to the next).
Once metric baselines are defined, they can be used to establish alert thresholds that are statistically significant and adapt to expected variations across time. For example, you can define alert thresholds to be generated based on significance level, such as, the HIGH significance level thresholds are values that occur 5 in 100 times. Alternatively, you can generate thresholds based on a percentage of the maximum value observed within the baseline period. These can be used to generate alerts when performance metric values are observed to exceed normal peaks within that period.
Note: Metric baselines are supported only for the Oracle BI Service type Generic Service. Other Oracle BI targets do not support metric baselines. |
Perform the following steps to customize metric baselines for the Oracle BI Service of type Generic Service:
When a metric threshold value is reached, an alert is generated. An alert indicates a potential problem; either a warning or critical threshold for a monitored metric has been crossed. An alert can also be generated for various target availability states, such as:
For information about defining warning and critical thresholds, see the Out-of-Box Monitoring section.
When an alert is generated, you can access details about the alert from the Enterprise Manager console. In the All Targets Alerts section of the Enterprise Manager home page, you can view Critical Alerts, Warning Alerts and Errors for all monitored targets.
The home page of any monitored Oracle BI target lists the alerts specific to that target. You may also view a history of alerts for diagnostics purposes.
Perform the following steps to view alert history for a monitored Oracle BI target:
Enterprise Manager provides various options to respond to alerts. Administrators can be automatically notified when an alert triggers and/or corrective actions can be set up to automatically resolve an alert condition.
For information about setting up notifications, see Notifications section.
For information about setting up corrective actions, see Corrective Actions section.
When a target becomes unavailable or if thresholds for performance are crossed, alerts are generated in the Enterprise Manager console and notifications are sent to the appropriate administrators. Enterprise Manager supports notifications via e-mail (including e-mail-to-page systems), SNMP traps, and/or by running custom scripts.
Enterprise Manager supports these various notification mechanisms via notification methods. A notification method is used to specify the particulars associated with a specific notification mechanism, for example, which SMTP gateway(s) to use for e-mail, which OS script to run to log trouble-tickets, and so on. Super Administrators perform a one-time setup of the various types of notification methods available for use. Once defined, other administrators can create notification rules that specify the set of criteria that determines when a notification should be sent and how it should be sent. The criteria defined in notification rules include the targets, metrics and severity states (clear, warning, or critical) and the notification method that should be used when an alert occurs that matches the criteria. For example, you can define a notification rule that specifies e-mail should be sent to you when CPU Utilization on any host target is at critical severity or another notification rule that creates a trouble-ticket when any database is down. After a notification rule is defined, it can be made public for sharing across administrators. For example, administrators can subscribe to the same rule if they are interested in receiving alerts for the same criteria defined in the rule. Alternatively, an Enterprise Manager Super Administrator can assign notification rules to other administrators such that they receive notifications for alerts as defined in the rule.
Notifications are not limited to alerting administrators. Notification methods can be extended to execute any custom OS script or PL/SQL procedure, and thus can be used to automate any type of alert handling. For example, administrators can define notification methods that call into a trouble ticketing system, invoke third-party APIs to share alert information with other monitoring systems, or log a bug against a product.
Perform the following steps to customize notifications:
Corrective actions allow you to specify automated responses to alerts. Corrective actions ensure that routine responses to alerts are automatically executed; thereby saving administrator time and ensuring problems are dealt with before they noticeably impact users. For example, if Enterprise Manager detects that a component, such as the Oracle BI Server is down, a corrective action can be specified to automatically run an OS command to start it back up. A corrective action is thus any task you specify that will be executed when a metric triggers a warning or critical alert severity. By default, the corrective action runs on the target on which the alert has triggered. Administrators can also receive notifications for the success or failure of corrective actions.
Corrective actions for a target can be defined by all Enterprise Manager administrators who have been granted OPERATOR or greater privilege on the target. For any metric, you can define different corrective actions when the metric triggers at warning severity or at critical severity.
Corrective actions must run using the credentials of a specific Enterprise Manager administrator. For this reason, whenever a corrective action is created or modified, the credentials that the modified action will run with must be specified.
Perform the following steps to set up corrective actions based on performance metrics for a monitored Oracle BI target:
Blackouts allow you to support planned outage periods to perform emergency or scheduled maintenance. When a target is put under blackout, monitoring is suspended, thus preventing unnecessary alerts from being sent when you bring down a target for scheduled maintenance operations such as database backup or hardware upgrade. Blackout periods are automatically excluded when calculating a target's overall availability.
A blackout period can be defined for individual targets, a group of targets or for all targets on a host. The blackout can be scheduled to run immediately or in the future, and to run indefinitely or stop after a specific duration. Blackouts can be created on an as-needed basis, or scheduled to run at regular intervals. If, during the maintenance period, you discover that you need more (or less) time to complete maintenance tasks, you can easily extend (or stop) the blackout that is currently in effect. Blackout functionality is available from both the Enterprise Manager console as well as via the Enterprise Manager command-line interface (EMCLI). The EMCLI is often useful for administrators who would like to incorporate the blacking out of a target within their maintenance scripts. When a blackout ends, the Management Agent automatically re-evaluates all metrics for the target to provide current status of the target post-blackout.
If an administrator inadvertently performs scheduled maintenance on a target without first putting the target under blackout, these periods would be reflected as target downtime instead of planned blackout periods. This has an adverse impact on the target's availability records. In such cases, Enterprise Manager allows Super Administrators to go back and define the blackout period that should have happened at that time. The ability to create these retroactive blackouts provides Super Administrators the flexibility to define a more accurate picture of target availability.
Perform the following steps to set up blackouts for a monitored Oracle BI target:
Monitoring templates simplify the task of standardizing monitoring settings across your enterprise by allowing you to specify the monitoring settings once and apply them to your monitored targets. This makes it easy for you to apply specific monitoring settings to specific classes of targets throughout your enterprise. For example, you can define one monitoring template for test databases and another monitoring template for production databases.
A monitoring template defines all Enterprise Manager parameters you would normally set to monitor a target, such as:
When a change is made to a template, you can reapply the template across affected targets in order to propagate the new changes. You can reapply the monitoring templates as often as needed. For any target, you can preserve custom monitoring settings by specifying metric settings that can never be overwritten by a template.
Perform the following steps to set up blackouts for a monitored Oracle BI target:
User-defined metrics allow you to extend the reach of Enterprise Manager's monitoring to conditions specific to particular environments via custom scripts. Once a user-defined metric is defined, it will be monitored, aggregated in the repository, and can trigger alerts like any other metric in Enterprise Manager. The supported user-defined metrics in the Business Intelligence Management Pack are the ones created at the host-level (Operating System). Operating System (OS) User-Defined Metrics can be accessed from Host target home pages and allow you to implement custom monitoring functions via OS scripts.
Perform the following steps to set up user-define metrics for the underlying hosts supporting the Oracle BI environment:
If you already have your own library of custom monitoring scripts, you can leverage Enterprise Manager's monitoring features by integrating these scripts with Enterprise Manager as OS user-defined metrics.
Real-time performance charts are available for all monitored Oracle BI targets. The performance charts displayed are based on performance metrics collected by Enterprise Manager.
The collected performance metrics for the monitored Oracle BI targets are described in the Oracle Business Intelligence Performance Metrics section.
Performance charts are discussed in the following sections:
The Oracle BI Analytics Server home page shows graphs for Request Processing Time (seconds) and Request Throughput (requests per second) under the Response and Load section.
The Performance page (sub-tab) for the Oracle BI Analytics Server displays performance charts that are available in different categories:
General Performance:
Cache Performance:
Database Performance:
The Dashboard Reports page (sub-tab) for the Oracle BI Analytics Server displays information about dashboard usage allowing the user to:
The Oracle BI Presentation Server home page shows graphs for Complete Requests per Second and Current Requests under the Response and Load section.
The Performance page (sub-tab) for the Oracle BI Presentation Server displays performance charts for the following metrics:
The Oracle BI Scheduler home page shows graphs for Failed Jobs and Total Jobs under the Scheduler Jobs section.
Under the Failed BI Scheduler Jobs (Last 24 Hrs) section, information about failed jobs is displayed with details about the Job Name, Instance ID, Job ID, Start Time, Duration and Error Message.
Under the Next Scheduled Jobs section, information about scheduled jobs is displayed with details about User ID, Job Name, Job ID, Next Run Time, and Script Type.
The Oracle BI DAC Server home page shows graphs for Failed Tasks and Total Tasks under the ETL Performance section.
The Oracle BI DAC Server home page also shows graphs for Running Tasks and Runnable Tasks under the Running Vs Runnable section.
Under the Failed ETL Runs section, information about failed ETL Runs is displayed with details about the ETL Run Name, Process ID, Duration, Total Steps, Completed Steps, Stopped/Failed Steps, Running Steps, and Log.
The Performance page (sub-tab) for the Oracle BI DAC Server displays performance charts that are available in two categories:
Historical ETL Performance:
ETL Runs:
The Oracle BI Cluster Controller home page shows graphs for CPU (%) and Memory Usage (KB).
In addition to monitoring performance metrics for each individual BI target, the Business Intelligence Management Pack provides the ability to monitor the BI environment from a service-oriented perspective. A target of type "Generic Service" is created automatically after completing the Oracle BI Suite EE discovery wizard. The service is modeled with Oracle BI Analytics Server, Oracle BI Scheduler, Oracle BI Presentation Server, Oracle BI Cluster Controller, and the underlying hosts defined as the key components critical for running this service.
For more information about Service Level Management, refer to the Service Management section of the Enterprise Manager Concepts Guide:
http://download.oracle.com/docs/cd/B16240_01/doc/em.102/b31949/toc.htm
Enterprise Manager Grid Control provides a comprehensive monitoring solution that helps you to effectively manage services from the overview level to the individual component level. When a service fails or performs poorly, Grid Control provides diagnostics tools that help to resolve problems quickly and efficiently, significantly reducing administrative costs spent on problem identification and resolution. Finally, customized reports offer a valuable mechanism to analyze the behavior of the applications over time.
Service Level Management is discussed in the following sections:
Service tests are functional tests that are defined by Enterprise Manager administrators to represent end user tasks, and are used to determine the availability and performance of a service. The availability of a service is defined in terms of the successful execution of either all or at least one of the 'key' service tests defined for the service.
For the Oracle Business Intelligence Enterprise Edition application, an administrator can define a combination of one or more navigation paths within the application to be used as the criteria for determining the service's availability. For example, the Interactive Dashboards requires that a user successfully log on to the Web site and access one of the available dashboards for the service to be considered available. Enterprise Manager uses these logical tasks or 'transactions' to define the availability of a Web application. These critical paths of business processes for Web applications are recorded, and the stored transaction or 'service test' can be launched at a user-defined interval from strategic locations across the user-base.
Important Notes:
The limitations of using service tests to monitor the availability and performance of the Oracle BI-EE service are listed below:
Availability using service tests are monitored from various global user communities within the network. A service may be unavailable for all users or it may be a problem that is impacting users contained only within a specific network or location. To determine application availability from different end-points, 'beacons' are used to play back service tests at specified intervals from various locations that are representative of your user communities. Beacons are client robots that collect availability and performance data at specified intervals at strategic locations in the network.
Perform the following steps to add a beacon:
Perform the following steps to record a web transaction with critical paths as a service test:
The Request Simulation mode in Grid Control 10.2.0.4 is equivalent to the web transaction monitoring capability in Grid Control 10.2.0.3.
In Grid Control 10.2.0.3, when a web transaction is recorded, the web transaction monitoring capability records all the HTTP requests that the browser made. The Beacon plays back a web transaction by sending an equivalent set of HTTP requests. Due to the dynamic nature of HTTP requests (especially session specific parameters), the request simulation approach may not be suitable for certain web transactions because requests that contain parameters only relevant to the recording session may not be recorded.
In Grid Control 10.2.0.4, a new mode of playback: Browser Simulation was introduced. When a web transaction is recorded, all the HTTP requests, as well as the mouse and keyboard actions are recorded. A Beacon plays back a web transaction by either sending HTTP requests (Request Simulation) or by opening a browser and performing these mouse and keyboard actions (Browser Simulation). For example, data entry in a text field, and mouse click on a button.
At the end of the web transaction recording, a user needs to pick a playback mode - (Request Simulation or Browser Simulation) based on a simple heuristic.
Steps to verify the Request Simulation mode is suitable after recording:
Steps to verify the Browser Simulation mode is suitable after recording:
You can define metrics to measure the performance and usage of the service. Performance indicates the response time of the service as experienced by the end user. Usage metrics are based on the user demand or load on the system. After adding metrics, you can define thresholds, which, when exceeded, generate alerts.
Additionally, the charts for the performance and usage metrics that you define will be displayed in the Charts page (sub-tab).
Finally, the performance metrics that you add will be available for defining the Availability of the service as discussed in the following section.
Perform the following steps to add performance metrics:
Perform the following steps to add usage metrics:
"Availability" of a service is a measure of the end users' ability to access the service at a given point in time. The rules of what constitutes availability, however, may differ from one application to another. For example, for a Customer Relationship Management (CRM) application, availability may mean that a user can successfully log on to the application and access a sales report. For an online store, availability may be monitored based on whether the user can successfully log in, browse the store, and make an online purchase.
Grid Control allows you to define the availability of your service based on service tests or systems.
Perform the following steps to define the availability of a service:
Service-level parameters are used to measure the quality of the service. These parameters are usually based on actual service-level agreements or on operational objectives.
Service Level Management feature of Grid Control allows you to proactively monitor your enterprise against your service-level agreements to verify that you are meeting the availability, performance, and business needs within the business hours of the service. For service-level agreements, you may want to specify the levels according to operational or contractual objectives.
By monitoring against service levels, you can ensure the quality and compliance of your business processes and applications.
Perform the following steps to edit service-level rule for a service:
Use the Topology page (sub-tab), to view the dependencies between the service, its system components, and other services that define its availability. Upon service failure, the potential causes of failure, as identified by Root Cause Analysis, are highlighted in the topology view. In the topology, you can view dependent relationships between services and systems.
Grid Control provides a graphical representation of the historic and current performance and usage trends in the Charts page (sub-tab). You can view metric data for the current day (24 hours), 7 days, or 31 days. The thresholds for any performance or usage alerts generated during the selected period are also displayed in the charts. This helps you to easily track the performance and usage of the service test or system over time and investigate causes of service failure.
Use the Test Performance page (sub-tab) to view the historical and current performance of the service tests from each of the beacons. If a service test has been defined for this service, the response time measurements as a result of executing that service test can be used as a basis for performance metrics of the service. It is possible to have multiple response time measurements if the service access involves multiple steps or the service provides multiple business functions. Alternatively, performance metrics from the underlying system components can also be used to measure performance of a service.
If the performance of a service is slow, it may be due to high usage of the service. Monitoring the service usage helps diagnose poor performance by indicating whether the service is affected by high usage of a system component.
Enterprise Manager provides out-of-box reports that are useful for monitoring services and Web applications. You can also set the publishing options for reports so that they are sent out via email at a specified period of time.
For more information about Service Level Management, refer to the Information Publisher section of the Enterprise Manager Concepts Guide:
http://download.oracle.com/docs/cd/B16240_01/doc/em.102/b31949/toc.htm
Performance metrics are collected for all the monitored Oracle Business Intelligence targets. This section describes all the performance metrics collected and provides some guidelines for using performance metrics.
The metrics collected for the Oracle BI Analytics Server are shown in Table 1-4. The performance metrics for the Oracle BI Server are exposed via the JMX Agent - located in OracleBI\systemsmanagement\ directory.
Table 1-4 Oracle BI Analytics Server Metrics
Metric | Description |
---|---|
Database Connection Pool - Counters specifically pertaining to Oracle BI Server DB Connection Pool object | |
Current Busy Connection Count | The current number of connections assigned to process a query or processing a query in the DB Connection pool. |
Current Connection Count | The current number of open connections in the thread pool. |
Physical Database - Back-end physical database to which Oracle BI Server connects | |
Average Query Request Response Time | Average time (in seconds) a physical query waits for responses to its back-end database requests during the sampling interval. |
Failed Queries/Second | Number of queries that failed each second in the back-end physical database during the sampling interval. |
Queries/Second | Number of queries completed each second by back-end physical database during the sampling interval. |
Rows/Second | Number of rows retrieved each second from back-end physical database (both completed and failed queries) during the sampling interval. |
Resources | |
CPU (%) | The CPU Usage metric provides the CPU consumption as a percentage of CPU time at any given moment in time. The number is a summation of the CPU consumption of the Oracle BI Server process and any of its child processes (and their child processes and so on). |
Memory (KB) | The amount of memory (in KB) used by the Oracle BI Server and its child processes. |
Response | |
Status | The status of the Oracle BI Server: Up, Down, Pending, or Under Blackout. This metric value is 1 if the Oracle BI Server is up and running. |
Data Cache - Counters specifically pertaining to Oracle BI Server Data Cache | |
Data Cache Hit Ratio as % | Percentage of data cache hits during the sampling period |
Data Cache Hits/Second | Number of times a query was satisfied from data cache each second during the sampling period |
Data Cache Misses/Second | Number of times a qualified query was not satisfied from data cache each second during the sampling period |
Data Cache Unqualified Queries Misses/Second | Number of times an unqualified query was not satisfied from data cache each second during the sampling period |
Generic Cache - Counters specifically pertaining to Oracle BI Server Cache using Generic Cache object | |
Generic Cache Average Hits/Second | Average number of hits each second for the specified cache object during the sampling period |
Generic Cache Average Misses/Second | Average number of misses each second for the specified cache object during the sampling period |
Generic Cache Requests Since Last Collection | Total number of requests against the specified cache object since last collection |
Generic Cache Total Requests | Total number of requests during the sampling period against the specified cache object |
Generic Cache Utilization Ratio (%) | Percentage of specified cache object in use |
General - General counters pertaining to overall Oracle BI SPDLL Performance | |
Active Execute Requests | Number of execute requests active within the Oracle BI Server at the end of the sampling interval |
Active Execute Requests Since Last Collection | Number of execute requests active within the Oracle BI Server since last collection |
Active Fetch Requests | Number of fetch requests active within the Oracle BI Server at the end of the sampling interval |
Active Fetch Requests Since Last Collection | Number of fetch requests active within the Oracle BI Server since last collection |
Active Logins | Number of active logins within the Oracle BI Server at the end of the sampling interval |
Active Logins Since Last Collection | Number of active logins within the Oracle BI Server since last collection |
Active Prepare Requests | Number of query prepare requests active within the Oracle BI at the end of the sampling interval |
Active Prepare Requests Since Last Collection | Number of query prepare requests active within the Oracle BI since last collection |
Average Query Elapsed Time | Elapsed time (in seconds) for the average query that completed, including both successful and fail queries, during the sampling interval |
New Execute Requests | Number of new execute requests received by the Oracle BI Server during the sampling interval |
New Execute Requests Since Last Collection | Number of new execute requests received by the Oracle BI Server since last collection |
New Fetch Requests | Number of new fetch requests received by the Oracle BI Server during the sampling interval |
New Fetch Requests Since Last Collection | Number of new fetch requests received by the Oracle BI Server since last collection |
New Prepare Requests | Number of new query prepare requests received by the Oracle BI during the sampling interval |
New Prepare Requests Since Last Collection | Number of new query prepare requests received by the Oracle BI since last collection |
Queries/Second | Number of queries completed each second by Oracle BI Server during the sampling interval |
Sessions Since Last Collection | Number of sessions connecting clients to Oracle BI Server since last collection |
Total Sessions | Number of sessions connecting clients to Oracle BI Server at the end of the sampling interval |
Dashboard Usage - Dashboard Usage in Last 7 Days | |
Count | The number of dashboards accessed in the last 7 days |
Last Accessed On | The "last-access" date for all the dashboards used in the last 7 days |
Dashboard Usage - Failed Dashboards in Last 24 Hours | |
Dashboard | The name of the failed dashboard in the last 24 hours |
End Time | The end time of a dashboard request |
Error Code | The error code associated with the dashboard failure |
Error Message | The error message associated with the dashboard failure |
Repository | The repository in which dashboard failure occurred |
Start Time | The start time of a dashboard request |
Subject Area | The subject area associated with the failed dashboard |
Dashboard Usage - Top Dashboards in Last 7 Days | |
Total Compile Time | The total compile time for a dashboard request |
Total Database Time | The total database time for a dashboard request |
Total Failed Requests | The total number of failed requests |
Total Requests | The total number of requests |
Total Time | The total time taken to complete a request |
Dashboard Usage - Top Users in Last 7 Days | |
Total Compile Time | The total compile time for a dashboard request |
Total Database Time | The total database time for a dashboard request |
Total Failed Requests | The total number of failed requests |
Total Requests | The total number of requests |
Total Time | The total time taken to complete a request |
The metrics collected for the Oracle BI Presentation Server are shown in Table 1-5. The performance metrics for the Oracle BI Presentation Server are exposed via the JMX Agent - located in OracleBI\systemsmanagement\ directory.
Table 1-5 Oracle BI Presentation Server Metrics
Metric | Description |
---|---|
Resources | |
CPU (%) | The CPU Usage metric provides the CPU consumption as a percentage of CPU time at any given moment in time. The number is a summation of the CPU consumption of the Oracle BI Presentation Server process and any of its child processes (and their child processes and so on). |
Memory (KB) | The amount of memory used by the Oracle BI Presentation Server and all of its child processes in KB. |
Response | |
Status | The status of the Oracle BI Presentation Server: Up, Down, Pending, or Under Blackout. This metric has a value of 1 if the Oracle BI Presentation Server is up and running. |
Sessions - Information about Oracle BI Presentation Server sessions. A session can be a browser or an iBot session | |
Active Sessions | The number of sessions that are considered active |
Current Sessions | The number of current sessions |
Chart Engine - Information related to Oracle BI Presentation Server's chart engine and cache. The chart cache maintains, on disk, recently accessed charts for instantaneous response | |
Charts Queued | The current number of charts waiting in queue for processing |
Charts Running | The current number of charts that are currently being processed. This does not include charts waiting in queue for processing |
Charts Thread Pools - Information about charts threads pools within the Oracle BI Presentation Server. A thread pool is responsible for executing jobs of a specific type | |
Jobs Queued | The current number of jobs waiting in queue for processing by this thread pool |
Jobs Running | The current number of jobs being processed by this thread pool |
Query Thread Pool - Information about query threads pools within the Oracle BI Presentation Server. A thread pool is responsible for executing jobs of a specific type | |
Jobs Queued | The current number of jobs waiting in queue for processing by this thread pool |
Jobs Running | The current number of jobs being processed by this thread pool |
Request Processor - Information related to requests processed by the Oracle BI Presentation Server | |
Bad Requests | The total number of bad requests |
Completed Requests | The total number of requests completed |
Completed Requests/Second | The rate at which new requests are processed |
Current Requests | The current number of requests being processed |
Failed Requests | The total number of failed requests |
Long Requests | The total number of long running requests |
The metrics collected for the Oracle BI Scheduler are shown in Table 1-6.
Table 1-6 Oracle BI Scheduler Metrics
Metric | Description |
---|---|
Resources | |
CPU (%) | The CPU Usage metric provides the CPU consumption as a percentage of CPU time at any given moment in time. The number is a summation of the CPU consumption of the Oracle BI Scheduler process and any of its child processes (and their child processes and so on). |
Memory (KB) | The amount of memory used by the Oracle BI Scheduler and its child processes in KB. |
Response | |
Status | The status of the Oracle BI Scheduler: Up, Down, Pending, or Under Blackout. This metric has a value of 1 if the Oracle BI Scheduler is up and running. |
Job Metrics | |
Failed Jobs | The total number of failed jobs |
Total Jobs | The total number of jobs |
Failed Jobs | |
End Time | The end time of a scheduled job |
Error Message | The error message associated with a failed job |
Job Name | The name of a failed job |
Start Time | The start time of a scheduled job |
Total Jobs | |
Job Name | The name of a scheduled job |
Next Run Time | The next run time for a scheduled job |
Script Type | The type of script for a scheduled job (for example, JavaScript) |
Sys Time Stamp | The Sys Time Stamp for a scheduled job |
Time Zone | The time zone associated with a scheduled job |
User ID | The User ID responsible for a scheduled job |
The metrics collected for the Oracle Cluster Controller are shown in Table 1-7.
Table 1-7 Oracle BI Cluster Controller Metrics
Metric | Description |
---|---|
Resources | |
CPU (%) | The CPU Usage metric provides the CPU consumption as a percentage of CPU time at any given moment in time. The number is a summation of the CPU consumption of the Oracle BI Cluster Controller process and any of its child processes (and their child processes and so on). |
Memory (KB) | The amount of memory used by the Oracle BI Cluster Controller and its child processes in KB. |
Response | |
Status | The status of the Oracle BI Cluster Controller: Up, Down, Pending, or Under Blackout. This metric has a value of 1 if the Oracle BI Cluster Controller is up and running. |
The metrics collected for the Oracle BI DAC Server are shown in Table 1-8.
Table 1-8 Oracle BI DAC Server Metrics
Metric | Description |
---|---|
Resources | |
CPU (%) | The CPU Usage metric provides the CPU consumption as a percentage of CPU time at any given moment in time. The number is a summation of the CPU consumption of the Oracle BI DAC Server process and any of its child processes (and their child processes and so on). |
Memory (KB) | The amount of memory (in KB) used by the Oracle BI DAC Server and its child processes. |
Response | |
Status | The status of the Oracle BI DAC Server: Up, Down, Pending, or Under Blackout. This metric has a value of 1 if the Oracle BI DAC Server is up and running. |
ETL Performance | |
Completed Tasks | The number of completed ETL Tasks |
Failed Tasks | The number of failed ETL Tasks |
Queued Tasks | The number of queued ETL Tasks |
Runnable Tasks | The number of ETL Tasks that can be run |
Running Tasks | The number of running ETL Tasks |
Total Tasks | The total number of ETL Tasks |
ETL Runs | |
Completed Steps | Number of successful steps |
ETL Definition | Name of the ETL execution plan |
End Time | The end time of the ETL Run |
Failed Steps | Number of failed steps |
Running Steps | Number of running steps |
Start Time | The start time of the ETL Run |
Status | Status of the ETL Run - this could be completed, failed, stopped, running, runnable, or queued |
Total Steps | Total number of steps in the ETL run |
Failed ETL Runs | |
Completed Steps | Number of successful steps |
ETL Definition | Name of the ETL execution plan |
End Time | The end time of the ETL Run |
Failed Steps | Number of failed steps |
Running Steps | Number of running steps |
Start Time | The start time of the ETL Run |
Status | Status of the ETL Run - this could be completed, failed, stopped, running, runnable, or queued |
Total Steps | Total number of steps in the ETL run |
ETL Run Log | |
ETL Log | ETL log for each of the ETL Runs |
This section describes common problems that you may encounter when monitoring and managing BI-EE with the Business Intelligence Management Pack.
It contains the following topics:
This section describes
The Oracle BI Suite EE discovery fails and, consequently, Enterprise Manager does not create the corresponding Oracle BI-EE targets.
The credentials requested for discovering the Oracle BI-EE components (including Oracle BI Analytics Server, Oracle BI Cluster Controller, Oracle BI Scheduler and Oracle BI Presentation Server) may be inaccurate.
Provide the correct credentials for discovering the Oracle BI-EE components:
Verify that all pre-requisites have been completed before the discovery process. See the Discovering and Configuring Oracle Business Intelligence Targets section.
Problem
Configuration Comparison for the Oracle BI Presentation Server Fails
Possible Cause
Limitation in Oracle Enterprise Manager 10g Release 4 (10.2.0.4.0) and will be resolved in future releases.
Problem
Although the Oracle BI Suite EE discovery completed successfully, some metrics are collected, but other metrics are not.
Possible Cause
Solution
cd C:\OracleBI\systemsmanagement\
runagent.cmd
Possible Cause
Enterprise Manager (EM) collects Oracle BI-EE metrics only at certain intervals (regular metrics every 15 minutes, availability information every five minutes). Therefore, information visible in the Enterprise Manager user interface may be out of sync with the Windows Services panel.
Workaround
If you are interested in monitoring a certain metric in real-time mode for a certain period, go to the All Metrics page for a given Oracle BI-EE target, navigate to the desired metric, and change it to Real-time mode. In this mode, collection occurs more frequently and you can follow statistics more closely.
Solution
You can change the collection frequency for individual metrics. If you want the availability metrics to be collected more often, you may change the collection frequency for your key Oracle BI-EE components.
Possible Cause
A limitation in the application.
Solution
Close and start a new Internet Explorer browser window.
Possible Cause
To run a Web Transaction (Browser) service test, you require beacons that are running on 10.2.0.4 or later Management Agent on Windows XP.
Solution
Refer to the Advanced Configuration Guide for details: (http://download-east.oracle.com/docs/cd/B16240_01/doc/em.102/e10954/apm.htm#sthref635
)
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