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Preface

This preface contains the following topics:

	
Audience


	
Documentation Accessibility


	
Related Documents


	
Conventions





Audience

This guide is intended for Oracle database administrators (DBAs) who want to tune and optimize the performance of Oracle Database. Before using this document, you should complete Oracle Database 2 Day DBA.

In particular, this guide is targeted toward the following groups of users:

	
Oracle DBAs who want to acquire database performance tuning skills


	
DBAs who are new to Oracle Database





Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle Accessibility Program website at http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.


Access to Oracle Support

Oracle customers have access to electronic support through My Oracle Support. For information, visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing impaired.


Accessibility of Code Examples in Documentation

Screen readers may not always correctly read the code examples in this document. The conventions for writing code require that closing braces should appear on an otherwise empty line; however, some screen readers may not always read a line of text that consists solely of a bracket or brace.


Accessibility of Links to External Websites in Documentation

This documentation may contain links to websites of other companies or organizations that Oracle does not own or control. Oracle neither evaluates nor makes any representations regarding the accessibility of these websites.


Access to Oracle Support

Oracle customers have access to electronic support through My Oracle Support. For information, visit http://www.oracle.com/support/contact.html or visit http://www.oracle.com/accessibility/support.html if you are hearing impaired.


Related Documents

For more information about the topics covered in this document, see the following documents:

	
Oracle Database 2 Day DBA


	
Oracle Database Administrator's Guide


	
Oracle Database Concepts


	
Oracle Database Performance Tuning Guide





Conventions

The following conventions are used in this document:


	Convention	Meaning
	boldface	Boldface type indicates graphical user interface elements associated with an action, or terms defined in text or the glossary.
	italic	Italic type indicates book titles, emphasis, or placeholder variables for which you supply particular values.
	monospace	Monospace type indicates commands within a paragraph, URLs, code in examples, text that appears on the screen, or text that you enter.











Part I



Getting Started

Part I provides an introduction to this guide and explains the Oracle Database performance method. This part contains the following chapters:

	
Chapter 1, "Introduction"


	
Chapter 2, "Oracle Database Performance Method"










1 Introduction

As an Oracle database administrator (DBA), you are responsible for the performance of your Oracle database. Tuning a database to reach a desirable performance level may be a daunting task, especially for DBAs who are new to Oracle Database. Oracle Database 2 Day + Performance Tuning Guide is a quick start guide that teaches you how to perform day-to-day database performance tuning tasks using features provided by Oracle Diagnostics Pack, Oracle Tuning Pack, and Oracle Enterprise Manager (Enterprise Manager).

This chapter contains the following sections:

	
About This Guide


	
Common Oracle DBA Tasks


	
Tools for Tuning the Database






About This Guide

Before using this guide, you must do the following:

	
Read Oracle Database 2 Day DBA in its entirety.


	
Obtain the necessary products and tools described in "Tools for Tuning the Database".




Oracle Database 2 Day + Performance Tuning Guide is task-oriented. The objective is to describe why and when tuning tasks need to be performed.

This guide is not an exhaustive discussion of all Oracle Database concepts. For that type of information, see Oracle Database Concepts.

This guide does not describe basic Oracle Database administrative tasks. For that type of information, see Oracle Database 2 Day DBA. For a complete discussion of administrative tasks, see Oracle Database Administrator's Guide.

The primary interface used in this guide is the Enterprise Manager Database Control console. This guide is not an exhaustive discussion of all Oracle Database performance tuning features. It does not cover available application programming interfaces (APIs) that provide comparable tuning options to those presented in this guide. For this type of information, see Oracle Database Performance Tuning Guide.






Common Oracle DBA Tasks

As an Oracle DBA, you can expect to be involved in the following tasks:

	
Installing Oracle software


	
Creating an Oracle database


	
Upgrading the database and software to new releases


	
Starting up and shutting down the database


	
Managing the storage structures of the database


	
Managing user accounts and security


	
Managing schema objects, such as tables, indexes, and views


	
Making database backups and performing database recovery, when necessary


	
Proactively monitoring the condition of the database and taking preventive or corrective actions, as required


	
Monitoring and tuning database performance




Oracle Database 2 Day + Performance Tuning Guide describes how to accomplish the last two tasks in the preceding list.






Tools for Tuning the Database

The intent of this guide is to allow you to quickly and efficiently tune and optimize the performance of Oracle Database.

To achieve the goals of this guide, you must acquire the following products, tools, features, and utilities:

	
Oracle Database 11g Enterprise Edition

Oracle Database 11g Enterprise Edition offers enterprise-class performance, scalability and reliability on clustered and single-server configurations. It includes many performance features that are used in this guide.


	
Oracle Enterprise Manager

The primary tool to manage the database is Enterprise Manager, a Web-based interface. After you install the Oracle software, create or upgrade a database, and configure the network, you can use Enterprise Manager to manage the database. In addition, Enterprise Manager provides an interface for performance advisors and for database utilities, such as SQL*Loader and Recovery Manager (RMAN).


	
Oracle Diagnostics Pack

Oracle Diagnostics Pack offers a complete, cost-effective, and easy-to-use solution to manage the performance of Oracle Database environments by providing unique features, such as automatic identification of performance bottlenecks, guided problem resolution, and comprehensive system monitoring. Key features of Oracle Diagnostics Pack used in this guide include Automatic Workload Repository (AWR), Automatic Database Diagnostic Monitor (ADDM), and Active Session History (ASH).


	
Oracle Database Tuning Pack

Oracle Database Tuning Pack automates the database application tuning process, thereby significantly lowering database management costs while enhancing performance and reliability. Key features of Oracle Database Tuning Pack that are used in this guide include the following:

	
SQL Tuning Advisor

This feature enables you to submit one or more SQL statements as input and receive output in the form of specific advice or recommendations for how to tune statements, along with a rationale for each recommendation and its expected benefit. A recommendation relates to collection of statistics on objects, creation of new indexes, restructuring of the SQL statements, or creation of SQL profiles.


	
SQL Access Advisor

This feature enables you to optimize data access paths of SQL queries by recommending the proper set of materialized views and view logs, indexes, and partitions for a given SQL workload.





	
Oracle Real Application Testing

Oracle Real Application Testing consists of the following key features:

	
Database Replay

This feature enables you to capture the database workload on a production system, and replay it on a test system with the exact same timing and concurrency as the production system on the same or newer release of Oracle Database.


	
SQL Performance Analyzer

This feature enables you to assess the effect of system changes on SQL performance by identifying SQL statements that have regressed, improved, or remained unchanged.




See Oracle Database Real Application Testing User's Guide to learn how to use these features.







	
Note:

Some of the products and tools in the preceding list, including Oracle Diagnostics Pack and Oracle Database Tuning Pack, require separate licenses. For more information, see Oracle Database Licensing Information.















Part II



Proactive Database Tuning

Part II describes how to tune Oracle Database proactively on a regular basis and contains the following chapters:

	
Chapter 3, "Automatic Database Performance Monitoring"


	
Chapter 4, "Monitoring Real-Time Database Performance"


	
Chapter 5, "Monitoring Performance Alerts"










3 Automatic Database Performance Monitoring

Automatic Database Diagnostic Monitor (ADDM) automatically detects and reports performance problems with the database. The results are displayed as ADDM findings on the Database Home page in Oracle Enterprise Manager (Enterprise Manager). Reviewing the ADDM findings enables you to quickly identify the performance problems that require your attention.

Each ADDM finding provides a list of recommendations for reducing the impact of the performance problem. You should review ADDM findings and implement the recommendations every day as part of regular database maintenance. Even when the database is operating at an optimal performance level, you should continue to use ADDM to monitor database performance on an ongoing basis.

This chapter contains the following sections:

	
Overview of Automatic Database Diagnostic Monitor


	
Configuring Automatic Database Diagnostic Monitor


	
Reviewing the Automatic Database Diagnostic Monitor Analysis


	
Interpretation of Automatic Database Diagnostic Monitor Findings


	
Implementing Automatic Database Diagnostic Monitor Recommendations


	
Viewing Snapshot Statistics







	
See Also:

	
Oracle Database Performance Tuning Guide for information about using the DBMS_ADVISOR package to diagnose and tune the database with the Automatic Database Diagnostic Monitor














Overview of Automatic Database Diagnostic Monitor

ADDM is self-diagnostic software built into Oracle Database. ADDM examines and analyzes data captured in Automatic Workload Repository (AWR) to determine possible database performance problems. ADDM then locates the root causes of the performance problems, provides recommendations for correcting them, and quantifies the expected benefits. ADDM also identifies areas where no action is necessary.

This section contains the following topics:

	
ADDM Analysis


	
ADDM Recommendations


	
ADDM for Oracle Real Application Clusters






ADDM Analysis

An ADDM analysis is performed after each AWR snapshot (every hour by default), and the results are saved in the database. You can then view the results using Enterprise Manager. Before using another performance tuning method described in this guide, review the results of the ADDM analysis first.

The ADDM analysis is performed from the top down, first identifying symptoms and then refining the analysis to reach the root causes of performance problems. ADDM uses the DB time statistic to identify performance problems. DB time is the cumulative time spent by the database in processing user requests, including both the wait time and CPU time of all user sessions that are not idle.

The goal of database performance tuning is to reduce the DB time of the system for a given workload. By reducing DB time, the database can support more user requests by using the same or fewer resources. ADDM reports system resources that are using a significant portion of DB time as problem areas and sorts them in descending order by the amount of related DB time spent. For more information about the DB time statistic, see "Time Model Statistics".






ADDM Recommendations

In addition to diagnosing performance problems, ADDM recommends possible solutions. When appropriate, ADDM recommends multiple solutions from which you can choose. ADDM recommendations include the following:

	
Hardware changes

Adding CPUs or changing the I/O subsystem configuration


	
Database configuration

Changing initialization parameter settings


	
Schema changes

Hash partitioning a table or index, or using automatic segment space management (ASSM)


	
Application changes

Using the cache option for sequences or using bind variables


	
Using other advisors

Running SQL Tuning Advisor on high-load SQL statements or running the Segment Advisor on hot objects




ADDM benefits apply beyond production systems. Even on development and test systems, ADDM can provide an early warning of potential performance problems.

Performance tuning is an iterative process. Fixing one problem can cause a bottleneck to shift to another part of the system. Even with the benefit of the ADDM analysis, it can take multiple tuning cycles to reach a desirable level of performance.




	
See Also:

	
Oracle Database 2 Day DBA for information the Segment Advisor

















ADDM for Oracle Real Application Clusters

In an Oracle Real Application Clusters (Oracle RAC) environment, you can use ADDM to analyze the throughput performance of a database cluster. ADDM for Oracle RAC considers DB time as the sum of database times for all database instances and reports findings that are significant at the cluster level. For example, the DB time of each cluster node may be insignificant when considered individually, but the aggregate DB time may be a significant problem for the cluster as a whole.




	
See Also:

	
Oracle Database 2 Day + Real Application Clusters Guide for information about using ADDM for Oracle RAC



















Configuring Automatic Database Diagnostic Monitor

This section contains the following topics:

	
Setting Initialization Parameters to Enable ADDM


	
Setting the DBIO_EXPECTED Parameter


	
Managing AWR Snapshots






Setting Initialization Parameters to Enable ADDM

Automatic database diagnostic monitoring is enabled by default and is controlled by the CONTROL_MANAGEMENT_PACK_ACCESS and the STATISTICS_LEVEL initialization parameters.

Set CONTROL_MANAGEMENT_PACK_ACCESS to DIAGNOSTIC+TUNING (default) or DIAGNOSTIC to enable automatic database diagnostic monitoring. Setting CONTROL_MANAGEMENT_PACK_ACCESS to NONE disables many Oracle Database features, including ADDM, and is strongly discouraged.

Set STATISTICS_LEVEL to TYPICAL (default) or ALL to enable automatic database diagnostic monitoring. Setting STATISTICS_LEVEL to BASIC disables many Oracle Database features, including ADDM, and is strongly discouraged.

To determine whether ADDM is enabled: 

	
From the Database Home page, click Server.

The Server subpage appears.


	
In the Database Configuration section, click Initialization Parameters.

The Initialization Parameters page appears.


	
In the Name field, enter statistics_level and then click Go.

The table shows the setting of this initialization parameter.

[image: Description of statistics_level.gif follows]



	
Do one of the following:

	
If the Value list shows ALL or TYPICAL, then do nothing.


	
If the Value list shows BASIC, then select ALL or TYPICAL, and then click Apply.





	
In the Name field, enter control_management_pack_access, and then click Go.

The table shows the setting of this initialization parameter.


	
Do one of the following:

	
If the Value column shows DIAGNOSTIC or DIAGNOSTIC+TUNING, then do nothing.


	
If the Value column shows NONE, then select DIAGNOSTIC or DIAGNOSTIC+TUNING and click Apply.










	
See Also:

	
Oracle Database Reference for information about the STATISTICS_LEVEL initialization parameter


	
Oracle Database Reference for information about the CONTROL_MANAGEMENT_PACK_ACCESS initialization parameter

















Setting the DBIO_EXPECTED Parameter

ADDM analysis of I/O performance partially depends on a single argument, DBIO_EXPECTED, that describes the expected performance of the I/O subsystem. The value of DBIO_EXPECTED is the average time it takes to read a single database block, in microseconds. Oracle Database uses the default value of 10 milliseconds, which is an appropriate value for most hard drives. You can choose a different value based on the characteristics of your hardware.

To determine the correct setting for the DBIO_EXPECTED initialization parameter: 

	
Measure the average read time of a single database block for your hardware.

This measurement must be taken for random I/O, which includes seek time if you use standard hard drives. Typical values for hard drives are between 5000 and 20000 microseconds. See Oracle Database Performance Tuning Guide to learn how to assess the I/O capability of the storage subsystem.


	
Set the value one time for all subsequent ADDM executions.

For example, if the measured value is 8000 microseconds, then execute the following PL/SQL code as the SYS user:


EXECUTE DBMS_ADVISOR.SET_DEFAULT_TASK_PARAMETER(
                     'ADDM', 'DBIO_EXPECTED', 8000);









Managing AWR Snapshots

By default, the Automatic Workload Repository (AWR) generates snapshots of performance data once every hour, and retains the statistics in the workload repository for 8 days. You can change the default values for both the snapshot interval and the retention period.

Oracle recommends that you adjust the AWR retention period to at least one month. You can also extend the period to one business cycle so you can compare data across time frames such as the close of the fiscal quarter. You can also create AWR baselines to retain snapshots indefinitely for important time periods.

The data in the snapshot interval is analyzed by ADDM. ADDM compares the differences between snapshots to determine which SQL statements to capture, based on the effect on the system load. The ADDM analysis shows the number of SQL statements that need to be captured over time.

This section contains the following topics:

	
Creating Snapshots


	
Modifying Snapshot Settings






Creating Snapshots

Manually creating snapshots is usually not necessary because AWR generates snapshots of the performance data once every hour by default. In some cases, however, it may be necessary to manually create snapshots to capture different durations of activity, such as when you want to compare performance data over a shorter period than the snapshot interval.

To create snapshots: 

	
From the Database Home page, click Performance.

The Performance page appears.


	
Under Additional Monitoring Links, click Snapshots.

The Snapshots page appears with a list of the most recent snapshots.


	
Click Create.

The Confirmation page appears.


	
Click Yes.

The Processing: Create Snapshot page is displayed while the snapshot is being taken.

After the snapshot is taken, the Snapshots page reappears with a Confirmation message.

In the following example, the ID of the snapshot that was created is 96.

[image: Description of snapshots.gif follows]










Modifying Snapshot Settings

By default, AWR generates snapshots of performance data once every hour. You can modify the default values of both the interval between snapshots and their retention period.

To modify the snapshot settings: 

	
From the Database Home page, click Server.

The Server subpage appears.


	
In the Statistics Management section, click Automatic Workload Repository.

The Automatic Workload Repository page appears.

[image: Description of snapshot_settings.gif follows]



In this example, snapshot retention is set to 8 days and snapshot interval is set to 60 minutes.


	
Click Edit.

The Edit Settings page appears.

[image: Description of snap_edit_set.gif follows]



	
For Snapshot Retention, do one of the following:

	
Select Use Time-Based Retention Period (Days), and in the associated field enter the number of days to retain the snapshots.


	
Select Retain Forever to retain snapshots indefinitely.




It is recommended that you increase the snapshot retention period to the maximum allowed by the available disk space.

In this example, the snapshot retention period is changed to 30 days.

[image: Description of snapshot_retent.gif follows]



	
For Snapshot Collection, do one of the following:

	
Select System Snapshot Interval, and in the Interval list, select the desired interval to change the interval between snapshots.


	
Select Turn off Snapshot Collection to disable snapshot collection.




In this example, the snapshot collection interval is changed to 30 minutes.

[image: Description of snapshot_collect.gif follows]



	
Click the link next to Collection Level.

The Initialization Parameter page appears.

To change the statistics level, select the desired value in the Value list for the statistics_level parameter. Click Save to File to set the value in the server parameter file.

In this example, the default value of Typical is used.

[image: Description of snapshot_stat_lvl.gif follows]



	
Click OK to apply the changes.

The Automatic Workload Repository page appears and displays the new settings.

[image: Description of snapshot_sett_mod.gif follows]














Reviewing the Automatic Database Diagnostic Monitor Analysis

By default, ADDM runs every hour to analyze snapshots taken by AWR during that period. If the database finds performance problems, then it displays the results of the analysis under Diagnostic Summary on the Database Home page.

[image: Description of diagnostic_sum.gif follows]



The ADDM Findings link shows how many ADDM findings were found in the most recent ADDM analysis.

To view ADDM findings: 

	
On the Database Home page, under Diagnostic Summary, click the link next to ADDM Findings.

The Automatic Database Diagnostic Monitor (ADDM) page appears. The results of the ADDM run are displayed.

[image: Description of addm_page.gif follows]



On the Automatic Database Diagnostic Monitor (ADDM) page, the Database Activity chart shows the database activity during the ADDM analysis period. Database activity types are defined in the legend based on their corresponding colors in the chart. Each icon below the chart represents a different ADDM task, which in turn corresponds to a pair of snapshots saved in AWR.

In this example, the two largest blocks of activity were 2:30 p.m. to 5:30 p.m. on January 20 and 9 a.m. to 11 a.m. the next day. The thick CPU and thin Wait bars in the hour after 4:30 p.m. indicate that CPU may have been a bottleneck during this period. In other areas of the chart, the Wait bar is thicker than the CPU bar, indicating that wait events had a greater performance impact than CPU.

In the ADDM Performance Analysis section, ADDM findings are listed in descending order, from highest to least impact. The Informational Findings section lists areas that have no performance impact and are for information only.

[image: Description of information_findings.gif follows]



	
Optionally, click the Zoom icons to shorten or lengthen the analysis period displayed on the chart.


	
To view the ADDM findings in a report, click View Report.

The View Report page appears.

You can click Save to File to save the report for later access.









Interpretation of Automatic Database Diagnostic Monitor Findings

The ADDM analysis results are represented as a set of findings. Each ADDM finding belongs to one of three types:

	
Problem

Findings that describe the root cause of a database performance issue


	
Symptom

Findings that contain information that often leads to one or more problem findings


	
Information

Findings that are used to report areas of the system that do not have a performance impact




Each problem finding is quantified with an estimate of the portion of DB time that resulted from the performance problem.

When a specific problem has multiple causes, ADDM may report multiple findings. In this case, the impacts of these multiple findings can contain the same portion of DB time. Because performance problems can overlap, summing the impacts of the reported findings can yield a number higher than 100% of DB time. For example, if a system performs many read I/O operations, ADDM may report a SQL statement responsible for 50% of DB time due to I/O activity as one finding, and an undersized buffer cache responsible for 75% of DB time as another finding.

A problem finding can be associated with a list of recommendations for reducing the impact of a performance problem. Each recommendation has a benefit that is an estimate of the portion of DB time that can be saved if the recommendation is implemented. When multiple recommendations are associated with an ADDM finding, the recommendations may contain alternatives for solving the same problem. In this case, the sum of the benefits may be higher than the impact of the finding. You do not need to apply all the recommendations to solve the same problem.

Recommendations are composed of actions and rationales. You must apply all the actions of a recommendation to gain its estimated benefit. The rationales explain why the set of actions was recommended, and provide additional information for implementing them. An ADDM action may present multiple solutions. If this is the case, then choose the easiest solution to implement.






Implementing Automatic Database Diagnostic Monitor Recommendations

This section describes how to implement ADDM recommendations. ADDM findings are displayed in the Automatic Database Diagnostic Monitor (ADDM) page under ADDM Performance Analysis.

[image: Description of perf_analysis.gif follows]



To implement ADDM recommendations: 

	
On the Database Home page, under Diagnostic Summary, click the link next to ADDM Findings.

The Automatic Database Diagnostic Monitor (ADDM) page appears.


	
In the Database Activity section, click the icon for the ADDM to investigate.

The data in the ADDM Performance Analysis section changes based on the ADDM run that you selected.


	
In the ADDM Performance Analysis section, click the ADDM finding that has the greatest impact.

In this example, the finding with the greatest impact is Top SQL Statements.

The Performance Finding Details page appears.

In the following example, three recommendations are shown. The first is estimated to have a maximum benefit of up to 39.5% of DB time in the analysis period. The second recommendation is estimated to have a maximum benefit of up to 25.6% of DB time, while the third has a maximum of 18.6%.

[image: Description of perf_finding_details.gif follows]



	
Under Recommendations, click Show to review the recommendations and required actions for each recommendation.

The Category column displays the category of the recommendation. The Benefit (%) column displays the estimated benefit of implementing the recommendation.

[image: Description of addm_rec.gif follows]



	
If additional information is available about why the set of actions was recommended, then click Additional Information, or review the content displayed under Additional Information.

For example, the Undersized Buffer Cache finding contains additional information to indicate the recommended value of the DB_CACHE_SIZE initialization parameter.

[image: Description of addm_addit_info.gif follows]



	
To view the history of a finding, click Finding History.

The Finding History page appears.

[image: Description of finding_history.gif follows]



The Finding History page shows how often a particular finding has occurred in a selected 3-hour interval. You can use this information to determine whether the finding was a transient or a persistent problem in the system. Based on this information, you can determine whether the actions associated with the finding should be implemented.

The Active Sessions chart shows the impact of the finding and of the other loads on the system. You can change the display as follows:

	
To move the 3-hour interval, click and drag the shaded box in the Active Sessions chart.


	
To change dates, enter the desired date in the View field, and then click Go.


	
To view details about a finding, under Detail for Selected 3 Hour Interval, click the link in the Finding Details column to display the Performance Finding Details page for the corresponding ADDM finding.





	
Optionally, create a filter to suppress known findings that have been tuned or cannot be tuned further. To create filters for a selected ADDM finding:

	
Click Filters.

The Filters for Finding page appears.


	
Click Create.

The Create Filter for Finding page appears.


	
In the Name field, enter a name for the ADDM filter.


	
In the Active Sessions field, specify the filter criteria in terms of the number of active sessions.

The database filters the ADDM finding for future ADDM runs if the number of active sessions for the finding is less than the specified filter criteria.


	
In the % Active Sessions field, specify the filter criteria in terms of percentage of active sessions.

The database filters the ADDM finding for future ADDM runs if the number of active sessions for the finding is less than the specified filter criteria.


	
Click OK.





	
Perform the required action of a chosen recommendation.

Depending on the type of action you choose to perform, various options may be available, such as Implement or Run Advisor Now. These options enable you to implement the recommendation immediately with a single mouse click.

In the example shown in Step 4, the simplest solution is to click Run Advisor Now to immediately run a SQL Tuning Advisor task on the SQL statement.




	
See Also:

	
Chapter 10, "Tuning SQL Statements"




















Viewing Snapshot Statistics

You can view the data contained in snapshots taken by AWR using Enterprise Manager. Typically, it is not necessary to review snapshot data because it primarily contains raw statistics. Instead, rely on ADDM, which analyzes statistics to identify performance problems. Snapshot statistics are intended primarily for advanced users, DBAs accustomed to using Statspack for performance analysis.

To view snapshot statistics: 

	
From the Database Home page, click Performance.

The Performance page appears.


	
Under Additional Monitoring Links, click Snapshots.

The Snapshots page appears with a list of the most recent snapshots.


	
To view the statistics gathered in a snapshot, click the ID link of the snapshot you want to view.

The Snapshot Details appears, showing the Details subpage.

[image: Description of snapshot_det.gif follows]



In this example, statistics gathered from the previous snapshot (snapshot 100) to the selected snapshot (snapshot 101) are displayed.


	
To view a Workload Repository report of the statistics, click Report.

The Workload Repository report appears.


	
Optionally, click Save to File to save the report for later access.







	
See Also:

	
Chapter 8, "Resolving Performance Degradation Over Time"




















5 Monitoring Performance Alerts

Oracle Database includes a built-in alerts infrastructure to notify you of impending problems with the database. By default, Oracle Database enables the following alerts:

	
Tablespace Usage


	
Snapshot Too Old


	
Recovery Area Low on Free Space


	
Resumable Session Suspended




For information about alerts and how to manage them, see Oracle Database 2 Day DBA.

In addition to these default alerts, you can use performance alerts to detect any unusual changes in database performance.

This chapter contains the following sections:

	
Setting Metric Thresholds for Performance Alerts


	
Responding to Alerts


	
Clearing Alerts






Setting Metric Thresholds for Performance Alerts

A metric is the rate of change in a cumulative statistic. This rate can be measured against a variety of units, including time, transactions, or database calls. For example, the number of database calls per second is a metric. You can set thresholds on a metric so that an alert is generated when the threshold is passed.

Performance alerts are based on metrics that are performance-related. These alerts are either environment-dependent or application-dependent.

Environment-dependent performance alerts may not be relevant on all systems. For example, the AVERAGE_FILE_READ_TIME metric generates an alert when the average time to read a file exceeds the metric threshold. This alert may be useful on a system with only one disk. On a system with multiple disks, however, the alert may not be relevant because I/O processing is spread across the entire subsystem.

Application-dependent performance alerts are typically relevant on all systems. For example, the BLOCKED_USERS metric generates a performance alert when the number of users blocked by a particular session exceeds the metric threshold. This alert is relevant regardless of how the environment is configured.

To obtain the most relevant information from performance alerts, set the threshold values of performance metrics to values that represent desirable boundaries for your system. You can then fine-tune these values over time until your system meets or exceeds your performance goals.

To set thresholds for performance metrics: 

	
On the Database Home page, under Related Links, click Metric and Policy Settings.

The Metric and Policy Settings page appears, showing the Metric Thresholds subpage.


	
For each performance metric relevant for your system, click the Edit icon.

The Edit Advanced Settings page appears.


	
Follow the steps of the wizard to set the threshold value.







	
See Also:

	
"Setting Metric Thresholds for Baselines"


	
Oracle Database 2 Day DBA to learn how to set metric thresholds

















Responding to Alerts

When an alert is generated by Oracle Database, it appears under Alerts on the Database Home page.

[image: Description of alerts.gif follows]



Oracle Enterprise Manager (Enterprise Manager) enables you to configure alerts to be sent by e-mail, pager, or cellular phone text messaging.

To respond to an alert: 

	
On the Database Home page, under Alerts, locate the alert that you want to investigate and click the Message link.

A page that contains further information about the alert appears.


	
Do one of the following:

	
Follow the recommendations.


	
Run Automatic Database Diagnostic Monitor (ADDM) or another advisor to get more detailed diagnostics of the system or object behavior.










	
See Also:

	
Oracle Database 2 Day DBA for information about how to configure the alert notification method

















Clearing Alerts

Most alerts, such as the CPU Utilization alert, are cleared automatically when the cause of the problem disappears. However, other alerts, such as the Generic Alert Log Error or Generic Incident alert, must be acknowledged.

[image: Description of gen_inc.gif follows]



After taking the necessary corrective measures, you can acknowledge an alert by clearing or purging it. Clearing an alert sends the alert to the Alert History, which can be viewed from the Database Home page under Related Links. Purging an alert removes it from the Alert History.

To clear alerts: 

	
On the Database Home page, under Diagnostic Summary, click the Alert Log link.

The Alert Log Errors page appears.

[image: Description of alert_log.gif follows]



	
Do one of the following:

	
Select the alerts that you want to clear and click Clear.


	
To clear all open alerts, click Clear Every Open Alert.





	
Do one of the following:

	
Select the alerts that you want to purge and click Purge.


	
To purge all alerts, click Purge Every Alert.










	
See Also:

	
Oracle Database 2 Day DBA to learn how to manage alerts




















9 Identifying High-Load SQL Statements

High-load SQL statements may consume a disproportionate amount of system resources. These SQL statements often greatly affect database performance and must be tuned to optimize their performance and resource consumption. Even when a database is properly tuned, inefficient SQL can significantly degrade performance.

Identifying high-load SQL statements is an important SQL tuning activity that you must perform regularly. Automatic Database Diagnostic Monitor (ADDM) automates this task by proactively identifying potential high-load SQL statements. Additionally, you can use Oracle Enterprise Manager (Enterprise Manager) to identify high-load SQL statements that require further investigation. After you have identified the high-load SQL statements, you can tune them with SQL Tuning Advisor and SQL Access Advisor.

This chapter describes how to identify high-load SQL statements and contains the following sections:

	
Identification of High-Load SQL Statements Using ADDM Findings


	
Identifying High-Load SQL Statements Using Top SQL






Identification of High-Load SQL Statements Using ADDM Findings

By default, ADDM runs proactively once every hour. It analyzes key statistics gathered by the Automatic Workload Repository (AWR) over the last hour to identify any performance problems, including high-load SQL statements. When the system finds performance problems, it displays them as ADDM findings in the Automatic Database Diagnostic Monitor (ADDM) page.

ADDM provides recommendations with each ADDM finding. When a high-load SQL statement is identified, ADDM gives recommendations, such as running SQL Tuning Advisor on the SQL statement. You can begin tuning SQL statements as described in Chapter 10, "Tuning SQL Statements".




	
See Also:

	
"Overview of Automatic Database Diagnostic Monitor"


	
"Interpretation of Automatic Database Diagnostic Monitor Findings"


	
"Implementing Automatic Database Diagnostic Monitor Recommendations"

















Identifying High-Load SQL Statements Using Top SQL

ADDM automatically identifies high-load SQL statements that may be causing systemwide performance degradation. Under normal circumstances, manual identification of high-load SQL statements is not necessary. In some cases, however, you may want to monitor SQL statements at a more granular level. The Top SQL section of the Top Activity page in Enterprise Manager enables you to identify high-load SQL statements for any 5-minute interval.

Figure 9-1 shows an example of the Top Activity page.


Figure 9-1 Top Activity Page

[image: Description of Figure 9-1 follows]





To access the Top Activity page: 

	
From the Database Home page, click Performance.

The Performance page appears.


	
Under Additional Monitoring Links, click Top Activity.

The Top Activity page appears.

This page shows a 1-hour time line of the top activity running on the database. SQL statements that are using the highest percentage of database activity are listed under the Top SQL section, and are displayed in 5-minute intervals.


	
To move the 5-minute interval, drag the shaded box to the desired time.

The information contained in the Top SQL section will be automatically updated to reflect the selected time period. Use this page to identify high-load SQL statements that may be causing performance problems.


	
To monitor SQL statements for a longer duration than one hour, select Historical from the View Data list.

In Historical view, you can view the top SQL statements for the duration defined by the AWR retention period.




This section contains the following topics:

	
Viewing SQL Statements by Wait Class


	
Viewing Details of SQL Statements






Viewing SQL Statements by Wait Class

The SQL statements that appear in the Top SQL section of the Top Activity page are categorized into various wait classes, based on their corresponding class as described in the legend on the Top Activity chart.

To view the SQL statements for a particular wait class, click the block of color on the chart for the wait class, or its corresponding wait class in the legend. The Active Sessions Working page for the selected wait class appears, and the Top SQL section will be automatically updated to show only the SQL statements for that wait class.

The example in Figure 9-2 shows the Active Sessions Working page for the CPU Used wait class. Only SQL statements that are consuming the most CPU time are displayed in the Top Working SQL section.


Figure 9-2 Viewing SQL Statements by Wait Class
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See Also:

	
"Monitoring User Activity" for information about using the Active Sessions Working page

















Viewing Details of SQL Statements

The Top SQL section of the Top Activity page displays the SQL statements executed within the selected 5-minute interval in descending order based on their resource consumption. The SQL statement at the top of this table represents the most resource-intensive SQL statement during that time period, followed by the second most resource-intensive SQL statement, and so on.

In the example shown in Figure 9-2, "Viewing SQL Statements by Wait Class", the SELECT statement with the SQL ID axabnfyfp4r3p is consuming 12.14% of database activity and should be investigated.

To view details of SQL statements: 

	
From the Database Home page, click Performance.

The Performance page appears.


	
Under Additional Monitoring Links, click Top Activity.

The Top Activity page appears.


	
In the Top SQL section, click the SQL ID link of the SQL statement.

The SQL Details page for the selected SQL statement appears.


	
To view SQL details for a longer period, select Historical from the View Data list.

[image: Description of sql_details_historical.gif follows]



You can now view SQL details in the past, up to the duration defined by the AWR retention period.


	
In the Text section, review the SQL text for the SQL statement.

The Text section contains the SQL text for the selected SQL statement. Note that if only part of the SQL statement is displayed, then a plus sign (+) icon appears next to the Text heading. To view the SQL text for the entire SQL statement, click the plus sign (+) icon.

In this example, the text of SQL statement batd1pgpg49zf is as follows:


SELECT E.LAST_NAME, J.JOB_TITLE, D.DEPARTMENT_NAME
FROM   HR.EMPLOYEES E, HR.DEPARTMENTS D, HR.JOBS J
WHERE  E.DEPARTMENT_ID = D.DEPARTMENT_ID 
AND    E.JOB_ID = J.JOB_ID 
AND    E.LAST_NAME LIKE 'A%'


	
In the Plan Hash Values list in the Details section, do one of the following:

	
If the SQL statement has multiple plans, then select All to show SQL details for all plans.


	
Select a particular plan to display SQL details for this plan only.





	
View the subpages available on the SQL Details page to display additional information about the SQL statement, as described in the following sections:

	
Viewing SQL Statistics


	
Viewing Session Activity


	
Viewing the SQL Execution Plan


	
Viewing the Plan Control


	
Viewing the Tuning History





	
If the SQL statement is a high-load SQL statement, then tune it as described in Chapter 10, "Tuning SQL Statements".






Viewing SQL Statistics

The Statistics subpage of the SQL Details page displays statistical information about the SQL statement.

To view statistics for the SQL statement: 

	
On the SQL Details page, under Details, click Statistics.

The SQL Details page appears, showing the Statistics subpage.

[image: Description of sql_details_statistics.gif follows]



	
View the statistics for the SQL statement, as described in the following sections:

	
SQL Statistics Summary


	
General SQL Statistics


	
Activity by Wait Statistics and Activity by Time Statistics


	
Elapsed Time Breakdown Statistics


	
Shared Cursors Statistics and Execution Statistics


	
Other SQL Statistics









SQL Statistics Summary

The Summary section displays SQL statistics and activity on a chart.

In the Real Time view, the Active Sessions chart shows the average number of active sessions executing the SQL statement in the last hour. If the SQL statement has multiple plans and All is selected in the Plan Hash Value list, then the chart will display each plan in different colors, enabling you to easily spot if the plan changed and whether this may be the cause of the performance degradation. Alternatively, you can select a particular plan to display that plan only.

In the Historical view, the chart shows execution statistics in different dimensions. To view execution statistics, select the desired dimension from the View list:

	
Elapsed time per execution


	
Executions per hour


	
Disk reads per execution


	
Buffer gets per execution




This technique enables you to track the response time of the SQL statement using different dimensions. You can determine whether the performance of the SQL statement has degraded based on the dimension selected.

To view statistics of the SQL statement for a particular time interval, click the snapshot icon below the chart. You can also use the arrows to scroll the chart to locate a desired snapshot.






General SQL Statistics

The General section enables you to identify the origin of the SQL statement by listing the following information:

	
Module, if specified using the DBMS_APPLICATION_INFO package


	
Action, if specified using the DBMS_APPLICATION_INFO package


	
Parsing schema, or the database account used to execute the SQL statement


	
PL/SQL source, or the code line if the SQL statement is part of a PL/SQL program









Activity by Wait Statistics and Activity by Time Statistics

The Activity by Wait and Activity by Time sections enable you to identify how the SQL statement spent most of its time. The Activity by Wait section contains a graphical representation of how much elapsed time is consumed by CPU and by remaining waits. The Activity by Time section breaks out the total elapsed time into CPU time and wait time by seconds.






Elapsed Time Breakdown Statistics

The Elapsed Time Breakdown section enables you to identify if the SQL statement itself is consuming a lot of time, or if the total elapsed time is inflated due to the amount of time the originating program or application spent with the PL/SQL or Java engine. If the PL/SQL time or Java time makes up a significant portion of the elapsed time, then there may be minimal benefit gained by tuning the SQL statement. Instead, you should examine the application to determine how the PL/SQL time or Java time can be reduced.






Shared Cursors Statistics and Execution Statistics

The Shared Cursors Statistics and Execution Statistics sections provide information about the efficiency of various stages of the SQL execution process.






Other SQL Statistics

The Other Statistics section provides additional information about the SQL statement, such as average persistent and run-time memory.








Viewing Session Activity

The Activity subpage contains a graphical representation of the session activity.

To view session activity for the SQL statement: 

	
On the SQL Details page, under Details, click Activity.

The SQL Details page appears, showing the Activity subpage.
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The Activity subpage displays details of various sessions executing the SQL statement. The Active Sessions chart profiles the average number of active sessions over time.


	
Optionally, drag the shaded box to select a 5-minute interval.

The Detail for Selected 5 Minute Interval section lists the sessions that executed the SQL statement during the selected 5-minute interval. The multicolored bar in the Activity % column depicts how the database time is divided for each session while executing the SQL statement.


	
Optionally, click the link in the SID column of the session you want to view to display the Session Details page.







	
See Also:

	
"Monitoring Top Sessions" for information about monitoring session activity and details

















Viewing the SQL Execution Plan

The execution plan for a SQL statement is the sequence of operations Oracle Database performs to run the statement. The Plan subpage displays the execution plan for the SQL statement in a graph view and a table view.

To view the execution plan for the SQL statement: 

	
On the SQL Details page, under Details, click Plan.

The SQL Details page appears, showing the Plan subpage.


	
Click Graph to view the SQL execution in a graph view.
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Optionally, select an operation in the graph to display details about the operations shown in the execution plan.

The Selection Details section refreshes to show details about the selected operations.


	
If the selected operation is on a particular database object (such as a table), then click the Object link to view further details about the database object.


	
To view the SQL execution in a table view, click Table.

The Plan subpage refreshes to show the explain plan in a table.

[image: Description of sql_details_plan_table.gif follows]



Query rewrite is an optimization technique that transforms a user request written in terms of master tables into a semantically equivalent request that includes materialized views. The database compares the cost for the query, with and without query rewrite, and selects the least costly option. If a rewrite is necessary, then query rewrite and its cost benefit are shown in the Explain Rewrite section.







	
See Also:

	
Chapter 10, "Tuning SQL Statements" for information about execution plan and the query optimizer

















Viewing the Plan Control

The Plan Control subpage contains information about the following items:

	
SQL profiles

A SQL profile contains additional statistics for the SQL statement. The optimizer uses these statistics to generate a better execution plan for the statement.


	
SQL patches

A SQL patch is automatically generated to work around an error or performance problem for a single SQL statement.


	
SQL plan baselines

A SQL plan baseline is an execution plan proven to have acceptable performance for a given SQL statement.




To view plan control information: 

	
On the SQL Details page, under Details, click Plan Control.

The SQL Details page appears, showing the Plan Control subpage.


	
Review the plan-related information.

In the following example, the optimizer used a SQL plan baseline named STMT01 for the SQL statement.

[image: Description of sql_details_plan_control.gif follows]








	
See Also:

	
Chapter 10, "Tuning SQL Statements" for information about SQL Tuning Advisor and SQL profiles


	
"Managing SQL Profiles"


	
Chapter 11, "Optimizing Data Access Paths" for information about SQL Access Advisor

















Viewing the Tuning History

The SQL Tuning History section displays a history of SQL Tuning Advisor and SQL Access Advisor tasks.

To view the SQL tuning history: 

	
On the SQL Details page, under Details, click Tuning History.

The SQL Details page appears, showing the Tuning History subpage.


	
Review the information about the tuning history.

The ADDM Findings for this SQL During Historic Period section displays the number of occurrences of ADDM findings that are associated with the SQL statement.

The following example shows that SQL tuning task was performed by user DBA1 on February 9, 2009.
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The SQL Tuning History section displays a history of SQL Tuning Advisor or SQL Access Advisor tasks.

The ADDM Findings for this SQL During Historic Period section displays the number of occurrences of ADDM findings that are associated with the SQL statement.
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See Also:

	
Chapter 10, "Tuning SQL Statements" for information about SQL Tuning Advisor and SQL profiles


	
"Managing SQL Profiles"


	
Chapter 11, "Optimizing Data Access Paths" for information about SQL Access Advisor
























10 Tuning SQL Statements

A SQL statement expresses the data you want Oracle Database to retrieve. For example, a SQL statement can retrieve the names of employees in a department. When Oracle Database executes the SQL statement, the query optimizer (also called the optimizer) first determines the best and most efficient way to retrieve the results.

The optimizer determines whether it is more efficient to read all data in the table, called a full table scan, or use an index. It compares the cost of all possible approaches and chooses the approach with the least cost. The access method for physically executing a SQL statement is called an execution plan, which the optimizer is responsible for generating. The determination of an execution plan is an important step in the processing of any SQL statement, and can greatly affect execution time.

The query optimizer can also help you tune SQL statements. By using SQL Tuning Advisor and SQL Access Advisor, you can run the query optimizer in advisory mode to examine a SQL statement or set of statements and determine how to improve their efficiency. SQL Tuning Advisor and SQL Access Advisor can make various recommendations, such as creating SQL profiles, restructuring SQL statements, creating additional indexes or materialized views, and refreshing optimizer statistics. Additionally, Oracle Enterprise Manager (Enterprise Manager) enables you to accept and implement many of these recommendations easily.

SQL Access Advisor is primarily responsible for making schema modification recommendations, such as adding or dropping indexes and materialized views. SQL Tuning Advisor makes other types of recommendations, such as creating SQL profiles and restructuring SQL statements. If significant performance improvements can be gained by creating a new index, then SQL Tuning Advisor may recommend it. However, such recommendations should be verified by running SQL Access Advisor using a SQL workload that contains a set of representative SQL statements.

This chapter describes how to tune SQL statements using SQL Tuning Advisor and contains the following sections:

	
Tuning SQL Statements Using SQL Tuning Advisor


	
Managing SQL Tuning Sets


	
Managing SQL Profiles


	
Managing SQL Execution Plans







	
See Also:

	
Chapter 9, "Identifying High-Load SQL Statements"


	
Chapter 11, "Optimizing Data Access Paths" for information about SQL Access Advisor














Tuning SQL Statements Using SQL Tuning Advisor

You can use SQL Tuning Advisor to tune one or more SQL statements. When tuning multiple statements, SQL Tuning Advisor does not recognize interdependencies between the SQL statements. Instead, SQL Tuning Advisor provides a convenient way to obtain tuning advice for a large number of SQL statements.

Oracle Database can generate SQL tuning reports automatically. Automatic SQL Tuning runs during system maintenance windows as an automated maintenance task, searching for ways to improve the execution plans of high-load SQL statements. A maintenance window is a contiguous time interval during which automated maintenance tasks are run.



Tuning SQL Manually Using SQL Tuning Advisor

As described in Chapter 9, "Identifying High-Load SQL Statements", Automatic Database Diagnostic Monitor (ADDM) automatically identifies high-load SQL statements. If ADDM identifies such statements, then click Schedule/Run SQL Tuning Advisor on the Recommendation Detail page to run SQL Tuning Advisor.

To tune SQL statements manually using SQL Tuning Advisor: 

	
On the Database Home page, under Related Links, click Advisor Central.

The Advisor Central page appears.


	
Under Advisors, click SQL Advisors.

The SQL Advisors page appears.


	
Under SQL Tuning Advisor, click SQL Tuning Advisor.

The Schedule SQL Tuning Advisor page appears.
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In the Name field, enter a name for the SQL tuning task.

If unspecified, then SQL Tuning Advisor uses a system-generated name.


	
Do one of the following:

	
To run a SQL tuning task for one or more high-load SQL statements, under SQL Tuning Advisor Data Source Links, click Top Activity.

The Top Activity page appears.

Under Top SQL, select the SQL statement you want to tune and click Schedule SQL Tuning Advisor. See "Identifying High-Load SQL Statements Using Top SQL" to learn how to identify high-load SQL statements using the Top Activity page.


	
To run a SQL tuning task for historical SQL statements from the Automatic Workload Repository (AWR), under SQL Tuning Advisor Data Source Links, click Historical SQL (AWR).

The Historical SQL (AWR) page appears.

Under Historical SQL (AWR), click the band below the chart, and select the 24-hour interval for which you want to view SQL statements that ran on the database. Under Detail for Selected 24 Hour Interval, select the SQL statement you want to tune, and click Schedule SQL Tuning Advisor.


	
To run a SQL tuning task for a SQL tuning set, click SQL Tuning Sets.

The SQL Tuning Sets page appears.

Select the SQL tuning set that contains the SQL statements you want to tune and then click Schedule SQL Tuning Advisor. See "Creating a SQL Tuning Set" to learn how to create SQL tuning sets.




The Schedule SQL Tuning Advisor page reappears.


	
To display the SQL text of the selected statement, expand SQL Statements.
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Under Scope, select the scope of tuning to perform. Do one of the following:

	
Select Limited.

A limited scope takes approximately 1 second to tune each SQL statement but does not recommend a SQL profile.


	
Select Comprehensive, and then set a time limit (in minutes) for each SQL statement in the Time Limit per Statement field, and a total time limit (in minutes) in the Total Time Limit field. Note that setting the time limit too small may affect the quality of the recommendations.

Comprehensive mode may take several minutes to tune a single SQL statement. This mode is both time and resource intensive because each query must be hard-parsed. Thus, you should only use comprehensive scope for high-load SQL statements that have a significant impact on the entire system.




See "Managing SQL Profiles" to learn more about SQL profiles.


	
Under Schedule, do one of the following:

	
Select Immediately and then click Submit to run the SQL tuning task immediately.

The Processing: SQL Tuning Advisor Task page appears.


	
Select Later to schedule a specific time in the future, and then click OK.





	
On the Database Home page, under Related Links, click Advisor Central.

The Advisor Central page appears.

Under Advisor Tasks, the Results sections lists the result of advisors.

[image: Description of sta_advisor_results.gif follows]



	
Select a result from the table and then click View Result.

The Recommendations for SQL ID page appears.

[image: Description of rec_for_sql_id.gif follows]



If you used a SQL tuning set, then multiple recommendations may be shown. To help you decide whether to implement a recommendation, an estimated benefit of implementing the recommendation is displayed in the Benefit (%) column. The Rationale column displays an explanation of why the recommendation is made.


	
To implement the recommendation, do one of the following:

	
If an automated solution is recommended, then click Implement.

A confirmation page appears. Click Yes to confirm the change.


	
If a manual solution is recommended, then consider implementing the recommendation.












Viewing Automatic SQL Tuning Results

By analyzing data in the Automatic Workload Repository (AWR), the database can identify routine maintenance tasks. The automated maintenance tasks infrastructure (known as AutoTask) schedules these tasks to run in maintenance windows.

Maintenance windows are Oracle Scheduler time intervals that belong to the window group named MAINTENANCE_WINDOW_GROUP. By default, one window is scheduled for each day of the week. You can customize attributes of these maintenance windows, including start and end times, frequency, and days of the week.

By default, AutoTask runs the following automated maintenance tasks in all maintenance windows:

	
Optimizer Statistics Collection


	
Segment Advisor


	
SQL Tuning Advisor




You can view the results of automated execution of SQL Tuning Advisor on observed high-load SQL statements.

To view automatic SQL tuning results: 

	
On the Database Home page, under Related Links, click Advisor Central.

The Advisor Central page appears.


	
Under Advisors, click SQL Advisors.

The SQL Advisors page appears.


	
Under SQL Tuning Advisor, click Automatic SQL Tuning Results.

The Automatic SQL Tuning Result Summary page appears.

The top half of the page includes sections for the status and activity summary of the SQL Tuning task.
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In the Time Period list, select All and then click Go.

The Overall Task Statistics and Profile Effect Statistics sections are refreshed.

[image: Description of sql_tuning_auto_stats.gif follows]



	
Optionally, in the Task Status section, click Configure to change the attributes of the Automatic SQL Tuning task.

The Automated Maintenance Tasks Configuration page appears.

In this page, you can enable or disable the Automatic SQL Tuning task and specify which days it should run. Click Apply or Revert to return to the previous page.


	
In the Task Activity Summary section, leave All selected for the Time Period and then click View Report.

The Automatic SQL Tuning Result Details page appears.

The page lists SQL statements that have been automatically selected by the database as candidates for SQL tuning.
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Under Recommendations, select a SQL statement and then click View Recommendations.

The Recommendations for SQL ID page appears.

[image: Description of sql_tuning_recommend.gif follows]



This page can include recommendations for SQL profiles and indexes. See "Tuning SQL Manually Using SQL Tuning Advisor" to learn how to implement recommendations made by SQL Tuning Advisor.











Managing SQL Tuning Sets

A SQL tuning set is a database object that includes one or more SQL statements and their execution statistics and context. You can use the set as an input for advisors such as SQL Tuning Advisor, SQL Access Advisor, and SQL Performance Analyzer. You can load SQL statements into a SQL tuning set from different SQL sources, such as AWR, the cursor cache, or high-load SQL statements that you identify.

A SQL tuning set includes the following:

	
A set of SQL statements


	
Associated execution context such as:

	
User schema


	
Application module name and action


	
List of bind values


	
Cursor compilation environment





	
Associated basic execution statistics such as:

	
Elapsed time and CPU time


	
Buffer gets


	
Disk reads


	
Rows processed


	
Cursor fetches


	
Number of executions and number of complete executions


	
Optimizer cost


	
Command type





	
Associated execution plans and row source statistics for each SQL statement (optional)




SQL statements can be filtered using the application module name and action, or any of the execution statistics. In addition, SQL statements can be ranked based on any combination of execution statistics.

SQL tuning sets are transportable, enabling SQL workloads to be transferred between databases for remote performance diagnostics and tuning. When high-load SQL statements are identified on a production system, it may not be desirable to perform investigation and tuning activities directly on this system. This feature enables you to transport the high-load SQL statements to a test system, where they can be safely analyzed and tuned. For information about transporting SQL tuning sets, see Oracle Database Performance Tuning Guide.

Using Enterprise Manager, you can manage SQL tuning sets by doing the following:

	
Creating a SQL Tuning Set


	
Dropping a SQL Tuning Set


	
Transporting SQL Tuning Sets






Creating a SQL Tuning Set

This section describes how to create a SQL tuning set with Enterprise Manager.

To create a SQL tuning set: 

	
Specify the initial options for the SQL tuning set, as described in "Creating a SQL Tuning Set: Options".


	
Select the load method to use for collecting and loading SQL statements into the SQL tuning set, as described in "Creating a SQL Tuning Set: Load Method".


	
Specify the filter options for the SQL tuning set, as described in "Creating a SQL Tuning Set: Filter Options".


	
Schedule and submit a job to collect the SQL statements and load them into the SQL tuning set, as described in "Creating a SQL Tuning Set: Schedule".






Creating a SQL Tuning Set: Options

The first step in creating a SQL tuning set is to specify options for the set such as name, owner, and description.

To specify options for creating a SQL tuning set: 

	
On the Database Performance page, under Additional Monitoring Links, click SQL Tuning Sets.

The SQL Tuning Sets page appears.


	
Click Create.

The Create SQL Tuning Set: Options page appears.


	
Enter the following details:

	
In SQL Tuning Set Name, enter a name for the SQL tuning set.


	
In Owner, enter the owner of the SQL tuning set.


	
In Description, enter a description of the SQL tuning set.





	
Optionally, to create an empty SQL tuning set and add SQL statements to it at a later time, complete the following steps:

	
Select Create an empty SQL tuning set.


	
Click Next.

The Create SQL Tuning Set: Review page appears.


	
Review your SQL tuning set options and click Submit.

The empty SQL tuning set is created. You can add SQL statements to it later.





	
Click Next.

The Create SQL Tuning Set: Load Methods page appears.

[image: Description of sts_load_methods.gif follows]



	
Proceed to the next step, as described in "Creating a SQL Tuning Set: Load Method".









Creating a SQL Tuning Set: Load Method

After options are specified for the SQL tuning set, select the load method to use for collecting and loading SQL statements into the SQL tuning set, as described in the following sections:

	
Loading Active SQL Statements Incrementally from the Cursor Cache


	
Loading SQL Statements from the Cursor Cache


	
Loading SQL Statements from AWR Snapshots


	
Loading SQL Statements from AWR Baselines


	
Loading SQL Statements from a User-Defined Workload







	
Tip:

Before selecting the load method for the SQL tuning set, create a SQL tuning set and specify the initial options, as described in "Creating a SQL Tuning Set: Options"









Loading Active SQL Statements Incrementally from the Cursor Cache

You can load active SQL statements from the cursor cache into the SQL tuning set incrementally over a specified period of time. This technique enables you to not only collect current and recent SQL statements stored in the SQL cache, but also SQL statements that will run during a specified time period in the future.

To load active SQL statements incrementally from the cursor cache: 

	
On the Create SQL Tuning Set: Load Methods page, select Incrementally capture active SQL statements over a period of time from the cursor cache.


	
In the Duration field, specify how long active SQL statements will be captured.


	
In the Frequency field, specify how often active SQL statements will be captured during the specified duration.


	
Click Next.

The Create SQL Tuning Set: Filter Options page appears.


	
Proceed to the next step, as described in "Creating a SQL Tuning Set: Filter Options".









Loading SQL Statements from the Cursor Cache

You can load SQL statements from the cursor cache into the SQL tuning set. However, because only current and recent SQL statements are in the SQL cache, collecting these statements only once may result in a SQL tuning set this is not representative of the entire database workload.

To load SQL statements from the cursor cache: 

	
On the Create SQL Tuning Set: Load Methods page, select Load SQL statements one time only.


	
From the Data Source list, select Cursor Cache.


	
Click Next.

The Create SQL Tuning Set: Filter Options page is shown.


	
Proceed to the next step, as described in "Creating a SQL Tuning Set: Filter Options".









Loading SQL Statements from AWR Snapshots

You can load SQL statements captured in AWR snapshots. This is useful when you want to collect SQL statements for specific snapshot periods of interest that can be used for later comparison or tuning purposes.

To load SQL statements from AWR snapshots: 

	
On the Create SQL Tuning Set: Load Methods page, select Load statements one time only.


	
In the Data Source list, select AWR Snapshots.


	
In the AWR Snapshots field, select the snapshots to include. Do one of the following:

	
Select either ALL or a time period such as Last 24 hours and then go to Step 5.

Only snapshots that are captured and stored in AWR in the specified time will be included.


	
Select Customize and then go to Step 4.

Only snapshots that are captured and stored in AWR during a customized time period that you specify will be included.





	
To select a customized time period of snapshots, complete the following steps:

	
Select Customize and then click Go.

The Select Time Period window opens.


	
For the starting snapshot, select Period Start Time and then click the snapshot icon below the Active Session graph that corresponds to the desired start time.


	
For the ending snapshot, select Period End Time and then click the snapshot icon below the Active Session graph that corresponds to the desired end time.


	
Click Select.




In this example, the snapshot taken on February 17, 2009 at 12:10 p.m. is selected as the start time, and the snapshot taken on February 17, 2009 at 1:30 p.m. is selected as the end time.

[image: Description of sts_load_time_period.gif follows]



	
Click Next.

The Create SQL Tuning Set: Filter Options page is shown.


	
Proceed to the next step, as described in "Creating a SQL Tuning Set: Filter Options".









Loading SQL Statements from AWR Baselines

You can load SQL statements captured in AWR baselines. This technique is useful when you want to collect SQL statements that are representative of a time period during known performance levels that can be used for later comparison or tuning purposes.

To load SQL statements from AWR baselines: 

	
On the Create SQL Tuning Set: Load Methods page, select Load SQL statements one time only.


	
In the Data Source field, select AWR Baseline.


	
In the AWR Baseline field, select the baseline to include.
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Click Next.

The Create SQL Tuning Set: Filter Options page is shown.


	
Proceed to the next step, as described in "Creating a SQL Tuning Set: Filter Options".









Loading SQL Statements from a User-Defined Workload

You can load SQL statements by importing from a table or view. This technique is useful if the workload you want to analyze is not currently running on the database or captured in an existing AWR snapshot or AWR baseline.

There are no restrictions on which schema the workload resides in, the name of the table, or the number of tables that you can define. The only requirement is that the format of the table must match format of the USER_WORKLOAD table.

To load SQL statements from a user-defined workload: 

	
On the Create SQL Tuning Set: Load Methods page, select Load statements one time only.


	
In the Data Source field, select User-Defined Workload.


	
In the User-Defined Workload field, select the table or view to include.

[image: Description of sts_load_workload.gif follows]



	
Click Next.

The Create SQL Tuning Set: Filter Options page is shown.


	
Proceed to the next step, as described in "Creating a SQL Tuning Set: Filter Options".











Creating a SQL Tuning Set: Filter Options

After the load method is selected, you can apply filters to reduce the scope of the SQL statements found in the SQL tuning set. While using filters is optional, it can be very beneficial due to the following:

	
Using filters directs the various advisors that use the SQL tuning set as a workload source, such as SQL Tuning Advisor, SQL Access Advisor, and SQL Performance Analyzer, to make recommendations based on a specific subset of SQL statements, which may lead to better recommendations.


	
Using filters removes extraneous SQL statements from the SQL tuning set, which may greatly reduce processing time when it is used as a workload source for the various advisors.







	
Tip:

Before you can specify the filter options for the SQL tuning set, do the following:
	
Create a SQL tuning set and specify the initial options, as described in "Creating a SQL Tuning Set: Options"


	
Select the load method, as described in "Creating a SQL Tuning Set: Load Method"












To specify filter options for a SQL tuning set: 

	
On the Create SQL Tuning Set: Filter Options page, specify the values of filter conditions that you want use in the search in the Value column, and an operator or a condition in the Operator column.

Only the SQL statements that meet all of the specified filter conditions will be added to the SQL tuning set. Unspecified filter values will not be included as filter conditions in the search.

By default, the following filter conditions are displayed:

	
Parsing Schema Name


	
SQL Text


	
SQL ID


	
Elapsed Time (sec)





	
To add filter conditions, under Filter Conditions, select the filter condition you want to add and click Add a Filter or Column.

After the desired filter conditions have been added, specify their values in the Value column, and an operator or a condition in the Operator column.


	
To remove any unused filter conditions, click the icon in the Remove column for the corresponding filter condition you want to remove.


	
Click Next.

The Create SQL Tuning Set: Schedule page appears.


	
Proceed to the next step, as described in "Creating a SQL Tuning Set: Schedule".









Creating a SQL Tuning Set: Schedule

After the filter options are specified for the SQL tuning set, you can schedule and submit a job to collect the SQL statements and load them into the SQL tuning set.




	
Tip:

Before you can schedule a job to create the SQL tuning set, do the following:
	
Create a SQL Tuning Set and specify the initial options, as described in "Creating a SQL Tuning Set: Options".


	
Select the load method, as described in "Creating a SQL Tuning Set: Load Method".


	
Specify the filter options, as described in "Creating a SQL Tuning Set: Filter Options".












To schedule and submit a job to create a SQL tuning set: 

	
On the Create SQL Tuning Set: Schedule page, under Job Parameters, enter a name in the Job Name field if you do not want to use the system-generated job name.


	
In the Description field, enter a description of the job.


	
Under Schedule, do one of the following:

	
Immediately to run the job immediately after it has been submitted


	
Later to run the job at a later time as specified using the Time Zone, Date, and Time fields
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Click Next.

The Create SQL Tuning Set: Review page appears.

[image: Description of sts_review.gif follows]



	
Review the SQL Tuning Set options that you have selected.

To view the SQL statements used by the job, expand Show SQL.


	
Click Submit.

The SQL Tuning Sets page appears.

If the job was scheduled to run immediately, then a message is displayed to inform you that the job and the SQL tuning set were created successfully. If the job was scheduled to run at a later time, a message is displayed to inform you that the job was created successfully.


	
To view details about the job, such as operation status, click View Job Details.

The View Job page appears to display details about the job.











Dropping a SQL Tuning Set

This section describes how to drop a SQL tuning set. To conserve storage space, you may want to periodically drop unused SQL tuning sets stored in the database.

To drop a SQL tuning set: 

	
On the Database Performance page, under Additional Monitoring Links, click SQL Tuning Sets.

The SQL Tuning Sets page appears.

Existing SQL tuning sets are displayed on this page.


	
Select the SQL tuning set you want to drop and then click Drop.

The Confirmation page appears to verify that you want to drop the selected SQL tuning set.


	
Click Yes.

The SQL Tuning Sets page appears.

A confirmation message is displayed to indicate that the SQL tuning set was successfully dropped.









Transporting SQL Tuning Sets

You can transport SQL tuning sets from one system to another by first exporting a SQL tuning set from one database, and then importing it into another database.

This section contains the following topics:

	
Exporting a SQL Tuning Set


	
Importing a SQL Tuning Set






Exporting a SQL Tuning Set

This section describes how to export a SQL tuning set, enabling it to be transported to another system.

To export a SQL tuning set: 

	
On the Database Performance page, under Additional Monitoring Links, click SQL Tuning Sets.

The SQL Tuning Sets page appears.

Existing SQL Tuning Sets are displayed on this page.


	
Select the SQL tuning set you want to export and then click Export.

The Export SQL Tuning Set page appears.

[image: Description of sts_export.gif follows]



	
In the Directory Object field, select a directory where the export file will be created.

For example, to use the Oracle Data Pump directory, select DATA_PUMP_DIR. The Directory Name field refreshes automatically to indicate the selected directory.


	
In the Export File field, enter a name for the file to be database.

Alternatively, you can accept the name generated by the database.


	
In the Log File field, enter a name for the log file for the export operation.

Alternatively, you can accept the name generated by the database.


	
Select a tablespace to temporarily store the data for the export operation.

By default, SYSAUX is used.


	
Under Job Parameters, in the Job Name field, enter a name for the job.

Alternatively, you can accept the name generated by the database.


	
Under Schedule, do one of the following:

	
Select Immediately to run the job immediately after it has been submitted.


	
Select Later to run the job at a later time as specified by selecting or entering values in the Time Zone, Date, and Time fields.





	
Click OK.

The SQL Tuning Sets page appears.

A confirmation message indicates that the job was created successfully.


	
Transport the export file to another system using the mechanism of choice, such as Oracle Data Pump or a database link.









Importing a SQL Tuning Set

Before a SQL tuning set can be imported, you must first export a SQL tuning set from another system and transport it to your current system. For more information, see "Exporting a SQL Tuning Set".

To import a SQL tuning set: 

	
On the Database Performance page, under Additional Monitoring Links, click SQL Tuning Sets.

The SQL Tuning Sets page appears.


	
Click Import.

The Import SQL Tuning Set page appears.


	
In Directory Object, select the directory containing the file to be imported.

The directory should contain the export file that was transported to your current system. For example, if the file resides in the Data Pump directory, then select DATA_PUMP_DIR. The Directory Name field refreshes automatically to indicate the selected directory.


	
In the Import File field, enter the name of the dump file that will be imported.


	
In the Log File field, enter a name for the log file for the import operation.


	
To replace an existing SQL tuning set with the one that you are importing, select Replace the existing SQL tuning set if one exists.


	
Select a tablespace to temporarily store the data for the import operation.

By default, SYSAUX is used.


	
Under Job Parameters, in the Job Name field, enter a name for the job.

Alternatively, you can accept the name generated by the system.


	
Under Schedule, do one of the following:

	
Select Immediately to run the job immediately after it has been submitted.


	
Select Later to run the job at a later time as specified by selecting or entering values in the Time Zone, Date, and Time fields.





	
Click OK.

The SQL Tuning Sets page appears.

A confirmation message is displayed to indicate that the job was successfully created. If the job is scheduled to run immediately, then the imported SQL tuning set will be shown on this page. You may need to refresh to see the SQL tuning set.













Managing SQL Profiles

A SQL profile is a set of auxiliary information that is built during automatic tuning of a SQL statement. A SQL profile is to a SQL statement what statistics are to a table.

When running a SQL Tuning Advisor task with a limited scope, the optimizer makes estimates about cardinality, selectivity, and cost that are sometimes significantly off, resulting in poor execution plans. To address this problem, consider running a SQL Tuning Advisor task with a comprehensive scope to collect additional information using sampling and partial execution techniques into a SQL profile. The database can use the profile to verify and, if necessary, adjust optimizer estimates.

During SQL profiling, the optimizer uses the execution history of the SQL statement to create appropriate settings for optimizer parameters. After SQL profiling completes, the optimizer uses the information in the SQL profile and regular database statistics to generate execution plans. The additional information enables the database to produce well-tuned plans for corresponding SQL statements.

After running a SQL Tuning Advisor task with a comprehensive scope, a SQL profile may be recommended. If you accept the recommendation, then the database creates the SQL profile and enables it for the SQL statement.

In some cases, you may want to disable a SQL profile. For example, you may want to test the performance of a SQL statement without using a SQL profile to determine if the SQL profile is actually beneficial. If the SQL statement is performing poorly after the SQL profile is disabled, then you should enable it again to avoid performance degradation. If the SQL statement is performing optimally after you have disabled the SQL profile, then you may want to remove the SQL profile from your database.

To enable, disable, or delete a SQL profile: 

	
On the Performance page, click Top Activity.

The Top Activity page appears.


	
Under Top SQL, click the SQL ID link of the SQL statement that is using a SQL profile.

The SQL Details page appears.


	
Click the Plan Control tab.

A list of SQL profiles is displayed under SQL Profiles and Outlines.


	
Select the SQL profile you want to manage. Do one of the following:

	
To enable a SQL profile that is disabled, click Disable/Enable.


	
To disable a SQL profile that is enabled, click Disable/Enable.


	
To remove a SQL profile, click Delete.




A confirmation page appears.


	
Click Yes to continue, or No to cancel the action.







	
See Also:

Oracle Database Performance Tuning Guide to learn how to manage SQL profiles using an API












Managing SQL Execution Plans

SQL plan management is a preventative mechanism that records and evaluates execution plans of SQL statements over time. The database builds SQL plan baselines consisting of a set of efficient plans. If the same SQL statement runs repeatedly, and if the optimizer generates a new plan differing from the baseline, then the database compares the plan with the baseline and chooses the best one.

SQL plan management avoids SQL performance regression. Events such as new optimizer statistics, changes to initialization parameters, database upgrades, and so on can cause changes to execution plans. These changes can cause SQL performance regressions that are difficult and time-consuming to fix manually. SQL plan baselines preserve performance of SQL statements, regardless of changes in the database.

You can have the database capture SQL plan baselines automatically or you can load SQL execution plans manually.

To capture SQL plan baselines automatically: 

	
Access the Database Home page.

See Oracle Database 2 Day DBA for more information.


	
Select Performance, then SQL, and then SQL Plan Control.

If the Database Login page appears, then log in as a user with administrator privileges. The SQL Profile subpage of the SQL Plan Control page appears.


	
Click SQL Plan Baseline.

The SQL Plan Baseline subpage appears.

[image: Description of sql_plan_control.gif follows]



	
Under Settings, click the link next to Capture SQL Plan Baselines.

The Initialization Parameters page appears.


	
In the Value column of the table, select TRUE and then click OK.

You are returned to the SQL Plan Baseline subpage, which now shows Capture SQL Baselines set to TRUE.

Because you configured baselines to be captured, the database automatically keeps a history of execution plans for all SQL statements executed more than once.




To load SQL execution plans manually, the Capture SQL Baselines setting must be FALSE.

To manually load SQL execution plans: 

	
Access the Database Home page.

See Oracle Database 2 Day DBA for more information.


	
Select Performance, then SQL, and then SQL Plan Control.


	
Click SQL Plan Baseline.

The SQL Plan Baseline subpage appears.


	
Click Load.

The SQL Plan Control page appears.

[image: Description of sql_plan_load.gif follows]



	
Select the SQL plan baselines to be loaded by completing the following steps:

	
Under Load SQL Plan Baselines, select Load plans from SQL Tuning Set (STS).

In this example, load plans from the SQL tuning set that you created in "Creating a SQL Tuning Set".


	
In Job Name, enter a name for the job. For example, enter SPM_LOAD_TEST.


	
Under Schedule, select Immediately.


	
Click OK.




The SQL Profile subpage of the SQL Plan Control page appears.

The table displays a list of SQL plans that are stored as SQL plan baselines.

[image: Description of sql_baselines.gif follows]



	
Optionally, fix the execution plan of a baseline to prevent the database from using an alternative SQL plan baseline. Complete the following steps:

	
Select a SQL plan baseline that is not fixed.


	
Select Fixed - Yes from the list preceding the baseline table.


	
Click Go.




The table is refreshed to show the SQL execution plan with the value YES in the Fixed column of the table.







	
See Also:

	
Oracle Database Performance Tuning Guide to learn how to use SQL plan management
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