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The following text conventions are used in this document:
Convention | Meaning |
---|---|
boldface | Boldface type indicates graphical user interface elements associated with an action, or terms defined in text or the glossary. |
italic | Italic type indicates book titles, emphasis, or placeholder variables for which you supply particular values. |
monospace | Monospace type indicates commands within a paragraph, URLs, code in examples, text that appears on the screen, or text that you enter. |
# prompt | The pound (# ) prompt indicates a command that is run as the Linux root user. |
The syntax in this reference is presented in a simple variation of Backus-Naur Form (BNF) that uses the following symbols and conventions:
Symbol or Convention | Description |
---|---|
[ ] | Brackets enclose optional items. |
{ } | Braces enclose a choice of items, only one of which is required. |
| | A vertical bar separates alternatives within brackets or braces. |
... | Ellipses indicate that the preceding syntactic element can be repeated. |
delimiters | Delimiters other than brackets, braces, and vertical bars must be entered as shown. |
boldface | Words appearing in boldface are keywords. They must be typed as shown. (Keywords are case-sensitive in some, but not all, operating systems.) Words that are not in boldface are placeholders for which you must substitute a name or value. |
This chapter describes the features and hardware components of Oracle Big Data Appliance. It also includes usage information.
This chapter contains these sections:
Oracle Big Data Appliance is an engineered system of hardware and software optimized to capture and analyze the massive volumes of unstructured data generated by social media feeds, email, web logs, photographs, smart meters, sensors, and similar devices.
Oracle Big Data Appliance is engineered to work with Oracle Exadata Database Machine and Oracle Exalytics In-Memory Machine to provide the most advanced analysis of all data types, with enterprise-class performance, availability, supportability, and security.
The Oracle Linux operating system and Cloudera's Distribution including Apache Hadoop (CDH) underlie all other software components installed on Oracle Big Data Appliance.
Oracle Big Data Appliance consists of a full rack and the components to connect to your network.
Table 1-1 lists the components in an Oracle Big Data Appliance rack.
Table 1-2 lists the components of each Sun Fire server.
Table 1-2 Sun Fire X4270 M2 Server Components
Quantity | Description |
---|---|
1 | Sun Fire X4270 M2 server base |
2 | Six-Core Intel Xeon X5675 processors (3.06 GHz) |
6 | 8 GB DDR3 2RX4 1333 MHz DIMMs (48 GB RAM) |
12 | 3 TB 3.5-inch 7200 RPM drives |
1 | Ethernet Port for Oracle Integrated Lights Out Manager v3.0 for remote management |
1 | Dual-port 4X QDR (40 Gbps) InfiniBand Host Channel Adapter Network Interface Card |
1 | Host Bus Adapter (Disk Controller) with 8 internal ports and 512 MB battery-backed write cache |
2 | Redundant power supplies and fans |
1 | Embedded gigabit Ethernet port |
1 | USB-2 4 GB flash drive |
The Oracle Big Data Appliance spare kit includes disk drives, accessory kits, cables, and documentation. Table 1-3 and Table 1-4 identify the bundled spares.
Table 1-3 Bundled Components and Accessories
Part Number | Quantity | Description |
---|---|---|
390-0476-03 | 2 | 3 TB 3.5-inch 7200 RPM drives |
590-896-501B | 1 | LCD Accessory Kit |
630-446-501 | 1 | KVM Switch Accessory Kit |
53-2332-xx | 1 | Cisco Switch Documents and Accessories Kit |
Table 1-4 Bundled Cables
Part Number | Length | Quantity | Description |
---|---|---|---|
530-4446-01 | 5 meters | 10 | QSFP passive copper cable |
530-4445-01 | 3 meters | 6 | QSFP passive copper cable |
350-1519-01 | -- | 3 | ASSY, NM2 serial cable sets |
Table 1-5 lists the spare parts that are secured to the center section of an Oracle Big Data Appliance rack.
The software components are installed on all 18 servers in an Oracle Big Data Appliance rack. Oracle Linux, required drivers, firmware, and hardware verification utilities are factory installed. Among them are the following tools:
setup-root-ssh
utility sets up passwordless SSH for the root
user among all the servers in an Oracle Big Data Appliance rack. See "Setting Up Passwordless SSH". dcli
utility executes commands across a group of servers on Oracle Big Data Appliance and returns the output. See Chapter 7. bdacheckib
utility checks the private InfiniBand network. bdachecknet
utility checks the network configuration. iblinkinfo
utility lists the connections in the InfiniBand network. listlinkup
utility identifies the active Ethernet ports. showvlan
utility lists the virtual local area networks (VLANs) configured on a Sun Network QDR InfiniBand Gateway Switch. showvnics
utility lists the virtual network interface cards (VNICs) created on a Sun Network QDR InfiniBand Gateway Switch. All end-user software is installed on site using the Mammoth Utility. See Chapter 13.
The following restrictions apply to hardware and software modifications to Oracle Big Data Appliance. Violating these restrictions can result in the loss of warranty and support.
Customers can do the following:
The script content on this page is for navigation purposes only and does not alter the content in any way.
This chapter describes the site requirements for Oracle Big Data Appliance. Use this chapter while you complete the Oracle Big Data Appliance Site Checklists.
This chapter contains these sections:
Table 2-1 shows the general environmental requirements for Oracle Big Data Appliance. The other sections in this chapter provide detailed information.
Table 2-1 Environmental Requirements for Oracle Big Data Appliance
Environmental Component | Oracle Big Data Appliance |
---|---|
Weight | 909.5 kg (2005 lb) See Also: "Flooring Requirements" |
Acoustic levels | 8.3 Bel |
Power | Maximum: 12.0 kW (12.25 kVA) Typical: 8.4 kW (8.6 kVA)Foot 1 See Also: "Electrical Power Requirements" |
Cooling | Maximum: 40,971 BTU/hour (41,807 kJ/hour) Typical: 28,680 BTU/hour (29,265 kJ/hour) See Also: "Temperature and Humidity Requirements" and "Ventilation and Cooling Requirements" |
Air flow front-to-back (subject to actual data center environment) | Maximum: Approximately 1,886 CFM Typical: Approximately 1,340 CFM See Also: "Temperature and Humidity Requirements", and "Ventilation and Cooling Requirements" |
IP Addresses | 24 for Ethernet network 18 for InfiniBand network See Also: Chapter 3, "Network Requirements." |
Network drops | Minimum of two network connections See Also: Chapter 3, "Network Requirements." |
External connectivity | 2 x 1 Gbps Ethernet ports 18 x 10 Gbps Ethernet ports See Also: Chapter 3, "Network Requirements." |
Footnote 1 Varies based on application load.
The space requirements for Oracle Big Data Appliance are as follows:
The minimum ceiling height for the cabinet is 230 cm (90 inches), measured from the true floor or raised floor, whichever is higher. An additional 92 cm (36 inches) is for top clearance. The space above the cabinet and its surroundings must not restrict the movement of cool air between the air conditioner and the cabinet, or the movement of hot air coming out of the top of the cabinet.
Before Oracle Big Data Appliance arrives, ensure that the receiving area is large enough for the package. The following are the package specifications:
If your loading dock meets the height and ramp requirements for a standard freight carrier truck, then you can use a pallet jack to unload the rack. If not, you must provide a standard forklift or other means to unload the rack. You can also request that the rack be shipped in a truck with a lift gate.
Leave Oracle Big Data Appliance in its shipping container until it arrives at the installation site. Ensure sufficient clearance and clear pathways for moving it from the unpacking location to the installation location. The entire access route to the installation site should be free of raised-pattern flooring that can cause vibration.
Use a conditioned space when removing the packaging material to reduce particles before entering the data center. Allow enough space for unpacking Oracle Big Data Appliance from its shipping cartons. Table 2-2 lists the access route requirements.
Table 2-2 Access Route Requirements for Oracle Big Data Appliance
Access Route Item | With Shipping Pallet | Without Shipping Pallet |
---|---|---|
Minimum door height | 218.4 cm (86 inches) | 204 cm (80.5 inches) |
Minimum door width | 127 cm (50 inches) | 64 cm (25.5 inches) |
Minimum elevator depth | 162.6 cm (64 inches) | 124 cm (49 inches) |
Maximum incline | 6 degrees | 6 degrees |
Minimum elevator, pallet jack, and floor loading capacity | 1134 kg (2500 lb) | 1134 kg (2500 lb) |
The maintenance area must be large enough for Oracle Big Data Appliance and have the required access space. For example, the required space to remove the side panels is 67.6 cm (26.6 inches). Table 2-3 lists the maintenance access requirements.
Open tiles are required for electrical access.
Oracle recommends that Oracle Big Data Appliance be installed on raised flooring. The site floor and the raised flooring must be able to support the total weight.
Table 2-4 lists the floor load requirements.
Table 2-4 Floor Load Requirements for Oracle Big Data Appliance
Description | Requirement |
---|---|
Maximum allowable weight of installed rack equipment | 998 kg (2200 lb) |
Maximum allowable weight of installed power distribution units | 52 kg (115 lb) |
Maximum dynamic load (maximum allowable weight of installed equipment including PDUs) | 1050 kg (2315 lb) |
Oracle Big Data Appliance can operate effectively over a wide range of voltages and frequencies. However, it must have a reliable power source. Damage may occur if the ranges are exceeded. Electrical disturbances such as the following may damage Oracle Big Data Appliance:
To protect Oracle Big Data Appliance from such disturbances, you should have a dedicated power distribution system, power-conditioning equipment, and lightning arresters or power cables to protect from electrical storms.
Each rack has two preinstalled power distribution units (PDUs). The PDUs accept different power sources. You must specify the type of PDU that is correct for your Oracle Big Data Appliance and data center.
The type of PDU depends on the location where Oracle Big Data Appliance is installed:
Refer to the appropriate sections for your location:
Table 2-5 lists the requirements for low-voltage single-phase PDUs for North America, South America, Japan, and Taiwan. There are two PDUs per rack.
Table 2-5 Low-Voltage 15 kVA Single-Phase PDUs
Option | Requirement per PDU |
---|---|
Number of inputs | 3 x 30A single phase |
Voltage | 200 to 240 VAC |
Frequency | 50/60 Hz |
Current | 24A maximum per input |
Power rating | 15 kVA |
Output current | 72A (3 x 24A) |
Outlets | 42 x C13; 6 x C19 |
Outlet groups | 6 |
Group protectionFoot 1 | 20A |
Data center receptacle | 15 kVA, with three 30A/250V 2-pole/3-wire NEMA L6-30P plugs |
Footnote 1 UL489 2-pole circuit breaker
The following are needed to connect Oracle Big Data Appliance to a low-voltage single-phase power source:
Figure 2-1 shows the low-voltage, single-phase PDU power connector for North America, South America, Japan, and Taiwan.
Figure 2-1 Low-Voltage, Single-Phase Power Connector
Table 2-6 lists the requirements for low-voltage three-phase PDUs for North America, South America, Japan, and Taiwan. There are two PDUs per rack.
Table 2-6 Low-Voltage 15 kVA Three-Phase PDUs
Option | Requirement per PDU |
---|---|
Number of inputs | 1 x 60A three-phase 4-wire |
Voltage | 190 to 220 VAC |
Frequency | 50/60 Hz |
Current | 40A maximum per phase |
Power rating | 14.4 kVA |
Output current | 69A (3 x 23A) |
Outlets | 42 x C13; 6 x C19 |
Outlet groups | 6 |
Group protectionFoot 1 | 20A |
Data center receptacle | 15 kVA IEC 60309 60A 4-pin 250 VAC three-phase IP67 |
Footnote 1 UL489 2-pole circuit breaker
The following are needed to connect Oracle Big Data Appliance to a low-voltage three-phase power source:
Figure 2-2 shows the low-voltage three-phase PDU power connector for North America, South America, Japan, and Taiwan.
Figure 2-2 Low-Voltage Three-Phase Power Connector
Table 2-7 lists the requirements for 15 kVA high-voltage single-phase PDUs for Europe, the Middle East, Africa, and Asia Pacific, except Japan and Taiwan. There are two PDUs per rack.
Table 2-7 High-Voltage 15 kVA Single-Phase PDUs
Option | Requirement per PDU |
---|---|
Number of inputs | 3 x 25A single phase |
Voltage | 220 to 240 VAC |
Frequency | 50/60 Hz |
Current | 25A maximum per input |
Power rating | 15 kVA |
Output current | 72A (3 x 24A) |
Outlets | 42 x C13; 6 x C19 |
Outlet groups | 6 |
Group protectionFoot 1 | 20A |
Data center receptacle | 15 kVA, with three blue 32A/240V splash-proof 2-pole/3-wire IEC 60309 plugs |
Footnote 1 UL489 1-pole circuit breaker
The following are needed to connect Oracle Big Data Appliance to a high-voltage single-phase power source:
Figure 2-3 shows the high-voltage single-phase PDU power connector for EMEA and APAC, except for Japan and Taiwan.
Figure 2-3 High-Voltage Single-Phase Power Connector
Table 2-8 lists the requirements for high-voltage three-phase PDUs for Europe, the Middle East, Africa, and Asia Pacific, except Japan and Taiwan. There are two PDUs per rack. The following specifications are per PDU.
Table 2-8 High-Voltage 15 kVA Three-Phase PDUs
Option | Requirement per PDU |
---|---|
Number of inputs | 1 x 25A three-phase 5 wire |
Voltage | 220/380 to 240/415 VAC three-phase |
Frequency | 50/60 Hz |
Current | 25A maximum per phase |
Power rating | 14.4 kVA |
Output current | 62.7A (3 x 20.9A) |
Outlets | 42 x C13; 6 x C19 |
Outlet groups | 6 |
Group protectionFoot 1 | 20A |
Data center receptacle | 15 kVA, three-phase, 5-pin, IEC 60309 32A, 5-pin 230/400V, three-phase IP44 |
Footnote 1 UL489 1-pole circuit breaker
The following are needed to connect Oracle Big Data Appliance to a high-voltage three-phase power source:
Figure 2-4 shows the high-voltage three-phase PDU power connector for EMEA and APAC, except for Japan and Taiwan.
Figure 2-4 High-Voltage Three-Phase Power Connector
Electrical work and installations must obey applicable local, state, or national electrical codes. Contact your facilities manager or a qualified electrician to determine what type of power is supplied to the building.
To prevent catastrophic failures, design the input power sources to ensure adequate power is provided to the PDUs. Use dedicated AC breaker panels for all power circuits that supply power to the PDU. When planning for power distribution requirements, balance the power load between available AC supply branch circuits. In the United States and Canada, ensure that the overall system AC input current load does not exceed 80 percent of the branch circuit AC current rating.
PDU power cords are 4 meters (13.12 feet) long, and 1 to 1.5 meters (3.3 to 4.9 feet) of the cord is routed within the rack cabinet. The installation site AC power receptacle must be within 2 meters (6.6 feet) of the rack.
To prevent catastrophic failures, the design of your power system must ensure that adequate power is provided to the servers. Use dedicated AC breaker panels for all power circuits that supply power to the server. Electrical work and installations must obey applicable local, state, and national electrical codes. Servers require that electrical circuits be grounded to the earth.
In addition to circuit breakers, provide a stable power source, such as an uninterruptible power supply (UPS), to reduce the possibility of component failures. If computer equipment is subjected to repeated power interruptions and fluctuations, then it is susceptible to a higher rate of component failure.
Note: The owner supplies the circuit breakers. Each power cord requires one circuit breaker. |
The cabinets for Oracle Big Data Appliance are shipped with grounding-type power cords. Always connect the cords to grounded power outlets. Because different grounding methods are used depending on location, check the grounding type and refer to documentation, such as International Electrotechnical Commission (IEC) documents, for the correct grounding method. Ensure that the facility administrator or qualified electrical engineer verifies the grounding method for the building and performs the grounding work.
Airflow through Oracle Big Data Appliance is from front to back. See Table 2-1 for information about cooling and airflow.
Note: Studies show that temperature increases of 10 degrees Celsius (15 degrees Fahrenheit) above 20 degrees Celsius (70 degrees Fahrenheit) reduce long-term electronics reliability by 50 percent.Excessive internal temperatures may result in full or partial shutdown of Oracle Big Data Appliance. |
Table 2-9 lists the temperature, humidity, and altitude requirements for operating and nonoperating systems.
Table 2-9 Temperature, Humidity, and Altitude Requirements
Condition | Operating Requirement | Nonoperating Requirement | Optimum |
---|---|---|---|
Temperature | 5 to 32 degrees Celsius (40 to 90 degrees Fahrenheit) | -40 to 70 degrees Celsius (-40 to 158 degrees Fahrenheit) | For optimal rack cooling, data center temperatures from 21 to 23 degrees Celsius (70 to 74 degrees Fahrenheit) |
Relative humidity | 10 to 90 percent relative humidity, noncondensing | Up to 93 percent relative humidity | For optimal data center rack cooling, 45 to 50 percent, noncondensing |
Altitude | 3048 meters (10000 feet) maximum | 12000 meters (40000 feet) maximum | Ambient temperature is reduced by 1 degree Celsius per 300 m above 900 m altitude above sea level |
Set conditions to the optimal temperature and humidity ranges to minimize the chance of downtime due to component failure. Operating Oracle Big Data Appliance for extended periods at or near the operating range limits, or installing it in an environment where it remains at or near nonoperating range limits, could significantly increase hardware component failure.
The ambient temperature range of 21 to 23 degrees Celsius (70 to 74 degrees Fahrenheit) is optimal for server reliability and operator comfort. Most computer equipment can operate in a wide temperature range, but near 22 degrees Celsius (72 degrees Fahrenheit) is desirable because it is easier to maintain safe humidity levels. Operating in this temperature range provides a safety buffer if the air conditioning system fails.
The ambient relative humidity range of 45 to 50 percent is suitable for safe data processing operations. Most computer equipment can operate in a wide range (20 to 80 percent), but the range of 45 to 50 percent is recommended for the following reasons:
Always provide adequate space in front and behind the rack to allow for proper ventilation. Do not obstruct the front or rear of the rack with equipment or objects that might prevent air from flowing through the rack. Rack-mountable servers and equipment typically draw cool air in through the front of the rack and let out warm air through the rear of the rack. There is no air flow requirement for the left and right sides due to front-to-back cooling.
If the rack is not completely filled with components, then cover the empty sections with filler panels. Gaps between components can adversely affect air flow and cooling within the rack.
Relative humidity is the percentage of the total water vapor that can exist in the air without condensing, and it is inversely proportional to air temperature. Humidity goes down when the temperature rises, and goes up when the temperature drops. For example, air with a relative humidity of 45 percent at a temperature of 24 degrees Celsius (75 degrees Fahrenheit) has a relative humidity of 65 percent at a temperature of 18 degrees Celsius (64 degrees Fahrenheit). As the temperature drops, the relative humidity rises to more than 65 percent, and water droplets are formed.
Air conditioning facilities usually do not precisely monitor or control temperature and humidity throughout an entire computer room. Generally, you should monitor individual points corresponding to multiple exhaust vents in the main unit and other units in the room, because the distribution of temperature and humidity is uneven across the room. Pay special consideration to humidity when using underfloor ventilation.
Oracle Big Data Appliance is designed to function while mounted in a natural convection air flow. Follow these requirements to meet the environmental specification:
Use perforated tiles, rated for 400 cubic feet per minute (CFM) per tile air flow, in front of the rack for cold air intake. The tiles can be arranged in any order in front of the rack, provided that cold air from the tiles can flow into the rack. Inadequate cold air flow could result in a higher inlet temperature in the servers due to exhaust air recirculation. Oracle recommends four floor tiles for Oracle Big Data Appliance.
Figure 2-5 shows a typical installation of the floor tiles for Oracle Big Data Appliance in a typical data center.
Figure 2-5 Typical Data Center Configuration for Perforated Floor Tiles
Before installation, network cables must run from your existing network infrastructure to the installation site. The requirements to connect Oracle Big Data Appliance to your existing network infrastructure are as follows:
Before Oracle Big Data Appliance is delivered to the site, perform these tasks to ensure that the site is ready:
Review the site requirements in this chapter and in the Oracle Big Data Appliance Site Checklists to understand the requirements of Oracle Big Data Appliance.
Provide the network configuration details and select the optional software components to be installed. Complete the Oracle Big Data Appliance Configuration Worksheets for every set of appliances that will be configured as a single CDH cluster. Give the completed worksheets to your Oracle representative.
Complete the spreadsheet from the information in the Oracle Big Data Appliance Configuration Worksheets and generate the Installation Template and configuration files. This step is performed by an Oracle representative, except when the owner performs the installation and configuration without assistance.
Configure the existing network using the Installation Template provided by your Oracle representative. This includes registering the networks in the Domain Name System (DNS), assigning IP addresses, and configuring data center switches and firewalls.
Prepare the site based on the requirements described earlier in this chapter, such as installing the network cables and power supplies, before the arrival of Oracle Big Data Appliance:
See Also:
|
This chapter describes the network requirements for Oracle Big Data Appliance. This chapter contains these sections:
Oracle Big Data Appliance includes 18 servers and the equipment to connect the servers to your network. The network connections allow the servers to be administered remotely and allow clients to connect to them. Use the information in this chapter to configure the environment for Oracle Big Data Appliance.
Each server has the following network components and interfaces:
The installation process automatically discovers whether each Sun Network QDR InfiniBand Gateway Switch has at least one 10 GbE connection. If they all do, then two virtual network interface cards (VNICs) are configured for each server: one for each switch bonded as bondeth0 in active/passive failover mode. The VNICs are assigned automatically to the available 10 GbE connections in round-robin fashion. For example, if each switch has three available 10 GbE connections, then the VNIC on server 1 is assigned to 10 GbE port 1, server 2 to port 2, server 3 to port 3, server 4 to port 1, and so on.
All VNICs are assigned to the same default VLAN. To assign different VLANs to different VNICs, you must delete the initial VNICs and manually create your own.
Additional configuration, such as defining multiple virtual local area networks (VLANs) or enabling routing, may be required for the switch to operate properly in your environment. If additional configuration is needed, then your network administrator must perform the necessary configuration steps during installation of Oracle Big Data Appliance.
To deploy Oracle Big Data Appliance, ensure that your network meets the minimum requirements. Oracle Big Data Appliance uses three networks. Each network must be on a distinct and separate subnet from the others. These are the network descriptions:
There are three uplinks to the administrative network:
Network connectivity to the PDUs is required only if the electric current is monitored remotely.
Each server has two network interfaces for administration. One provides administrative access to the operating system through the ETH0 Ethernet interface, and the other provides access to the Integrated Lights Out Manager through the Oracle ILOM Ethernet interface. Oracle Big Data Appliance is delivered with the ETH0 and ILOM interfaces connected to the Ethernet switch on the rack. Do not use the ETH0 interface on the servers for client network traffic. Cabling or configuration changes to these interfaces are not permitted.
There are two Sun Network QDR InfiniBand Gateway Switches in the rack. Each switch supports 1 to 8 connections for client access for a total of up to 16 client network connections. For failover, you must have at least one connection from each switch and scale up according to your requirements for loading data and providing client access.
Note: All networks must be on distinct and separate subnets from each other. |
The servers are configured on the network as follows:
ETH0
: Provides access to the operating system using the administrative network. BONDETH0
: Provides access to the server using the client access network. The SCAN addresses are defined on this interface. ILOM
: Provides access to Oracle Integrated Lights Out Manager (ILOM) using the administrative network. Figure 3-1 shows the network diagram. Use the preinstall-checkip.sh
script to verify the cable connections when cabling Oracle Big Data Appliance to the existing network. See "Checking for Network Errors".
Figure 3-1 Network Diagram for Oracle Big Data Appliance
Each of the two Sun Network QDR InfiniBand Gateway Switches in Oracle Big Data Appliance has eight 10 GbE ports. The two switches enable you to create up to 16 10 GbE connections for each rack. You can determine how many connections to create based on the bandwidth needed for the client network. For proper functioning, at least one of the eight ports of each gateway switch must have an active connection to the site's 10 GbE network.
Physical Ethernet connections are created only between the site network and the gateway switches. The Oracle Big Data Appliance servers are connected only by InfiniBand to those switches. Each server has two InfiniBand connections, one to each gateway switch, in an active backup mode; only the active InfiniBand connection is used for all InfiniBand traffic to that server. If that connection fails, it immediately fails over to the other connection.
Half of the Oracle Big Data Appliance servers have active connections to one gateway switch, and the other half have active connections to the other gateway switch. Inside Oracle Big Data Appliance, the client network traffic is transported over those InfiniBand connections using the Ethernet over InfiniBand (EoIB) protocol. As a result, each Oracle Big Data Appliance server has two virtual NICs (VNICs) that are bonded in the same active backup mode. Each VNIC is assigned a specific port on the gateway switch. If a switch has only one 10 GbE connection, then all VNICs for that switch point to the same port. If a switch has multiple connections, then the VNICs are spread across those ports in round-robin fashion.
For example, if you create three 10 GbE uplinks from each gateway switch, then the client network traffic from the servers is handled by the switches as shown in the following table:
Server Number | Active Link | Backup Link |
---|---|---|
1 to 3 | GW Switch 1 Link 1 | GW Switch 2 Link 1 |
4 to 6 | GW Switch 1 Link 2 | GW Switch 2 Link 2 |
... | ... | ... |
16 to 18 | GW Switch 2 Link 3 | GW Switch 1 Link 3 |
If you do not want all servers balanced across the available connections, then you can manually delete the VNICs that are automatically created during the network setup process. You can then create your own VNIC to 10 GbE port mapping. See Chapter 10 and Chapter 11.
Depending on the number of 10 GbE connections, the client network traffic for multiple servers may be sent across the same physical 10 GbE connection. The maximum number of connections provides 160 gigabits per second (Gbps) of client network bandwidth to Oracle Big Data Appliance.
Although you can create up to eight 10 GbE connections for each gateway switch, its physical ports are 40 Gbps QSFP ports. Each gateway switch has two of these physical ports reserved for 10 GbE connectivity. The ports are equipped with QSFP transceivers that take an optical cable with a MTP/MPO connector. On the site network side are typically 10 Gbps ports with SFP+ transceivers that take LC connectors. For these connections, you can use splitter cables that have a single male MTP/MPO connector on one end and four pairs of LC connectors on the other end. Each 10 Gbps SFP+ transceiver takes a duplex LC connector for a total of four pairs. Thus, you can use a single splitter cable to create up to four 10 GbE connections. However, all four duplex LC connectors do not require a connection to the site network.
The splitter cables are not provided with Oracle Big Data Appliance and must be ordered separately from Oracle. They are available in lengths of 10, 20, and 50 meters. Oracle recommends that you order the SFP+ transceivers used at the site end of the 10 GbE network from the same manufacturer as the 10 GbE switch.
When multiple Oracle Big Data Appliance racks are connected to form a single Hadoop cluster, Oracle strongly recommends that you spread the 10 GbE connections across the switches in different racks. Every gateway switch in every rack must have at least one 10 GbE connection. Oracle does not recommend that the 10 GbE connections to the switches in a single rack be used for all the Oracle Big Data Appliance servers in all the racks, although that configuration may be possible.
If your data center does not have a 10 GbE infrastructure, you can still connect Oracle Big Data Appliance to it by using an external switch that supports both 10 GbE (or 40 GbE) and 1 GbE. The Sun Network 10 GbE Switch 72p and numerous third-party switches provide this capability. You can connect the Sun Network QDR InfiniBand Gateway Switches to a 10 GbE or 40 GbE port and connect the data center to a 1 GbE port in the external switch.
This initial network configuration is set at the factory for Oracle Big Data Appliance:
Table 3-1 lists the default IP addresses for Oracle Big Data Appliance.
Table 3-1 Default IP Addresses for Oracle Big Data Appliance
Host | Administrative IP Addresses | ILOM IP Addresses | InfiniBand Bonded IP Addresses |
---|---|---|---|
bda18 |
|
|
|
bda17 |
|
|
|
bda16 |
|
|
|
bda15 |
|
|
|
bda14 |
|
|
|
bda13 |
|
|
|
bda12 |
|
|
|
bda11 |
|
|
|
bda10 |
|
|
|
bdasw-ib3 |
| -- | -- |
KVM Tray | -- | -- | -- |
KVM Switch | -- | -- | -- |
Cisco Switch |
| -- | -- |
bdasw-ib2 |
| -- | -- |
bda09 |
|
|
|
bda08 |
|
|
|
bda07 |
|
|
|
bda06 |
|
|
|
bda05 |
|
|
|
bda04 |
|
|
|
bda03 |
|
|
|
bda02 |
|
|
|
bda01 |
|
|
|
bdasw-ib1 |
| -- | -- |
PDU A |
| -- | -- |
PDU B |
| -- | -- |
Table 3-2 identifies the port numbers used by Oracle Big Data Appliance software. Ensure that these ports are free before you configure the network.
Table 3-2 Oracle Big Data Appliance Port Numbers
Port | Used by |
---|---|
2 | ssh |
80 | yumrepos (only during installation) |
111 | portmap |
668 | rpc.statd |
3306 | MySQL Database |
5000 | Oracle NoSQL Database registration |
5001 | Oracle NoSQL Database administration |
5010 to 5020 | Oracle NoSQL Database processes |
6481 | xinetd (service tag) |
8139 | Puppet nodes |
8140 | Puppet parent |
20910 | Oracle Data Integrator agent |
30920 | Automated Service Monitor (ASM) |
Table 3-3 lists the ports used by Cloudera's Distribution including Apache Hadoop (CDH). For additional details about these port assignments, go to the Cloudera website at
http://ccp.cloudera.com/display/CDHDOC/Configuring+Ports+for+CDH3
Table 3-3 CDH Port Numbers
Port | Component | Service | Access |
---|---|---|---|
0 | HDFS | Thrift Plugin DataNode | -- |
0 | MapReduce | TaskTracker | Localhost |
1004 | HDFS | Secure DataNode | External |
1006 | HDFS | Secure DataNode | External |
2181 | HBase | HQuorumPeer | -- |
2181 | ZooKeeper | Server | External |
2888 | HBase | HQuorumPeer | -- |
2888 | ZooKeeper | Server | Internal |
3181 | Flume | ZooKeeper Server | -- |
3182 | Flume | ZooKeeper Server | -- |
3183 | Flume | ZooKeeper Server | -- |
3888 | HBase | HQuorumPeer | -- |
3888 | ZooKeeper | Server | Internal |
8001 | Hue | Job Submission Server | Internal |
8002 | Hue | Beeswax Server | Internal |
8003 | Hue | Beeswax Metastore | Internal |
8005 | Oozie | Server | Internal |
8020 | HDFS | NameNode | External |
8021 | MapReduce | JobTracker | External |
8080 | HBase | REST Service | External |
8088 | Hue | Server | External |
9083 | Hive | Metastore | External |
9090 | HBase | ThriftServer | External |
9290 | MapReduce | JobTracker Thrift Plugin | Internal |
10000 | Hive | HiveServer | External |
10090 | HDFS | Thrift Plugin NameNode | -- |
10091 | MapReduce | JobTracker Authorization Plugin | Internal |
10092 | HDFS | Authorization Plugin NameNode | -- |
10094 | Oozie | Server Authorization Plugin | Internal |
11000 | Oozie | Server | External |
16000 | Sqoop | Metastore | External |
35853 | Flume | Node | -- |
35862 | Flume | Node | -- |
35871 | Flume | Master | -- |
35872 | Flume | Master | -- |
45678 | Flume | Master | -- |
50010 | HDFS | DataNode | External |
50020 | HDFS | DataNode | External |
50030 | MapReduce | JobTracker | External |
50060 | MapReduce | TaskTracker | External |
50070 | HDFS | NameNode | External |
50075 | HDFS | DataNode | External |
50090 | HDFS | Secondary NameNode | Internal |
50470 | HDFS | Secure NameNode | External |
50495 | HDFS | Secure Secondary NameNode | Internal |
57890 | Flume | Master | -- |
60000 | HBase | Master | External |
60010 | HBase | Master | External |
60020 | HBase | RegionServer | External |
60030 | HBase | RegionServer | External |
This chapter describes how to use the Oracle Big Data Appliance Configuration Utility. It contains the following sections:
Note: An Oracle representative typically completes the Oracle Big Data Appliance Configuration Utility from information provided by the customer in the Oracle Big Data Appliance Configuration Worksheets. |
The information entered in the Oracle Big Data Appliance Configuration Utility is used to generate the installation and deployment files. After you enter values into the utility, the information is validated. Then the utility generates the files for Oracle Big Data Appliance.
The utility is implemented as a spreadsheet containing these worksheets:
This section explains how to use the Oracle Big Data Appliance Configuration Utility. It contains these topics:
You must use Apache OpenOffice Spreadsheet 3.4 or Oracle Open Office Calc 3.3 to configure the spreadsheet. Do not use other spreadsheet programs like Excel, which can modify the spreadsheet but not generate the files.
To obtain the Oracle Big Data Appliance Configuration Utility, refer to My Oracle Support Note 1434477.1.
To open the Oracle Big Data Appliance Configuration Utility:
AutoCorrect settings can make it difficult for you to enter passwords.
This procedure describes how to use the Oracle Big Data Appliance Configuration Utility to customize the default configuration settings for your installation. The other sections in this chapter provide detailed information about each field in the spreadsheet.
To generate the configuration files:
To discard your changes, click Reset.
This step does not save the worksheet. To save your changes, click the Save icon.
The Oracle Big Data Appliance Configuration Utility generates the following files to use when you configure the system.
Runs a series of tests to ensure the specified names and IP addresses for Oracle Big Data Appliance were added correctly to the name server and they do not conflict with the existing network configuration. See "Checking for Network Errors" for instructions on running this script.
Contains the network configuration. Transfer this file to a USB drive for copying to Oracle Big Data Appliance. See "Configuring the Network".
Contains all information provided in the spreadsheet, including the network configuration, port numbers, default user names, and passwords. Transfer this file to a USB drive for copying to Oracle Big Data Appliance. See "Using the Mammoth Utility".
Reproduces the Installation Preview page of the spreadsheet in a printable format. The network administrator and others can use this Installation Template to verify the settings and make any last minute corrections.
Figure 4-1 shows part of the first page of the Installation Template.
The network administrator must add the host names and IP addresses for the components of Oracle Big Data Appliance to a name server. When this task is complete, you can use the preinstall-checkip.sh script to check the network for errors.
Run the preinstall-checkip.sh script at these points in the installation process:
To check the network for conflicts:
If you are unable to resolve all IP address conflicts between the existing network and Oracle Big Data Appliance, then you can proceed without connecting to the network up to "Configuring the Network". The procedures take longer to complete because of time-outs from attempts to connect to configured services such as Domain Name System (DNS) and Network Time Protocol (NTP).
Example 4-1 shows success and error messages from the preinstall-checkip.sh script.
Example 4-1 Output from preinstall-checkip.sh
Table 4-1 to Table 4-5 briefly describe the fields in the Network Configuration sheet of the Oracle Big Data Appliance Configuration Utility. See the Oracle Big Data Appliance Configuration Worksheets for complete details.
Table 4-1 describes the general rack properties.
Table 4-1 General Properties for the Rack
Spreadsheet Field | Description |
---|---|
Cluster Name | The name of the CDH cluster. Required. |
Rack Name | The name of the Oracle Big Data Appliance rack. By default, the rack name is derived from the cluster name, so that a CDH cluster named bda has racks named bda1, bda2, and so forth. |
Server Base Name | Base name for all servers. A two-digit suffix uniquely identifies each server. The Rack Name and Server Base Name are used to generate the host names for all network interfaces: eth0, bondib0, bondeth0, and Oracle ILOM. For example, a cluster name of |
Admin Access Suffix | Suffix to the basic host name to form the bondeth0 host names |
Private Name Suffix | Suffix to the basic host name to form the bondib0 host name |
ILOM Name Suffix | Suffix to the basic host name to form the Oracle ILOM name |
Switch Base Name | Suffix to the rack name to form the base name for all switches. For example, a rack name of |
Customer Name | Name of the enterprise. Required. |
Domain Name | Name of the domain in which Oracle Big Data Appliance operates. Required. |
Region | Region in which the Oracle Big Data Appliance is located. Click the field, and then click the arrow for a list of regions. |
Time Zone | Time zone for your installation. You must select a region before selecting the time zone. Click the field, and then click the arrow for a list of time zones for your region. |
Is this the only or primary rack in the cluster? | Yes or no. Required. |
Table 4-2 describes the network properties for the entire rack.
Table 4-2 Network Properties for the Rack
Spreadsheet Field | Description |
---|---|
DNS Servers | Up to four IP addresses for the Domain Name Server |
NTP Servers | Up to four IP addresses for the Network Time Protocol Server |
Search Domains | Up to four domain names in which Oracle Big Data Appliance operates, such as |
Table 4-3 describes the network properties for individual servers in the rack. You specify the IP addresses assigned to server 01. Sequential numbers are assigned automatically to the other 17 servers. Ensure that ranges of 18 IP addresses are free for each type of access. If 18 sequential IP addresses are not available, then you can edit the output files generated by the Oracle Big Data Appliance Configuration Utility.
Table 4-3 Network Properties for Servers
Spreadsheet Field | Description |
---|---|
Administrative - eth0 | First IP address of 18 from the management network |
Private - bondib0 | First IP address of 18 |
Client Access - bondeth0 | First IP address of 18 from the client access network |
ILOM | First IP address of 18 from the management network |
Table 4-4 describes the network properties for all switches. You configure the switches manually, as described in Chapter 8.
Table 4-4 Network Properties for Switches
Spreadsheet Field | Description |
---|---|
KVM Switch IP | IP address of the KVM switch |
Cisco Switch IP | IP address of the Cisco switch |
First InfiniBand Switch IP | First IP address of three for the InfiniBand switches |
Table 4-5 describes the network properties for the power distribution units (PDUs). You configure the PDUs manually, as described in Chapter 8.
Table 4-6 to Table 4-9 briefly describe the fields in the Software Configuration sheet of the Oracle Big Data Appliance Configuration Utility.
Table 4-6 describes the optional software available for Oracle Big Data Appliance. If you have a license for Oracle Big Data Connectors, then you can install the software For more information about these components, see the Oracle Big Data Appliance Software User's Guide.
Table 4-6 Installed Components
Spreadsheet Field | Description |
---|---|
Oracle Big Data Connectors facilitate data access between data stored in the CDH cluster and Oracle Database. The connectors require a separate license. If you have a license, choose Yes. | |
The agent is a required component of Oracle Data Integrator, which is a graphical tool for performing extraction, transformation, and loading (ETL) of data into Oracle Database. To configure Oracle Data Integrator for use immediately, choose Yes. | |
Oracle NoSQL Database is a distributed key-value database that provides a storage option to Hadoop Distributed File System (HDFS). To configure Oracle NoSQL Database for use, choose Yes. | |
Total disk space to allocate for Oracle NoSQL Database in Terabytes | If you install Oracle NoSQL Database, you can allocate 54 or 108 terabytes (TB) for its use. Disk space allocated to Oracle NoSQL Database is not available for HDFS. |
External backup NFS directory | The address of an NFS shared directory used to store a backup of the name node data. Enter the address in the form |
Table 4-7 describes the options for Auto Service Request (ASR). This service monitors the health of Oracle Big Data Appliance hardware. ASR Manager automatically submits a service request to Oracle Support Services when it detects a fault. See Chapter 12 for more information about ASR.
Table 4-7 Oracle Auto Service Request
Spreadsheet Field | Description |
---|---|
Enable Auto Service Request? | Although you can opt out of this service, Oracle strongly recommends that you enable ASR by choosing Yes. |
The fully qualified name of a Linux server on the network, where ASR will be installed | |
ASR Manager Port | The port number for ASR Manager. The default port is 162. |
ASR Server Root Password | Password for |
Table 4-8 identifies the users, groups, and passwords that can be set during the software installation. If you leave the passwords blank, then the installation prompts for them. The Oracle IDs must match those of a connected Oracle Exadata Database Machine to support the network file system (NFS) protocol.
Table 4-8 Users, Groups, and Passwords
Table 4-9 describes the configuration settings for the email server that Cloudera Manager uses to send alerts from the CDH cluster.
Table 4-9 Cloudera Manager Email Alerts
Spreadsheet Field | Description |
---|---|
The fully qualified name of the existing SMTP server that the company uses on its internal network | |
Email Server (SMTP) Port | The port used by the email server |
Email Server (SMTP) User Name | User name for Cloudera Manager to use for authentication on the SMTP server |
Email Server (SMTP) Password | Password for the user name |
Email Server uses SSL? | Yes or no |
Email Alert Recipients | One or more email addresses. These users receive the alerts from Cloudera Manager. |
This chapter describes how to move, install, and configure the hardware -- from unpacking Oracle Big Data Appliance to powering on the system. This chapter contains these sections:
Before Oracle Big Data Appliance arrives, review the following safety precautions to ensure that the site is safe and ready for delivery. Failing to observe these precautions can result in injury, equipment damage, or malfunction.
The inputs are labeled where they come out of the PDU. Connecting cables as described ensures that the phases are balanced on both sides, A and B, in case of a failover.
See Also:
|
You should determine the unpacking location during the site planning process. See Chapter 2.
Figure 5-1 shows the Oracle Big Data Appliance shipping crate.
Figure 5-1 Oracle Big Data Appliance in the Shipping Crate
See Also: Sun Rack II Unpacking Guide for additional information about unpacking the rack. The guide is available at |
The shipping kit contains the following tools and equipment to install and service Oracle Big Data Appliance:
Note: The following items are not included in the shipping kit:
|
Note: Oracle strongly recommends that you use professional movers to unpack and install Oracle Big Data Appliance. |
See Also: Sun Rack II unpacking instructions included with the packaging |
To unpack Oracle Big Data Appliance:
WARNING: Rocking or tilting the rack can cause it to fall over and cause serious injury or death. |
Note: Do not dispose of these brackets, because you cannot order replacement brackets. |
This section describes how to position, stabilize, and ground Oracle Big Data Appliance. This section contains the following topics:
To move Oracle Big Data Appliance:
When moving Oracle Big Data Appliance to the installation site, the front casters do not turn; you must steer the unit by moving the rear casters, as shown in Figure 5-2. You can safely maneuver Oracle Big Data Appliance by carefully pushing it.
Figure 5-2 shows the correct way to maneuver Oracle Big Data Appliance.
Figure 5-2 Carefully Push Oracle Big Data Appliance from Behind
Use two people to move the rack: one person in front and one person in back to help guide the rack. When transporting configured racks from one location to another, move them slowly -- 0.65 meters (2 feet) per second or slower.
Carefully examine the transportation path. Avoid obstacles such as doorways or elevator thresholds that can cause abrupt stops or shocks. Go around obstacles by using ramps or lifts to enable smooth transport.
WARNINGS:
|
The rack contains four leveling feet that you can lower to stabilize the rack, even when it is permanently secured to the floor.
To adjust the leveling feet:
Figure 5-3 Stabilizing the Oracle Big Data Appliance Rack Using Leveling Feet
You can permanently mount the rack to the installation site floor using the same four mounting brackets that secured the rack to the shipping pallet.
To install the mounting brackets:
Figure 5-4 Location of Mounting Brackets on the Rack
Obtain four bolts and washers to mount the Oracle Big Data Appliance rack to the floor. The bolt holes in the mounting brackets have a 10.0 mm diameter. Oracle does not provide mounting bolts because different floors require different bolt types and strengths. Select bolts that are appropriate for your location.
Figure 5-5 Bottom View of the Oracle Big Data Appliance Rack
If you plan to route data or PDU power cords through the bottom of the rack, then you must cut a hole in the installation floor site. Cut a rectangle below the rear portion of the rack, between the two rear casters and behind the rear RETMA (Radio Electronics Television Manufacturers Association) rails.
Caution: Do not create a hole where the rack casters or leveling feet brackets will be placed. |
Figure 5-6 shows the base positions of the rack from the bottom.
Figure 5-6 Base Position of the Rack to Measure (in mm)
Figure 5-7 Securing the Oracle Big Data Appliance Rack Using Mounting Brackets
The Oracle Big Data Appliance rack power distribution units (PDUs) achieve earth ground through their power cords. Final chassis ground is achieved by way of the ground prong when you connect the power cord to a socket. For additional grounding, attach a chassis earth ground cable to the rack. The additional ground point enables electrical current leakage to dissipate more efficiently.
WARNING: The PDU power input lead cords and the ground cable must reference a common earth ground. If they do not, then a difference in ground potential can be introduced. If you are unsure of your facility's PDU receptacle grounding, then do not install a ground cable until you confirm that there is a proper PDU receptacle grounding. If a difference in ground potential is apparent, then you must take corrective action. |
To attach a ground cable:
Figure 5-8 Earth Ground Attachment Bolt Location
Before powering on the system for the first time, you must inspect it and connect the power cords. This section contains the following topics:
This procedure describes how to visually examine the Oracle Big Data Appliance physical system after it is in place, but before power is supplied.
To inspect the Oracle Big Data Appliance rack:
This procedure describes how to connect power cords to the Oracle Big Data Appliance rack.
To connect power cords to the rack:
Figure 5-9 Location of Power Cord Cable Ties
Figure 5-10 Power Cord Routing Out the Bottom
Figure 5-11 Power Cord Routing Out the Top
Note: Oracle Big Data Appliance nodes may take up to 15 minutes to start through the normal BIOS POST tests. |
To power on Oracle Big Data Appliance:
Each time the system restarts, a file is generated in the root directory with the results of the validation check. The file is named either BDA_REBOOT_SUCCEEDED or BDA_REBOOT_FAILED, depending on the success or failure of the validation checks.
Oracle Integrated Lights Out Manager (Oracle ILOM) is a preinstalled component of Oracle Big Data Appliance that you can use to monitor the servers and switches. You use Oracle ILOM in Chapter 8, "Configuring Oracle Big Data Appliance."
This chapter contains the following sections:
See Also: Oracle Integrated Lights Out Manager 3.0 Documentation Library at |
Oracle Integrated Lights Out Manager (Oracle ILOM) provides advanced service processor (SP) hardware and software that you can use to manage and monitor the servers and switches in an Oracle Big Data Appliance rack. Oracle ILOM dedicated hardware and software is preinstalled on these components. It automatically initializes as soon as power is applied.
Oracle ILOM enables you to actively manage and monitor servers in Oracle Big Data Appliance regardless of the operating system state, providing you with a reliable lights-out management (LOM) system.
With Oracle ILOM, you can proactively:
The Oracle ILOM service processor runs its own embedded operating system and has a dedicated Ethernet port, which together provide out-of-band management capability. In addition, you can access Oracle ILOM from the server operating system (Oracle Linux). Using Oracle ILOM, you can remotely manage Oracle Big Data Appliance as if you were using a local KVM.
Oracle ILOM supports two interfaces for accessing its features and functions. You can choose to use a browser-based web interface or a command-line interface.
Web Interface
The web interface enables you use a browser to log in to the SP, and then to perform system management and monitoring.
Command-Line Interface
The command-line interface (CLI) enables you to operate Oracle ILOM using keyboard commands. It adheres to industry-standard DMTF-style CLI and scripting protocols. Oracle ILOM supports SSH v2.0 and v3.0 for secure access to the CLI. From the CLI, you can reuse existing scripts and automate tasks using familiar interfaces.
Figure 6-1 illustrates the administrative Oracle ILOM network. It shows two of the 18 servers and the two Sun Network QDR InfiniBand Gateway Switches. The Cisco Ethernet management switch is connected to the servers and the InfiniBand switches.
Figure 6-1 Administrative Network in Oracle Big Data Appliance
You require at least one static IP address for service processor (Oracle ILOM) access. For the list of default Oracle ILOM IP addresses assigned to Oracle Big Data Appliance components at the time of manufacturing, see "Factory Network Settings".
After you reconfigure these IP addresses using the Oracle Big Data Appliance Configuration Utility, you must use the reconfigured IP addresses to access Oracle ILOM.
You can typically access Oracle ILOM using the network over an Ethernet connection. You must know the Oracle ILOM Ethernet address. Before system configuration, the address is the factory IP address setting. After system configuration, you can use either the component name or the IP address listed in the Configuration Worksheet. You can use either the CLI or the browser interface to access Oracle ILOM. Alternatively, you can launch a remote KVM session.
Note: You can use this connection method when Oracle ILOM IP addresses can be accessed over the network. Oracle recommends that you use this connection method. See Chapter 8 |
This section discusses the following topics:
To connect to the Oracle ILOM command-line interface:
192.168.1.203
for a Sun Network QDR InfiniBand Gateway Switch. After configuration, you might enter the new IP address or a name such as bda1sw-ib2
. root
, and the default password is welcome1
. The CLI command prompt (#) is displayed.
help
for a list of commands. To connect to the Oracle ILOM Web GUI:
The login screen is displayed.
ilom-admin
, and the default password is welcome1
. Note: Use the passwd
command to change the password.
The web GUI is displayed, as shown in Figure 6-2.
To access the consoles for Oracle Big Data Appliance components that are connected to Oracle ILOM:
ilom-admin
and welcome1
). After login, the Oracle ILOM home page is displayed. The remote console is displayed.
You can connect to Oracle ILOM using a serial connection if you are unable to access it using the network due to any of the following problems:
To connect to Oracle ILOM of a server using a serial connection:
If power is supplied to either PSU, then Oracle ILOM is functional regardless of the power state of the servers.
The Oracle ILOM login prompt is displayed.
ilom-admin
and welcome1
). The Oracle ILOM default command prompt is displayed.
To connect to Oracle ILOM of a Sun Network QDR InfiniBand Gateway Switch using a serial connection:
You may see text similar to the following:
where nm2name is the host name of the management controller. The name might be the word hostname.
Even if you do not see the text, go to Step 5.
root
for the login name followed by the root password of welcome1
. The # prompt is displayed. Note: If you do not see this output or prompt, there is a problem with the serial configuration, the USB-to-Serial connector, or the CLI. |
If the service processor (SP) network information gets lost, you can use SSH to connect to the ETH0 interface of the operating system on a server and issue ipmitool
commands to reconfigure network settings. For example, this command resets the Oracle ILOM root password:
For a list of ipmitool
commands, issue the command without arguments:
Note: For more information aboutipmitool commands and options, see: |
The dcli
utility executes commands across a group of servers on Oracle Big Data Appliance and returns the output. You use dcli
in Chapter 8.
This chapter contains the following sections:
The dcli
utility executes commands on multiple Oracle Big Data Appliance servers in parallel, using the InfiniBand (bondib0) interface to make the connections. You can run the utility from any server.
The dcli
utility requires a passwordless Secure Shell (SSH) between the local server and all target servers. You run the dcli
utility on the local server, and the commands specified in dcli
execute on the target servers.
Two scripts facilitate the use of SSH on Oracle Big Data Appliance: setup-root-ssh
and remove-root-ssh
. These scripts accept two options that are also used by dcli
:
-C
: Targets all the servers in a Hadoop cluster -g
: Targets a user-defined set of servers See Table 7-1 for details about these options.
To set up passwordless SSH for root:
root
. root
across the rack: Or, to set up passwordless SSH across a Hadoop cluster of multiple racks:
You see the message "ssh key added" from each server.
dcli
commands, you can use scp
to copy files between servers. root
: This topic identifies some of the basic options to the dcli
command. For a complete list of options, see Table 7-1.
To see the dcli
help page, issue the dcli
command with the -h
or --help
options. You can see a description of the commands by issuing the dcli
command with no options.
You can identify the servers where you want the commands to run either in the command line or in a file. For a list of default target servers, use the -t
option. To change the target servers for the current command, use the -c
or -g
options described in Table 7-1.
The /opt/oracle/bda directory contains two files for executing commands on multiple servers:
dcli
, setup-root-ssh
, and remove-root-ssh
utilities. The file initially contains the default factory IP addresses. The network configuration process changes this file to the custom IP addresses identified in the Oracle Big Data Appliance Configuration Worksheets. You can manually create additional files with groups of servers that you want to manage together. For example, you might manage servers 5 to 18 together, because they have no special functions like servers 1 to 4.
You typically specify a command for execution on the target servers on the command line. However, you can also create a command file for a series of commands that you often issue together or for commands with complex syntax. See the -x
option in Table 7-1.
You can also copy files to the target servers without executing them by using the -f
option.
You can request more information with the -v
option or less information with the -n
option. You can also limit the number of returned lines with the --maxlines
option, or replace matching strings with the -r
option.
Following are examples of various output levels using a simple example: the Linux date
command.
Note: The output from only one server (node07) is shown. The syntax in these examples issues thedate command on all 18 servers. |
This is the default output, which lists the server followed by the output.
The minimal output returns OK
for completed execution:
Verbose output provides extensive information about the settings under which the command ran:
Parameters
The options described in Table 7-1. You can omit all options to run a command on all servers.
Any command that runs from the operating system prompt. If the command contains punctuation marks or special characters, then enclose the command in double quotation marks.
The backslash (\) is the escape character. Precede the following special characters with a backslash on the command line to prevent interpretation by the shell. The backslash is not needed in a command file. See the -x
option for information about command files.
$
(dollar sign)'
(quotation mark)<
(less than)>
(greater than)( )
(parentheses)Table 7-1 dcli Options
Option | Description |
---|---|
| Specifies a comma-separated list of Oracle Big Data Appliance servers where the command is executed |
| Uses the list of servers in /opt/oracle/bda/cluster-rack-infiniband as the target. See "Identifying the Target Servers". |
| Specifies a target directory or file name for the |
| Specifies files to be copied to the user's home directory on the target servers. The files are not executed. See the |
| Specifies a file containing a list of Oracle Big Data Appliance servers where the command is executed. Either server names or IP addresses can be used in the file. |
| Displays a description of the commands |
| Pushes the |
| Identifies the user ID for logging in to another server. The default ID is |
| Identifies the maximum lines of output displayed from a command executed on multiple servers. The default is 10,000 lines. |
| Abbreviates the output for non-error messages. Only the server name is displayed when a server returns normal output (return code You cannot use the |
| Replaces the output with the server name for lines that match the specified regular expression |
| Specifies a string of options that are passed to SSH |
| Specifies a string of options that are passed to Secure Copy (SCP), when these options are different from sshoptions |
| Serializes execution over the servers. The default is parallel execution. |
| Lists the target servers |
| Drops the keys from the authorized_key files of the target servers |
| Displays the verbose version of all messages |
| Displays the |
| Displays the syntax of the Linux Virtual Memory Statistics utility ( To issue a --vmstat="-a 3 5" See your Linux documentation for more information about |
| Specifies a command file to be copied to the user's home directory and executed on the target servers. See the |
0
: The command ran successfully on all servers. 1
: One or more servers were inaccessible or remote execution returned a nonzero value. A message lists the unresponsive servers. Execution continues on the other servers. 2
: A local error prevented the command from executing. If you interrupt the local dcli
process, then the remote commands may continue without returning their output or status.
Following are examples of the dcli
utility.
This example returns the default list of target servers:
The next example checks the temperature of all servers:
This chapter describes how to configure the system, accounts, and software for Oracle Big Data Appliance. Many of the procedures in this chapter use Oracle Integrated Lights Out Manager (Oracle ILOM) and the dcli
utility.
This chapter contains the following sections:
Note:
|
The KVM configuration consists of these procedures:
To start the KVM switch:
The sessions are numbered from the bottom of the rack to the top.
To connect the KVM switch to the management network:
welcome1
, and then click Save. Do not modify any other parameters. You may need to upgrade the KVM firmware to the recommended version.
To check the KVM firmware version:
The recommended firmware version is 1.10.2 or later. To upgrade the firmware, continue with this procedure. Otherwise, you are done.
Admin
with password welcome1
. The upgrade process takes 5 to10 minutes, including an automatic reboot.
To configure the KVM switch to access the servers:
Power on the server. The power button is on the front panel.
bda1node03
identifies the third server from the bottom of the bda1 rack. Press Save.
To access a server by using the KVM switch:
The Cisco Catalyst 4948 Ethernet switch supplied with Oracle Big Data Appliance is minimally configured during installation. These procedures configure the Cisco Ethernet switch into one large virtual LAN. To create multiple VLANs, see Chapter 11.
The Cisco Ethernet switch configuration consists of these topics and procedures:
This configuration disables IP routing and sets the following:
To avoid disrupting the customer network, observe these prerequisites:
To configure the Ethernet switch on the customer network:
enable
mode using the following command. The default password is welcome1
. rack_name
sw-ip
. This example uses the name bda1sw-ip. The system host name appears in the prompt.
Telnet access is optional. The following procedure describes how to enable and disable remote telnet access.
Note: Oracle Big Data Appliance ships with a version of the Cisco Ethernet switch software that supports telnet but not SSH. To obtain support for SSH, you must install an update. See My Oracle Support Note 1415144.1. |
To set up telnet access to the Ethernet switch:
login
output shows that the password is not set and telnet access is disabled. If the login
command returns nothing, then the password is set and telnet access is available. Configure up to three Domain Name System (DNS) servers, replacing the values shown here with valid ones for the site:
The Cisco Ethernet switch keeps internal time in coordinated universal time (UTC) format.
To set the local time and time zone, ordering is important. The following is an example of setting the local time to the U.S. Eastern time zone:
Following are descriptions of the commands for setting the clock and time zone:
zone
hours-offset
[minutes-offset
]In this command, zone is the time zone to display when standard time is in effect, hours-offset is the hours offset from UTC, and minutes-offset is the minutes offset from UTC.
zone
recurring [week day month hh:mm week day month
\hh:mm
[offset
]]In this command, zone is the time zone to be displayed when summer time (daylight savings time) is in effect, week is the week of the month (1 to 5 or last), day is the day of the week, month is the month, hh:mm is the time in 24-hour format, and offset is the number of minutes to add during summer time. The default offset is 60 minutes.
hh:mm:ss month day year
In this command, hh:mm:ss is the hour, month, and second in 24-hour format, day is the day of the month, month is the month, and year is the year. The time specified is relative to the configured time zone.
See Also: Cisco IOS Configuration Fundamentals Command Reference at
|
Configure up to two NTP servers. The following example shows the NTP server synchronized to local time when the Cisco switch is connected to the network and has access to NTP.
Ask the network administrator whether the network requires the spanning tree to be enabled before connecting the Cisco Ethernet switch.
The spanning tree is enabled by default on switch-to-switch uplink port 48. If this is correct, then you can skip this procedure.
To disable the spanning tree:
To verify the Cisco Ethernet switch configuration:
The following is an example of the output:
If any setting is incorrect, then repeat the appropriate step. To erase a setting, enter no
in front of the same command. For example, to erase the default gateway, issue these commands:
Caution: Do not connect the Cisco Ethernet switch to the management network until after the system is configured with the customer's IP addresses and the switch configuration is complete. |
Oracle Big Data Appliance has two Sun Network QDR InfiniBand Gateway leaf switches and one Sun Datacenter InfiniBand Switch 36 spine switch. To configure these switches, follow these procedures for each one:
To configure an InfiniBand switch:
192.168.1.202
or 192.168.1.203
, see "Connecting to Oracle ILOM Using the Network". ilom-admin
with password welcome1
. The switch has a Linux-like operating system and an Oracle ILOM interface that is used for configuration.
In these commands, ip_address, ip_netmask, and ip_gateway represent the appropriate settings on your network.
show
command to view the changes. If any values are wrong, reissue the set
commands ending with set commitpending=true
. In these commands, ip_address is one to three comma-separated IP addresses of the name servers in the preferred search order, and domain_name is the full DNS domain name, such as us.example.com
.
To set the time zone on an InfiniBand switch:
If the setting is not accurate, continue with these steps.
America/New_York
: If the setting is not accurate, continue with these steps.
Note: Properly synchronized clocks are required for the Mammoth Utility software installation to succeed. If NTP is not used on the network, then configure the first Oracle Big Data Appliance server as an NTP server. |
To check the health of an InfiniBand leaf or spine switch:
The prompt changes from -> to FabMan@hostname->
If smpriority
is correct, then you can skip the next step.
root
and run the disablesm
command as described previously. For example, if Oracle Big Data Appliance has the highest firmware version, then make its spine switch the master and its gateway switches the failover. Then, on the other engineered system, disable the subnet manager on any InfiniBand switch that has a lower firmware version than the version on Oracle Big Data Appliance.
The power distribution unit (PDU) configuration consists of these procedures:
The power distribution units (PDUs) are configured with a static IP address to connect to the network for monitoring. Ensure that you have the following network information before connecting the PDUs:
To connect the PDUs to the network:
192.168.1.210
, and the address of PDU B is 192.168.1.211
. The Current Measurement page opens.
admin
user on the PDU metering unit. The default password is admin
. Change this password after configuring the network. Enter the following network settings for the PDU metering unit:
Click Submit to set the network settings and reset the PDU metering unit.
To verify the PDU firmware version:
http://support.oracle.com
. The PDU current can be monitored directly. Configure the threshold settings to monitor the PDUs. The configurable threshold values for each metering unit module and phase are Info low
, Pre Warning
, and Alarm
.
See Also: Sun Rack II Power Distribution Units User's Guide for information about configuring and monitoring PDUs at |
Table 8-1 lists the threshold values for the Oracle Big Data Appliance rack using a single-phase, low-voltage PDU.
Table 8-1 Threshold Values for Single-Phase, Low-Voltage PDU
PDU | Module/Phase | Info Low Threshold | Pre Warning Threshold | Alarm Threshold |
---|---|---|---|---|
A | Module 1, phase 1 | 0 | 18 | 23 |
A | Module 1, phase 2 | 0 | 22 | 24 |
A | Module 1, phase 3 | 0 | 18 | 23 |
B | Module 1, phase 1 | 0 | 18 | 23 |
B | Module 1, phase 2 | 0 | 22 | 24 |
B | Module 1, phase 3 | 0 | 18 | 23 |
Table 8-2 lists the threshold values for the Oracle Big Data Appliance rack using a three-phase, low-voltage PDU.
Table 8-2 Threshold Values for Three-Phase, Low-Voltage PDU
PDU | Module/Phase | Info Low Threshold | Pre Warning Threshold | Alarm Threshold |
---|---|---|---|---|
A and B | Module 1, phase 1 | 0 | 32 | 40 |
A and B | Module 1, phase 2 | 0 | 34 | 43 |
A and B | Module 1, phase 3 | 0 | 33 | 42 |
Table 8-3 lists the threshold values for the Oracle Big Data Appliance rack using a single-phase, high-voltage PDU.
Table 8-3 Threshold Values for Single-Phase, High-Voltage PDU
PDU | Module/Phase | Info Low Threshold | Pre Warning Threshold | Alarm Threshold |
---|---|---|---|---|
A | Module 1, phase 1 | 0 | 16 | 20 |
A | Module 1, phase 2 | 0 | 20 | 21 |
A | Module 1, phase 3 | 0 | 16 | 20 |
B | Module 1, phase 1 | 0 | 16 | 20 |
B | Module 1, phase 2 | 0 | 20 | 21 |
B | Module 1, phase 3 | 0 | 16 | 20 |
Table 8-4 lists the threshold values for the Oracle Big Data Appliance rack using a three-phase, high-voltage PDU.
Before configuring the network, ensure that the Oracle Big Data Appliance servers are set up correctly.
Note:
|
To check the Oracle Big Data Appliance servers:
bda1node01
identifies the first server (node01) in a rack named bda1. The servers are numbered from bottom to top, as shown in "Oracle Big Data Appliance Rack Layout". root
user to the first server. The password is welcome1
. dcli
commands are sent by default to the servers listed in this file. See "Factory Network Settings". root
by issuing the setup-root-ssh
command, as described in "Setting Up Passwordless SSH". Verify that SSH keys are distributed across the rack:
Issue the dcli
command in Step 7 again to verify the keys.
The output should appear as follows for each server:
The Oracle Big Data Appliance Configuration Utility generates the BdaDeploy.json file, which is used to configure the administrative network and the private InfiniBand network. See "Generating the Configuration Files" if you do not have this file.
The network configuration consists of these procedures:
To verify that the factory software image is installed correctly and the servers are operating correctly, check that the BDA_IMAGING_SUCCEEDED and BDA_REBOOT_SUCCEEDED files are in the /root directory of each server. If you see a BDA_IMAGING_FAILED or BDA_REBOOT_FAILED file in the output, then check the /root/bda_imaging_status file on that server for more information. Do not proceed with network configuration until all problems are resolved.
The dcli
utility requires passwordless SSH for root, as described in "Setting Up Passwordless SSH".
You can also confirm the image version:
To copy the configuration files to Oracle Big Data Appliance:
root
user on the first server. The initial password is welcome1
. Issue the showusb
command to locate the USB drive. The command returns with the mapped device or, if no USB drive is connected, with no output.
Note: If mammoth-rack_name.params is also on the drive, you can copy it to /opt/oracle/BDAMammoth for use in Chapter 13. |
The networksetup-one
script sets up the host names and Oracle ILOM names for all servers and configures the administrative network and the private InfiniBand network.
To start the network configuration:
root
user on the first server. The initial password is welcome1
. Example 8-1 shows sample output from the script.
Example 8-1 Sample Output from networksetup-one
Before completing the network configuration, you must connect the administrative and client networks to the data center.
To connect Oracle Big Data Appliance to the network:
The networksetup-two
script completes some steps started by networksetup-one
that require a network connection. It also configures the default VLAN and all required VNICs for the 10 GbE client network. It then verifies all network connections and displays a message if it discovers any unexpected ones, including those caused by cabling mistakes.
The 10 GbE ports of the Sun Network QDR InfiniBand Gateway Switches must be connected to the data center.
To complete the network configuration:
Example 8-2 shows sample output from the script.
Example 8-2 Sample Output from networksetup-two
The operating system and various utilities are factory installed on Oracle Big Data Appliance, as described in "Oracle Big Data Appliance Management Software". You may need to reinstall this base image if, for example, you want to return Oracle Big Data Appliance to its original state, or you want to upgrade the base image to a more recent version before using the Mammoth Utility to install the Oracle Big Data Appliance software.
Following is the procedure for reimaging an entire rack.
Caution: If you reinstall the base image, then all files on that server are erased. |
To reinstall the base image on all servers in a rack:
The name of the tarball is in the format BDABaseImage-version.tar (for example, BDABaseImage-1.0.3.tar).
Note: You can also download BDAMammoth-version.run to a safe location. It contains the version of the Mammoth Utility that you must run to install the end-user software after reimaging. |
root
. This command should run without errors and return the host names of all 18 Oracle Big Data Appliance servers. If not, then follow the steps in "Setting Up Passwordless SSH". Do not continue until the dcli hostname
command runs successfully on all servers.
./reimagerack
command. The reimagerack
utility creates an ISO image, copies it to the internal USB drive of each server in the rack, reboots each server, and initializes the installation.
Following are commands that you can run at any time to check the health of the Oracle Big Data Appliance network. This section also contains commands that you may need if the health checks fail.
Checks the hardware profile of the server. See "Configuring the Oracle Big Data Appliance Servers" for tips about using this utility.
This example shows the output from the utility:
Checks the InfiniBand cabling between the servers and switches of a single rack, when issued with no options. The network must be configured with custom settings as described by /opt/oracle/bda/BdaDeploy.json.
Run this command after connecting as root
to any server.
The bdacheckib
command has these options:
The same as running without options except that the network must still be configured with the factory default settings. You can use this option as soon as Oracle Big Data Appliance arrives at the site, even before the switches are configured.
Verifies that the InfiniBand switch-to-switch cabling among multiple ranks is correct. To create json_file, see the -g
option.
Generates a sample JSON file named sample-multi-rack.json. Use this file as an example of the format required by the -m
option.
This example checks the switch-to-server InfiniBand cables:
The next example generates the JSON file and shows the output.
The final example checks all the racks on the InfiniBand network using the edited JSON file created in the previous example:
Checks whether the network configuration is working properly. Run this command after connecting as root
to any server.
This example shows the output from the utility:
Checks the software profile of the server. See "Configuring the Oracle Big Data Appliance Servers" for tips about using this utility.
This example shows the output from the utility:
Collects diagnostic information about an individual server and returns the name of the compressed file in /tmp where it stored the data. You must be connected to the server as root
.
Following are the bdadiag
options, which instruct bdadiag
to collect additional diagnostics. You can enter the options together on the command line to collect the most information.
Collects the CDH cluster logs for Hadoop and the Cloudera Manager logs.
Collects the output of a complete Hadoop Distributed File System (HDFS) check.
Collects Oracle OS Watcher logs, which include historical operating system performance and monitoring data.
This example shows the output from the utility:
The logs are organized in subdirectories, including the following:
Returns information about an individual server. If you need to contact Oracle Support about an issue with Cloudera's Distribution including Apache Hadoop, you should run this command first. You must be connected to the server as root
.
This example shows the output from the utility:
Validates the hardware and software by running bdacheckhw
, and then bdachecksw
.
Re-creates the virtual NICs (VNICs) for all servers in the rack and spreads them across the available 10 GbE ports. You must run this utility after changing the number of 10 GbE connections to a Sun Network QDR InfiniBand Gateway Switch. The bdaredoclientnet
utility performs the following subset of tasks done by the networksetup-two
script during the initial configuration of Oracle Big Data Appliance:
If you have special requirements, such as assigning specific VLANs to different ports, then you must configure them manually. See Chapter 10 and Chapter 11.
To re-create the VNICs in a rack:
bdaredoclientnet
utility shuts down the client network, so you cannot use it in this procedure. The output is similar to that shown in Example 8-2.
Returns the serial numbers and media access control (MAC) addresses for most components of the Oracle Big Data Appliance server that you are connected to.
This example shows the output from the utility:
Lists all InfiniBand connections in the InfiniBand network. Run this command as root
from any server.
This example shows two Oracle Big Data Appliances and one Oracle Exadata Database Machine on the InfiniBand network:
Displays a history of operating system upgrades.
This example shows that the appliance was imaged with version 1.0.3 with no upgrades:
Displays information about the Oracle Big Data Appliance operating system image currently running.
This example identifies the 1.0.3 image:
Shows the Ethernet Bridge ports with active links. Run this command after connecting as root
to a Sun Network QDR InfiniBand Gateway Switch.
This example shows three active ports (0A-ETH-1, 0A-ETH-3, and 0A-ETH-4) out of the eight available ports on switch bda1sw-ib3:
Lists the VLANs configured on the switch. Run this command after connecting as root
to a Sun Network QDR InfiniBand Gateway Switch.
This example shows the default VLAN, which has an ID of 0, on switch bda1sw-ib3:
Lists the virtual network interface cards (VNICs) created for the switch. Run this command after connecting as root
to a Sun Network QDR InfiniBand Gateway Switch.
This example shows the VNICs created in a round-robin process for switch bda1sw-ib3:
This chapter describes how to combine multiple Oracle Big Data Appliance racks into one super cluster. It contains the following sections:
When creating a multirack Hadoop cluster or providing access to Oracle Big Data Appliance from an Oracle Exadata Database Machine, you must connect multiple racks to each other. Racks can be cabled together with no downtime.
During the cabling procedure, note the following:
See Also:
|
The following procedure describes how to cable two racks together. This procedure assumes that the racks are adjacent to each other. In the procedure, the existing rack is R1, and the new rack is R2.
To cable two racks together:
10
on the spine switch, as follows: Use the getmaster
command to verify that the Subnet Manager Master is running on the spine switch.
disablesm
command to stop the Subnet Manager. setsmpriority 10
command to set the priority to 10. enablesm
command to restart the Subnet Manager. To check the switch, log in to it and run the ibswitches
command. The output should show three switches: R1 IB1, R1 IB2, and R1 IB3.
To check the switch, log in to it and run the ibswitches
command. The output should show three switches: R1 IB1, R1 IB2, and R1 IB3.
To check the switch, log in to it and run the ibswitches
command. The output should show six switches: R1 IB1, R1 IB2, R1 IB3, R2 IB1, R2 IB2, and R2 IB3.
getmaster
command from any switch. disablesm
command to stop the Subnet Manager. setsmpriority 8
command to set the priority to 8. enablesm
command to restart the Subnet Manager. After cabling the racks together, proceed to configure the racks.
The following procedure describes how to cable several racks together. This procedure assumes that the racks are adjacent to each other. In the procedure, the existing racks are R1, R2,... Rn, the new rack is Rn+1, and the Subnet Manager Master is running on R1 IB1.
To cable several racks together:
10
on the spine switch, as follows: getmaster
command to verify that the Subnet Manager Master is running on the spine switch. disablesm
command to stop the Subnet Manager. setsmpriority 10
command to set the priority to 10. enablesm
command to restart the Subnet Manager. To check the switch, log in it and run the ibswitches
command. The output should show n*3 switches for IB1, IB2, and IB3 in racks R1, R2,... Rn.
To check the switch, log in to the switch and issue the ibswitches
command. The output should show n*3 switches for IB1, IB2, and IB3 in racks R1, R2,... Rn.
All racks should now be rewired according to Appendix C.
To check the switch, log in to the switch and run the ibswitches
command. The output should show (n+1)*3 switches for IB1, IB2, and IB3 in racks R1, R2,... Rn+1.
getmaster
command from any switch. disablesm
command to stop the Subnet Manager. setsmpriority 8
command to set the priority to 8. enablesm
command to restart the Subnet Manager. getmaster
command from any switch. Each spine switch should show as running in the Summary Fabric SM-state-priority section of the output. If a spine switch is not running, then log in to the switch and enable the Subnet Manager by issuing the enablesm
command.
disablesm
command. This chapter describes how to set up Ethernet over InfiniBand (EoIB) network configuration for Oracle Big Data Appliance.
This chapter discusses the following sections:
A virtual network interface card (VNIC) maps an Ethernet connector on the Sun Network QDR InfiniBand Gateway Switch to a network interface within the server. A connector (0A-ETH-1
to 0A-ETH-4
, and 1A-ETH-1
to 1A-ETH-4
) hosts a 10 GbE port. On each Sun Network QDR InfiniBand Gateway Switch on Oracle Big Data Appliance, you can have a maximum of eight 10 GbE uplinks. In most scenarios, the number of 10 GbE uplinks is less than eight.
The network interface on the server, which is produced by creating a VNIC on the Sun Network QDR InfiniBand Gateway Switch, uses the eth
x
naming convention, such as eth8
and eth9
. You can assign multiple VNICs to a server. In that case, they can be different connectors on the same Sun Network QDR InfiniBand Gateway Switch or on different ones. The default configuration maps one connector on each of the two switches, and bonds or balances the pair for increased availability.
In Oracle Big Data Appliance, you manually create VNICs in Sun Network QDR InfiniBand Gateway Switch.
To set up Ethernet over InfiniBand connectivity:
Use an SSH client, such as PuTTY, to log in to a Sun Network QDR InfiniBand Gateway Switch as root
. For example, log in to bda1sw-ib2
as root
.
This is an example of the output of this command:
In this example, the uplink is 0A-ETH-1
; all others are down.
root
, and run the ibstat
command on the command line. For example, log in to bda1node01 as root
. This command displays port information, as shown in the following example output: In the output, information for two ports is displayed. From this example, you must determine which port GUID to use. Before doing so, write down the two Base lid values shown in the output. In the example output, Port 1 has a Base lid value of 137
, and Port 2 has a Base lid value of 138
.
In this command, hostname is the name of the server, such as bda1node01
. You can also specify the bonded IP over InfiniBand (IPoIB) address of the server.
The following is the example output of this command:
From this example output, note the switch lid values. Port 2 base lid of 138
is associated with switch lid 148
(the first column in the output). Port 1 base lid of 137
is associated with switch lid 149
.
Determine which gateway switch is associated with the switch lids (148
and 149
) by comparing the first column of the iblinkinfo
output to the lid value of the ibswitches
command as follows:
ibswitches
command. The example output of this command follows. 148
and 149
are associated with. Lid 148
is associated with gateway switch bda1sw-ib3
and GUID 0x002128df0f0ac0a0
.
Lid 149
is associated with gateway switch bda1sw-ib2
and GUID 0x002128df348ac0a0
. The following examples use this switch.
Define a dummy media access control (MAC) address in the following format:
last three octets from bda1sw-ib2 switch ib GUID
:
last three octets of the administrative IP of the server in hexadecimal
For example, the bda1sw-ib2
switch GUID is 00:21:28:df:34:8a:c0:a0
(0x002128df348ac0a0
). The last three octets are 8a:c0:a0
.
Assume that the administrative IP of the server that requires the VNIC is 192.168.1.1
. The last three octets of the IP address are 168.1.1
. Convert each decimal to hexadecimal, and it is a8:1:1
.
Then you can define the MAC address as follows:
8a:c0:a0:a8.1.1
Note: Ensure that the MAC address is unique. Only even numbers are supported for the most significant byte of the MAC address (unicast). The address used here is an example only. |
As root
, log in to the switch identified in Step 4. Use its IP address or host name to log in. In this example, the switch is bda1sw-ib2
.
Issue a command like the following to create a VNIC, using the appropriate GUID and MAC address for your system:
# createvnic 0A-ETH-1 -guid 00:21:28:df:34:8a:c0:a0 -mac 8a:c0:a0:a8.1.1 -pkey default
This command does not associate the VNIC with a VLAN. See Chapter 11 for information about creating VLANs.
Oracle Big Data Appliance uses a single partition (the default partition).
showvnics
command. The following example output is displayed: On the server, issue this command to display the list of VNICs available on the compute node:
eth9
. Creating a Bonded Interface
You must configure these two Ethernet over InfiniBand (EoIB) interfaces as a bonded interface named bondeth0
. This procedure requires that you manually create three files:
ifcfg-eth8
: Describes the eth8
connection ifcfg-eth9
: Describes the eth9
connection ifcfg-bondeth0
: Bonds the two connections in active-passive failover mode To create a bonded interface from the EoIB interfaces:
root
to the same server where you created the VNICs and change to the /etc/sysconfig/network-scripts
directory. vi
, create or edit a file named ifcfg-eth8
with the following contents. Replace hostname with the name of the server, and address with the dummy MAC address created in Step 5 of the previous procedure. ifcfg-eth9
for eth9
, using its dummy MAC address. ifcfg-bondeth0
with the following parameters. Verify that the settings are correct for your network. bondeth0
interface, and restart the server for the changes to take effect. This chapter describes how to set up a virtual LAN (VLAN) on the Ethernet connector of a Sun Network QDR InfiniBand Gateway Switch, and it describes how to assign a virtual NIC (VNIC) on a server to use that VLAN.
The tasks described in this chapter are optional.
This chapter contains the following sections:
The Ethernet standard has a provision to combine multiple broadcast domains, and thus IP subnets, onto a single Ethernet cable by using a virtual LAN (IEEE 802.1Q VLAN) configuration. To use VLANs, both ends of the Ethernet link must be configured to support the defined VLANs. The benefits include a logical division of workload, enforcing security isolation, and splitting traffic across several manageable broadcast domains. VLANs allow traffic separation from the 10 GbE switch to the servers. By design, Ethernet traffic on one VLAN cannot be seen by any host on a different VLAN. You can use an external router to enable communication between two VLANs.
To tag an Ethernet connector on the gateway switch with a VLAN identifier, you must issue the createvlan
command on the gateway switch that the VLAN will be associated with.
In this process, you map the following:
0A-ETH-1
to 0A-ETH-4
, and 1A-ETH-1
to 1A-ETH-4
) 0xFFFF
) Oracle Big Data Appliance uses the default partition and partition key.
You can associate multiple VLANs with a single Ethernet connector. For example, you can associate VLAN identifiers 10
and 11
with the same Ethernet connector 0A-ETH-1
. To do so, run the createvlan
command.
To associate multiple VLANs with a single Ethernet connector:
root
, and issue the following commands: # createvlan 0A-ETH-1 -VLAN 10 -PKEY default
In this example, 0A-ETH-1
is the Ethernet connector on the gateway switch and 10
is the VLAN identifier.
# createvlan 0A-ETH-1 -VLAN 11 -PKEY default
In this example, 0A-ETH-1
is the Ethernet connector and 11
is the VLAN identifier.
# showvlan
The following information is displayed:
If you plan to associate a VNIC with a VLAN, then you should provide a VLAN identifier when mapping the MAC address, partition key, GUID, and Ethernet connector. In Oracle Big Data Appliance, the default partition key (0xFFFF
) is used.
To create a VNIC and associate it with a VLAN:
-vlan
parameter to the createvnic
command to create the VNIC and associate it with a VLAN. This example creates a VNIC associated with VLAN 10. # createvnic 0A-ETH-1 -guid 00:21:28:df:34:8a:c0:a0 -mac 8a:c0:a0:a8.1.1 -vlan 10 -pkey default
createvnic
command using different values for the -mac
and -vlan
parameters. For information about deleting VLANs, see "Controlling VLANs and VNICs" in the "Administering Gateway Resources" chapter of the Sun Network QDR InfiniBand Gateway Switch Administration Guide at
This chapter explains how to install and configure Auto Service Request for Oracle Big Data Appliance. It contains these sections:
Auto Service Request (ASR) is designed to automatically open service requests when specific Oracle Big Data Appliance hardware faults occur. To enable this feature, the Oracle Big Data Appliance components must be configured to send hardware fault telemetry to the ASR Manager software. ASR Manager must be installed on a server that has connectivity to Oracle Big Data Appliance and an outbound Internet connection using HTTPS or an HTTPS proxy.
Note: Set up ASR Manager before you configure Oracle Big Data Appliance. Ensure that Auto Service Request is selected in the Oracle Big Data Appliance Configuration Worksheets, so that ASR components are installed and configured on the appliance. See "Software Configuration". |
When a hardware problem is detected, ASR Manager submits a service request to Oracle Support Services. In many cases, Oracle Support Services can begin work on resolving the issue before the database administrator is even aware the problem exists.
ASR detects faults in the most common server components, such as disks, fans, and power supplies, and automatically opens a service request when a fault occurs. ASR monitors only server components and does not detect all possible faults.
ASR is not a replacement for other monitoring mechanisms, such as SMTP and SNMP alerts, within the customer data center. It is a complementary mechanism that expedites and simplifies the delivery of replacement hardware. ASR should not be used for downtime events in high-priority systems. For high-priority events, contact Oracle Support Services directly.
An email message is sent to both the My Oracle Support email account and the technical contact for Oracle Big Data Appliance to notify them of the creation of the service request.
A service request may not be filed automatically on some occasions. This can happen because of the unreliable nature of the SNMP protocol or a loss of connectivity to ASR Manager. Oracle recommends that customers continue to monitor their systems for faults and call Oracle Support Services if they do not receive notice that a service request has been filed automatically.
See Also: Oracle Auto Service Request web page at
Oracle Auto Service Request user documentation at
|
Before installing ASR, complete these prerequisites:
http://support.oracle.com
. ASR Manager must be installed on a server that has connectivity to Oracle Big Data Appliance and an outbound Internet connection using HTTPS or an HTTPS proxy. To submit a service request (SR), the server must be able to access the Internet.
http://www.oracle.com/technetwork/server-storage/asr/overview/hardware-recommendations-330108.html
If necessary, download and install the latest version of JDK from the Java SE Downloads website:
http://www.oracle.com/technetwork/java/javase/downloads/index.html
root
access to the designated ASR Manager system. This section contains these topics:
ASR Manager requires installation of these components:
For links to the ASR software, go to the Oracle Auto Service Request Downloads website:
http://www.oracle.com/technetwork/server-storage/asr/downloads/index.html
Refer to My Oracle Support Note 1185493.1 for the most recent software releases.
To download the Oracle Service Tags bundle, go to this site:
If it is not installed, then download the latest version as described in "Downloading the Software".
root
user, install the ASM package: version_number
.rpmTo install the SUNWswasr package:
SUNWswasr
package. root
user, install the package: version_number
.rpm.profile
or .bashrc
, to add the asr
software to the PATH
variable. These commands are for the bash shell: If the installation failed, then remove it, restart the system, and reinstall the package.
root
user on the ASR Manager server, issue this command: 1
or 2
, depending on your location: 1
for transport.oracle.com
2
for transport.oracle.co.uk
Your My Oracle Support email address receives output from ASR reports, notification of ASR problems, and notice when a service request (SR) has been generated.
Perform these checks on ASR Manager to ensure that it is installed properly:
root
user, verify that the ASR installer created three CRON jobs: The following are the recommended settings:
asr report
: Set once a month on Sunday asr heartbeat
: Set twice daily or at least once daily asr update_rules.sh
: Set once daily by default The Oracle Big Data Appliance Mammoth Utility configures the servers automatically to trap component fault indicators. See "Mammoth Utility Steps".
asset_ip
In the preceding command, asset_ip is the IP address of a server or an Oracle ILOM. To list all assets, issue this command:
The following is an example of the output. You should see a host name and an Oracle ILOM name for each of the 18 servers, for a total of 36 activations. If you see fewer than 36, then identify the missing ones and activate them. An example of a server name is bda1node15 and an Oracle ILOM name is bda1node15-c.
If no assets are listed, then verify that all steps of the Mammoth Utility have run successfully. See Chapter 13.
This is an example of the output:
The report is sent to My Oracle Support.
Active
. Active
in My Oracle Support: Note: If an IP address or host name changes, then you must deactivate and reactivate the asset. |
If no assets are discovered, then take these steps:
host_ip
In this command, host_ip is the host IP address. If the server is qualified for ASR and entitled to service, then it can be activated.
ilom_ip
In this command, ilom_ip is the Oracle ILOM IP address.
In this command, host_eth0_ip is the IP address of the first server on the administrative network.
activate_asset
commands on each server. To validate the ASR installation, you must generate test events.
To set up a test event on Oracle ILOM:
Issue this command:
The following information is displayed:
To set up a test in the operating system environment:
This test event does not open a case, but it makes a verifiable entry in the ASR back end.
You received the emails from both of the previous tests (Oracle ILOM and operating system environment), then your validation is complete. If not, then proceed to "Troubleshooting ASR".
If the emails state that there are contract issues, contact your installation coordinator for further assistance.
For troubleshooting procedures for the ASR software, see Chapter 5 of the Oracle ASR Installation and Operations Guide at:
http://www.oracle.com/technetwork/server-storage/asr/documentation/index.html
If you continue to have issues, contact ASR support. See My Oracle Support Note 1352349.1).
This chapter explains how to use the Mammoth Utility to install the software on Oracle Big Data Appliance. It contains these sections:
The Mammoth Utility installs and configures the software on Oracle Big Data Appliance using the files generated by the Oracle Big Data Appliance Configuration Utility. At a minimum, Mammoth installs and configures Cloudera's Distribution including Apache Hadoop. This includes all the Hadoop software and Cloudera Manager, which is the tool for administering your Hadoop cluster. Mammoth will optionally install and configure Oracle NoSQL Database and, if you have a license, all components of Oracle Big Data Connectors.
In addition to installing the software across all servers in the rack, the Mammoth Utility creates the required user accounts, starts the correct services, and sets the appropriate configuration parameters. When it is done, you have a fully functional, highly tuned, up and running Hadoop cluster.
You must run the Mammoth Utility once for each rack.
Follow this procedure to install and configure the software on a single Oracle Big Data Appliance rack or on the primary rack of a multiple-rack cluster.
To install the software:
Caution: These steps result in the loss of all data stored in HDFS. Consider your options carefully before proceeding. |
mammoth -u
option, described in "Mammoth Utility Syntax". mammoth -u
fails, then reimage the entire rack using the reimagerack
utility. See "Checking the Health of the Network". root
and decompress the BDAMammoth-version.run self-extracting file. This example extracts Mammoth version 1.0.3 in the /tmp directory: mammoth
command with the appropriate option. See Table 13-1. This sample command runs steps 1 and 2 on rack bda2: The Mammoth Utility stores the current configuration in the /opt/oracle/bda/install/state directory. Do not delete the files in this directory. The Mammoth Utility fails without this information if you need to use it again, such as adding a rack to the cluster.
You must change to the /opt/oracle/BDAMammoth directory to use the Mammoth Utility. It has this syntax:
In this command, rack_name is the name of an Oracle Big Data Appliance rack. You must enter the rack name in the first command exactly as it appears in the configuration file name (mammoth-rack_name.params). Afterward, rack_name defaults to the rack specified in a previous mammoth
command.
You must finish installing one rack before starting the installation of another rack.
Table 13-1 lists the Mammoth Utility options.
Table 13-1 Mammoth Utility Options
Option | Description |
---|---|
| Displays command Help including command usage and a list of steps. |
| Runs all mandatory steps, equivalent to |
| List the steps of the Mammoth Utility. |
| Run steps n through N of the Mammoth Utility while no errors occur |
| Runs step n. |
| Uninstalls all software from all racks in an existing Hadoop cluster. This option results in a loss of all data. |
| Displays the version number of the Mammoth Utility. |
Example 13-1 Mammoth Utility Syntax Examples
This command displays Help for the Mammoth Utility:
This command does a complete install on rack bda3:
The next command runs steps 2 through 6 on the rack being set up:
Each step generates a detailed log file listing the actions performed on each server and whether the step completed successfully. If an error occurs, the script stops. You can then check the log files in /opt/oracle/BDAMammoth/bdaconfig/tmp. The log files are named in this format:
In this format, i is the step number and yyyymmddhhmmss identifies the year, month, day, hour, minute, and second that the file was created.
After fixing the problem, you can rerun all steps or a range of steps. You cannot skip steps or run them out of order.
Each multirack cluster has one rack designated as the primary rack. Whether a rack is the primary one is indicated in the Oracle Big Data Appliance Configuration Worksheets and specified in the mammoth-rack_name.params file. Each rack of a multirack Hadoop cluster has a separate mammoth-rack_name.params file.
To install the software on additional racks in the same cluster:
root
to node01 of the primary rack and change to the BDAMammoth directory: Note: Always start Mammoth from the primary rack.
mammoth
command with the appropriate option. See "Mammoth Utility Syntax". For example, this command starts the installation on rack bda4: The primary rack of a multirack Hadoop cluster is configured the same as a single Hadoop cluster. It runs the NameNode, Secondary Name Node, Hue, Hive, and other key services. The other racks of a multirack Hadoop cluster are configured differently. They only run the DataNodes and TaskTrackers.
Oracle Big Data Connectors are installed on all nodes of the non-primary racks although no services run on them. Oracle Data Integrator agent still runs on node03 of the primary rack. You cannot add nodes to an Oracle NoSQL Database cluster after it is set up. However, a logical volume is created on the additional rack for future use when nodes can be added to an Oracle NoSQL Database cluster.
The Mammoth Utility obtains the current configuration from the files stored in /opt/oracle/bda/install/state. If those files are missing or if any of the services have been moved manually to run on other nodes, then the Mammoth Utility fails.
A new Oracle Big Data Appliance rack may be factory-installed with a newer image than the previously installed racks. All racks configured as one Hadoop cluster must have the same image. When all racks have the same image, you can install the software on the new rack.
About Software Version Differences
A new Oracle Big Data Appliance rack may be factory-installed with a newer base image than the previously installed racks. Use the imageinfo
utility on any server to get the image version. Only when all racks of a single Hadoop cluster have the same image version can you proceed to install the software on the new rack.
To synchronize the new rack with the rest of the Hadoop cluster, either upgrade the existing cluster to the latest image version or downgrade the image version of the new rack.
To downgrade the image version:
Following are descriptions of the steps that the Mammoth Utility performs when installing the software.
Validates the configuration files.
Displays a road map of the planned system, including this information:
This step, and every subsequent step, stores information in a file named /opt/oracle/bda/environment.pp. Check the contents of this file now to ensure that the environment generated by the Mammoth Utility appears correct.
This step also generates a file named passwords.pp. It contains the passwords for various software components that run under an operating system user identity. Operating system root
passwords are not written to disk. The last step of the installation removes passwords.pp.
Sets up a Secure Shell (SSH) for the root user so you can connect to all addresses on the administrative network without entering a password.
This step performs several tasks:
Generates /etc/hosts from the configuration file and copies it to all servers so they use the InfiniBand connections to communicate internally. The file maps private IP addresses to public host names.
Sets up passwordless SSH for the root user on the InfiniBand network.
Sets up an alias to identify the node where the Mammoth Utility is run as the puppet master node. For example, if you run the Mammoth Utility from bda1node01 with an IP address 192.168.41.1, then a list of aliases for that IP address includes bda1node01-master. The Mammoth Utility uses Puppet for the software installation; the next step describes Puppet in more detail.
Checks the network timing on all nodes. If the timing checks fail, then there are unresolved names and IP addresses that will prevent the installation from running correctly. Fix these issues before continuing with the installation.
This step configures puppet agents on all nodes and start them, configures a puppet master on the node where the Mammoth Utility is being run, waits for the agents to submit their certificates, and automates their signing. After this step is completed, Puppet can deploy the software.
Puppet is a distributed configuration management tool that is commonly used for managing Hadoop clusters. The puppet master is a parent service and maintains a Puppet repository. A puppet agent operates on each Hadoop node.
A file named /etc/puppet/puppet.conf resides on every server and identifies the location of the puppet master.
Puppet operates in two modes:
In both modes, the puppet master must trust the agent. To establish this trust, the agent sends a certificate to the puppet master node where the sys admin process signs it. When this transaction is complete, the puppet master sends the new configuration to the agent.
For subsequent steps, you can check the Puppet log files on each server, as described in "What If an Error Occurs During the Installation?".
Installs the most recent Oracle Big Data Appliance image and system parameter settings.
Copies third-party licenses to /opt/oss/src/OSSLicenses.pdf on every server, as required by the licensing agreements.
Copies third-party software source code to /opt/oss/src/ on every server, as required by the licensing agreements.
Creates a logical volume if physical disks are allocated to Oracle NoSQL Database. This step varies depending on the amount of disk space allocated to Oracle NoSQL Database during configuration:
/u12
is used for the logical volume. /u11
and /u12
are used for the logical volume. The logical volume is mounted at /lv1
.
After this step finishes, the Linux file systems table in /etc/fstab shows the logical disks instead of the physical disks they represent.
Creates the hdfs
and mapred
users, and the hadoop
group. It also creates the oracle
user and the dba
and oinstall
groups.
The various packages installed in later steps also create users and groups during their installation.
See Also: Oracle Big Data Appliance Software User's Guide for more information about users and groups. |
The NameNode and Secondary Name Node data is copied to multiple places to prevent a loss of this critical information should a failure occur in either the disk or the entire node where they are set up. The data is replicated during normal operation as follows:
Mammoth checks for these requirements:
root
. hdfs
and group hadoop
. The hdfs
UID must the same as the hdfs
UID on Oracle Big Data Appliance, and the hadoop
GID must be the same as the hadoop
GID on Oracle Big Data Appliance. For example, if the NFS directory is specified in environment.pp as
and the cluster name is specified as
then:
root
. hdfs
in group hadoop
. Installs and configures MySQL Database. This step creates the primary database and several databases for use by Cloudera Manager on node03. It also sets up replication of the primary database to a backup database on node02.
When this step is complete, you can open MySQL Database:
Installs all packages in Cloudera's Distribution including Apache Hadoop (CDH) and Cloudera Manager. It then starts the Cloudera Manager server on node02 and configures the cluster.
Starts the agents on all nodes and starts all CDH services. After this step, you have a fully functional Hadoop installation.
Cloudera Manager runs on port 7180 of node02. You can open it in a browser, for example:
In this example, bda1node02 is the name of node02 and example.com
is the domain. The default user name and password is admin
, which is changed in Step 18.
Starts the Hive service on node03 and copies the Hadoop client configuration to /etc/hadoop/conf on all nodes.
Installs Oracle NoSQL Database Community Edition and the server-side components of Oracle Big Data Connectors, if these options were selected in the Oracle Big Data Appliance Configuration Worksheets. Oracle NoSQL Database must be allocated disk space (54 or 108 TB) and Oracle Big Data Connectors must be licensed separately.
Installs and configures Auto Service Request (ASR).
Note: For this step to run successfully, the ASR host system must be up with ASR Manager running and configured properly. See Chapter 12. |
This step does the following:
To activate the assets from ASR Manager, see "Activating ASR Assets".
Performs the following:
Removes passwordless SSH for root
that was set up in Step 3.
This chapter describes how to monitor and maintain Oracle Big Data Appliance. Some of these procedures use the dcli
utility to execute commands in parallel on all servers.
This chapter contains the following sections:
Maintaining environmental temperature conditions within design specification for a Sun Fire server helps to achieve maximum efficiency and targeted component service lifetimes. The effect of validating the ambient temperature range is minimal. The effect of corrective actions varies depending on the environmental conditions.
Temperatures outside the ambient temperature range of 21 to 23 degrees Celsius (70 to 74 degrees Fahrenheit) affect all components within Oracle Big Data Appliance, possibly causing performance problems and shortened service lifetimes.
To monitor the ambient temperature:
root
. root
by issuing the setup-root-ssh
command, as described in "Setting Up Passwordless SSH". The following is an example of the command output:
This section includes the following topics:
This section contains the procedures for powering on and off the components of Oracle Big Data Appliance in an orderly fashion. This section contains the following topics:
Oracle Big Data Appliance is powered on by either pressing the power button on the front of the servers, or by logging in to the Oracle ILOM interface and applying power to the system.
To power on Oracle Big Data Appliance:
Allow 1 to 2 minutes for Oracle ILOM to start.
You can power on the servers remotely using the Oracle ILOM interface. You can access Oracle ILOM using the web console, the command-line interface (CLI), the intelligent platform management interface (IPMI), or the simple network management protocol interface (SNMP). For example, to apply power to server bda1node01 using IPMI, run the following command as root
from a server that has ipmitool
installed:
In this example, bda1node01-c is the host name of Oracle ILOM for the server to be powered on. You are prompted for the password.
See Also: Oracle Integrated Lights Out Manager 3.0 documentation for information about using Oracle ILOM to power on the servers: |
To power off Oracle Big Data Appliance:
Use the Linux shutdown
command to power off or restart the servers. Issue this command as root
to shut down a server immediately:
The following command restarts a server immediately:
See Also: Linux SHUTDOWN manual page for details |
Use the dcli
utility to run the shutdown
command on multiple servers at the same time. Do not run the dcli
utility from a server that will be shut down. Set up passwordless SSH for root
, as described in "Setting Up Passwordless SSH".
The following command shows the syntax of the command:
In this command, group_name is a file that contains a list of servers.
The following example shuts down all Oracle Big Data Appliance servers listed in the server_group file:
The network switches do not have power switches. They power off when power is removed by turning off a PDU or a breaker in the data center.
In an emergency, halt power to Oracle Big Data Appliance immediately. The following emergencies may require powering off Oracle Big Data Appliance:
To perform an emergency power-off procedure for Oracle Big Data Appliance, turn off power at the circuit breaker or pull the emergency power-off switch in the computer room. After the emergency, contact Oracle Support Services to restore power to the system.
Emergency power-off (EPO) switches are required when computer equipment contains batteries capable of supplying more than 750 volt-amperes for more than 5 minutes. Systems that have these batteries include internal EPO hardware for connection to a site EPO switch or relay. Use of the EPO switch removes power from Oracle Big Data Appliance.
The following cautions and warnings apply to Oracle Big Data Appliance:
Oracle Big Data Appliance ships from the factory with 48 GB of memory. Six of the 18 DIMM slots are populated with 8 GB DIMMs. You can use populate six empty slots with 8 GB DIMMs to bring the total memory to either 96 GB (12 x 8 GB) or 144 GB (18 x 8 GB). An upgrade to 144 GB may slightly reduce performance because of lower memory bandwidth; memory frequency drops from 1333 MHz to 800 MHz.
You can add memory to all nodes in the cluster or just to specific nodes that need more memory, such as the NameNode (server 01).
To add memory to a Sun Fire server:
http://docs.oracle.com/cd/E19245-01
. Repair of the physical disks does not require shutting down Oracle Big Data Appliance. However, individual servers may be taken outside of the cluster temporarily and require downtime.
The 12 disk drives in each Oracle Big Data Appliance server are controlled by an LSI MegaRAID SAS 92610-8i disk controller. Oracle recommends verifying the status of the RAID devices to avoid possible performance impact or an outage. The effect of validating the RAID devices is minimal. The effect of corrective actions vary depending on the specific issue uncovered and may range from simple reconfiguration to an outage.
Issue this command to verify the disk controller configuration:
The following is an example of the output from the command. There should be 12 virtual drives, no degraded or offline drives, and 14 physical devices. The 14 devices are the controllers and the 12 disk drives.
If the output is different, then investigate and correct the problem.
Issue this command to verify the virtual drive configuration:
Following is an example of the output for Virtual Drive 0. Ensure that State is Optimal.
Use the following command to verify the physical drive configuration:
The following is an example of the output from the command. Twelve drives should be Online, Spun Up. If the output is different, then investigate and correct the problem.
You may need to change the InfiniBand network information on an existing Oracle Big Data Appliance. The change may support a media server with multiple InfiniBand cards, or keep InfiniBand traffic on a distinct InfiniBand network such as having production, test, and QA environments in the same rack.
All InfiniBand addresses must be in the same subnet, with a minimum subnet mask of 255.255.240.0 (or /20). Choose a subnet mask wide enough to accommodate possible future expansion of the Oracle Big Data Appliance and InfiniBand network.
You cannot change the host names after running the Mammoth Utility.
To change the InfiniBand IP addresses:
root
user. IPADDR
, NETMASK
, NETWORK
, and BROADCAST
fields. Following is an example of an ifcfg-bondib0 file:
See "Checking the Health of the Network" for information about the iblinkinfo
command.
The InfiniBand network connects the servers through the bondib0 interface to the InfiniBand switches in the rack. This section describes how to perform maintenance on the InfiniBand switches.
This section contains the following topics:
Oracle ILOM supports remote administration of the Oracle Big Data Appliance servers. This section explains how to back up and restore the Oracle ILOM configuration settings, which are set by the Mammoth Utility.
This section contains the following topics:
See Also: Oracle Integrated Lights Out Manager 3.0 documentation at |
To back up the Oracle ILOM configuration settings:
http://bda1node08-c.example.com
ilom-admin
user. The default password is welcome1
. Figure 14-1 Oracle ILOM Configuration Backup
To restore the settings on a switch:
http://bda1node08-c.us.example.com
ilom-admin
user. The default password is welcome1
. Complete these steps to replace a Sun Network QDR InfiniBand Gateway Switch or a Sun Datacenter InfiniBand Switch 36.
See Also:
|
To replace a failed InfiniBand switch:
ilom_admin
and open the Fabric Management shell: The prompt changes from -> to FabMan@hostname->
Note: If the replaced switch was the Sun Datacenter InfiniBand Switch 36 spine switch, then manually fail the master Subnet Manager back to the switch by disabling the Subnet Managers on the other switches until the spine switch becomes the master, then reenable the Subnet Manager on all the other switches. |
If any component in the InfiniBand network has required maintenance, including replacing an InfiniBand Host Channel Adapter (HCA) on a server, an InfiniBand switch, or an InfiniBand cable, or if operation of the InfiniBand network is suspected to be substandard, then verify the InfiniBand network is operating properly. The following procedure describes how to verify network operation:
Note: Use this procedure used any time the InfiniBand network is performing below expectations. |
To verify InfiniBand network operation:
ibdiagnet
command to verify InfiniBand network quality: Investigate all errors reported by this command. It generates a small amount of network traffic and can run during a normal workload.
LinkDowned
, RcvSwRelayErrors
, XmtDiscards
, and XmtWait
errors are ignored by this command: The following is an example of the output:
The Subnet Manager manages all operational characteristics of the InfiniBand network, such as the following:
The InfiniBand network can have multiple Subnet Managers, but only one Subnet Manager is active at a time. The active Subnet Manager is the Master Subnet Manager. The other Subnet Managers are the Standby Subnet Managers. If a Master Subnet Manager is shut down or fails, then a Standby Subnet Manager automatically becomes the Master Subnet Manager.
Each Subnet Manager has a configurable priority. When multiple Subnet Managers are on the InfiniBand network, the Subnet Manager with the highest priority becomes the master Subnet Manager. On Oracle Big Data Appliance, the Subnet Managers on the leaf switches are configured as priority 5, and the Subnet Managers on the spine switches are configured as priority 8.
The following guidelines determine where the Subnet Managers run on Oracle Big Data Appliance:
See Also:
|
The configuration information for Network Time Protocol (NTP) servers can be changed after the initial setup. The following procedure describes how to change the NTP configuration information for InfiniBand switches, Cisco switches, and Sun Fire servers. Oracle recommends changing each server individually.
To update the Oracle Big Data Appliance servers:
Stop NTP services on the server.
Update the /etc/ntp.conf file with the IP address of the new NTP server.
To update the InfiniBand switches:
ilom-admin
user. To update the Cisco Ethernet switch:
Restart Oracle Big Data Appliance after changing the servers and switches.
This appendix lists the replacement units for Oracle Big Data Appliance. All replacement units are FRUs (field replaceable units), which are installed by trained Oracle field engineers.
This appendix contains the following sections:
Repair categories describe the potential impact of a repair action. Table A-1 describes the categories, and actions.
Table A-1 Oracle Big Data Appliance Repair Categories
Category | Description | Scenario Examples |
---|---|---|
Hot Swap (HS) | Repair part is hot swappable and can be replaced without shutting down the host system. Procedures may be needed before and after replacement to protect the data. |
|
Infrastructure Repair (IR) | Repair of a connectivity component within an Oracle Big Data Appliance rack. No downtime of the rack is required, however, individual components may require downtime. |
|
BDA Server Offline (BDA-O) | Repair of the part requires shutting down one Big Data Appliance server. No downtime of the rack is required, however, individual servers may require downtime and temporary removal from the cluster. Rebalancing the work load and data duplication may temporarily impact performance. If the system is currently running, then shut it down gracefully. See "Powering On and Off Oracle Big Data Appliance" for additional information. |
|
Parts that have the RoHS:Y or RoHS:YL designation are compliant with the European Restriction of the Use of Certain Hazardous Substances in Electrical and Electronic Equipment Directive, as follows:
The disk controllers in Sun Fire servers have battery-backed write cache to accelerate write performance. If the battery charge capacity degrades such that the battery cannot protect the cached data for a power loss of 48 hours or more, then the write cache is disabled and the disk controller switches to write through mode. This results in reduced write performance but no data loss. Sun Fire servers generate an alert when the battery charge is insufficient, the temperature is high, and when the battery should be replaced.
Battery charge capacity degrades over time, and its life expectancy is inversely proportional to the operating temperature. The worst case life expectancy of the battery in an Oracle Big Data Appliance rack is as follows:
Inlet Ambient Temperature | Battery Lifetime |
---|---|
< 25 degrees Celsius (77 degrees Fahrenheit) | 3 years |
< 32 degrees Celsius (89.6 degrees Fahrenheit) | 2 years |
Oracle replaces failed batteries at no extra charge if the battery charge capacity in the disk controllers falls below the minimum threshold. As part of Premier Support for Systems, Oracle attempts to proactively replace the batteries in an Oracle Big Data Appliance rack before the end of the estimated lifetime, on a best effort basis.
This section describes the LEDs in an Oracle Big Data Appliance rack. It contains these topics:
Table A-2 describes the LED color codes on Sun Fire X4270 M2 servers.
Table A-2 LED Status Descriptions
Component | LED Status |
---|---|
Fan module |
|
Power supply |
|
Servers |
|
Table A-3 describes the color codes of the LEDs on Sun Datacenter InfiniBand Switch 36 switches.
Table A-3 Sun Datacenter InfiniBand Switch 36 LED Status Descriptions
Component | LED Status |
---|---|
Chassis |
|
Link status |
|
Network management ports | Link speed LED:
Activity LED:
|
Power supply |
|
Table A-4 lists the replaceable parts for Sun Fire servers, which are covered under the Premier Support for Systems warranty.
Note: Oracle Big Data Appliance ships with two spare drives. If a drive is faulty, then the customer can replace the drive before an Oracle service representative arrives if circumstances warrant immediate action. |
Table A-4 Replacement Parts for a Sun Fire X4270 M2 Server
Part Number | Description | Repair Category | Repair Procedure |
---|---|---|---|
150-3993 | Battery, 3V, 390 MAH, LITH, COIN | BDA-O | See section 4.6, "Servicing the Server Battery" in Sun Fire X4270 M2 Server Service Manual at
|
300-2235 | Power supply, A249, 1200 W, 12V, 2U, RoHS:Y | HS | See section 3.4, "Servicing Power Supplies" in Sun Fire X4270 M2 Server Service Manual at
|
350-1502 | Universal rack mount kit | BDA-O |
|
371-4743 | 4 GB USB 2.0 flash drive, RoHS:Y | BDA-O | Not applicable |
7012433 | 3.06 GHz processor | BDA-O | See section 4.7, "Servicing the CPU" in Sun Fire X4270 M2 Server Service Manual at
|
371-4966 | LV DIMM, 8 GB, DDR3, 1RX4, 1333 MHz | BDA-O | See section 4.7, "Servicing Memory Modules (DIMMs)" in Sun Fire X4270 M2 Server Service Manual at
|
371-4982 | 6 Gigabit SAS RAID PCI battery module, RoHS:Y (LION), BBU-08 | BDA-O |
|
375-3696 | InfiniBand (CX2) dual port CX2 4xQDR PCI-e | BDA-O |
|
375-3701 | 6 Gbps SAS RAID disk PCIe HBA, RoHS:Y | BDA-O |
Note: Do not run any controller commands in the service manual when replacing the disk. |
530-3927 | Cable, PDB, MB, 1U+2U, ribbon | BDA-O | See section 5.10, "Servicing Cables " in Sun Fire X4270 M2 Server Service Manual at
|
530-4228 | Cable, mini-SAS, 36 POS LONG, LY, RoHS:Y | BDA-O | See section 5.10, "Servicing Cables" in Sun Fire X4270 M2 Server Service Manual at
|
541-2075 | Bus_bar, power, 1U+2U, RoHS:Y | BDA-O | See section 5.6, "Servicing the Power Distribution Board" in Sun Fire X4270 M2 Server Service Manual at
|
541-2884 | Assembly, riser, X8, X8, 2U, PCI-E, RoHS:Y | BDA-O | See section 4.4, "Servicing PCIe Risers" in Sun Fire X4270 M2 Server Service Manual at
|
541-3310 | Xeon Heatsink with grease, RoHS:Y, 2U | BDA-O | See section 4.7, "Servicing the CPU" in Sun Fire X4270 M2 Server Service Manual at
|
541-3356 | x8/x8 switched PCIe riser assembly, RoHS:Y with the following:
| BDA-O |
|
541-4081 | System board assembly, RoHS:Y | BDA-O |
|
541-4124 | Fan deck, Hyde, RoHS:Y | BDA-O | See section 5.3, "Servicing the Fan Board" in Sun Fire X4270 M2 Server Service Manual at
|
541-4222 | Assembly, fan, CR, 2U, RoHS:Y | HS | See section 3.3, "Servicing the Fan Modules" in Sun Fire X4270 M2 Server Service Manual at
|
541-4223 | Power distribution board, 2U, RoHS:Y | BDA-O | See section 5.6, "Servicing the Power Distribution Board" in Sun Fire X4270 M2 Server Service Manual at
|
541-4304 | Indicator, right, Hyde 12/24, rohs:y | BDA-O | See section 5.5, "Servicing the Front Panel LED Modules" in Sun Fire X4270 M2 Server Service Manual at
|
541-4305 | Assembly, disk, SAS2, XP_DC, Hyde, RoHS:Y | BDA-O | See section 5.2, "Servicing the SAS Expander Board" in Sun Fire X4270 M2 Server Service Manual at
|
541-4306 | Assembly, connector board bracket, Hyde | BDA-O | See section 5.7, "Servicing the Connector Board" in Sun Fire X4270 M2 Server Service Manual at
|
541-4363 | 12-slot disk backplane, RoHS:Y | BDA-O | See section 5.4, "Servicing the Disk Backplane" in Sun Fire X4270 M2 Server Service Manual at
|
541-4371 | Indicator, left, Hyde 12/24, RoHS:Y | BDA-O | See section 5.5, "Servicing the Front Panel LED Modules" in Sun Fire X4270 M2 Server Service Manual at
|
7010036 | FRU DR 3 TB 3.5-inch SAS/7200, CORAL | -- | See section 3.2, "Servicing Storage Drives and Boot Drives" in Sun Fire X4270 M2 Server Service Manual at
Note: Do not run any controller commands in the service manual when replacing the disk. |
560-2952 | Cable kit, Hyde, RoHS:Y with the following:
| BDA-O | Refer to the entries for the individual items in the kit |
Table A-5 lists the replaceable parts for the InfiniBand switches used in Oracle Big Data Appliance, which are covered under the Premier Support for Systems warranty.
See "Cables and Cable Accessories for an Oracle Big Data Appliance Rack" for information about InfiniBand cables.
See Also:
|
Table A-5 Replacement Parts for InfiniBand Switches
Part Number | Description | Repair Category | Repair |
---|---|---|---|
300-2143 | 760 watt power supply, RoHS:Y | HS | See Sun Network QDR InfiniBand Gateway Switch Service Manual or Sun Datacenter InfiniBand Switch 36 User's Guide |
350-1312 | Fan module for Sun Datacenter InfiniBand Switch 36, RoHS:Y | HS | See Sun Datacenter InfiniBand Switch 36 User's Guide |
371-2210 | CR2032 3 v battery, RoHS:Y | IR | See Sun Network QDR InfiniBand Gateway Switch Service Manual or Sun Datacenter InfiniBand Switch 36 User's Guide |
541-3495 | Sun Datacenter InfiniBand Switch 36, RoHS:YL | IR |
|
7014378 | Assembly, system, NM2-Gateway | IR | See Sun Network QDR InfiniBand Gateway Switch Installation Guide at
|
594-6603 | 10 Gbps QSFP short wavelength T | IR | See Sun Datacenter InfiniBand Switch 36 User's Guide |
Table A-6 lists replaceable parts for the Cisco Ethernet switch, which are covered under the Premier Support for Systems warranty.
See Also: Cisco Catalyst 4948E Switch Installation Guide for repair instructions at
|
Table A-6 Replacement Parts for Cisco Ethernet Switch
Part Number | Description | Repair Category | Repair |
---|---|---|---|
310-0307 | Cooling fan | HS | See Chapter 4 of Cisco Catalyst 4948E Switch Installation Guide |
371-4784 | Cisco Catalyst 4948 switch, RoHS:Y | IR | See Chapter 3 of Cisco Catalyst 4948E Switch Installation Guide |
371-4785 | Power supply | HS | See Chapter 4 of Cisco Catalyst 4948E Switch Installation Guide |
Table A-7 lists the replacement parts for the KVM switch and KMM tray components, which are covered under the Premier Support for Systems warranty.
See Also: MergePoint Unity Switch Installer/User Guide for repair instructions at |
Table A-7 Replacement Parts for KVM Switch and KMM Tray Components
Part Number | Description | Repair Category | Repair |
---|---|---|---|
371-4778 | Assembly, KMM, with Japanese keyboard and mouse module | IR | See Chapter 2 of MergePoint Unity Switch Installer/User Guide |
371-4779 | Avocent MPU4032DAC-001 32-port KVM switch, RoHS:Y | IR | See Chapter 2 of MergePoint Unity Switch Installer/User Guide |
371-4780 | Avocent KMM drawer with United States keyboard, RoHS:Y | IR | See Chapter 2 of MergePoint Unity Switch Installer/User Guide |
371-4781 | Avocent (DSRIQ-USB) DB 15 M to RJ45/USB KVM adapter, RoHS:Y | IR | See Chapter 2 of MergePoint Unity Switch Installer/User Guide |
Table A-8 lists the replacement parts for the power distribution units (PDUs), which are covered under the Premier Support for Systems warranty.
Given the number of cables and connections, Oracle recommends shutting down the Oracle Big Data Appliance rack when replacing power distribution unit parts.
See Also: Sun Rack II Power Distribution Units User's Guide for repair instructions at |
Table A-8 Replacement Parts for Power Distribution Units
Part Number | Description | Repair Category | Repair |
---|---|---|---|
180-2379 | 13A/250V 90 degree IEC 320 Sheet E to IEC 320 C13 cord, 1 meter, RoHS:Y | HS | Not applicable |
180-2380 | 13A/250V 90 degree IEC 320 Sheet E to IEC 320 C13 cord, 2 meter, RoHS:Y | HS | Not applicable |
371-3995 | Three-phase PDU: 15 kVA, IEC309 60A, 4 pin, 250 VAC, 3ph IP67, North America, RoHS:Y | IR | See Chapter 3 of Sun Rack II Power Distribution Units User's Guide |
371-4000 | Three-phase PDU: 15 kVA, 5-Pin, IEC309 32A, 5 pin 230/400V, 3ph IP44, international, RoHS:Y | IR | See Chapter 3 of Sun Rack II Power Distribution Units User's Guide |
371-4199 | Single-phase PDU: 15 kVA, with three 30A/250V 2-pole/3-wire NEMA L6-30P plugs, North America, RoHS:Y | IR | See Chapter 3 of Sun Rack II Power Distribution Units User's Guide |
371-4201 | Single-phase PDU: 15 kVA, with three blue 32A/240V splash-proof 2-Pole/3-Wire IEC 60309 plugs, international, RoHS:Y | IR | See Chapter 3 of Sun Rack II Power Distribution Units User's Guide |
Table A-9 lists the replacement cables and cable accessories, which are covered under the Premier Support for Systems warranty.
See Also:
|
Table A-9 Replacement Cables for an Oracle Big Data Appliance Rack
Part Number | Description | Repair Category | Repair |
---|---|---|---|
350-1287 | Slim rail, CMA, 1U-2U for Sun Fire servers | BDA-O |
|
350-1519 | Serial cable kit, RoHS:Y with the following:
| HS | See Sun Datacenter InfiniBand Switch 36 User's Guide |
530-4403 | 4x QSFP copper QDR InfiniBand cable, 2 m, RoHS:Y | HS |
Note: There is a loss of redundancy when replacing cables. |
530-4404 | 4x QSFP copper QDR InfiniBand cable, 3 m, RoHS:Y | HS |
|
530-4415 | 4x QSFP copper QDR InfiniBand cable, 5 m, RoHS:Y | HS |
|
530-4432 | Ethernet cable, Cat 5/5E, RJ45 to RJ45, 7 foot, blue, RoHS:Y | HS | See Cisco Catalyst 4948E Switch Installation Guide |
530-4433 | Ethernet cable, Cat 5/5E, RJ45 to RJ45, 10 foot, red, RoHS:Y | HS | See Cisco Catalyst 4948E Switch Installation Guide |
530-4434 | Ethernet cable, Cat 5/5E, RJ45 to RJ45, 7 foot, red, RoHS:Y | HS | See Cisco Catalyst 4948E Switch Installation Guide |
530-4435 | Ethernet cable, Cat 5/5E, RJ45 to RJ45, 10 foot, black, RoHS:Y | HS | See Cisco Catalyst 4948E Switch Installation Guide |
530-4436 | Ethernet cable, Cat 5/5E, RJ45 to RJ45, 7 foot, black, RoHS:Y | HS | See Cisco Catalyst 4948E Switch Installation Guide |
530-4437 | Ethernet cable, Cat 5/5E, RJ45 to RJ45, 7 foot, orange, RoHS:Y | HS | See Cisco Catalyst 4948E Switch Installation Guide |
530-4438 | Ethernet cable, Cat 5/5E, RJ45 to RJ45, 10 foot, black, RoHS:Y | HS | See Cisco Catalyst 4948E Switch Installation Guide |
The script content on this page is for navigation purposes only and does not alter the content in any way.
The tables in this appendix show the cable connections for Oracle Big Data Appliance. This appendix contains the following sections:
The cables used in Oracle Big Data Appliance are color-coded as follows:
Figure B-1 shows the front and rear layout of an Oracle Big Data Appliance rack.
Figure B-1 Rack Layout of Oracle Big Data Appliance
Table B-1 shows the keyboard, video, and mouse (KVM) network cabling. The KVM port on the servers is labeled SER MGT and connects to the KVM switch located in rack unit 22.
Table B-1 KVM Cabling for an Oracle Big Data Appliance Rack
From Rack UnitFoot 1 | Port | To KVM Port | Cable Length | Cable Color | Component |
---|---|---|---|---|---|
U41 | Net-0 | 1 | 10 feet | Black | Server Cell 18 |
U39 | Net-0 | 3 | 10 feet | Black | Server Cell 17 |
U37 | Net-0 | 5 | 10 feet | Black | Server Cell 16 |
U35 | Net-0 | 7 | 10 feet | Black | Server Cell 15 |
U33 | Net-0 | 9 | 10 feet | Black | Server Cell 14 |
U31 | Net-0 | 11 | 10 feet | Black | Server Cell 13 |
U29 | Net-0 | 13 | 10 feet | Black | Server Cell 12 |
U27 | Net-0 | 17 | 10 feet | Black | Server Cell 11 |
U25 | Net-0 | 21 | 10 feet | Black | Server Cell 10 |
U24 | Net-0 | 45 | 10 feet | Black | NM2-1B Switch |
U20 | Net-0 | 46 | 10 feet | Black | NM2-1B Switch |
U18 | Net-0 | 25 | 10 feet | Black | Server Cell 9 |
U16 | Net-0 | 29 | 10 feet | Black | Server Cell 8 |
U14 | Net-0 | 31 | 10 feet | Black | Server Cell 7 |
U12 | Net-0 | 33 | 10 feet | Black | Server Cell 6 |
U10 | Net-0 | 35 | 10 feet | Black | Server Cell 5 |
U8 | Net-0 | 37 | 10 feet | Black | Server Cell 4 |
U6 | Net-0 | 39 | 10 feet | Black | Server Cell 3 |
U4 | Net-0 | 41 | 10 feet | Black | Server Cell 2 |
U2 | Net-0 | 43 | 10 feet | Black | Server Cell 1 |
U1 | Net-0 | 47 | 10 feet | Black | NM2-1B Switch |
PDU-A | Net Mgt | 15 | 1 meter | White | PDU-A |
PDU-B | Net Mgt | 19 | 1 meter | White | PDU-B |
NAFoot 2 | NA | 48 | 10 feet | Blue | Service |
Footnote 1 Un is the unit location in the rack, where n is the number.
Footnote 2 Not applicable.
Table B-2 shows the cable connections from the servers to the Oracle ILOM switch. The Oracle ILOM port on the servers is labeled NET MGT and connects to the Cisco Ethernet switch located in rack unit 21. The cables are red and 10 feet long.
Table B-2 Oracle ILOM Cabling
From Rack UnitFoot 1 | Ethernet Port | Component |
---|---|---|
U41 | 2 | Server Cell 18 |
U39 | 4 | Server Cell 17 |
U37 | 6 | Server Cell 16 |
U35 | 8 | Server Cell 15 |
U33 | 10 | Server Cell 14 |
U31 | 12 | Server Cell 13 |
U29 | 14 | Server Cell 12 |
U27 | 18 | Server Cell 11 |
U25 | 22 | Server Cell 10 |
U18 | 26 | Server Cell 9 |
U16 | 30 | Server Cell 8 |
U14 | 32 | Server Cell 7 |
U12 | 34 | Server Cell 6 |
U10 | 36 | Server Cell 5 |
U8 | 38 | Server Cell 4 |
U6 | 40 | Server Cell 3 |
U4 | 42 | Server Cell 2 |
U2 | 44 | Server Cell 1 |
Footnote 1 Un is the unit location in the rack, where n is the number.
Table B-3 shows the connections for single-phase cabling from each power distribution unit (PDU) to the power supplies in the rack. The cables terminate at PDU-A on the left and are routed to the right to enter the cable management arm (CMA). The cables are bundled in groups of four.
Table B-3 Single-Phase PDU Cabling
Rack UnitFoot 1 | PDU-A/PS-00 | PDU-B/PS-01 | Cable Length | Component |
---|---|---|---|---|
U41 | G5-6 | G0-0 | 2 meters | Server |
U39 | G5-3 | G0-3 | 2 meters | Server |
U37 | G5-0 | G0-6 | 2 meters | Server |
U35 | G4-6 | G1-0 | 2 meters | Server |
U33 | G4-4 | G1-2 | 2 meters | Server |
U31 | G4-2 | G1-4 | 2 meters | Server |
U29 | G3-6 | G2-0 | 2 meters | Server |
U27 | G3-5 | G2-1 | 2 meters | Server |
U25 | G3-3 | G2-3 | 2 meters | Server |
U24 | G3-1 | G2-5 | 2 meters | NM2 |
U23 | NAFoot 2 | G3-0 | included | KVM |
U22 | G2-5 | G3-1 | 1 meter | KVM tray |
U21 | G3-0 | G2-6 | 2 meters | Cisco switch |
U20 | G2-4 | G3-2 | 2 meters | NM2 |
U18 | G2-2 | G3-4 | 2 meters | Server |
U16 | G1-6 | G4-0 | 2 meters | Server |
U14 | G2-0 | G3-6 | 2 meters | Server |
U12 | G1-4 | G4-2 | 2 meters | Server |
U10 | G1-2 | G4-4 | 2 meters | Server |
U8 | G1-0 | G4-6 | 2 meters | Server |
U6 | G0-6 | G5-0 | 2 meters | Server |
U4 | G0-4 | G5-2 | 2 meters | Server |
U2 | G0-2 | G5-4 | 2 meters | Server |
U1 | G0-0 | G5-6 | 2 meters | NM2 |
Footnote 1 Un is the unit location in the rack, where n is the number.
Footnote 2 Not applicable.
Table B-4 describes three-phase cabling from each power distribution unit (PDU) to the power supplies in the servers. The cables are terminated to PDU-A on the left, are routed to the right to enter CMA, and are bundled in groups of four.
Table B-4 Three-Phase PDU Cabling
Rack UnitFoot 1 | PDU-A/PS-00 | PDU-B/PS-01 | Cable Length | Component |
---|---|---|---|---|
U41 | G5-6 | G2-0 | 2 meters | Server |
U39 | G5-3 | G2-3 | 2 meters | Server |
U37 | G5-0 | G2-6 | 2 meters | Server |
U35 | G4-6 | G1-0 | 2 meters | Server |
U33 | G4-4 | G1-2 | 2 meters | Server |
U31 | G4-2 | G1-4 | 2 meters | Server |
U29 | G3-6 | G0-0 | 2 meters | Server |
U27 | G3-5 | G0-1 | 2 meters | Server |
U25 | G3-3 | G0-3 | 2 meters | Server |
U24 | G3-1 | G0-5 | 2 meters | NM2 |
U23 | NAFoot 2 | G0-3 | included | KVM |
U22 | G2-5 | G5-1 | 1 meter | KVM tray |
U21 | G3-0 | G0-6 | 2 meters | Cisco |
U20 | G2-4 | G5-2 | 2 meters | NM2 |
U18 | G2-2 | G5-4 | 2 meters | Server |
U16 | G4-2 | G5-2 | 2 meters | Server |
U14 | G2-0 | G5-6 | 2 meters | Server |
U12 | G1-4 | G4-2 | 2 meters | Server |
U10 | G1-2 | G4-4 | 2 meters | Server |
U8 | G1-0 | G4-6 | 2 meters | Server |
U6 | G0-6 | G3-0 | 2 meters | Server |
U4 | G0-4 | G3-2 | 2 meters | Server |
U2 | G0-2 | G3-4 | 2 meters | Server |
U1 | G0-0 | G3-6 | 2 meters | NM2 |
Footnote 1 Un is the unit location in the rack, where n is the number.
Footnote 2 Not applicable.
Table B-5 lists the location, ports, and cables for the InfiniBand connections from switch to switch. Figure B-2 identifies the locations of the ports on a Sun Network QDR InfiniBand Gateway Switch.
Table B-5 InfiniBand Switch-to-Switch Cabling
From InfiniBand Switch Rack UnitFoot 1 | Port | To InfiniBand Switch Rack UnitFootref 1 | Port | Cable Length | Description |
---|---|---|---|---|---|
U20 | 9B | U24 | 9A | 2 meters | Leaf to leaf |
U20 | 10B | U24 | 10A | 2 meters | Leaf to leaf |
U20 | 11B | U24 | 11A | 2 meters | Leaf to leaf |
U20 | 8A | U24 | 8A | 2 meters | Leaf to leaf |
U20 | 9A | U24 | 9B | 2 meters | Leaf to leaf |
U20 | 10A | U24 | 10B | 2 meters | Leaf to leaf |
U20 | 11A | U24 | 11B | 2 meters | Leaf to leaf |
U1 | 0B | U24 | 8B | 3 meters | Spine to leaf |
U1 | 1B | U20 | 8B | 3 meters | Spine to leaf |
Footnote 1 Un is the unit location in the rack, where n is the number.
Figure B-2 Sun Network QDR InfiniBand Gateway Switch Ports
Table B-6 lists the location, ports and cables for the InfiniBand connections from switch to server.
Table B-6 InfiniBand Switch-to-Server Cabling
From InfiniBand Switch Rack UnitFoot 1 | Port | To Rack UnitFootref 1 | PortFoot 2 | Cable Length |
---|---|---|---|---|
U24 | 0A | U41 | PCIe 3 P1 | 3 meters |
U24 | 0B | U39 | PCIe 3 P1 | 3 meters |
U24 | 1A | U37 | PCIe 3 P1 | 3 meters |
U24 | 1B | U35 | PCIe 3 P1 | 3 meters |
U24 | 2A | U33 | PCIe 3 P1 | 3 meters |
U24 | 2B | U31 | PCIe 3 P1 | 3 meters |
U24 | 3A | U29 | PCIe 3 P1 | 3 meters |
U24 | 3B | U27 | PCIe 3 P1 | 2 meters |
U24 | 4A | U25 | PCIe 3 P1 | 2 meters |
U20 | 0A | U41 | PCIe 3 P2 | 3 meters |
U20 | 0B | U39 | PCIe 3 P2 | 3 meters |
U20 | 1A | U37 | PCIe 3 P2 | 3 meters |
U20 | 1B | U35 | PCIe 3 P2 | 3 meters |
U20 | 2A | U33 | PCIe 3 P2 | 3 meters |
U20 | 2B | U31 | PCIe 3 P2 | 3 meters |
U20 | 3A | U29 | PCIe 3 P2 | 3 meters |
U20 | 3B | U27 | PCIe 3 P2 | 2 meters |
U20 | 4A | U25 | PCIe 3 P2 | 2 meters |
U20 | 4B | U18 | PCIe 3 P2 | 2 meters |
U20 | 12A | U16 | PCIe 3 P2 | 2 meters |
U20 | 12B | U14 | PCIe 3 P1 | 2 meters |
U20 | 13A | U12 | PCIe 3 P1 | 2 meters |
U20 | 13B | U10 | PCIe 3 P1 | 2 meters |
U20 | 14A | U8 | PCIe 3 P1 | 2 meters |
U20 | 14B | U6 | PCIe 3 P1 | 2 meters |
U20 | 15A | U4 | PCIe 3 P1 | 3 meters |
U20 | 15B | U2 | PCIe 3 P1 | 3 meters |
U24 | 4B | U18 | PCIe 3 P1 | 2 meters |
U24 | 12A | U16 | PCIe 3 P1 | 2 meters |
U24 | 12B | U14 | PCIe 3 P2 | 2 meters |
U24 | 13A | U12 | PCIe 3 P2 | 2 meters |
U24 | 13B | U10 | PCIe 3 P2 | 2 meters |
U24 | 14A | U8 | PCIe 3 P2 | 2 meters |
U24 | 14B | U6 | PCIe 3 P2 | 3 meters |
U24 | 15A | U4 | PCIe 3 P2 | 3 meters |
U24 | 15B | U2 | PCIe 3 P2 | 3 meters |
Footnote 1 Un is the unit location in the rack, where n is the number.
Footnote 2 Pn is the InfiniBand port, where n is port number.
This appendix contains the tables for multirack cabling. It contains the following sections:
You can connect multiple Oracle Big Data Appliance racks or a combination of Oracle Big Data Appliance racks and Oracle Exadata Database Machine full racks. Connection to partial racks is not supported.
The Oracle Big Data Appliance rack has a Sun Datacenter QDR InfiniBand Switch for the spine switch at rack unit 1 (U1). The rack also has two Sun Network QDR InfiniBand Gateway Switches for the leaf switches at rack units 20 and 24 (U20 and U24). See Figure B-1.
These switches attach to standard quad small form-factor pluggable (QSFP) connectors at the end of the InfiniBand cables. You can cable together up to eight racks without external InfiniBand switches. The cable lengths in this appendix are for adjacent racks. If they are apart, then longer cables may be required for the connections.
In a single rack, the two leaf switches are connected by seven cables. In addition, each leaf switch has one cable to the spine switch, as shown in Figure C-1. The total for the rack is 45 InfiniBand cables.
Figure C-1 Connections Between Spine Switch and Leaf Switches
The Sun Fire servers connect to the leaf switches as shown in Figure C-2.
Figure C-2 Connections Between the Servers and the Leaf Switches
When connecting multiple racks, remove the seven interswitch connections between leaf switches and the two connections between the leaf switches and the spine switch. From each leaf switch, distribute eight connections over the spine switches in all racks. In multirack environments, the leaf switches inside a rack are not directly interconnected, as shown in Figure C-3.
Figure C-3 Connecting Switches Across Two Racks
Figure C-3 shows that each leaf switch in rack 1 connects to the following switches:
The spine switch in rack 1 connects to the following switches:
As the number of racks increases from two to eight, the pattern continues as shown in Figure C-4.
Figure C-4 Connecting Switches Across Multiple Racks
As shown Figure C-4, each leaf switch has eight interswitch connections distributed over all spine switches. Each spine switch has 16 interswitch connections distributed over all leaf switches. The leaf switches are not directly interconnected with other leaf switches, and the spine switches are not directly interconnected with the other spine switches.
The following abbreviations are used in the tables:
Abbreviation | Description |
---|---|
Rn | Rack n, where n is the number of the rack, such as R1. |
IBn | Unit location in rack, where n is the number, such as IB3. |
Pn | InfiniBand port n, where n is port number, such as P8A. |
Table C-1 shows the cable connections for the first spine switch (R1-U1) when cabling two racks.
Note:
|
Table C-1 Leaf Switch Connections for the First Rack in a Two-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R1 IB3 within Rack 1 | R1-IB3-P8A to R1-U1-P3A R1-IB3-P8B to R1-U1-P4A R1-IB3-P9A to R1-U1-P5A R1-IB3-P9B to R1-U1-P6A | 3 meters |
R1 IB3 to Rack 2 | R1-IB3-P10A to R2-U1-P7A R1-IB3-P10B to R2-U1-P8A R1-IB3-P11A to R2-U1-P9A R1-IB3-P11B to R2-U1-P10A | 5 meters |
R1 IB2 within Rack 1 | R1-IB2-P8A to R1-U1-P3B R1-IB2-P8B to R1-U1-P4B R1-IB2-P9A to R1-U1-P5B R1-IB2-P9B to R1-U1-P6B | 3 meters |
R1 IB2 to Rack 2 | R1-IB2-P10A to R2-U1-P7B R1-IB2-P10B to R2-U1-P8B R1-IB2-P11A to R2-U1-P9B R1-IB2-P11B to R2-U1-P10B | 5 meters |
Table C-2 shows the cable connections for the second spine switch (R2-U1) when cabling two racks.
Table C-2 Leaf Switch Connections for the Second Rack in a Two-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R2 IB3 within Rack 2 | R2-IB3-P8A to R2-U1-P3A R2-IB3-P8B to R2-U1-P4A R2-IB3-P9A to R2-U1-P5A R2-IB3-P9B to R2-U1-P6A | 3 meters |
R2 IB3 to Rack 1 | R2-IB3-P10A to R1-U1-P7A R2-IB3-P10B to R1-U1-P8A R2-IB3-P11A to R1-U1-P9A R2-IB3-P11B to R1-U1-P10A | 5 meters |
R2 IB2 within Rack 2 | R2-IB2-P8A to R2-U1-P3B R2-IB2-P8B to R2-U1-P4B R2-IB2-P9A to R2-U1-P5B R2-IB2-P9B to R2-U1-P6B | 3 meters |
R2 IB2 to Rack 1 | R2-IB2-P10A to R1-U1-P7B R2-IB2-P10B to R1-U1-P8B R2-IB2-P11A to R1-U1-P9B R2-IB2-P11B to R1-U1-P10B | 5 meters |
Table C-3 shows the cable connections for the first spine switch (R1-U1) when cabling three racks.
Note:
|
Table C-3 Leaf Switch Connections for the First Rack in a Three-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R1 IB3 within Rack 1 | R1-U24-P8A to R1-U1-P3A R1-U24-P8B to R1-U1-P4A R1-U24-P9A to R1-U1-P5A | 3 meters |
R1 IB3 to Rack 2 | R1-U24-P9B to R2-U1-P6A R1-U24-P10A to R2-U1-P7A R1-U24-P10B to R2-U1-P8A | 5 meters |
R1 U24 to Rack 3 | R1-U24-P11A to R3-U1-P9A R1-U24-P11B to R3-U1-P10A | 5 meters |
R1 IB2 within Rack 1 | R1-IB2-P8A to R1-U1-P3B R1-IB2-P8B to R1-U1-P4B R1-IB2-P9A to R1-U1-P5B | 3 meters |
R1 IB2 to Rack 2 | R1-IB2-P9B to R2-U1-P6B R1-IB2-P10A to R2-U1-P7B R1-IB2-P10B to R2-U1-P8B | 5 meters |
R1 IB2 to Rack 3 | R1-IB2-P11A to R3-U1-P9B R1-IB2-P11B to R3-U1-P10B | 5 meters |
Table C-4 shows the cable connections for the second spine switch (R2-U1) when cabling three racks.
Table C-4 Leaf Switch Connections for the Second Rack in a Three-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R2 IB3 within Rack 2 | R2-U24-P8A to R2-U1-P3A R2-U24-P8B to R2-U1-P4A R2-U24-P9A to R2-U1-P5A | 3 meters |
R2 IB3 to Rack 1 | R2-U24-P11A to R1-U1-P9A R2-U24-P11B to R1-U1-P10A | 5 meters |
R2 IB3 to Rack 3 | R2-U24-P9B to R3-U1-P6A R2-U24-P10A to R3-U1-P7A R2-U24-P10B to R3-U1-P8A | 5 meters |
R2 IB2 within Rack 2 | R2-IB2-P8A to R2-U1-P3B R2-IB2-P8B to R2-U1-P4B R2-IB2-P9A to R2-U1-P5B | 3 meters |
R2 IB2 to Rack 1 | R2-IB2-P11A to R1-U1-P9B R2-IB2-P11B to R1-U1-P10B | 5 meters |
R2 IB2 to Rack 3 | R2-IB2-P9B to R3-U1-P6B R2-IB2-P10A to R3-U1-P7B R2-IB2-P10B to R3-U1-P8B | 5 meters |
Table C-5 shows the cable connections for the third spine switch (R3-U1) when cabling three racks.
Table C-5 Leaf Switch Connections for the Third Rack in a Three-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R3 IB3 within Rack 3 | R3-IB3-P8A to R3-U1-P3A R3-IB3-P8B to R3-U1-P4A R3-IB3-P9A to R3-U1-P5A | 3 meters |
R3 IB3 to Rack 1 | R3-IB3-P9B to R1-U1-P6A R3-IB3-P10A to R1-U1-P7A R3-IB3-P10B to R1-U1-P8A | 5 meters |
R3 IB3 to Rack 2 | R3-IB3-P11A to R2-U1-P9A R3-IB3-P11B to R2-U1-P10A | 5 meters |
R3 IB2 within Rack 3 | R3-IB2-P8A to R3-U1-P3B R3-IB2-P8B to R3-U1-P4B R3-IB2-P9A to R3-U1-P5B | 3 meters |
R3 IB2 to Rack 1 | R3-IB2-P9B to R1-U1-P6B R3-IB2-P10A to R1-U1-P7B R3-IB2-P10B to R1-U1-P8B | 5 meters |
R3 IB2 to Rack 2 | R3-IB2-P11A to R2-U1-P9B R3-IB2-P11B to R2-U1-P10B | 5 meters |
Table C-6 shows the cable connections for the first spine switch (R1-U1) when cabling four racks.
Note:
|
Table C-6 Leaf Switch Connections for the First Rack in a Four-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R1 IB3 within Rack 1 | R1-IB3-P8A to R1-U1-P3A R1-IB3-P8B to R1-U1-P4A | 3 meters |
R1 IB3 to Rack 2 | R1-IB3-P9A to R2-U1-P5A R1-IB3-P9B to R2-U1-P6A | 5 meters |
R1 IB3 to Rack 3 | R1-IB3-P10A to R3-U1-P7A R1-IB3-P10B to R3-U1-P8A | 5 meters |
R1 IB3 to Rack 4 | R1-IB3-P11A to R4-U1-P9A R1-IB3-P11B to R4-U1-P10A | 10 meters |
R1 IB2 within Rack 1 | R1-IB2-P8A to R1-U1-P3B R1-IB2-P8B to R1-U1-P4B | 3 meters |
R1 IB2 to Rack 2 | R1-IB2-P9A to R2-U1-P5B R1-IB2-P9B to R2-U1-P6B | 5 meters |
R1 IB2 to Rack 3 | R1-IB2-P10A to R3-U1-P7B R1-IB2-P10B to R3-U1-P8B | 5 meters |
R1 IB2 to Rack 4 | R1-IB2-P11A to R4-U1-P9B R1-IB2-P11B to R4-U1-P10B | 10 meters |
Table C-7 shows the cable connections for the second spine switch (R2-U1) when cabling four racks.
Table C-7 Leaf Switch Connections for the Second Rack in a Four-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R2 IB3 within Rack 2 | R2-IB3-P8A to R2-U1-P3A R2-IB3-P8B to R2-U1-P4A | 3 meters |
R2 IB3 to Rack 1 | R2-IB3-P11A to R1-U1-P9A R2-IB3-P11B to R1-U1-P10A | 5 meters |
R2 IB3 to Rack 3 | R2-IB3-P9A to R3-U1-P5A R2-IB3-P9B to R3-U1-P6A | 5 meters |
R2 IB3 to Rack 4 | R2-IB3-P10A to R4-U1-P7A R2-IB3-P10B to R4-U1-P8A | 5 meters |
R2 IB2 within Rack 2 | R2-IB2-P8A to R2-U1-P3B R2-IB2-P8B to R2-U1-P4B | 3 meters |
R2 IB2 to Rack 1 | R2-IB2-P11A to R1-U1-P9B R2-IB2-P11B to R1-U1-P10B | 5 meters |
R2 IB2 to Rack 3 | R2-IB2-P9A to R3-U1-P5B R2-IB2-P9B to R3-U1-P6B | 5 meters |
R2 IB2 to Rack 4 | R2-IB2-P10A to R4-U1-P7B R2-IB2-P10B to R4-U1-P8B | 5 meters |
Table C-8 shows the cable connections for the third spine switch (R3-U1) when cabling four racks.
Table C-8 Leaf Switch Connections for the Third Rack in a Four-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R3 IB3 within Rack 3 | R3-IB3-P8A to R3-U1-P3A R3-IB3-P8B to R3-U1-P4A | 3 meters |
R3 IB3 to Rack 1 | R3-IB3-P10A to R1-U1-P7A R3-IB3-P10B to R1-U1-P8A | 5 meters |
R3 IB3 to Rack 2 | R3-IB3-P11A to R2-U1-P9A R3-IB3-P11B to R2-U1-P10A | 5 meters |
R3 IB3 to Rack 4 | R3-IB3-P9A to R4-U1-P5A R3-IB3-P9B to R4-U1-P6A | 5 meters |
R3 IB2 within Rack 3 | R3-IB2-P8A to R3-U1-P3B R3-IB2-P8B to R3-U1-P4B | 3 meters |
R3 IB2 to Rack 1 | R3-IB2-P10A to R1-U1-P7B R3-IB2-P10B to R1-U1-P8B | 5 meters |
R3 IB2 to Rack 2 | R3-IB2-P11A to R2-U1-P9B R3-IB2-P11B to R2-U1-P10B | 5 meters |
R3 IB2 to Rack 4 | R3-IB2-P9A to R4-U1-P5B R3-IB2-P9B to R4-U1-P6B | 5 meters |
Table C-9 shows the cable connections for the fourth spine switch (R4-U1) when cabling four racks.
Table C-9 Leaf Switch Connections for the Fourth Rack in a Four-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R4 IB3 within Rack 4 | R4-IB3-P8A to R4-U1-P3A R4-IB3-P8B to R4-U1-P4A | 3 meters |
R4 IB3 to Rack 1 | R4-IB3-P9A to R1-U1-P5A R4-IB3-P9B to R1-U1-P6A | 10 meters |
R4 IB3 to Rack 2 | R4-IB3-P10A to R2-U1-P7A R4-IB3-P10B to R2-U1-P8A | 5 meters |
R4 IB3 to Rack 3 | R4-IB3-P11A to R3-U1-P9A R4-IB3-P11B to R3-U1-P10A | 5 meters |
R4 IB2 within Rack 4 | R4-IB2-P8A to R4-U1-P3B R4-IB2-P8B to R4-U1-P4B | 3 meters |
R4 IB2 to Rack 1 | R4-IB2-P9A to R1-U1-P5B R4-IB2-P9B to R1-U1-P6B | 10 meters |
R4 IB2 to Rack 2 | R4-IB2-P10A to R2-U1-P7B R4-IB2-P10B to R2-U1-P8B | 5 meters |
R4 IB2 to Rack 3 | R4-IB2-P11A to R3-U1-P9B R4-IB2-P11B to R3-U1-P10B | 5 meters |
Table C-10 shows the cable connections for the first spine switch (R1-U1) when cabling five racks.
Note:
|
Table C-10 Leaf Switch Connections for the First Rack in a Five-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R1 IB3 within Rack 1 | R1-IB3-P8A to R1-U1-P3A R1-IB3-P8B to R1-U1-P4A | 3 meters |
R1 IB3 to Rack 2 | R1-IB3-P9A to R2-U1-P5A R1-IB3-P9B to R2-U1-P6A | 5 meters |
R1 IB3 to Rack 3 | R1-IB3-P10A to R3-U1-P7A R1-IB3-P10B to R3-U1-P8A | 5 meters |
R1 IB3 to Rack 4 | R1-IB3-P11A to R4-U1-P9A | 10 meters |
R1 IB3 to Rack 5 | R1-IB3-P11B to R5-U1-P10A | 10 meters |
R1 IB2 within Rack 1 | R1-IB2-P8A to R1-U1-P3B R1-IB2-P8B to R1-U1-P4B | 3 meters |
R1 IB2 to Rack 2 | R1-IB2-P9A to R2-U1-P5B R1-IB2-P9B to R2-U1-P6B | 3 meters |
R1 IB2 to Rack 3 | R1-IB2-P10A to R3-U1-P7B R1-IB2-P10B to R3-U1-P8B | 5 meters |
R1 IB2 to Rack 4 | R1-IB2-P11A to R4-U1-P9B | 10 meters |
R1 IB2 to Rack 5 | R1-IB2-P11B to R5-U1-P10B | 10 meters |
Table C-11 shows the cable connections for the second spine switch (R2-U1) when cabling five racks.
Table C-11 Leaf Switch Connections for the Second Rack in a Five-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R2 IB3 within Rack 2 | R2-IB3-P8A to R2-U1-P3A R2-IB3-P8B to R2-U1-P4A | 3 meters |
R2 IB3 to Rack 1 | R2-IB3-P11B to R1-U1-P10A | 5 meters |
R2 IB3 to Rack 3 | R2-IB3-P9A to R3-U1-P5A R2-IB3-P9B to R3-U1-P6A | 5 meters |
R2 IB3 to Rack 4 | R2-IB3-P10A to R4-U1-P7A R2-IB3-P10B to R4-U1-P8A | 5 meters |
R2 IB3 to Rack 5 | R2-IB3-P11A to R5-U1-P9A | 10 meters |
R2 IB2 within Rack 2 | R2-IB2-P8A to R2-U1-P3B R2-IB2-P8B to R2-U1-P4B | 3 meters |
R2 IB2 to Rack 1 | R2-IB2-P11B to R1-U1-P10B | 5 meters |
R2 IB2 to Rack 3 | R2-IB2-P9A to R3-U1-P5B R2-IB2-P9B to R3-U1-P6B | 5 meters |
R2 IB2 to Rack 4 | R2-IB2-P10A to R4-U1-P7B R2-IB2-P10B to R4-U1-P8B | 5 meters |
R2 IB2 to Rack 5 | R2-IB2-P11A to R5-U1-P9B | 10 meters |
Table C-12 shows the cable connections for the third spine switch (R3-U1) when cabling five racks.
Table C-12 Leaf Switch Connections for the Third Rack in a Five-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R3 IB3 within Rack 3 | R3-IB3-P8A to R3-U1-P3A R3-IB3-P8B to R3-U1-P4A | 3 meters |
R3 IB3 to Rack 1 | R3-IB3-P11A to R1-U1-P9A | 5 meters |
R3 IB3 to Rack 2 | R3-IB3-P11B to R2-U1-P10A | 5 meters |
R3 IB3 to Rack 4 | R3-IB3-P9A to R4-U1-P5A R3-IB3-P9B to R4-U1-P6A | 5 meters |
R3 IB3 to Rack 5 | R3-IB3-P10A to R5-U1-P7A R3-IB3-P10B to R5-U1-P8A | 5 meters |
R3 IB2 within Rack 3 | R3-IB2-P8A to R3-U1-P3B R3-IB2-P8B to R3-U1-P4B | 3 meters |
R3 IB2 to Rack 1 | R3-IB2-P11A to R1-U1-P9B | 5 meters |
R3 IB2 to Rack 2 | R3-IB2-P11B to R2-U1-P10B | 5 meters |
R3 IB2 to Rack 4 | R3-IB2-P9A to R4-U1-P5B R3-IB2-P9B to R4-U1-P6B | 5 meters |
R3 IB2 to Rack 5 | R3-IB2-P10A to R5-U1-P7B R3-IB2-P10B to R5-U1-P8B | 5 meters |
Table C-13 shows the cable connections for the fourth spine switch (R4-U1) when cabling five racks.
Table C-13 Leaf Switch Connections for the Fourth Rack in a Five-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R4 IB3 within Rack 4 | R4-IB3-P8A to R4-U1-P3A R4-IB3-P8B to R4-U1-P4A | 3 meters |
R4 IB3 to Rack 1 | R4-IB3-P10A to R1-U1-P7A R4-IB3-P10B to R1-U1-P8A | 10 meters |
R4 IB3 to Rack 2 | R4-IB3-P11A to R2-U1-P9A | 5 meters |
R4 IB3 to Rack 3 | R4-IB3-P11B to R3-U1-P10A | 5 meters |
R4 IB3 to Rack 5 | R4-IB3-P9A to R5-U1-P5A R4-IB3-P9B to R5-U1-P6A | 5 meters |
R4 IB2 within Rack 4 | R4-IB2-P8A to R4-U1-P3B R4-IB2-P8B to R4-U1-P4B | 3 meters |
R4 IB2 to Rack 1 | R4-IB2-P10A to R1-U1-P7B R4-IB2-P10B to R1-U1-P8B | 10 meters |
R4 IB2 to Rack 2 | R4-IB2-P11A to R2-U1-P9B | 5 meters |
R4 IB2 to Rack 3 | R4-IB2-P11B to R3-U1-P10B | 5 meters |
R4 IB2 to Rack 5 | R4-IB2-P9A to R5-U1-P5B R4-IB2-P9B to R5-U1-P6B | 5 meters |
Table C-14 shows the cable connections for the fifth spine switch (R5-U1) when cabling five racks.
Table C-14 Leaf Switch Connections for the Fifth Rack in a Five-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R5 IB3 within Rack 5 | R5-IB3-P8A to R5-U1-P3A R5-IB3-P8B to R5-U1-P4A | 3 meters |
R5 IB3 to Rack 1 | R5-IB3-P9A to R1-U1-P5A R5-IB3-P9B to R1-U1-P6A | 10 meters |
R5 IB3 to Rack 2 | R5-IB3-P10A to R2-U1-P7A R5-IB3-P10B to R2-U1-P8A | 10 meters |
R5 IB3 to Rack 3 | R5-IB3-P11A to R3-U1-P9A | 5 meters |
R5 IB3 to Rack 4 | R5-IB3-P11B to R4-U1-P10A | 5 meters |
R5 IB2 within Rack 5 | R5-IB2-P8A to R5-U1-P3B R5-IB2-P8B to R5-U1-P4B | 3 meters |
R5 IB2 to Rack 1 | R5-IB2-P9A to R1-U1-P5B R5-IB2-P9B to R1-U1-P6B | 10 meters |
R5 IB2 to Rack 2 | R5-IB2-P10A to R2-U1-P7B R5-IB3-P10B to R2-U1-P8B | 10 meters |
R5 IB2 to Rack 3 | R5-IB2-P11A to R3-U1-P9B | 5 meters |
R5 IB2 to Rack 4 | R5-IB2-P11B to R4-U1-P10B | 5 meters |
Table C-15 shows the cable connections for the first spine switch (R1-U1) when cabling six racks.
Note:
|
Table C-15 Leaf Switch Connections for the First Rack in a Six-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R1 IB3 within Rack 1 | R1-IB3-P8A to R1-U1-P3A R1-IB3-P8B to R1-U1-P4A | 3 meters |
R1 IB3 to Rack 2 | R1-IB3-P9A to R2-U1-P5A R1-IB3-P9B to R2-U1-P6A | 5 meters |
R1 IB3 to Rack 3 | R1-IB3-P10A to R3-U1-P7A | 5 meters |
R1 IB3 to Rack 4 | R1-IB3-P10B to R4-U1-P8A | 10 meters |
R1 IB3 to Rack 5 | R1-IB3-P11A to R5-U1-P9A | 10 meters |
R1 IB3 to Rack 6 | R1-IB3-P11B to R6-U1-P10A | 10 meters |
R1 IB2 within Rack 1 | R1-IB2-P8A to R1-U1-P3B R1-IB2-P8B to R1-U1-P4B | 3 meters |
R1 IB2 to Rack 2 | R1-IB2-P9A to R2-U1-P5B R1-IB2-P9B to R2-U1-P6B | 5 meters |
R1 IB2 to Rack 3 | R1-IB2-P10A to R3-U1-P7B | 5 meters |
R1 IB2 to Rack 4 | R1-IB2-P10B to R4-U1-P8B | 10 meters |
R1 IB2 to Rack 5 | R1-IB2-P11A to R5-U1-P9B | 10 meters |
R1 IB2 to Rack 6 | R1-IB2-P11B to R6-U1-P10B | 10 meters |
Table C-16 shows the cable connections for the second spine switch (R2-U1) when cabling six racks.
Table C-16 Leaf Switch Connections for the Second Rack in a Six-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R2 IB3 within Rack 2 | R2-IB3-P8A to R2-U1-P3A R2-IB3-P8B to R2-U1-P4A | 3 meters |
R2 IB3 to Rack 1 | R2-IB3-P11B to R1-U1-P10A | 5 meters |
R2 IB3 to Rack 3 | R2-IB3-P9A to R3-U1-P5A R2-IB3-P9B to R3-U1-P6A | 5 meters |
R2 IB3 to Rack 4 | R2-IB3-P10A to R4-U1-P7A | 5 meters |
R2 IB3 to Rack 5 | R2-IB3-P10B to R5-U1-P8A | 10 meters |
R2 IB3 to Rack 6 | R2-IB3-P11Ato R6-U1-P9A | 10 meters |
R2 IB2 within Rack 2 | R2-IB2-P8A to R2-U1-P3B R2-IB2-P8B to R2-U1-P4B | 3 meters |
R2 IB2 to Rack 1 | R2-IB2-P11B to R1-U1-P10B | 5 meters |
R2 IB2 to Rack 3 | R2-IB2-P9A to R3-U1-P5B R2-IB2-P9B to R3-U1-P6B | 5 meters |
R2 IB2 to Rack 4 | R2-IB2-P10A to R4-U1-P7B | 5 meters |
R2 IB2 to Rack 5 | R2-IB2-P10B to R5-U1-P8B | 10 meters |
R2 IB2 to Rack 6 | R2-IB2-P11Ato R6-U1-P9B | 10 meters |
Table C-17 shows the cable connections for the third spine switch (R3-U1) when cabling six racks.
Table C-17 Leaf Switch Connections for the Third Rack in a Six-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R3 IB3 within Rack 3 | R3-IB3-P8A to R3-U1-P3A R3-IB3-P8B to R3-U1-P4A | 3 meters |
R3 IB3 to Rack 1 | R3-IB3-P11A to R1-U1-P9A | 5 meters |
R3 IB3 to Rack 2 | R3-IB3-P11B to R2-U1-P10A | 5 meters |
R3 IB3 to Rack 4 | R3-IB3-P9A to R4-U1-P5A R3-IB3-P9B to R4-U1-P6A | 5 meters |
R3 IB3 to Rack 5 | R3-IB3-P10A to R5-U1-P7A | 5 meters |
R3 IB3 to Rack 6 | R3-IB3-P10B to R6-U1-P8A | 5 meters |
R3 IB2 within Rack 3 | R3-IB2-P8A to R3-U1-P3B R3-IB2-P8B to R3-U1-P4B | 3 meters |
R3 IB2 to Rack 1 | R3-IB2-P11A to R1-U1-P9B | 5 meters |
R3 IB2 to Rack 2 | R3-IB2-P11B to R2-U1-P10B | 5 meters |
R3 IB2 to Rack 4 | R3-IB2-P9A to R4-U1-P5B R3-IB2-P9B to R4-U1-P6B | 5 meters |
R3 IB2 to Rack 5 | R3-IB2-P10A to R5-U1-P7B | 5 meters |
R3 IB2 to Rack 6 | R3-IB2-P10B to R6-U1-P8B | 5 meters |
Table C-18 shows the cable connections for the fourth spine switch (R4-U1) when cabling six racks.
Table C-18 Leaf Switch Connections for the Fourth Rack in a Six-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R4 IB3 within Rack 4 | R4-IB3-P8A to R4-U1-P3A R4-IB3-P8B to R4-U1-P4A | 3 meters |
R4 IB3 to Rack 1 | R4-IB3-P10B to R1-U1-P8A | 10 meters |
R4 IB3 to Rack 2 | R4-IB3-P11A to R2-U1-P9A | 5 meters |
R4 IB3 to Rack 3 | R4-IB3-P11B to R3-U1-P10A | 5 meters |
R4 IB3 to Rack 5 | R4-IB3-P9A to R5-U1-P5A R4-IB3-P9B to R5-U1-P6A | 5 meters |
R4 IB3 to Rack 6 | R4-IB3-P10A to R6-U1-P7A | 5 meters |
R4 IB2 within Rack 4 | R4-IB2-P8A to R4-U1-P3B R4-IB2-P8B to R4-U1-P4B | 3 meters |
R4 IB2 to Rack 1 | R4-IB2-P10B to R1-U1-P8B | 10 meters |
R4 IB2 to Rack 2 | R4-IB2-P11A to R2-U1-P9B | 5 meters |
R4 IB2 to Rack 3 | R4-IB2-P11B to R3-U1-P10B | 5 meters |
R4 IB2 to Rack 5 | R4-IB2-P9A to R5-U1-P5B R4-IB2-P9B to R5-U1-P6B | 5 meters |
R4 IB2 to Rack 6 | R4-IB2-P10A to R6-U1-P7B | 5 meters |
Table C-19 shows the cable connections for the fifth spine switch (R5-U1) when cabling six racks.
Table C-19 Leaf Switch Connections for the Fifth Rack in a Six-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R5 IB3 within Rack 5 | R5-IB3-P8A to R5-U1-P3A R5-IB3-P8B to R5-U1-P4A | 3 meters |
R5 IB3 to Rack 1 | R5-IB3-P10A to R1-U1-P7A | 10 meters |
R5 IB3 to Rack 2 | R5-IB3-P10B to R2-U1-P8A | 10 meters |
R5 IB3 to Rack 3 | R5-IB3-P11A to R3-U1-P9A | 5 meters |
R5 IB3 to Rack 4 | R5-IB3-P11B to R4-U1-P10A | 5 meters |
R5 IB3 to Rack 6 | R5-IB3-P9A to R6-U1-P5A R5-IB3-P9B to R6-U1-P6A | 5 meters |
R5 IB2 within Rack 5 | R5-IB2-P8A to R5-U1-P3B R5-IB2-P8B to R5-U1-P4B | 3 meters |
R5 IB2 to Rack 1 | R5-IB2-P10A to R1-U1-P7B | 10 meters |
R5 IB2 to Rack 2 | R5-IB3-P10B to R2-U1-P8B | 10 meters |
R5 IB2 to Rack 3 | R5-IB2-P11A to R3-U1-P9B | 5 meters |
R5 IB2 to Rack 4 | R5-IB2-P11B to R4-U1-P10B | 5 meters |
R5 IB2 to Rack 6 | R5-IB2-P9A to R6-U1-P5B R5-IB2-P9B to R6-U1-P6B | 5 meters |
Table C-20 shows the cable connections for the sixth spine switch (R6-U1) when cabling six racks.
Table C-20 Leaf Switch Connections for the Sixth Rack in a Six-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R6 IB3 within Rack 6 | R6-IB3-P8A to R6-U1-P3A R6-IB3-P8B to R6-U1-P4A | 3 meters |
R6 IB3 to Rack 1 | R6-IB3-P9A to R1-U1-P5A R6-IB3-P9B to R1-U1-P6A | 10 meters |
R6 IB3 to Rack 2 | R6-IB3-P10A to R2-U1-P7A | 10 meters |
R6 IB3 to Rack 3 | R6-IB3-P10B to R3-U1-P8A | 5 meters |
R6 IB3 to Rack 4 | R6-IB3-P11A to R4-U1-P9A | 5 meters |
R6 IB3 to Rack 5 | R6-IB3-P11B to R5-U1-P10A | 5 meters |
R6 IB2 within Rack 6 | R6-IB2-P8A to R6-U1-P3B R6-IB2-P8B to R6-U1-P4B | 3 meters |
R6 IB2 to Rack 2 | R6-IB3-P10A to R2-U1-P7B | 10 meters |
R6 IB2 to Rack 1 | R6-IB2-P9A to R1-U1-P5B R6-IB2-P9B to R1-U1-P6B | 10 meters |
R6 IB2 to Rack 3 | R6-IB2-P10B to R3-U1-P8B | 5 meters |
R6 IB2 to Rack 4 | R6-IB2-P11A to R4-U1-P9B | 5 meters |
R6 IB2 to Rack 5 | R6-IB2-P11B to R5-U1-P10B | 5 meters |
Table C-21 shows the cable connections for the first spine switch (R1-U1) when cabling seven racks.
Note:
|
Table C-21 Leaf Switch Connections for the First Rack in a Seven-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R1 IB3 within Rack 1 | R1-IB3-P8A to R1-U1-P3A R1-IB3-P8B to R1-U1-P4A | 3 meters |
R1 IB3 to Rack 2 | R1-IB3-P9A to R2-U1-P5A | 5 meters |
R1 IB3 to Rack 3 | R1-IB3-P9B to R3-U1-P6A | 5 meters |
R1 IB3 to Rack 4 | R1-IB3-P10A to R4-U1-P7A | 10 meters |
R1 IB3 to Rack 5 | R1-IB3-P10B to R5-U1-P8A | 10 meters |
R1 IB3 to Rack 6 | R1-IB3-P11A to R6-U1-P9A | 10 meters |
R1 IB3 to Rack 7 | R1-IB3-P11B to R7-U1-P10A | 10 meters |
R1 IB2 within Rack 1 | R1-IB2-P8A to R1-U1-P3B R1-IB2-P8B to R1-U1-P4B | 3 meters |
R1 IB2 to Rack 2 | R1-IB2-P9A to R2-U1-P5B | 5 meters |
R1 IB2 to Rack 3 | R1-IB2-P9B to R3-U1-P6B | 5 meters |
R1 IB2 to Rack 4 | R1-IB2-P10A to R4-U1-P7B | 10 meters |
R1 IB2 to Rack 5 | R1-IB2-P10B to R5-U1-P8B | 10 meters |
R1 IB2 to Rack 6 | R1-IB2-P11A to R6-U1-P9B | 10 meters |
R1 IB2 to Rack 7 | R1-IB2-P11B to R7-U1-P10B | 10 meters |
Table C-22 shows the cable connections for the second spine switch (R2-U1) when cabling seven racks.
Table C-22 Leaf Switch Connections for the Second Rack in a Seven-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R2 IB3 within Rack 2 | R2-IB3-P8A to R2-U1-P3A R2-IB3-P8B to R2-U1-P4A | 3 meters |
R2 IB3 to Rack 1 | R2-IB3-P11B to R1-U1-P10A | 5 meters |
R2 IB3 to Rack 3 | R2-IB3-P9A to R3-U1-P5A | 5 meters |
R2 IB3 to Rack 4 | R2-IB3-P9B to R4-U1-P6A | 5 meters |
R2 IB3 to Rack 5 | R2-IB3-P10A to R5-U1-P7A | 10 meters |
R2 IB3 to Rack 6 | R2-IB3-P10B to R6-U1-P8A | 10 meters |
R2 IB3 to Rack 7 | R2-IB3-P11A to R7-U1-P9A | 10 meters |
R2 IB2 within Rack 2 | R2-IB2-P8A to R2-U1-P3B R2-IB2-P8B to R2-U1-P4B | 3 meters |
R2 IB2 to Rack 1 | R2-IB2-P11B to R1-U1-P10B | 5 meters |
R2 IB2 to Rack 3 | R2-IB2-P9A to R3-U1-P5B | 5 meters |
R2 IB2 to Rack 4 | R2-IB2-P9B to R4-U1-P6B | 5 meters |
R2 IB2 to Rack 5 | R2-IB2-P10A to R5-U1-P7B | 10 meters |
R2 IB2 to Rack 6 | R2-IB2-P10Bto R6-U1-P8B | 10 meters |
R2 IB2 to Rack 7 | R2-IB2-P11A to R7-U1-P9B | 10 meters |
Table C-23 shows the cable connections for the third spine switch (R3-U1) when cabling seven racks.
Table C-23 Leaf Switch Connections for the Third Rack in a Seven-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R3 IB3 within Rack 3 | R3-IB3-P8A to R3-U1-P3A R3-IB3-P8B to R3-U1-P4A | 3 meters |
R3 IB3 to Rack 1 | R3-IB3-P11A to R1-U1-P9A | 5 meters |
R3 IB3 to Rack 2 | R3-IB3-P11B to R2-U1-P10A | 5 meters |
R3 IB3 to Rack 4 | R3-IB3-P9A to R4-U1-P5A | 5 meters |
R3 IB3 to Rack 5 | R3-IB3-P9B to R5-U1-P6A | 5 meters |
R3 IB3 to Rack 6 | R3-IB3-P10A to R6-U1-P7A | 10 meters |
R3 IB3 to Rack 7 | R3-IB3-P10B to R7-U1-P8A | 10 meters |
R3 IB2 within Rack 3 | R3-IB2-P8A to R3-U1-P3B R3-IB2-P8B to R3-U1-P4B | 3 meters |
R3 IB2 to Rack 1 | R3-IB2-P11A to R1-U1-P9B | 5 meters |
R3 IB2 to Rack 2 | R3-IB2-P11B to R2-U1-P10B | 5 meters |
R3 IB2 to Rack 4 | R3-IB2-P9A to R4-U1-P5B | 5 meters |
R3 IB2 to Rack 5 | R3-IB2-P9B to R5-U1-P6B | 5 meters |
R3 IB2 to Rack 6 | R3-IB2-P10A to R6-U1-P7B | 10 meters |
R3 IB2 to Rack 7 | R3-IB2-P10B to R7-U1-P8B | 10 meters |
Table C-24 shows the cable connections for the fourth spine switch (R4-U1) when cabling seven racks.
Table C-24 Leaf Switch Connections for the Fourth Rack in a Seven-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R4 IB3 within Rack 4 | R4-IB3-P8A to R4-U1-P3A R4-IB3-P8B to R4-U1-P4A | 3 meters |
R4 IB3 to Rack 1 | R4-IB3-P10B to R1-U1-P8A | 10 meters |
R4 IB3 to Rack 2 | R4-IB3-P11A to R2-U1-P9A | 5 meters |
R4 IB3 to Rack 3 | R4-IB3-P11B to R3-U1-P10A | 5 meters |
R4 IB3 to Rack 5 | R4-IB3-P9A to R5-U1-P5A | 5 meters |
R4 IB3 to Rack 6 | R4-IB3-P9B to R6-U1-P6A | 5 meters |
R4 IB3 to Rack 7 | R4-IB3-P10A to R7-U1-P7A | 10 meters |
R4 IB2 within Rack 4 | R4-IB2-P8A to R4-U1-P3B R4-IB2-P8B to R4-U1-P4B | 3 meters |
R4 IB2 to Rack 1 | R4-IB2-P10B to R1-U1-P8B | 10 meters |
R4 IB2 to Rack 2 | R4-IB2-P11A to R2-U1-P9B | 5 meters |
R4 IB2 to Rack 3 | R4-IB2-P11B to R3-U1-P10B | 5 meters |
R4 IB2 to Rack 5 | R4-IB2-P9A to R5-U1-P5B | 5 meters |
R4 IB2 to Rack 6 | R4-IB2-P9B to R6-U1-P6B | 5 meters |
R4 IB2 to Rack 7 | R4-IB2-P10A to R7-U1-P7B | 10 meters |
Table C-25 shows the cable connections for the fifth spine switch (R5-U1) when cabling seven racks.
Table C-25 Leaf Switch Connections for the Fifth Rack in a Seven-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R5 IB3 within Rack 5 | R5-IB3-P8A to R5-U1-P3A R5-IB3-P8B to R5-U1-P4A | 3 meters |
R5 IB3 to Rack 1 | R5-IB3-P10A to R1-U1-P7A | 10 meters |
R5 IB3 to Rack 2 | R5-IB3-P10B to R2-U1-P8A | 10 meters |
R5 IB3 to Rack 3 | R5-IB3-P11A to R3-U1-P9A | 5 meters |
R5 IB3 to Rack 4 | R5-IB3-P11B to R4-U1-P10A | 5 meters |
R5 IB3 to Rack 6 | R5-IB3-P9A to R6-U1-P5A | 5 meters |
R5 IB3 to Rack 7 | R5-IB3-P9B to R7-U1-P6A | 5 meters |
R5 IB2 within Rack 5 | R5-IB2-P8A to R5-U1-P3B R5-IB2-P8B to R5-U1-P4B | 3 meters |
R5 IB2 to Rack 1 | R5-IB2-P10A to R1-U1-P7B | 10 meters |
R5 IB2 to Rack 2 | R5-IB3-P10B to R2-U1-P8B | 10 meters |
R5 IB2 to Rack 3 | R5-IB2-P11A to R3-U1-P9B | 5 meters |
R5 IB2 to Rack 4 | R5-IB2-P11B to R4-U1-P10B | 5 meters |
R5 IB2 to Rack 6 | R5-IB2-P9A to R6-U1-P5B | 5 meters |
R5 IB2 to Rack 7 | R5-IB2-P9B to R7-U1-P6B | 5 meters |
Table C-26 shows the cable connections for the sixth spine switch (R6-U1) when cabling seven racks.
Table C-26 Leaf Switch Connections for the Sixth Rack in a Seven-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R6 IB3 within Rack 6 | R6-IB3-P8A to R6-U1-P3A R6-IB3-P8B to R6-U1-P4A | 3 meters |
R6 IB3 to Rack 1 | R6-IB3-P9B to R1-U1-P6A | 10 meters |
R6 IB3 to Rack 2 | R6-IB3-P10A to R2-U1-P7A | 10 meters |
R6 IB3 to Rack 3 | R6-IB3-P10B to R3-U1-P8A | 5 meters |
R6 IB3 to Rack 4 | R6-IB3-P11A to R4-U1-P9A | 5 meters |
R6 IB3 to Rack 5 | R6-IB3-P11B to R5-U1-P10A | 5 meters |
R6 IB3 to Rack 7 | R6-IB3-P9A to R7-U1-P5A | 5 meters |
R6 IB2 within Rack 6 | R6-IB2-P8A to R6-U1-P3B R6-IB2-P8B to R6-U1-P4B | 3 meters |
R6 IB2 to Rack 1 | R6-IB2-P9B to R1-U1-P6B | 10 meters |
R6 IB2 to Rack 2 | R6-IB3-P10A to R2-U1-P7B | 10 meters |
R6 IB2 to Rack 3 | R6-IB2-P10B to R3-U1-P8B | 5 meters |
R6 IB2 to Rack 4 | R6-IB2-P11A to R4-U1-P9B | 5 meters |
R6 IB2 to Rack 5 | R6-IB2-P11B to R5-U1-P10B | 5 meters |
R6 IB2 to Rack 7 | R6-IB3-P9A to R7-U1-P5B | 5 meters |
Table C-27 shows the cable connections for the seventh spine switch (R7-U1) when cabling seven racks.
Table C-27 Leaf Switch Connections for the Seventh Rack in a Seven-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R7 IB3 within Rack 7 | R7-IB3-P8A to R7-U1-P3A R7-IB3-P8B to R7-U1-P4A | 3 meters |
R7 IB3 to Rack 1 | R7-IB3-P9A to R1-U1-P5A | 10 meters |
R7 IB3 to Rack 2 | R7-IB3-P9B to R2-U1-P6A | 10 meters |
R7 IB3 to Rack 3 | R7-IB3-P10A to R3-U1-P7A | 10 meters |
R7 IB3 to Rack 4 | R7-IB3-P10B to R4-U1-P8A | 10 meters |
R7 IB3 to Rack 5 | R7-IB3-P11A to R5-U1-P9A | 5 meters |
R7 IB3 to Rack 6 | R7-IB3-P11B to R6-U1-P10A | 5 meters |
R7 IB2 within Rack 7 | R7-IB2-P8A to R7-U1-P3B R7-IB2-P8B to R7-U1-P4B | 3 meters |
R7 IB2 to Rack 1 | R7-IB2-P9A to R1-U1-P5B | 10 meters |
R7 IB2 to Rack 2 | R7-IB3-P9B to R2-U1-P6B | 10 meters |
R7 IB2 to Rack 3 | R7-IB2-P10A to R3-U1-P7B | 10 meters |
R7 IB2 to Rack 4 | R7-IB2-P10B to R4-U1-P8B | 10 meters |
R7 IB2 to Rack 5 | R7-IB2-P11A to R5-U1-P9B | 5 meters |
R7 IB2 to Rack 6 | R7-IB3-P11B to R6-U1-P10B | 5 meters |
Table C-28 shows the cable connections for the first spine switch (R1-U1) when cabling eight racks.
Note:
|
Table C-28 Leaf Switch Connections for the First Rack in an Eight-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R1 IB3 within Rack 1 | R1-IB3-P8A to R1-U1-P3A | 3 meters |
R1 IB3 to Rack 2 | R1-IB3-P8B to R2-U1-P4A | 5 meters |
R1 IB3 to Rack 3 | R1-IB3-P9A to R3-U1-P5A | 5 meters |
R1 IB3 to Rack 4 | R1-IB3-P9B to R4-U1-P6A | 10 meters |
R1 IB3 to Rack 5 | R1-IB3-P10A to R5-U1-P7A | 10 meters |
R1 IB3 to Rack 6 | R1-IB3-P10B to R6-U1-P8A | 10 meters |
R1 IB3 to Rack 7 | R1-IB3-P11A to R7-U1-P9A | 10 meters |
R1 IB3 to Rack 8 | R1-IB3-P11B to R8-U1-P10A | 10 meters |
R1 IB2 within Rack 1 | R1-IB2-P8A to R1-U1-P3B | 3 meters |
R1 IB2 to Rack 2 | R1-IB2-P8B to R2-U1-P4B | 5 meters |
R1 IB2 to Rack 3 | R1-IB2-P9A to R3-U1-P5B | 5 meters |
R1 IB2 to Rack 4 | R1-IB2-P9B to R4-U1-P6B | 10 meters |
R1 IB2 to Rack 5 | R1-IB2-P10A to R5-U1-P7B | 10 meters |
R1 IB2 to Rack 6 | R1-IB2-P10B to R6-U1-P8B | 10 meters |
R1 IB2 to Rack 7 | R1-IB2-P11A to R7-U1-P8B | 10 meters |
R1 IB2 to Rack 8 | R1-IB2-P11B to R8-U1-P10B | 10 meters |
Table C-29 shows the cable connections for the second spine switch (R2-U1) when cabling eight racks.
Table C-29 Leaf Switch Connections for the Second Rack in an Eight-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R2 IB3 within Rack 2 | R2-IB3-P8A to R2-U1-P3A | 3 meters |
R2 IB3 to Rack 1 | R2-IB3-P11B to R1-U1-P10A | 5 meters |
R2 IB3 to Rack 3 | R2-IB3-P8B to R3-U1-P4A | 5 meters |
R2 IB3 to Rack 4 | R2-IB3-P9A to R4-U1-P5A | 5 meters |
R2 IB3 to Rack 5 | R2-IB3-P9B to R5-U1-P6A | 10 meters |
R2 IB3 to Rack 6 | R2-IB3-P10A to R6-U1-P7A | 10 meters |
R2 IB3 to Rack 7 | R2-IB3-P10B to R7-U1-P8A | 10 meters |
R2 IB3 to Rack 8 | R2-IB3-P11A to R8-U1-P9A | 10 meters |
R2 IB2 within Rack 2 | R2-IB2-P8A to R2-U1-P3B | 3 meters |
R2 IB2 to Rack 1 | R2-IB2-P11B to R1-U1-P10B | 5 meters |
R2 IB2 to Rack 3 | R2-IB2-P8B to R3-U1-P4B | 5 meters |
R2 IB2 to Rack 4 | R2-IB2-P9A to R4-U1-P5B | 5 meters |
R2 IB2 to Rack 5 | R2-IB2-P9B to R5-U1-P6B | 10 meters |
R2 IB2 to Rack 6 | R2-IB2-P10A to R6-U1-P7B | 10 meters |
R2 IB2 to Rack 7 | R2-IB2-P10B to R7-U1-P8B | 10 meters |
R2 IB2 to Rack 8 | R2-IB2-P11A to R8-U1-P9B | 10 meters |
Table C-30 shows the cable connections for the third spine switch (R3-U1) when cabling eight racks.
Table C-30 Leaf Switch Connections for the Third Rack in an Eight-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R3 IB3 within Rack 3 | R3-IB3-P8A to R3-U1-P3A | 3 meters |
R3 IB3 to Rack 1 | R3-IB3-P11A to R1-U1-P9A | 5 meters |
R3 IB3 to Rack 2 | R3-IB3-P11B to R2-U1-P10A | 5 meters |
R3 IB3 to Rack 4 | R3-IB3-P8B to R4-U1-P4A | 5 meters |
R3 IB3 to Rack 5 | R3-IB3-P9A to R5-U1-P5A | 5 meters |
R3 IB3 to Rack 6 | R3-IB3-P9B to R6-U1-P6A | 5 meters |
R3 IB3 to Rack 7 | R3-IB3-P10A to R7-U1-P7A | 10 meters |
R3 IB3 to Rack 8 | R3-IB3-P10B to R8-U1-P8A | 10 meters |
R3 IB2 within Rack 3 | R3-IB2-P8A to R3-U1-P3B | 3 meters |
R3 IB2 to Rack 1 | R3-IB2-P11A to R1-U1-P9B | 5 meters |
R3 IB2 to Rack 2 | R3-IB2-P11B to R2-U1-P10B | 5 meters |
R3 IB2 to Rack 4 | R3-IB2-P8B to R4-U1-P4B | 5 meters |
R3 IB2 to Rack 5 | R3-IB2-P9A to R5-U1-P5B | 5 meters |
R3 IB2 to Rack 6 | R3-IB2-P9B to R6-U1-P6B | 5 meters |
R3 IB2 to Rack 7 | R3-IB2-P10A to R7-U1-P7B | 10 meters |
R3 IB2 to Rack 8 | R3-IB2-P10B to R8-U1-P8B | 10 meters |
Table C-31 shows the cable connections for the fourth spine switch (R4-U1) when cabling eight racks.
Table C-31 Leaf Switch Connections for the Fourth Rack in an Eight-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R4 IB3 within Rack 4 | R4-IB3-P8A to R4-U1-P3A | 3 meters |
R4 IB3 to Rack 1 | R4-IB3-P10B to R1-U1-P8A | 10 meters |
R4 IB3 to Rack 2 | R4-IB3-P11A to R2-U1-P9A | 5 meters |
R4 IB3 to Rack 3 | R4-IB3-P11B to R3-U1-P10A | 5 meters |
R4 IB3 to Rack 5 | R4-IB3-P8B to R5-U1-P4A | 5 meters |
R4 IB3 to Rack 6 | R4-IB3-P9A to R6-U1-P5A | 5 meters |
R4 IB3 to Rack 7 | R4-IB3-P9B to R7-U1-P6A | 10 meters |
R4 IB3 to Rack 8 | R4-IB3-P10A to R8-U1-P7A | 10 meters |
R4 IB2 within Rack 4 | R4-IB2-P8A to R4-U1-P3B | 3 meters |
R4 IB2 to Rack 1 | R4-IB2-P10B to R1-U1-P8B | 10 meters |
R4 IB2 to Rack 2 | R4-IB2-P11A to R2-U1-P9B | 5 meters |
R4 IB2 to Rack 3 | R4-IB2-P11B to R3-U1-P10B | 5 meters |
R4 IB2 to Rack 5 | R4-IB2-P8B to R5-U1-P4B | 5 meters |
R4 IB2 to Rack 6 | R4-IB2-P9A to R6-U1-P5B | 5 meters |
R4 IB2 to Rack 7 | R4-IB2-P9B to R7-U1-P6B | 10 meters |
R4 IB2 to Rack 8 | R4-IB2-P10A to R8-U1-P7B | 10 meters |
Table C-32 shows the cable connections for the fifth spine switch (R5-U1) when cabling eight racks.
Table C-32 Leaf Switch Connections for the Fifth Rack in an Eight-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R5 IB3 within Rack 5 | R5-IB3-P8A to R5-U1-P3A | 3 meters |
R5 IB3 to Rack 1 | R5-IB3-P10A to R1-U1-P7A | 10 meters |
R5 IB3 to Rack 2 | R5-IB3-P10B to R2-U1-P8A | 10 meters |
R5 IB3 to Rack 3 | R5-IB3-P11A to R3-U1-P9A | 5 meters |
R5 IB3 to Rack 4 | R5-IB3-P11B to R4-U1-P10A | 5 meters |
R5 IB3 to Rack 6 | R5-IB3-P8B to R6-U1-P4A | 5 meters |
R5 IB3 to Rack 7 | R5-IB3-P9A to R7-U1-P5A | 5 meters |
R5 IB3 to Rack 8 | R5-IB3-P9B to R8-U1-P6A | 10 meters |
R5 IB2 within Rack 5 | R5-IB2-P8A to R5-U1-P3B | 3 meters |
R5 IB2 to Rack 1 | R5-IB2-P10A to R1-U1-P7B | 10 meters |
R5 IB2 to Rack 2 | R5-IB3-P10B to R2-U1-P8B | 10 meters |
R5 IB2 to Rack 3 | R5-IB2-P11A to R3-U1-P9B | 5 meters |
R5 IB2 to Rack 4 | R5-IB2-P11B to R4-U1-P10B | 5 meters |
R5 IB2 to Rack 6 | R5-IB2-P8B to R6-U1-P4B | 5 meters |
R5 IB2 to Rack 7 | R5-IB2-P9A to R7-U1-P5B | 5 meters |
R5 IB2 to Rack 8 | R5-IB2-P9B to R8-U1-P6B | 10 meters |
Table C-33 shows the cable connections for the sixth spine switch (R6-U1) when cabling eight racks.
Table C-33 Leaf Switch Connections for the Sixth Rack in an Eight-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R6 IB3 within Rack 6 | R6-IB3-P8A to R6-U1-P3A | 3 meters |
R6 IB3 to Rack 1 | R6-IB3-P9B to R1-U1-P6A | 10 meters |
R6 IB3 to Rack 2 | R6-IB3-P10A to R2-U1-P7A | 10 meters |
R6 IB3 to Rack 3 | R6-IB3-P10B to R3-U1-P8A | 5 meters |
R6 IB3 to Rack 4 | R6-IB3-P11A to R4-U1-P9A | 5 meters |
R6 IB3 to Rack 5 | R6-IB3-P11B to R5-U1-P10A | 5 meters |
R6 IB3 to Rack 7 | R6-IB3-P8B to R7-U1-P4A | 5 meters |
R6 IB3 to Rack 8 | R6-IB3-P9A to R8-U1-P5A | 5 meters |
R6 IB2 within Rack 6 | R6-IB2-P8A to R6-U1-P3B | 3 meters |
R6 IB2 to Rack 1 | R6-IB2-P9B to R1-U1-P6B | 10 meters |
R6 IB2 to Rack 2 | R6-IB3-P10A to R2-U1-P7B | 10 meters |
R6 IB2 to Rack 3 | R6-IB2-P10B to R3-U1-P8B | 5 meters |
R6 IB2 to Rack 4 | R6-IB2-P11A to R4-U1-P9B | 5 meters |
R6 IB2 to Rack 5 | R6-IB2-P11B to R5-U1-P10B | 5 meters |
R6 IB2 to Rack 7 | R6-IB3-P8B to R7-U1-P4B | 5 meters |
R6 IB2 to Rack 8 | R6-IB2-P9A to R8-U1-P5B | 5 meters |
Table C-34 shows the cable connections for the seventh spine switch (R7-U1) when cabling eight racks.
Table C-34 Leaf Switch Connections for the Seventh Rack in an Eight-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R7 IB3 within Rack 7 | R7-IB3-P8A to R7-U1-P3A | 3 meters |
R7 IB3 to Rack 1 | R7-IB3-P9A to R1-U1-P5A | 10 meters |
R7 IB3 to Rack 2 | R7-IB3-P9B to R2-U1-P6A | 10 meters |
R7 IB3 to Rack 3 | R7-IB3-P10A to R3-U1-P7A | 10 meters |
R7 IB3 to Rack 4 | R7-IB3-P10B to R4-U1-P8A | 10 meters |
R7 IB3 to Rack 5 | R7-IB3-P11A to R5-U1-P9A | 5 meters |
R7 IB3 to Rack 6 | R7-IB3-P11B to R6-U1-P10A | 5 meters |
R7 IB3 to Rack 8 | R7-IB3-P8B to R8-U1-P4A | 5 meters |
R7 IB2 within Rack 7 | R7-IB2-P8A to R7-U1-P3B | 3 meters |
R7 IB2 to Rack 1 | R7-IB2-P9A to R1-U1-P5B | 10 meters |
R7 IB2 to Rack 2 | R7-IB3-P9B to R2-U1-P6B | 10 meters |
R7 IB2 to Rack 3 | R7-IB2-P10A to R3-U1-P7B | 10 meters |
R7 IB2 to Rack 4 | R7-IB2-P10B to R4-U1-P8B | 10 meters |
R7 IB2 to Rack 5 | R7-IB2-P11A to R5-U1-P9B | 5 meters |
R7 IB2 to Rack 6 | R7-IB3-P11B to R6-U1-P10B | 5 meters |
R7 IB2 to Rack 8 | R7-IB3-P8B to R8-U1-P4B | 5 meters |
Table C-35 shows the cable connections for the eighth spine switch (R8-U1) when cabling eight racks.
Table C-35 Leaf Switch Connections for the Eighth Rack in an Eight-Rack System
Leaf Switch | Connection | Cable Length |
---|---|---|
R8 IB3 within Rack 8 | R8-IB3-P8A to R8-U1-P3A | 3 meters |
R8 IB3 to Rack 1 | R8-IB3-P8B to R1-U1-P4A | 10 meters |
R8 IB3 to Rack 2 | R8-IB3-P9A to R2-U1-P5A | 10 meters |
R8 IB3 to Rack 3 | R8-IB3-P9B to R3-U1-P6A | 10 meters |
R8 IB3 to Rack 4 | R8-IB3-P10A to R4-U1-P7A | 10 meters |
R8 IB3 to Rack 5 | R8-IB3-P10B to R5-U1-P8A | 5 meters |
R8 IB3 to Rack 6 | R8-IB3-P11A to R6-U1-P9A | 5 meters |
R8 IB3 to Rack 7 | R8-IB3-P11B to R7-U1-P10A | 5 meters |
R8 IB2 within Rack 8 | R8-IB2-P8A to R8-U1-P3B | 3 meters |
R8 IB2 to Rack 1 | R8-IB2-P8B to R1-U1-P4B | 10 meters |
R8 IB2 to Rack 2 | R8-IB3-P9A to R2-U1-P5B | 10 meters |
R8 IB2 to Rack 3 | R8-IB2-P9B to R3-U1-P6B | 10 meters |
R8 IB2 to Rack 4 | R8-IB2-P10A to R4-U1-P7B | 10 meters |
R8 IB2 to Rack 5 | R8-IB2-P10B to R5-U1-P8B | 5 meters |
R8 IB2 to Rack 6 | R8-IB3-P11A to R6-U1-P9B | 5 meters |
R8 IB2 to Rack 7 | R8-IB3-P1B to R7-U1-P10B | 5 meters |
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