





7 WSDLs


This chapter describes how to create, locate, edit, delete, and fix unresolved references to WSDL resources using the Oracle Service Bus Administration Console.

A WSDL (Web Service Definition Language) is the formal description of a Web Service; in Oracle Service Bus, it describes a proxy service or a business service. A WSDL is used to describe what a Web Service can do, where it resides, and how to invoke it.

You can base SOAP and XML services on an existing WSDL resource. A WSDL document is available for proxy and business services for any transport. See Section 20.2.1, "General Configuration Page" and Section 19.1, "Creating and Configuring Business Services."

For more information, see "How WSDL is Used in Oracle Service Bus" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.



7.1 Locating WSDLs

To locate WSDLs:

	
Do either of the following:

	
Select Project Explorer to display the Projects View Page or the Project/Folder View page. Then navigate through projects and folders to find the WSDL.


	
Select Resource Browser > WSDLs. The Summary of WSDLs page displays the information shown in Table 7-1. For a more detailed description of the properties, see Section 7.3, "Editing WSDLs."





	
To locate a specific WSDL:

	
Click the Open icon to display additional search filters. If you specify multiple search criteria, only results that match all the criteria will be returned.


	
To restrict the number of items in the list, you can filter by name, path, and namespace. In the Name, Path, and Namespace fields, enter the name, path, and namespace of the search target(s), then click Search.

The path is the project name and the name of the folder in which the WSDL resides.


	
Click View All to remove the search filters and display all WSDLs.








Table 7-1 WSDL Details

	Property	Description
	
WSDL Name

	
The unique name assigned to the WSDL. The name is a link to the View WSDL Details page. See Section 7.3, "Editing WSDLs."


	
Path

	
The path is the project name and the name of the folder in which the WSDL resides. It is a link to the project or folder that contains this resource. See Section 4.1.1, "Qualifying Resource Names Using Projects and Folders."


	
WSDL Namespace

	
The address of the WSDL. It is displayed in the format:


http://example.com/example/example


	
Options

	
Click the Delete icon to delete a specific WSDL. See Section 7.4, "Deleting WSDLs."












7.2 Adding WSDLs

Before You Begin: If the WSDL resource you want to create contains URL references to external schemas that do not currently exist in Oracle Service Bus, such as http://www.w3.org/2001/XMLSchema.xsd, you must import those URL-referenced schemas—and any dependent schemas—into Oracle Service Bus by creating XML Schema resources. WSDL resources in Oracle Service Bus can only reference locally available schemas. For more information, see Section 5.2, "Adding XML Schemas."

To add a WSDL:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Project Explorer, then select a project or folder in which to add the WSDL. The Project/Folder View page is displayed.


	
From the Create Resource list, select WSDL from under Interface to display the Create a New WSDL Resource page.


	
In the Resource Name field, enter a unique name for this WSDL. This is a required field.

Follow the Section 2.3, "Resource Naming Restrictions" for naming guidance.


	
In the Resource Description field, enter a description for the WSDL.


	
In the WSDL field, do one of the following:

	
Enter text for the new WSDL.


	
Click Browse to locate and import an existing WSDL.


	
Copy and paste text from an existing WSDL into this field.




This is a required field.


	
Click Save. The new WSDL is saved in the current session.

When you click Save, if there any unresolved references for the new WSDL, the system displays them. See Section 7.5, "Viewing Unresolved WSDL References."


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









7.3 Editing WSDLs

To edit a WSDL:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Locate the WSDL, as described in Section 7.1, "Locating WSDLs."


	
Click the WSDL name. The View WSDL Details page displays the information shown in Table 7-2, Table 7-3, and Table 7-4.


Table 7-2 WSDL Details

	Property	Description
	
Last Modified By

	
The user who created this WSDL or imported it into the configuration.


	
Last Modified On

	
The date and time that the user created this WSDL or imported it into the configuration. Click the date and time link to view the change history of this resource. See Section 4.23, "View Change History Page."


	
References

	
The number of objects that this WSDL references. If such references exist, click the numeric link to view a list of the objects. See Section 4.22, "Viewing References to Resources."


	
Referenced by

	
The number of objects that reference this WSDL. If such references exist, click the numeric link to view a list of the objects. For example, if you select this WSDLs port or binding as the service type for a specific business service or proxy service, the business service or proxy service is listed as a reference when you click the link. See Section 4.22, "Viewing References to Resources."


	
Description

	
A description of this WSDL, if one exists.








The structural view of the WSDL is displayed by default, which includes the information shown in Table 7-3.


Table 7-3 WSDL Structure Details

	Property	Description
	
Target Namespace

	
The namespace used to qualify any of the definitions included in the WSDL.


	
WSDL Definitions

	
The attributes and groups associated with the WSDL:

	
WSDL Port Types


	
WSDL Bindings


	
WSDL Ports


	
XML Schema Types


	
XML Schema Elements


	
WSDL Imports


	
XML Schema Imports


	
WS-Policy References


	
Implicit WS-Policy References





	
WSDL State

	
The status of the WSDL:

	
Valid

All of the locations for XML schemas or WSDLs included by the current WSDL are specified and are valid. Furthermore, all of the locations for nested XML schemas or WSDLs (XML schemas or WSDLs subsequently included by the included WSDLs or XML schemas) are specified and are valid.


	
Invalid

One or more of the locations for XML schemas or WSDLs included by the current WSDL is not specified or is not valid. Additionally, the location for one or more of the nested XML schemas or WSDLs (XML schemas or WSDLs subsequently included by the included WSDLs or XML schemas) may not be specified or may not be valid.To resolve an invalid XML schema or WSDL, click Edit References. See Section 7.6, "Resolving Unresolved WSDL References."











	
Click Text view to display a text view of the WSDL details. The text view includes the information shown in Table 7-4.


Table 7-4 WSDL Text Details

	Property	Description
	
Target Namespace

	
The namespace used to qualify any of the definitions included in the WSDL.


	
Text

	
The text for this WSDL.








	
To make a change to the fields, click Edit. See Section 7.2, "Adding WSDLs" for descriptions of the fields.


	
Make the appropriate edits.


	
Click Save to commit the updates in the current session.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.




	
Note:

The View WSDL Details page may also include a Separate Callbacks button. This button is only displayed if the WSDL has port types with callback operations that can be rewritten. If you click this button, the WSDL is rewritten.

















7.4 Deleting WSDLs

To delete a WSDL:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Resource Browser > WSDLs.


	
Click the Delete icon in the Options field of the WSDL you want to delete. The WSDL is deleted in the current session. A Deletion Warning icon is displayed when other resources reference this resource. You can delete the resource with a warning confirmation. This might result in conflicts due to unresolved references to the deleted resource.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









7.5 Viewing Unresolved WSDL References

The View Unresolved WSDL References page displays the information shown in Table 7-5.


Table 7-5 Unresolved WSDL Reference Details

	Property	Description
	
WSDL Name

	
The name assigned to the WSDL. Click the name of a specific WSDL to view details for that WSDL.


	
Namespace

	
The address of the WSDL. It is displayed in the format:


http://example.com/example/example








To locate a specific reference:

	
Resort the list. Click an underlined column name. Ascending and descending arrows indicate the sort order. Click the column name to change the sort order.


	
Scroll through the pages. Use the page controls above or below the table. Go to a page by selecting the page number or by using the arrow buttons to go to the next, previous, first, or last page.









7.6 Resolving Unresolved WSDL References

Use the Edit the References of a WSDL Resource page to resolve unresolved WSDL references by configuring the mapping for WSDL references such as WSDL imports and XML schema imports. A WSDL may also have an unresolved reference to a WS-Policy.

Resolving an Unresolved WSDL or XML Schema Reference

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Resource Browser > WSDLs.


	
On the Summary of WSDLs page, in the WSDL Name column, click the appropriate WSDL name to view details of the unresolved reference. The View WSDL Details page is displayed.


	
Click Edit References to display the Edit the References of a WSDL Resource page.


	
In the Resource Type field, select WSDL or select XML Schema.


	
Click Browse. Depending on the resource type, the WSDL Browser or the XML Schema Browser is displayed.


	
In the WSDL Browser or XML Schema Browser, select a WSDL or XML Schema, then select a definition from the Definitions pane.


	
Click Submit. The WSDL or XML Schema you selected is displayed in the Resource Name field.


	
Click Save to resolve the reference.


	
On the View WSDL Details page, click OK. The state of the WSDL is displayed as Valid.




Resolving an Unresolved WS-Policy Reference

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Resource Browser > WSDLs.


	
On the Summary of WSDLs page, in the WSDL Name column, click the appropriate WSDL name to view details of the unresolved reference. The View WSDL Details page is displayed.


	
Click Edit References to display the Edit the References of a WSDL Resource page.


	
In the WS-Policy Name field, click Browse. The Policy Browser is displayed.


	
In the Policy Browser, select a WS-Policy.


	
Click Submit. The WS-Policy you selected is displayed in the WS-Policy Name field.


	
Click Save to resolve the reference.


	
On the View WSDL Details page, click OK. The state of the WSDL is displayed as Valid.












18 Service Key Providers


This chapter describes Service Key Providers and provides steps on how to create, locate, edit, and delete Service Key Provider resources using the Oracle Service Bus Administration Console.

A service key provider contains Public Key Infrastructure (PKI) credentials that proxy services use for decrypting inbound SOAP messages and for outbound authentication and digital signatures. A PKI credential is a private key paired with a certificate that can be used for digital signatures and encryption (for Web Service Security) and for outbound SSL authentication. The certificate contains the public key that corresponds to the private key.




	
Note:

To use a service key provider, you must configure a PKI credential mapping provider. See "Configuring the WebLogic Security Framework: Main Steps" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.









A single service key provider can contain all of the following PKI credentials:

	
A key-pair for digital encryption

Proxy services use this key-pair to decrypt inbound SOAP messages that have been encrypted to conform with a Web Services Policy statement. If you want the service key provider to support digital encryption, the key store that is associated with the PKI credential mapper must contain at least one X.509 certificate that supports encryption.


	
A key-pair for digital signatures

Proxy services use this key-pair when its endpoint is a Web Service and the Web Service requires clients to sign one or more parts of a SOAP envelope.


	
A key-pair for SSL client authentication (two-way SSL)

Proxy services use this key-pair to authenticate when acting as a client during an outbound TLS/SSL (Secure Sockets Layer) connection; that is, when routing a message to an HTTPS business service or proxy service that requires client-certificate authentication.




You can use the same service key provider for multiple proxy services.



18.1 Locating Service Key Providers

To locate Service Key Providers:

	
Do either of the following:

	
Select Project Explorer to display the Projects View page or the Project/Folder View page. Then navigate through projects and folders to find the service key provider.


	
Select Resource Browser > Service Key Providers. The Summary of Service Key Providers displays the information shown in Table 18-1.





	
To search for a service key provider, enter part or all of the provider name in the Name field. You can also enter part or all of the provider project name and folder in the Path fields. Click Search.

Click View All to remove the search filters and display all service key providers.





Table 18-1 Service Key Provider Information

	Property	Description
	
Name

	
A unique name for the service key provider. Click the name to see the View Service Key Provider Details page. See Section 18.3, "Editing Service Key Providers."


	
Path

	
The project name and the name of the folder in which the service key provider resides. Click the name to see the project or folder that contains this resource. See Section 4.1.1, "Qualifying Resource Names Using Projects and Folders."












18.2 Adding Service Key Providers

To add a Service Key Provider:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Project Explorer, then select a project or folder in which to add the service key provider. The Project/Folder View page is displayed.


	
From the Create Resource list, select Service Key Provider to display the Create a New Service Key Provider page.


	
In the Service Key Provider Name field, enter a unique name for this service key provider.

Follow the Section 2.3, "Resource Naming Restrictions" for naming guidance.


	
In the Description field, enter a description for the service key provider.


	
Do any of the following steps, shown in Table 18-2.


Table 18-2 Authentication Options

	To Add a Key-Pair for...	Complete These Steps...
	
Digital encryption

	
	
Next to Encryption Key, click Browse.

The Select an alias for Encryption Key window displays the key aliases from the key store that your realm's PKI credential mapper is using.


	
In the Select an alias for Encryption Key window, enter the password that you use to secure access to the key store. (You set the password when you create the keystore.)


	
Select a key alias that maps to an X.509 certificate and that supports encryption.


	
Click Submit.




When you associate this service key provider with a proxy service, Oracle Service Bus embeds the X.509 certificate into the proxy service's WSDL. The proxy service then uses this certificate to encrypt the messages that it sends to its endpoint. The proxy service uses the private key in the PKI credential to decrypt the messages that the endpoint returns.


	
Digital signatures

	
	
Next to Digital Signature Key, click Browse.

The Select an alias for Digital Signature Key window displays the key aliases from the key store that your realm's PKI credential mapper is using.


	
In the Select an alias for Digital Signature Key window, enter the password that you use to secure access to the key store. (You set the password when you create the keystore.)


	
Select a key alias.


	
Click Submit.





	
SSL client authentication (two-way SSL)

	
	
Next to SSL Client Authentication Key, click Browse.

The Select an alias for SSL Client Authentication Key window displays the key aliases from the key store that your realm's PKI credential mapper is using.


	
In the Select an alias for SSL Client Authentication Key window, enter the password that you use to secure access to the key store. (You set the password when you create the keystore.)


	
Select a key alias.


	
Click Submit.











	
Click Save. The service key provider is saved in the current session.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









18.3 Editing Service Key Providers

Use the View Service Key Provider Details page to view and change details of a specific service key provider.

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Locate the service key provider, as described in Section 18.1, "Locating Service Key Providers."


	
Click the service key provider name. The View Service Key Provider Details page displays the information shown in Table 18-3.


Table 18-3 Service Key Provider Details

	Property	Description
	
Service Key Provider Name

	
The name of this service key provider.


	
Last Modified By

	
The user who created this service key provider or imported it into the configuration.


	
Last Modified On

	
The date and time that the user created this service key provider or imported it into the configuration. Click the date and time link to view the change history of this resource. See Section 4.23, "View Change History Page."


	
References

	
The number of objects that this service key provider references. If such references exist, click the numeric link to view a list of the objects. See Section 4.22, "Viewing References to Resources."


	
Referenced by

	
The number of objects that reference this service key provider. If such references exist, click the numeric link to view a list of the objects. For example, if you selected this service key provider as the service provider for a specific proxy service, the proxy service is listed as a reference when you click the link. See Section 4.22, "Viewing References to Resources."


	
Description

	
A description of this service key provider, if one exists.








	
To make a change to the fields, click Edit. See Section 18.2, "Adding Service Key Providers" for descriptions of the fields.


	
Click Save to commit the updates in the current session.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









18.4 Deleting Service Key Providers

When you delete a service key provider, Oracle Service Bus also deletes the associated alias to key-pair bindings from PKI credential mapping provider. Oracle Service Bus does not delete the associated key-certificate pair from the key store.

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
If any proxy service is configured to use the service key provider, remove the service key provider from the proxy service. See Section 20.5, "Editing Proxy Service Configurations."


	
Select Resource Browser > Service Key Providers to display the Summary of Service Key Providers page.


	
Click the Delete icon in the Options field of the service key provider you want to delete. The service key provider is deleted in the current session. If a business service or proxy service has been configured to use a service account, a Deletion Warning icon indicates that you can delete the service key provider with a warning confirmation. This might result in conflicts due to unresolved references from the service to the deleted service key provider.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.












3 Change Center


This chapter provides instructions on using the Change Center in the Oracle Service Bus Administration Console. Procedures include activating sessions, viewing configuration changes, undoing configuration tasks, and resolving conflicts.

The Change Center allows for team collaboration when services and metadata are being configured in Oracle Service Bus. Each user works in a sandbox session until the user is ready to check in the working configuration to the core configuration of the bus. The change center provides multiple levels of undo, and visibility into conflicts, as multiple users work on the configuration.

Most of the Change Center pages display different information based on whether you are in a session (for example, if you have clicked Edit in the Change Center) or outside a session. For example, in a session, the View Configuration Changes page that appears when you click View Changes in the Change Center lists all the changes you have made in that session; outside a session, the page lists all session activations.

Table 3-1 displays Change Center tasks and related session information.


Table 3-1 Change Center Tasks and Session Information

	Tasks	Session Information
	
View conflicts

	
Inside session only: This link displays the number of conflicts occurring in a session. View and resolve all conflicts between changes in the current session and those made by all other sessions within the Oracle Service Bus Administration Console. A conflict occurs if a resource modified in the current session has already been modified and activated by another session. Two changes to the same resource by two sessions do not cause a conflict until one of the sessions is activated.

This page also displays semantic errors for resources in the session.


	
View changes

	
Inside session: View the configuration changes you have made during the current session.

Outside session: View configuration changes that are caused by previous session activations.


	
Undo changes

	
Inside session: Undo a change you have made during the current session.

Outside session: Undo an activation of a session.


	
View all sessions

	
Inside and outside session: View all existing sessions within the Oracle Service Bus Administration Console.


	
Activate sessions

	
Inside session only: Activate the session.


	
View task details

	
Inside session: View details of a specific change you made in the current session.

Outside session: View details of specific changes made by a previous session activation.










3.1 Using the Change Center

The Change Center module is the starting point for using the Oracle Service Bus Administration Console to make changes to your configuration. To make configuration changes using the Administration Console, you must use the Change Center to start a session.

	
Click Edit or Create to begin a session. The name of the session is displayed under Change Center.


	
Make the appropriate changes on the relevant page of the Administration Console.


	
Click Save on each page where you make a change. All the changes you have made in the current session are saved.

Click Discard under Change Center, at any time during the session, to discard the changes you have made so far in the current session.


	
When you have finished making changes, click Activate under Change Center. Continue in Section 3.2, "Activating Sessions."









3.2 Activating Sessions

To activate a session:

	
Click Activate in the Change Center. The Activate Session page shows the session name, user name, and a description field.

Creating a session and discarding a session proceed regardless of other activity in the system. However, if another session is in the process of being activated, the Activate Session page displays an error indicating the user that has the pending WebLogic Server changes. For information on resolving conflicts between changes made in your session and other activated sessions, see Section 3.9, "Viewing and Resolving Conflicts."


	
If there are validation errors, an error message is displayed, indicating that your session has validation errors. View and fix configuration conflicts before you proceed. For information on fixing conflicts, see Section 3.9, "Viewing and Resolving Conflicts."

You will not be able to activate the session until you have viewed all conflicts. If new conflicts arise while you view the existing conflicts, before you activate, a message pops up informing you of the new conflicts.


	
Enter a description in the Description field. This description is displayed in the Description column when you click View Changes under Change Center to display configuration changes caused by session activations.


	
To activate the session, click Submit. If no new conflicts have arisen in the interim, the session ends and the configuration is deployed to the runtime.




	
Note:

When you attempt to activate a session with a JMS endpoint URI on another server (a single server other than the one on which you are working, or a Managed Server in a cluster), ensure that the destination server is available.

Oracle Service Bus does not allow registration of proxy services with JMS transport if the JMS endpoint URL specifies a destination that is unreachable. In other words, for JMS services, Oracle Service Bus checks if the specified connection factory exists; if it does not, a session activation error occurs.

















3.3 Exiting Sessions

Click Exit under Change Center at any time to exit the session. However, the session does not end.

You can click Edit under Change Center to return to the session and continue making changes. This behavior also applies if you click Logout to log out of the Administration Console or close your browser. The session and all changes that you have made in the session persist even if you log out of the Administration Console or the server is restarted.

The session ends only after it has been activated. See Section 3.2, "Activating Sessions."






3.4 Viewing Configuration Changes

This page displays different information based on whether you are in a session (that is, you have clicked Edit in the Change Center) or outside a session.

	
When you are in a session, the View Configuration Changes page displays a list of configuration changes that you have made during the current session. See "Viewing Configuration Changes in a Session" in this section.


	
When you are outside a session, the View Configuration Changes page displays a list of configuration changes that were caused by previous session activations. See "Viewing Configuration Changes Caused by Session Activations" in this section.




Viewing Configuration Changes in a Session

	
If you have not already done so, click Create to create a new session for making changes to the current configuration. See Section 3.1, "Using the Change Center."


	
Make at least one change to the configuration.


	
Click View Changes under Change Center. For each change you have made to the configuration during the current session, the View Configuration Changes page displays the information shown in Table 3-2.





Table 3-2 In-Session Configuration Changes

	Property	Description
	
Task

	
A description of the task that was implemented. The task is a link to the Task Details page. See Section 3.7, "Viewing Task Details."


	
Execution Time

	
The date and time that the task was executed.


	
User

	
The name of the user who implemented the change.


	
Task Status

	
The status of the task:

Completed—the task was completed.

Undone—the task was undone.

Undo Completed—the undo was completed.


	
Undone By

	
The name of the user who undid the task. This field will contain None if the task has not been undone.


	
Options

	
Click the Undo icon to reverse the execution of the task.

When you are working in a session, you can undo tasks in any order.

As a result of undoing a task, the object of the task reverts to the state it was in before the task in question was performed. Note, however, that any tasks that were performed on the same object after the task that you undo are also undone. See Section 3.6, "Undoing Tasks."








Viewing Configuration Changes Caused by Session Activations

	
Make sure you are not in a session. See Section 3.3, "Exiting Sessions."


	
Click View Changes under Change Center. For each session you have previously activated, the View Configuration Changes page displays the information shown in Table 3-3.





Table 3-3 Activated Configuration Changes

	Property	Description
	
Task

	
A description of the session that was activated. The task is a link to the Task Details page, which displays the operations that were performed in the session. See Section 3.7, "Viewing Task Details."


	
Description

	
An additional description of the session that was activated, if a description was entered when the session was activated using the Activate Session page.


	
Execution Time

	
The date and time that the session was activated.


	
User

	
The name of the user who activated the session.


	
Task Status

	
The status of the session:

Activated—the session was activated.

Partially Activated—displayed during session activation if one or more servers in a cluster are inaccessible, thus preventing activation of the session on those servers. When the servers become accessible, any unactivated changes will then be activated on them.

Undone—the previously activated session was undone and all the operations performed in the session were discarded.

Undo Activated—the undo was activated.

In Progress—displayed if a session activation is in progress, as session activations can take a long time.

Failed—displayed if a session activation fails. Oracle Service Bus tracks session activation failures but not failures due to individual updates inside a session.


	
Undone By

	
The name of the user who undid this task. This field will contain None if the session activation has not been undone.


	
Options

	
Click the Undo icon to reverse the session activation and the operations performed in that session. You can undo session activations in any order.

Click the Undo into Session icon to create a new session pre-populated with the tasks needed to undo the changes activated in the session. See Section 3.6.2, "Undoing Into a Session."












3.5 Purging Session Activation History

You can purge sessions activated over a specific period, delimited by start and end dates. This action can only be performed outside a session.




	
Caution:

Purging session activation history involves deleting data that enables multiple levels of undo. In other words, if you purge session activation history for a specific period, you will not be able to undo sessions activated during that period.









	
Ensure that you are not in an active session, and click View Changes.


	
On the View Configuration Changes page, click Purge By Date. The Purge Session Activation History by Date page is displayed.


	
Enter the Start and End dates, in their respective fields, in the format: MM/DD/YYYY.

The session activation history for all sessions between the dates specified will be deleted from Oracle Service Bus.









3.6 Undoing Tasks

Use the View Configuration Changes page to undo tasks that you have performed in your Oracle Service Bus configuration during your current session, and to undo session activations outside a session. Oracle Service Bus lets you undo multiple levels of session activation, constrained only by your system resources. For more information, see Section 3.6.1, "Order of Undoing Tasks."




	
Note:

If you upgrade from Oracle Service Bus version 2.1 to version 2.5, you will not be able to undo sessions activated before the upgrade. Sessions activated after the upgrade will be available in the session activation history, for undo.









Undoing a Task in a Session

	
Make sure you are in a session.


	
Click View Changes under Change Center.


	
In the Options column for a specific task, click the Undo icon.

The task is undone.

You can undo any change in the current session. However after that, if you change your mind, you can undo the undo, or if you again change your mind, you can undo the undo that undid a previous undo, and so on.




Undoing a Session That Was Activated Earlier

	
Make sure you are outside a session.


	
Click View Changes under Change Center.


	
Do one of the following:

	
In the Options column for a specific task, click the Undo icon. The session activation is undone.


	
In the Options column for a specific task, select the Undo into Session icon. A new session is created pre-populated with the tasks needed to undo the changes activated in the session. For more information, see Section 3.6.2, "Undoing Into a Session."









3.6.1 Order of Undoing Tasks

You can undo tasks in any order (provided that individual undo actions result in valid data). The undo operation sets the value of a resource to the value it had before the change to that resource.

In the case that the task that is being undone was one that created an object, there is no previous state to which an object can be returned—in other words, no object existed before this task was performed. Effectively, the undo operation deletes the new object from the session. In this case, errors occur for the objects that reference the one being deleted. You can view such errors on the View Conflicts page in the Change Center.

When you are not working in a session, you can access the View Configuration Changes page to see the sessions that were previously activated. You can undo these sessions. The system does not allow you to undo a session that was previously activated if an error in the runtime configuration would result from the undo action. For example, if you attempt to undo a session activation that results in the removal of an object that is being referenced by another object, that undo action is disallowed.

It is possible to undo an undo action. In the Options column of the Undo of [task], click the Undo icon. Oracle Service Bus supports unlimited undo. This means you can undo the undo that undid a previous undo, and so on.






3.6.2 Undoing Into a Session

If semantic errors result from undoing a session activation, you are prevented from doing the undo. However there is an alternative in this case. You can undo the session activation and have the changes put into a new session. You can then fix the semantic errors and activate the session. You can also use this capability of undoing into a session to explore the ramifications of a session activation undo. You can examine all the changes that result, and decide if you really want to do the undo. If you decide that you really want to, you can activate the session.








3.7 Viewing Task Details

Use this page to view details of a specific change you made in the current session if you are in the session, and view details of specific changes you made in sessions that have been activated if you are outside a session.

	
Select View Changes under Change Center.


	
On the View Configuration Changes page, click the name of the task in the Task column. The Task Details page displays the information shown in Table 3-4.


Table 3-4 Task Details

	Property	Description
	
Task

	
The type of task you performed.

	
Create


	
Update


	
Delete


	
Rename


	
Move





	
Resource Type

	
The Oracle Service Bus resource types that were part of the task.


	
Resource

	
The name and path of the resource. The path is the name of the project and folder in which the resource resides.








	
Click Back to return to the View Configuration Changes page.









3.8 Viewing All Sessions

Use this page to view all existing sessions within the Oracle Service Bus Administration Console. You can view these sessions if you are currently in a session or outside a session.

You can view all sessions only if you are using the Administrator role. For more information, see "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.

	
Click View All Sessions under Change Center. For each existing session, the View All Sessions page displays the information shown in Table 3-5.


Table 3-5 Session Details

	Property	Description
	
Session Name

	
The name of the session. The name is a link to the session.


	
User

	
The name of the user who created the session.


	
Creation Time

	
The date and time the session was created.


	
Last Modified

	
The date and time a change was last made during the session.


	
# of Objects Modified

	
The number of objects that have been changed during the session.








	
To switch to another session, click the link in the Session Name column for that session.




	
Note:

The same user logged in with multiple browsers is not supported. It causes unpredictable behavior in the Administration Console.

















3.9 Viewing and Resolving Conflicts

Use this page to view diagnostic messages about errors in your configuration, and to view and resolve conflicts between changes made in your session and other activated sessions. The view conflicts link also displays the number of live conflicts in the session.

Viewing Conflicts

	
Click View Conflicts under Change Center. The View Conflicts page can display any or all of the following sets of information depending on the nature of the conflicts:

	
Errors (an Error icon denotes non-committable, critical conflicts)—inform you of critical conflicts within your configuration. You cannot commit your changes without resolving the conflicts. See Table 3-6 and the next topic, "Resolving Conflicts."


	
Concurrent Updates (a Warning icon denotes committable, non-critical conflicts)—warn you about incompatible changes with other activated sessions. See Table 3-7.


	
Informational Messages (a Warning icon denotes committable, non-critical conflicts)—inform you of any non-critical conflicts within your configuration.





Table 3-6 Errors

	Property	Description
	
Name

	
The resource to which the error message refers. The name is a link to that resource.


	
Path

	
The project and folder in which the resource resides.


	
Resource Type

	
The resource type.


	
Messages

	
A description of the conflict. To resolve the conflict, see "Resolving Conflicts" in the following section.








	
To display details of a specific conflict, click the link in the Name column for that conflict.

If the object to which you make changes in a session has changed in the runtime since you began the edit of the current session, the View Conflicts page displays the information shown in Table 3-7.





Table 3-7 Concurrent Updates

	Property	Description
	
Name

	
The resource in conflict. The name is a link to that resource.


	
Your Changes

	
A description of the changes you made to this object in your session.


	
Other's Changes

	
A description of the changes another user made to this object in their session.


	
Synchronize

	
Click the Synchronize icon to return this object to the state in which it is saved in the runtime.








Resolving Conflicts

To resolve a conflict, use the information provided in the Messages column (as described in Table 3-6) to understand the problem, and then edit the object that is causing the conflict to fix the problem.

For the scenario in which you have a concurrent update conflict—that is, a conflict that occurs if a resource is modified in the current session that has already been modified and activated by another session (as described in Table 3-7), you can resolve the conflict in one of two ways:

	
Click Activate under Change Center. This saves your changes to the runtime, which means you override changes that are deployed to core data by a previous session activation. In other words, the changes saved by the other user in another session are overwritten by your changes in this session.


	
Click the Synchronize icon in the Synchronize column of the table (as described in Table 3-7). This action restores this object, in this session, to the state in which it was saved in the runtime.












33 Test Console


This chapter describes how to test services using the Oracle Service Bus (OSB) Test Console from the OSB Administration Console.

The Oracle Service Bus Test Console is a browser-based test environment used to validate and test the design of your system. You can configure the object of your test (proxy service, business service, or resource), execute the test, and view the results in the Test Console. In some instances, you can trace through the code and examine the state of the message at specific trace points. To learn more about the Test Console, see "Using the Test Console" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.

Only users in the IntegrationAdmin and IntegrationDeployer roles can use the Test Console. For more information about roles, see "Roles in Oracle Service Bus" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.




	
Note:

If you receive an error saying the Test Console service is not running, try setting the Admin server listen address to a specific valid address, such as localhost. In the Oracle WebLogic Server Console, go to Environment > Servers > admin_server_name > Configuration > General to set the Listen Address.









This chapter contains the following sections:

	
Section 33.1, "Testing Services"


	
Section 33.2, "Testing Transformations"


	
Section 33.3, "Performing XQuery Testing"


	
Section 33.4, "Understanding How the Runtime Uses the Transport Settings in the Test Console"






33.1 Testing Services

This section includes the following topics:

	
Section 33.1.1, "Testing Proxy Services"


	
Section 33.1.2, "Configuring Proxy Services Test Data"


	
Section 33.1.3, "Viewing Proxy Services Test Results"


	
Section 33.1.4, "Tracing Proxy Services"


	
Section 33.1.5, "Testing Business Services"


	
Section 33.1.6, "Configuring Business Services Test Data"






33.1.1 Testing Proxy Services

You can test the following types of proxy services: any XML, any SOAP, Messaging, XML, and SOAP. You can test SOAP proxy services with Web Service Security (WSS) policies. See Web Service Security in Section 33.1.2, "Configuring Proxy Services Test Data."




	
Note:

When the Test Console invokes a proxy with HTTP custom token authentication, the authentication check is not done.












	
Caution:

Testing proxy services with the direct call option enabled bypasses some important security steps, including access control. Oracle recommends that you not use the test framework in production systems. For information on undeploying the Test Console, see Section 40.11, "Undeploying the Test Console."









	
Click Activate under Change Center to enable the test feature in the Test Console.

You can test proxy services from the Resource Browser or Project Explorer.


	
Select Resource Browser > Proxy Services to display the Summary of Proxy Services page.


	
Under Actions, click the Launch Test Console icon associated with the proxy service you want to test.

The Test Console opens the Proxy Service Testing page. For example, using the examples provided with the product, click the icon associated with the LoanGateway1 proxy service.




	
Note:

In a clustered domain, you cannot use the Test Console to test any configured business service or proxy service which routes to a business service.










	
For SOAP and XML services, select the WSDL operation you want to test.


	
Configure the test data for the proxy service. This must be the data that the proxy service expects from the client.

By default, both test configuration options, Direct Call and Include Tracing, are enabled. You can clear the Direct Call option, which also clears the Include Tracing option. By doing so, testing is performed using the indirect call method where the message is sent through the transport layer.

You can use the Direct Call option (leave Direct Call selected) and disable Execution tracing; simply clear the Include Tracing check box.

To see message tracing, clear Direct Call.




	
Note:

To see tracing in the log file or standard out (server console), Oracle WebLogic Server logging must be set to the following severity levels:

	
Minimum severity to log: Info


	
Log file: Info


	
Standard out: Info




For information on setting log severity levels, see "Using Log Severity Levels" in Oracle Fusion Middleware Configuring Log Files and Filtering Log Messages for Oracle WebLogic Server.










	
Click Execute. The Proxy Service Testing page displays the results. For information about interpreting the test results, see Section 33.1.3, "Viewing Proxy Services Test Results."


	
To run the test again, click Back. Repeat steps 5 and on.









33.1.2 Configuring Proxy Services Test Data

Table 33-1 lists the configuration options for testing proxy services. The fields for accepting input to the request document are based on the service type.


Table 33-1 Proxy Services Configuration Options

	Section	Options/Fields
	
Name

	
The name of the proxy service being tested.


	
Available Operations

	
Operations associated with the proxy service.


	
Test Console Actions

	
	
Execute - Run the test.


	
Reset - Reset the input values.


	
Close - Close the Test Console and do not run the test.





	
Test Configuration

	
Set the testing configuration options.

	
Direct Call - Send a message to the proxy service without using the Oracle Service Bus transport layer. The input data to the Test Console must be that which is sent from the client to the proxy service.

The opposite of the direct call is an indirect call. It can be invoked by clearing the Direct Call option. It is performed by default for business services. The indirect call sends messages through the transport layer. In this case, the input data to the Test Console must be that which is being sent from a proxy service to the invoked service.


	
Include Tracing - Tracing shows the state of the message as it passes through the system.





	
Request Document

	
The input fields generate the request message that is sent to the proxy service. Click Execute to run the test with the values you entered. The Test Console displays the request message and the service's response message and metadata.

Input in the Request Document section is service-type specific. The service types and a description of the input required by each are listed in the following sections.

	
any XML - The service requests input in the form of a payload.The payload is the content of the message being sent. The content is expected to be an XML document. You can browse to a file or enter the message content in the text box.


	
any SOAP - The service requests input in the form of a payload. The payload is the content of the message being sent. The content is expected to be the SOAP envelope. You can browse to a file or enter the message content in the text box.


	
Messaging - Messaging services define four possible input types: none, XML, Binary or Text. The service requests a single input—either file-based or text-based, except for the type none that does not require any input.

Oracle recommends entering binary input from a file. Data entered in the text area is converted to binary input using the system encoding.

Data entered from files for text services must be converted to text. The encoding input field is used to specify the encoding to apply during the conversion. The system encoding is used if this field is not configured. By default, the encoding field is initialized with the encoding value configured on the proxy service endpoint.


	
XML - The service requests input in the form of a payload.The payload is the content of the message being sent. The content is expected to be an XML document. You can browse to a file or enter the message content in the text box.

If your proxy service is a WSDL-based service with multiple operations defined, the Test Console generates and provides a sample document to use when testing the service. You can use this sample data directly, edit it and then run the test, or provide your own test data.

All operations are listed at the top of the page.


	
SOAP Document - For a SOAP document, the SOAP envelope is usually composed of zero or more headers and one body payload. The Form and XML tabs provide alternative ways to specify the content.

The Form tab contains a SOAP Header field and a SOAP Body field. The content of the SOAP Header field is expected to be a SOAP Header tag (this allows for the definition of more than one header). The SOAP Body field contains the data that is actually sent as part of the message. The content is expected to be an XML document. Both the header and the body are used to generate the SOAP envelope.


	
SOAP RPC - For SOAP RPC, the SOAP envelope is composed of zero or more headers, and zero or more arguments.

The Form and XML tabs provide alternative ways to specify the content.

The Form tab contains a single input for SOAP headers, and one input field for each argument (the name of the input field corresponds to the name of the argument). The content of the SOAP Header field is expected to be a SOAP Header tag (this allows for the definition of more than one header).

The WSDL is used to detect the type of each argument. A single-line input field is used for primitive types; a multi-line input field is used for XML types. A sample document is automatically generated to facilitate testing.

The headers and arguments are used by the Test Console to generate the SOAP envelope.

The XML tab contains a single input field. The content of this field is expected to be the SOAP envelope being sent. The payload (XML input) can be file-based or text-based. Referencing a file for input takes precedence over textual input. Browse and select the file you want to use in your test.





	
Web Service Security

	
This section is available only for SOAP services when the selected operation has a Web Service Security (WSS) policy.

	
Service Provider - The test service gets all client-side PKI (key-pair) credentials for Web Service security operations (digital signature and encryption) from this service provider. This field is optional. Certain scenarios require a service provider, depending on the request/response policy for the operation. For more information, see "Testing Services with Web Service Security" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.


	
Username - The user name in Web Service security username tokens generated from the test service. This field is optional. This user name is only needed in some scenarios where the operation's request policy specifies an identity assertion.

Do not confuse this field with the transport security context username field.

This must be a valid user name and password in the local security realm. An invalid user name or invalid password causes a client-side error on the test service.


	
Password - The password in Web Service security user name tokens generated from the test service.





	
Transport

	
The Transport section is collapsed by default. The fields and values depend on the test configuration.


	
Authentication

	
	
Username - The user name for setting the security context used by the test service when invoking the proxy service.

If the proxy service routes the message to a business service that expects a SAML token, this is the identity that will be represented by the token. For more information, see "Using SAML with Oracle Service Bus" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.

Do not confuse this field with the Web Service Security (WSS) username field. This must be a valid user name and password in the local security realm. An invalid user name or invalid password will cause a client-side error on the test service.

Note: When the Test Console invokes a proxy with HTTP custom token authentication, the authentication check is not done.


	
Password - The associated password for the Username.





	
Invocation Mode

	
Request/Response - This option is only displayed when testing any SOAP or any XML proxy service. Clear the Request/Response check box for one-way service invocations.


	
Message Metadata

	
See Table 33-10


	
Transport Headers

	
See Table 33-10











	
Note:

The secured SOAP message is displayed printed with extra white spaces. Because white spaces can affect the semantics of the document, this SOAP message cannot always be used as the literal data. For example, digital signatures are white space-sensitive and can become invalid.














33.1.3 Viewing Proxy Services Test Results

Table 33-2 describes proxy service testing results. Tracing is only enabled if you have selected both the Direct Call and the Include Tracing options.


Table 33-2 Testing Results for Proxy Services

	Section	Description
	
Proxy Service Name

	
The name of the proxy service that is being tested.


	
Test Console Actions

	
Back displays the previous browser page.

Close closes the Test Console.


	
Request Document

	
The request message sent to the proxy service by the Test Console.

This section is initially collapsed if the Test Console did not modify the request message. This section is initially expanded for SOAP services configured using the Form tab, or if WS-Security has been applied.

If WS-Security has been applied, this section will contain two SOAP messages—the first message is the clear text message; the second is the secured SOAP message.


	
Response Document

	
The message response.

For a SOAP service with a WS-Security response, this section contains two SOAP messages. The first SOAP message is the secured message as received by the client. The second SOAP message is the corresponding clear text message.


	
Response Metadata

	
The metadata retuned with the message response.


	
Section 33.1.4, "Tracing Proxy Services"


	
Tracing shows the state of the message as it passes through the system. When the Direct Call option is not selected, tracing is not performed. For more information on tracing, see Section 33.1.4, "Tracing Proxy Services"












33.1.4 Tracing Proxy Services

Tracing is enabled when you test proxy services using a direct call. The Include Tracing check box is selected by default with the Direct Call option. If you do not want tracing, clear the Include Tracing check box. When you enable tracing, the test results include the details of the trace. Use tracing to track problems in the system and to isolate them for correction. The trace information shows the path taken through the request and response paths in the code.

	
Click Activate under Change Center to enable the test feature in the Administration Console.


	
Select Resource Browser > Proxy Services to display the Summary of Proxy Services page.


	
Under Actions, click the Launch Test Console icon associated with the service you want to test. The Test Console opens the Proxy Service Testing page.


	
Configure the test data for the proxy service. You must have the Direct Call and Include Tracing options selected to enable tracing. See Section 33.1.2, "Configuring Proxy Services Test Data."


	
Click Execute. The Proxy Service Testing page displays the test results for the service and the tracing information.


	
Scroll down to the Invocation Trace section.

This section displays a graphical representation the message flow. You can trace the message through the service and view the state of the message at pre-selected points in the trace. The trace points are automatically set.


	
Click the + plus sign to expand the message flow to view more detail.

While viewing the trace you can also view the message flow in the Oracle Service Bus Administration Console. This helps you relate the trace to the stages and actions in the message flow. You can modify the message flow and run the trace again to view the output.









33.1.5 Testing Business Services

You can test the following types of business services: any XML, any SOAP, Messaging, XML, and SOAP. You can test SOAP business services with Web Service Security policies. For more information, see "Testing Services with Web Service Security" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.




	
Note:

In a clustered domain, you cannot use the Test Console to test any configured business service or proxy service which routes to a business service.









	
Click Activate under Change Center to enable the test feature in the Administration Console.


	
Select Resource Browser > Business Services to display the Summary of Business Services page.


	
Under Actions, click the Launch Test Console icon associated with the service you want to test. The Test Console opens the Business Service Testing page. For example, using the tutorials provided with the product, click the icon associated with loanSaleProcessor.


	
For SOAP and XML services, select an operation from the Available Operations field.


	
Configure the test data for the business service (the input data should be the message being sent by the proxy service to the business service). The Direct Call and Include Tracing options that are available when testing proxy services are not available for business services. By default, business services are tested using the Direct Call option, meaning that the messages pass through the transport layer.

To see message tracing, clear Direct Call.




	
Note:

To see tracing in the log file or standard out (server console), Oracle WebLogic Server logging must be set to the following severity levels:

	
Minimum severity to log: Info


	
Log file: Info


	
Standard out: Info




For information on setting log severity levels, see "Using Log Severity Levels" in Oracle Fusion Middleware Configuring Log Files and Filtering Log Messages for Oracle WebLogic Server.










	
Click Execute.

The Business Service Testing page displays the results. For more information, see Section 33.1.7, "Viewing Business Services Test Results."






33.1.5.1 Testing Attachments in Business Services

This section describes how to use the Test Console to test attachments on business services.

For illustration purposes, this section assumes that a WSDL-based HTTP business service uses a "submitAttachment" operation to send a ZIP file as an attachment in a SOAP message. Modify the settings as appropriate for different types of binary attachments.

	
In the Test Console for the business service, go to the XML page and enter the following SOAP Envelope for the test message:


<env:Envelope xmlns:env="http://schemas.xmlsoap.org/soap/envelope/">
   <env:Header/>
   <env:Body>
      <m:submitAttachment xmlns:m="http://www.alsb.com/SOAPwithAttachment/">
         <submitAttachment>
            <fileName>c:\yourfile.zip</fileName>
         </submitAttachment>
         <zipFile href="cid:zipFile"/>
      </m:submitAttachment>
   </env:Body>
</env:Envelope>


	
In the Attachment section of the Test Console:

	
Content-Type: application/zip (as defined in the WSDL)


	
Content-ID: zipFile (must match the value of href="cid:zipFile" in the test message)


	
File: Click Browse, and select the ZIP file you specified in the SOAP Envelope.


	
Click Add.





	
Click Execute to send the test message with the attachment.




To confirm success of the sent attachment, check the server console for a message similar to the following, which is logged by the submitAttachment operation:


WS called - received the following properties:
submitAttachment is:
      com.alsb.soapwithattachment.SubmitAttachmentRequestType@e2abb0
zipFile is: javax.activation.DataHandler@175cf0a








33.1.6 Configuring Business Services Test Data

Table 33-3 lists the configuration options for testing business services. The fields for accepting input to the request document are based on the service type.


Table 33-3 Business Services Configuration Options

	Section	Options/Fields
	
Name

	
The name of the business service being tested.


	
Available Operations

	
Operations associated with the business service.


	
Test Console Actions

	
	
Execute - Run the test.


	
Reset - Reset the input values.


	
Close - Close the window and do not run the test.





	
Request Document

	
The input fields generate the request message that is sent to the business service. Click Execute to run the test with the values you entered. The Test Console displays the request message and the service's response message.

Input in the Request Document section is service-type specific. The service types and a description of the input required by each are listed in the following sections.

	
any XML - The service requests input in the form of a payload. The payload is the content of the message being sent. The content is expected to be an XML document. You can browse to a file or enter the message content in the text box.


	
any SOAP - The service requests input in the form of a payload. The payload is the content of the message being sent. The content is expected to be the SOAP envelope. You can browse to a file or enter the message content in the text box.


	
Messaging - Messaging services define 4 possible input types: none, XML, Binary or Text. The service requests a single input either file-based or text-based, except for the type none that does no require any input.

Oracle recommends entering binary input from a file. Data entered in the text area are converted to binary using the system encoding.

Data entered from files for text services must be converted to text. The encoding input field is used to specify the encoding to apply during the conversion. The system encoding is used if this field is not configured. By default, the encoding field is initialized with the encoding value configured on the proxy service endpoint.


	
XML - The service requests input in the form of a payload. The payload is the content of the message being sent. The content is expected to be an XML document. You can browse to a file or enter the message content in the text box.

This is a WSDL-based service with multiple operations defined. Oracle provides a sample document to use in testing this service. All operations are listed at the top of the page with an arrow highlighting the selected operation.


	
SOAP Document - For a SOAP document, the SOAP envelope is usually composed of zero or more headers and one body payload.

The Form and XML tabs provide alternative ways to specify the content.

The Form tab contains a SOAP Header field and a SOAP Body field. The content of the SOAP Header field is expected to be a SOAP Header tag (this allows for the definition of more than one header). The SOAP Body field contains the data that is actually sent as part of the message. The content is expected to be an XML document. Both the header and the body are used to generate the SOAP envelope.

The XML tab contains a single input field. The content of this field is expected to be the SOAP envelope being sent.


	
SOAP RPC - For SOAP RPC, the SOAP envelope is composed of zero or more headers, and zero or more arguments.

The Form and XML tabs provide alternative ways to specify the content.

The Form tab contains a single input for SOAP headers, and one input field for each argument (the name of the input field corresponds to the name of the argument). The content of the SOAP Header field is expected to be a SOAP Header tag (this allows for the definition of more than one header).

The WSDL is used to detect the type of each argument. A single-line input field is used for primitive types; a multi-line input field is used for XML types. A sample document is automatically generated to facilitate testing.

The headers and arguments are used by the Test Console to generate the SOAP envelope.

The XML tab contains a single input field. The content of this field is expected to be the SOAP envelope being sent. The payload (XML input) can be file-based or text-based. Referencing a file for input takes precedence over textual input. Browse and select the file you want to use in your test.





	
Web Service Security

	
This section is available only for SOAP services when the selected operation has a Web Service Security policy.

	
Service Provider - The test service gets all client-side PKI (key-pair) credentials for Web Service security operations (digital signature and encryption) from this service provider. This field is optional. Certain scenarios require a service provider, depending on the request/response policy for the operation. For more information, see "Testing Services with Web Service Security" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.


	
Username - The user name in Web Service security username tokens generated from the test service. This field is optional. This user name is only needed in some scenarios where the operation's request policy specifies an identity assertion.

Do not confuse this field with the transport security context username field. This must be a valid user name and password in the local security realm. An invalid user name or invalid password will cause a client-side error on the test service.

In some scenarios, this user name and password may also be used when the test service generates a SAML assertion.


	
Password - The password in Web Service security username tokens generated from the test service.





	
Transport

	
The Transport section is collapsed by default. The fields and values depend on the test configuration.


	
Authentication

	
	
Username - The user name for setting the security context used by the test service when invoking the business service. If the business service expects a SAML token, this identity may be propagated in the SAML token. See "Using SAML with Oracle Service Bus" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus. This must be a valid user name and password in the local security realm. An invalid user name or invalid password will cause a client-side error on the test service.


	
Password - The associated password. For more information, see Username.


	
Service Key Provider - This field is used when testing an HTTPS business service with CLIENT-CERT authentication.The service provider must have an associated SSL client credential. The test service will use that credential during the SSL handshake.





	
Invocation Mode

	
Request\Response - This option is only displayed when testing an any SOAP or any XML business service. Clear the Request/Response check box for one-way service invocations.


	
Message Metadata

	
See Table 33-10.


	
Transport Headers

	
See Table 33-10.












33.1.7 Viewing Business Services Test Results

Table 33-4 describes business service testing results.


Table 33-4 Testing Results for Business Services

	Section	Description
	
Business Service Name

	
The name of the business service.


	
Test Console Actions

	
Click Back to display the previous browser page.

Click Close to close the Test Console window.


	
Request Document

	
The request message sent to the business service by the Test Console.

This section is initially collapsed if the Test Console did not modify the request message. This section is initially expanded for SOAP services configured using the Form tab, or if WS-Security has been applied.

If WS-Security has been applied, this section will contain two SOAP messages. The first message is the clear text message. The second is the secured SOAP message.


	
Response Document

	
The message response.

For a SOAP service with a WS-Security response, this section will contain two SOAP messages. The first SOAP message is the secured message as received by the client. The second SOAP message is the corresponding clear text message.


	
Response Metadata

	
The metadata returned with the message response.











	
Note:

The secured SOAP message is displayed pretty printed, for example, with extra white spaces. This SOAP message cannot always be used as the literal data as white spaces can affect the semantics of the document. For example, digital signatures are white space-sensitive and can become invalid.
















33.2 Testing Transformations

You can test transformations after activating a session or during a session to ensure that the resources operate with the expected behavior. You must activate the session to test the runtime, otherwise the testing is done at design time using your local changes.

You can test the following transformations:

	
Section 33.2.1, "Testing MFL Transformations"


	
Section 33.2.2, "Testing XSLT Transformations"


	
Section 33.2.3, "Testing XQuery Transformations"






33.2.1 Testing MFL Transformations

A Message Format Language (MFL) document is a specialized XML document used to describe the layout of binary data. MFL resources support two transformations. Each transformation only accepts one input and provides a single output: XML to binary, or binary to XML.

Table 33-5 describes MFL configuration options.


Table 33-5 Configuring MFL Options

	Section	Description
	
Name

	
The name of the resource being tested.


	
Supported transformations

	
To select a specific transformation, select the transformation name.


	
Test Console Actions

	
	
Execute - Apply the transformation.


	
Reset - Reset the input field (for XML to binary, the sample XML document is reset).


	
Close - Cancel the current operation.





	
MFL Transformation Configuration

	
	
XML Input - Required for XML to binary transformations:

The XML schema for the MFL document can be inferred. A sample XML document is automatically entered in the text field.

The XML input can be file-based or text-based. Referencing a file for input takes precedence over textual input. Browse and select the file you want to use in your test.


	
Binary Input - Required for binary to XML transformations:

The binary input can be file-based or text-based. Referencing a file for input takes precedence over textual input. Browse and select the file you want to use in your test.











You can test the design time or the runtime.

	
Click Activate to test the runtime. Do not activate the session to test the design time.


	
Select Resource Browser > MFLs to display the Summary of MFL Files page.


	
Under Actions, click the Launch Test Console icon associated with the resource you want to test. The Test Console opens the Resource Testing page.


	
Select the transformation you want to test.


	
Configure the test data for the MFL resource. For more information, see Table 33-5.


	
Click Execute. The Resource Testing page displays the results.


	
To retest, click Back. You can close the Test Console, modify, and retest the resource.









33.2.2 Testing XSLT Transformations

eXtensible Stylesheet Language Transformations (XSLT) describe XML-to-XML mappings in Oracle Service Bus. To test an XSLT resource you must supply the input XML document and the Test Console returns the output XML document. XSLT transformations may have additional named parameters. All parameters required by the transformation are displayed on the configuration page. Default values are available but you can override them.

Table 33-6 describes XSLT configuration options.


Table 33-6 Configuring XSLT Options

	Section	Description
	
Name

	
The name of the resource being tested.


	
Test Console Actions

	
	
Execute - Apply the transformation.


	
Reset - Reset the input field(s).


	
Close - Cancel the current operation.





	
Input and Parameters

	
The input document and parameters for testing the XSLT resource.

	
XML Input - The XML input can be file-based or text-based. Referencing a file for input takes precedence over textual input. Browse and select the file you want to use in your test. XML input is required.


	
<param_name> ([] as XML) - param_name is a named XSLT parameter.

There are two types of input: XML and primitive (String, integer, float, and so on). The default input type is String. Select the check box associated with the parameter name to identify a parameter of type XML.











You can test the design time or the runtime.

	
Click Activate to test the runtime. Do not activate the session to test the design time.


	
Select Project Explorer > XSLTs to display the Summary of XSLTs page.


	
Under Actions, click the Launch Test Console icon associated with the resource you want to test. The Test Console opens the Resource Testing page.


	
Configure the test data for the resource in the Input and Parameters section of the page. For more information, see Table 33-6.


	
Click Execute. The Resource Testing page displays the results.


	
To retest, click Back. You can close the Test Console, modify, and retest the resource.









33.2.3 Testing XQuery Transformations

XQuery maps can describe XML-to-XML, XML to non-XML, and non-XML to XML mappings. An XQuery transformation can take multiple inputs and returns one output. Each input corresponds to an XQuery external variable declared in the XQuery resource. The value of an XQuery input variable can be a primitive value (String, integer, date, and so on), an XML document, or a sequence of these types. The output value can be a primitive value (String, integer, date, and so on), an XML document, or a sequence of these types.




	
Note:

The Test Console does not support sequences on input.









Table 33-7 describes XQuery configuration options.


Table 33-7 Configuring XQuery Options

	Section	Description
	
Name

	
The name of the resource being tested.


	
Test Console Actions

	
	
Execute - Execute the transformation.


	
Reset - Reset the input field(s).


	
Close - Close the Test Console.





	
Variables

	
This section contains one input field for each of the XQuery external variables.

<param_name> ([] as XML) - param_name is a XQuery variable name in the XQuery resource.

In the Test Console, a single-line edit box is displayed if the type is a simple type. A multi-line edit box is displayed if the data is XML.

A combination input (<param_name> ([] as XML)) is used when the variable is not typed. You must declare the variable type. Select the check box to identify a parameter of type XML.

An XML input can be file-based or text-based. Referencing a file for input takes precedence over textual input. Browse and select the file you want to use in your test.

Input in the Test Console is rendered based on the type to make it easier to understand the type of data you must enter. When untyped, the default type is XML.








You can test the design time or the runtime.

	
Click Activate to test the runtime. Do not activate the session to test the design time.


	
Select Project Explorer > XQueries to display the Summary of XQueries page.


	
Under Actions, click the Launch Test Console icon associated with the resource you want to test. The Test Console opens the Resource Testing page.


	
Configure the test data for the resource in the Variables section of the page. For more information, see Table 33-7.


	
Click Execute. The Resource Testing page displays the results.


	
To retest, click Back. You can close the Test Console, modify, and retest the resource.











33.3 Performing XQuery Testing

You can edit and test an action in the message flow using the following Editors: XQuery Expression Editor, XQuery Condition Editor, and XPath Expression Editor. Testing takes the same form for both the XQuery Expression and Condition Editors. However, the scenario is different for the XPath Expression Editor because it takes only one input.




	
Note:

You must disable the pop-up blockers in your browser for XQuery testing to work. If you have toolbars in the IE browser, you may need to disable the pop-up blockers from under the Options menu as well as for all toolbars that are configured to block them.









This section includes the following topics:

	
Section 33.3.1, "Using the XQuery Expression and XQuery Condition Editors"


	
Section 33.3.2, "Using the XPath Expression Editor"






33.3.1 Using the XQuery Expression and XQuery Condition Editors

You use XQuery expressions to create the data content for the message context variables (or part of a message context variable) during the execution of the message flow. You can use the Test Console directly in the XQuery Expression Editor to test the definition of the expression.

Similarly, you use XQuery conditions to evaluate Boolean conditions in the message flow. You can use the Test Console directly in the XQuery Condition Editor to test the definition of the condition.

An XQuery can take multiple inputs and returns one output. Each input corresponds to an XQuery unbound variable defined in the XQuery. The value of an XQuery input can be a primitive value (String, integer, date, and so on), an XML document, or a sequence of these types. The output value can be a primitive value (String, integer, date, and so on), an XML document, or a sequence of these types.




	
Note:

The Test Console does not support sequences on input.









Table 33-8 describes XQuery configuration options.


Table 33-8 Configuring XQuery Testing

	Section	Description
	
Name

	
The type of expression being tested.


	
Test Console Actions

	
	
Execute - Apply the transformation.


	
Reset - Reset the input field(s).


	
Close - Cancel the current operation.





	
Variables

	
This section contains one input field for each of the XQuery unbound variables.

<param_name> ([] as XML) - param_name is the name of the corresponding XQuery unbound variable.

In the Test Console, a single-line edit box is displayed if the type is a simple type. A multi-line edit box is displayed if the data is XML. A combination input (<param_name> ([] as XML)) is used when the variable is not typed.You must declare the variable type. Select the check box to identify a parameter of type XML.

An XML input can be file-based or text-based. Referencing a file for input takes precedence over textual input. Browse and select the file you want to use in your test.

Input in the Test Console is rendered based on the type to make it easier to understand the type of data you must enter. The default type is XML.








	
Access the Test Console when editing an action in the message flow of a pipeline.

	
To access the XQuery Expression Editor, see Section 23.1, "Creating and Editing Inline XQuery and XPath Expressions."


	
To access the XQuery Condition Editor, see Section 23.1, "Creating and Editing Inline XQuery and XPath Expressions."




The XQuery Testing Expression page is displayed. All input variables requested are displayed on the page.


	
Configure the test data for the XQuery in the Variables section of the page. For more information, see Table 33-8.


	
Click Execute. The testing page displays the results.


	
Once you have completed a test, you can click Back to execute a new test. To execute a new test after making changes to the XQuery, you must close and reopen the Test Console for the changes to take effect.









33.3.2 Using the XPath Expression Editor

You use XPath expressions to select a subset of an XML message context variable. You can use the Test Console in the XPath Expression Editor to test the definition of the XPath expression. An XPath expression takes a single XML document as input and generates a sequence of XML documents, primitives types, or both as output.

Table 33-9 describes XPath expression configuration options.


Table 33-9 Configuring XPath Options

	Section	Description
	
Name

	
The type of expression being tested.


	
Test Console Actions

	
	
Execute - Apply the transformation.


	
Reset - Reset the input field.


	
Close - Cancel the current operation.





	
Variables

	
This section contains a single input field corresponding to the XML document against which this XPath expression is being tested.

The XML input can be file-based or text-based. Referencing a file for input takes precedence over textual input. Browse and select the file you want to use in your test.








	
Access the Test Console when editing an action in the message flow of a pipeline. To access the XPath Expression Editor, see Section 23.1, "Creating and Editing Inline XQuery and XPath Expressions."


	
Configure the test data for the XPath expression in the Variables section of the page. For more information, see Table 33-9.


	
Click Execute. The testing page displays the results.


	
Once you have completed a test, you can use the Back button to execute a new test. To execute a new test after making changes to the XPath expression, you must close and reopen the Test Console for the changes to take effect.











33.4 Understanding How the Runtime Uses the Transport Settings in the Test Console

Section 33.1.2, "Configuring Proxy Services Test Data" and Section 33.1.6, "Configuring Business Services Test Data" describe how you configure the values of the transport headers, transport metadata, and transport-related security data for outbound requests when you test proxy services or business services in the Test Console. However, some specifications you can make in the Test Console are not honored at runtime. That is, the values of certain headers or metadata are overwritten, or ignored by the Oracle Service Bus at runtime when the test is executed. The headers and metadata for which there are limitations are described in Table 33-10.


Table 33-10 Limitations to Transport Header and Metadata Values You Specify in the Test Console When Testing a Service

	Transport	Service Type	Description of Limitation	Transport Headers Affected
	
HTTP(S)Foot 1 

	
Proxy Services

	
All transport headers and other fields you set are preserved at runtime. This is true whether or not the Direct Call option is set.

	
All


	
HTTP(S)

	
Business Services

	
The Oracle Service Bus runtime overrides any values you set for these parameters.

	
Content-Length

Content-Type

relative-URI

client-host

client-address


	
JMS

	
Proxy Services

	
When the Direct Call option is used, all transport headers and other fields you set are preserved at runtime.

	
All


	
JMS

	
Proxy Services

	
When the Direct Call option is not used, the same limitations apply as those for a transport header action configuration.

	
See the limitations for JMS transport headers described in "Limitations to Transport Header Values You Specify in Transport Header Actions" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.


	
JMS

	
Business Services

	
The same limitations apply as those for a transport header action configuration.

	
See the limitations for JMS transport headers described in "Limitations to Transport Header Values You Specify in Transport Header Actions" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.


	
Email

	
Proxy Services

	
No limitations. Any transport headers and other fields you set are honored at runtime. This is true whether or not Direct Call is specified.

	
None


	
Email

	
Business Services

	
The Oracle Service Bus runtime overrides any values you set for these parameters

	
Content-Type


	
File

	
Proxy Services

	
No limitations. Any transport headers and other fields you set are honored at runtime.Foot 2 

	
None


	
File

	
Business Services

	
No limitations

	
None


	
FTP

	
Proxy Services

	
No limitations. Any transport headers and other fields you set are honored at runtime.

	
None


	
FTP

	
Business Services

	
No limitations

	
None








Footnote 1 When you test proxy services, the Test Console never sends a HTTP request over the network, therefore transport-level access control is not applied.

Footnote 2 For example, FileName (Transport metadata)—the value you assign is appended to the output file name. For example, 1698922710078805308-b3fc544.1073968e0ab.-7e8e-{$FileName}.









40 Using the Test Console


This chapter provides guidelines and information on testing services using the Oracle Service Bus Test Console, including a section that describes how to undeploy the Test Console in production environments.

The Oracle Service Bus Test Console is a browser-based test environment you use validate and test the design of your system. It is an extension of the Oracle Service Bus Administration Console. (The Test Console is also available in Eclipse.) You configure the object of your test (proxy service, business service, XQuery, XSLT, or MFL resource), execute the test, and view the results in the Test Console. In some cases, you can trace through the code and examine the state of the message at specific trace points. Design time testing helps isolate design problems before you deploy a configuration to a production environment.

The Test Console can test specific parts of your system in isolation and it can test your system as a unit. You can use the Test Console in clustered environments. However, Oracle does not recommend deploying the Test Console in production environments.

You can access the Test Console from:

	
The Project Explorer


	
The Resource Browser


	
The XQuery Editor


	
Eclipse, using the Run As and Debug As options




For detailed procedural information, see Chapter 33, "Test Console" and "Using the Oracle Service Bus Debugger" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.

This chapter contains the following topics:

	
Section 40.1, "Prerequisites"


	
Section 40.2, "Testing Proxy Services"


	
Section 40.3, "Testing Business Services"


	
Section 40.4, "Recommended Approaches to Testing Proxy and Business Services"


	
Section 40.5, "Tracing Proxy Services Using the Test Console"


	
Section 40.6, "Testing Resources"


	
Section 40.7, "Performing XQuery Testing"


	
Section 40.8, "Testing Services With Web Service Security"


	
Section 40.9, "Test Console Transport Settings"


	
Section 40.10, "About Security and Transports"


	
Section 40.11, "Undeploying the Test Console"






40.1 Prerequisites

To use the Test Console:

	
You must have Oracle Service Bus running and you must have activated the session that contains the resource you want to test.


	
You must disable the pop-up blockers in your browser for the XQuery testing to work. If you have toolbars in the Internet Explorer browser, this may mean disabling pop-up blockers from under the Options menu as well as for all toolbars that are configured to block them. XQuery testing is done only in the design time environment (in an active session).


	
If you receive an error saying the Test Console service is not running, try setting the Admin server listen address to a specific valid address, such as localhost. In the Oracle WebLogic Server Console, go to Environment > Servers > admin_server_name > Configuration > General to set the Listen Address. Also, in a cluster, make sure all managed nodes are running.


	
If you want the Test Console to generate and send SAML tokens to a proxy service, you must configure the proxy service to require SAML tokens and to be a relying party. For more information on creating a SAML relying party, see "Create a SAML 1.1 Relying Party" in the Oracle Fusion Middleware Oracle WebLogic Server Administration Console Online Help.




	
Note:

When creating a SAML relying party:

	
Only WSS/Sender-Vouches and WSS/Holder-of-Key SAML profiles are applicable to a proxy service.


	
When you are configuring the relying party, for the target URL value provide the URI of the proxy service. You can view the URI of the proxy service by clicking on the proxy service name in the Oracle Service Bus Administration Console Project Explorer module. The URI displays in the Endpoint URI row of the Transport Configuration table.




















40.2 Testing Proxy Services

You can test the following types of proxy services:

	
WSDL Web service


	
Messaging Service


	
Any Soap Service


	
Any XML Service






40.2.1 Direct Calls




	
Caution:

Testing proxy services with the direct call option enabled bypasses some important security steps, including access control. Oracle recommends that you not use the test framework in production systems. For information on untargeting the Test Console, see Section 40.11, "Undeploying the Test Console."









A direct call is used to test a proxy service that is collocated in the Oracle Service Bus domain. Using the direct call option, messages are sent directly to the proxy service, bypassing the transport layer. When you employ the direct call option, tracing is turned on by default, allowing you to diagnose and troubleshoot a message flow in the Test Console. By default, testing of proxy services is done using the direct call option.

When you use the direct call option to test a proxy service, the configuration data you input to the Test Console must be that which is expected by the proxy service from the client that invokes it. In other words, the Test Console plays the role of the client invoking the proxy service. Also, when you do direct call testing, you bypass the monitoring framework for the message.

Figure 40-1 illustrates a direct call. The message bypasses the transport layer; it is delivered directly to the proxy service (P1).


Figure 40-1 Direct Call to Test a Proxy Service

[image: Description of Figure 40-1 follows]

Description of "Figure 40-1 Direct Call to Test a Proxy Service"





A direct call strategy is best suited for testing the internal message flow logic of proxy services. Your test data should simulate the expected message state at the time it is dispatched. Use this test approach in conjunction with setting custom (inbound) transport headers in the Test Console Transport panel to accurately simulate the service call.






40.2.2 Indirect Calls

When you test a proxy service with an indirect call (that is, when the direct call option is not selected), the message is sent to the proxy service through the transport layer. The transport layer performs manipulation of message headers or metadata as part of the test. The effect is to invoke a proxy service to proxy service runtime path.

Figure 40-2 illustrates an indirect call. The message is first processed through the transport layer and is subsequently delivered to the proxy service (P1).


Figure 40-2 Indirect Call to Test a Proxy Service

[image: Description of Figure 40-2 follows]

Description of "Figure 40-2 Indirect Call to Test a Proxy Service"





Oracle recommends this testing strategy when testing a proxy service to proxy service interface when both services run in the same JVM. Use this test approach in conjunction with setting custom (outbound) transport headers in the Test Console Transport panel to accurately simulate the service call. For more information on transport settings, see Section 40.9, "Test Console Transport Settings."

Using an indirect call, the configuration data you input to the test is the data being sent from a proxy service, for example, from a route node or a service callout action of another proxy service. In the indirect call scenario, the Test Console plays the role of the proxy service that routes to, or makes a callout to, another service.




	
Note:

Using an indirect call to a request/response MQ proxy service will not work.

In addition, the Test Console does not display the response from an indirect call to an MQ or JMS request/response proxy service using a correlation based on a messageID. When you test an MQ or JMS request/response proxy service with an indirect call, the response is retained in the response queue, and not displayed in the Test Console.

For more information, see "MQ Transport" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.














40.2.3 HTTP Requests

When you test proxy services, the Test Console never sends a HTTP request over the network, therefore, transport-level access control is not applied. Transport-level access control is achieved through the Web application layer—therefore, even in the case that an indirect call is made through the Oracle Service Bus Administration Console transport layer, an HTTP request is not sent over the network and transport-level access control is not applied. For information about message processing in the transport layer, see "Architecture Overview" in the Oracle Fusion Middleware Concepts and Architecture for Oracle Service Bus.

For information about transport settings, see Section 33.4, "Understanding How the Runtime Uses the Transport Settings in the Test Console.".








40.3 Testing Business Services

You can test the following types of business services:

	
WSDL Web service


	
Transport Typed Service


	
Messaging Service


	
Any Soap Service


	
Any XML Service




When testing business services, the messages are always routed through the transport layer. The direct call option is not available. The configuration data that you provide to the Test Console to test the service is that which represents the state of the message that is expected to be sent to that business service—for example, from a route node or a service callout action of a proxy service. The Test Console functions in the role of the caller proxy service when you use it to test a business service.




	
Tip:

Ensure that the user name and password that you specify in the Test Console exists in the local Oracle Service Bus domain even if the business service being tested is in a remote domain. The test service performs a local authentication before invoking any proxy or business service.














40.4 Recommended Approaches to Testing Proxy and Business Services

In the scenario depicted in Figure 40-3, a client invokes the proxy service (P1). The message flow invokes business service B1, then proxy service P2, then proxy service P3 before returning a message to the client. Interfaces are identified by number.


Figure 40-3 Test Scenario Example

[image: Description of Figure 40-3 follows]

Description of "Figure 40-3 Test Scenario Example"





There are many valid test strategies for this scenario. Oracle recommends the following:

	
Complete the testing of interfaces other than the client interface to a given proxy service before you test the client call. In the sample scenario illustrated in Figure 40-3, this means that you complete the testing of interfaces 1 through 4 first, then test interface 5. In this way, the message flow logic for the proxy service (P1) can be iteratively changed and tested (through interface 5) knowing that the other interfaces to the proxy service function correctly.


	
Validate and test all the XQuery expressions in a message flow prior to a system test. In Figure 40-3, interface 1 refers to XQuery expression tests.


	
Test proxy service to business service (interface 2 in Figure 40-3) using a indirect call. In other words, route the messages through the transport layer.


	
Test proxy service to proxy service (interfaces 3 and 4 in Figure 40-3) using an indirect call. In other words, disable the direct call option, which means that during testing, the messages are routed through the transport layer.


	
Make your final system test simulate the client invoking the proxy service P1. This test is represented by interface 5 in Figure 40-3. Test interface 5 with a direct call. In this way, during the testing, the messages bypass the transport layer. By default, tracing is enabled with a direct call.


	
Save the message state after executing successful interface tests to facilitate future troubleshooting efforts on the system. Testing interface 5 is in fact a test of the complete system. Knowing that all other interfaces in the system work correctly helps narrow the troubleshooting effort when system errors arise.









40.5 Tracing Proxy Services Using the Test Console

Tracing the message through a proxy service involves examining the message context and outbound communications at various points in the message flow. The points at which the messages are examined are predefined by Oracle Service Bus. Oracle Service Bus defines tracing for stages, error handlers, and route nodes.

For each stage, the trace includes the changes that occur to the message context and all the services invoked during the stage execution. The following information is provided by the trace:

	
(New variables)—The names of all new variables and their values. To view values, click the + sign.


	
(Deleted variables)—The names of all deleted variables.


	
(Changed variables)—The names of all variables for which the value changed. To view the new value, click the + sign.


	
Publish—Every publish call is listed. For each publish call, the trace includes the name of the service invoked, and the value of the outbound, header, body, and attachment variables.


	
Service callout—Every service callout is listed. For each service callout, the trace includes the name of the service that is invoked, the value of the outbound variable, the value of the header, body, and attachment variables for both the request and response messages.




The trace contains similar information for route nodes as for stages. In the case of route nodes, the trace contains the following categories of information:

	
The trace for service invocations on the request path


	
The trace for the routed service


	
The trace for the service invocations on the response path


	
Changes made to the message context between the entry point of the route node (on the request path) and the exit point (on the response path)






40.5.1 Example: Testing and Tracing a Proxy Service

The following example scenario uses one of the proxy services in the Oracle Service Bus Examples domain as a basis of instruction, the loanGateway3 proxy service associated with the Validating a Loan Application example.

To test this proxy service in the Oracle Service Bus Examples domain using the Test Console, complete the following procedure:

	
Start the Oracle Service Bus Examples domain and load the samples data.


	
Log in to the Oracle Service Bus Administration Console, then select Resource Browser and locate the LoanGateway3 proxy service.


	
Click the Launch Test Console icon for the LoanGateway3 proxy service. The Proxy Service Testing - LoanGateway3 page appears. The Direct Call and the Include Tracing options are selected.


	
Edit the test XML provided to send the following test message, illustrated in Example 40-1.


Example 40-1 Test Message for LoanGateway3


<loanRequest xmlns:java="java:normal.client">
    <java:Name>Name_4</java:Name>
    <java:SSN>SSN_11</java:SSN>
    <java:Rate>4.9</java:Rate>
    <java:Amount>2500</java:Amount>
    <java:NumOfYear>20.5</java:NumOfYear>
    <java:Notes>Name_4</java:Notes>
</loanRequest>




	
Click Execute.

Scroll to the bottom of the results page to view the tracing results in the Invocation Trace panel, shown in Figure 40-4.





Figure 40-4 Invocation Trace for LoanGateway3 Proxy Service

[image: Description of Figure 40-4 follows]

Description of "Figure 40-4 Invocation Trace for LoanGateway3 Proxy Service"





The trace indicates the following:

	
Initial Message Context—Shows the variables initialized by the proxy service when it is invoked. To see the value of any variable, click the + sign associated with the variable name.


	
Changed Variables—$header, $body, and $inbound changed as a result of the processing of the message through the validate loan application stage. These changes are seen at the end of the message flow.


	
The contents of the fault context variable ($fault) is shown as a result of the stage error handler handling the validation error. The non-integer value (20.5) you entered for the <java:NumOfYear> element in Example 40-1 caused the validation error in this case.




You can test the proxy service using different input parameters or by changing the message flow in the Oracle Service Bus Administration Console. Then run the test again and view the results.








40.6 Testing Resources

You can test the following resources:

	
Section 40.6.1, "MFL"


	
Section 40.6.2, "XSLT"


	
Section 40.6.3, "XQuery"






40.6.1 MFL

A Message Format Language (MFL) document is a specialized XML document used to describe the layout of binary data. MFL resources support the following transformations:

	
XML to binary—There is one required input (XML) and one output (binary).


	
binary to XML—There is one required input (binary) and one output (XML).




Each transformation accepts only one input and provides a single output.



40.6.1.1 Example

The following example illustrates testing an MFL transformation. The Test Console generates a sample XML document from the MFL file. Execute the test using the XML input. A successful test results in the transformation of the message content of the input XML document to binary format.

Example 40-2 shows an example MFL file.


Example 40-2 Contents of an MFL File


<?xml version='1.0' encoding='windows-1252'?>
<!DOCTYPE MessageFormat SYSTEM 'mfl.dtd'>
  <MessageFormat name='StockPrices' version='2.01'>
   <StructFormat name='PriceQuote' repeat='*'>
    <FieldFormat name='StockSymbol' type='String' delim=':' codepage='windows-1252'/>
    <FieldFormat name='StockPrice' type='String' delim='|'codepage='windows-1252'/>
   </StructFormat>
  </MessageFormat>


The XML document generated by the Test Console to test the MFL file in the Example 40-2 is shown in Example 40-3.





Example 40-3 Test Console XML Input


<StockPrices>
    <PriceQuote>
        <StockSymbol>StockSymbol_31</StockSymbol>
        <StockPrice>StockPrice_17</StockPrice>
    </PriceQuote>
</StockPrices>


In the Test Console, click Execute to run the test. Example 40-4 shows the resulting test data, the stock symbol and stock price in binary format.





Example 40-4 MFL Test Console Results


00000000:53 74 6F 63 6B 53 79 6D 62 6F 6C 5F 33 31 3A 53 StockSymbol_31:S
00000010:74 6F 63 6B 50 72 69 63 65 5F 31 37 7C .. .. .. StockPrice_17|...










40.6.2 XSLT

Extensible Stylesheet Language Transformation (XSLT) describes XML-to-XML mappings in Oracle Service Bus. You can use XSL transformations when you edit XQuery expressions in the message flow of proxy services.

To test an XSLT resource, you must supply an input XML document. The Test Console returns the output XML document. You can create parameters in your document to assist with a transformation. XSLT parameters accept either primitive values or XML document values. You cannot identify the types of parameters from the XSL transformation. In the Input and Parameters panel of the XSLT Resource Testing page in the Test Console, you must provide the values to bind to the XSLT parameters defined in your document.

For more information, see Section 33.2.2, "Testing XSLT Transformations."






40.6.3 XQuery

XQuery uses the structure of XML to express queries across different kinds of data, whether physically stored in XML or viewed as XML.

An XQuery transformation can take multiple inputs and returns one output. The inputs expected by an XQuery transformation are variable values to bind to each of the XQuery external variables defined. The value of an XQuery input variable can be a primitive value (String, integer, date), an XML document, or a sequence of the previous types. The output value can be a primitive value (String, integer, date), an XML document, or a sequence of the previous types.

XQuery is a typed language—every external variable is given a type. The types can be categorized into the following groups:

	
Simple/primitive type—String, int, float, and so on.


	
XML nodes


	
Untyped




In the Test Console, a single-line edit box is displayed if the expected type is a simple type. A multiple-line edit box is displayed if the expected data is XML. A combination input is used when the variable is not typed. The Test Console provides the following field in which you can declare the variable type: [] as XML. Input in the Test Console is rendered based on the type to make it easier to understand the type of data you must enter.

Figure 40-5 shows an XQuery with three variables: int, XML, and undefined type.


Figure 40-5 Input to the XQuery Test

[image: Description of Figure 40-5 follows]

Description of "Figure 40-5 Input to the XQuery Test"





In the Test Console, all three variables are listed in the Variables panel. By default, XML is selected for the untyped variable as it is the most typical case. You must configure these variables in the Variables panel. See Section 33.2.3, "Testing XQuery Transformations."

You can also test an XQuery expression from the XQuery Editor.








40.7 Performing XQuery Testing

You must disable the pop-up blockers in your browser for the XQuery testing to work. If you have toolbars in the Internet Explorer browser, you may need to disable pop-up blockers from under the browser Options menu as well as for all toolbars that are configured to block them.

When performing XQuery testing in the Test Console, use the Back button to execute a new test. However, if you want to execute a new test after making changes to the XQuery, you must close and re-open the Test Console for the changes to take effect. For detailed information, see Section 33.2.3, "Testing XQuery Transformations."






40.8 Testing Services With Web Service Security

The Test Console supports testing proxy services and business services protected with Web Service Security (WSS). A SOAP service is protected with WSS if it has WS-Policies with WS-Security assertions assigned to it. Specifically, a service operation is protected with WS-Security if its effective request or response WS-Policy includes WS-Security assertions. WS-Policies are assigned to a service by WS-PolicyAttachment. See "Attaching WS-Policy Statements to WSDL Documents" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus. An operation might have both a request policy and a response policy.

When an operation has a request or response WS-Policy, the message exchange between the Test Console and the service is protected by the mechanisms of WS-Security. According to the operation's policy, the test service digitally signs or encrypts the message (more precisely, parts of the message) and includes any applicable security tokens. You specify the input to the digital signature and encryption operations is the clear-text SOAP envelope specified as described in Section 33.1.2, "Configuring Proxy Services Test Data" and Section 33.1.6, "Configuring Business Services Test Data."

Similarly, the service processes the response according to the operation's response policy. The response may be encrypted or digitally signed. The test service then processes this response and decrypts the message or verifies the digital signature.

The Test Console (Security panel) displays fields used for testing services with WS-Security: Service Provider, Username, and Password.

If you specify a service key provider in the Test Console, all client-side PKI key-pair credentials required by WS-Security are retrieved from the service key provider. You use the user name and password fields when an operation's request policy specifies an Identity assertion and user name Token is one of the supported token types.

The Service Provider, Username, and Password fields are displayed whenever the operation has a request or response policy. Whether the values are required depends on the actual request and response policies.

Table 40-1 and Table 40-2 describe security scenarios.


Table 40-1 Digital Signature and Encryption Scenarios

	Scenario	Is Service Key Provider Required?
	
The request policy has a Confidentiality assertion.

	
No. The test service encrypts the request with the service's public key. When testing a proxy service, the test service automatically retrieves the public key from the encryption certificate assigned to the service key provider of the proxy service.

When testing a business service, the encryption certificate is embedded in the WSDL of the business service. The test service automatically retrieves this WSDL from the WSDL repository and extracts the encryption certificate from the WSDL.


	
The response policy has a Confidentiality assertion.

	
Yes. In this scenario, the operation policy requires the client to send its certificate to the service. The service will use the public key from this certificate to encrypt the response to the client. A service key provider must be specified and must have an associated encryption credential.

If both request and response encryption are supported, different credentials must be used.


	
The request policy has an Integrity assertion.

	
Yes. The client must sign the request. A service key provider must be specified and must have an associated digital signature credential.

Furthermore, if this is a SAML holder-of-key integrity assertion, a user name and password is needed in addition to the service key provider.


	
The response policy has an Integrity assertion.

	
No. In this case, the policy specifies that the service must sign the response. The service signs the response with its private key. The Test Console simply verifies this signature.

When testing a proxy service, this is the private key associated to the service key provider's digital signature credential for the proxy service.

When testing a business service, the service signing key-pair is configured in a product-specific way on the system hosting the service.

In the case that the current security realm is configured to do a Certificate Lookup and Validation, then the certificate that maps to the service key provider must be registered and valid in the certificate lookup and validation framework.

For more information on Certificate Lookup and Validation, see ''Configuring the Certificate Lookup and Validation Framework" in Oracle Fusion Middleware Securing Oracle WebLogic Server.









Table 40-2 Identity Policy Scenarios (Assuming that the Policy has an Identity Assertion)

	Supported Token TypesFoot 1 	Description	Comments
	
UNT

	
The service only accepts WSS user name tokens

	
You must specify a user name and password in the Security panel.


	
X.509

	
The service only accepts WSS X.509 tokens

	
You must specify a service key provider in the Security panel and the service key provider must have an associated WSS X.509 credential.


	
SAML

	
The service only accepts WSS SAML tokens

	
You must specify a user name and password in the Security panel or a user name and password in the Transport panel. If both are specified, the one from the Security panel is used as the identity in the SAML token.


	
UNT, X.509

	
The service accepts UNT or X.509 tokens

	
You must specify a user name and password in the Security panel or a service key provider in the Security panel with an associated WSS X.509 credential. If both are specified, only a UNT token is generated.


	
UNT, SAML

	
The service accepts UNT or SAML tokens

	
You must specify a user name and password in the Security panel or a user name and password in the Transport panel. If both are specified, only a UNT token is sent.


	
X.509, SAML

	
The service accepts X.509 or SAML tokens

	
You must specify one of the following:

	
user name and password in the Security panel


	
user name and password in the Transport panel


	
service key provider with an associated WSS X.509 credential





	
UNT, X.509, SAML

	
The service accepts UNT, X.509 or SAML tokens

	
You must specify one of the following:

	
user name and password in the Security panel


	
user name and password in the Transport panel


	
service key provider with an associated WSS X.509 credential











Footnote 1  From the Identity Assertion inside the request policy.



40.8.1 Limitations for Services and Policies

The following limitations exist for testing proxy services with SAML policies and business services with SAML holder-of-key policies:

	
Testing proxy services with inbound SAML policies is not supported.


	
Testing business services with a SAML holder-of-key policy is a special case. The SAML holder-of-key scenario can be configured in two ways:

	
as an integrity policy (this is the recommended approach)


	
as an identity policy




In both cases, you must specify a user name and password—the SAML assertion will be on behalf of this user. If SAML holder-of-key is configured as an integrity policy, you must also specify a service key provider. The service key provider must have a digital signature credential assigned to it. This case is special because this is the only case where a user name and password must be specified even if there is not an identity policy.




	
Note:

After executing a test in the Test Console, the envelope generated with WSS is not always a valid envelope—the results page in the Test Console includes white spaces for improved readability. That is, the secured SOAP message is displayed with extra white spaces. Because white spaces can affect the semantics of the document, this SOAP message cannot always be used as the literal data. For example, digital signatures are white-space sensitive and can become invalid.



















40.9 Test Console Transport Settings

You use the Transport panel in the Test Console to specify the metadata and transport headers for messages in your test system.

Figure 40-6 shows the Transport panel for a WSDL-based proxy service.


Figure 40-6 Transport Panel in the Test Console

[image: Description of Figure 40-6 follows]

Description of "Figure 40-6 Transport Panel in the Test Console"





By setting the metadata and the transport headers in the message flow of a proxy service, you influence the actions of the outbound transport. You can test the metadata, the message, and the headers so that you can view the pipeline output. The fields that are displayed in the Transport panel when testing a proxy service represent those headers and metadata that are available in the pipeline. The Test Console cannot filter the fields it displays depending on the proxy service. The same set of transport parameters are displayed for every HTTP-based request.

The Username and Password fields are used to implement basic authentication for the user that is running the proxy service. The Username and Password fields are not specifically transport related.

Metadata fields are located below the Username and Password fields and above the transport header fields. The fields displayed are based on the transport type of the service. Certain fields are pre-populated depending on the operation selection algorithm you selected for the service when you defined it.

For example, in the Transport panel displayed in Figure 40-6, the SOAPAction header field is populated with "http://example.orgprocessLoanApp". This value comes from the service definition (the selection algorithm selected for this proxy service was SOAPAction Header). For more information about the selection algorithms, see Chapter 37, "Modeling Message Flow in Oracle Service Bus."

Specify the values in the Transport panel fields according to whether the message will be processed through the transport layer (for example, if you are testing the service using a direct call), or not (an indirect call).

When testing a proxy service with a direct call, the test data must represent the message as if it had been processed through the transport layer. That is, the test data should represent the message in the state expected at the point it leaves the transport layer and enters the service. When testing a proxy or business service using an indirect call, the test data represents the data that is sent from a route node or a service callout. The test message is processed through the transport layer.

When testing services that use the MQ transport, message text might appear garbled depending on the character set being used. The test console writes messages in the UTF-8 character format. If the MQ connection's coded character set identifier (CCSID) is configured to a value other than 1208 (UTF-8), the text appears garbled in the console. To avoid this, override the CCSID by defining a User Header named characterSet on the Transport panel of the Test Console. Set the value of the header to 1208.

For information about specific headers and metadata and how they are handled by the test framework, see Section 33.4, "Understanding How the Runtime Uses the Transport Settings in the Test Console.".






40.10 About Security and Transports

When using the Test Console to test HTTP business services with BASIC authentication, the Test Console authenticates the user name and password from the service account of the business service. Similarly, when testing JMS, email, or FTP business services that require authentication, the Test Console authenticates the service account associated with the business service.

When you test proxy services, the Test Console never sends a HTTP request over the network. Therefore, transport-level access control is not applied.






40.11 Undeploying the Test Console

Oracle recommends that you not use the test framework in production systems. For example, testing proxy services with the direct call option bypasses some important security steps, including access control.

When you create an Oracle Service Bus domain, the Configuration Wizard, by default, includes the "ALSB Test Framework" (Test Console) as a target on the Admin Server and any Managed Servers. The following section describe different options for undeploying the Test Console:

	
Section 40.11.1, "Untargeting the Test Console Before Domain Creation"


	
Section 40.11.2, "Untargeting the Test Console when the Server is Running"


	
Section 40.11.3, "Untargeting the Test Console when the Server is Not Running"






40.11.1 Untargeting the Test Console Before Domain Creation

To untarget the Test Console in the Oracle Fusion Middleware Configuration Wizard before a domain is created:

	
When creating an Oracle Service Bus domain with the Configuration Wizard, select optional configuration for Deployments and Services.


	
In the related wizard pages that follow, for each server, deselect the ALSB Test Framework application.




When the wizard creates the domain, the Test Console (OSB_ORACLE_HOME\lib\sbTestFwk.ear) is not deployed.






40.11.2 Untargeting the Test Console when the Server is Running

To undeploy the Test Console when an Oracle Service Bus domain is running, do the following:

	
Start the Oracle WebLogic Server Administration Console and log in.


	
In the left navigation area, under Domain Structure, click Deployments. The Summary of Deployments page is displayed.


	
In the Deployments table, click the "ALSB Test Framework." The Settings page for the ALSB Test Framework is displayed.


	
Click the Targets tab.


	
Select the Component check box to select all the test framework resources, and click Change Targets.


	
On the Target Deployments page, deselect the AdminServer and all Managed Servers.


	
Click Yes. A message is displayed indicating that the settings have been successfully updated.









40.11.3 Untargeting the Test Console when the Server is Not Running

If an Oracle Service Bus domain is not running, you can use the WebLogic Scripting Tool (WLST) to untarget the Test Console from the Oracle Service Bus domain. For more information about WLST, see Oracle Fusion Middleware Oracle WebLogic Scripting Tool.

To untarget the Test Console ("ALSB Test Framework"), complete the following steps:

	
If you have not already set up your environment to use WLST, see "Main Steps for Using WLST" in "Using the WebLogic Scripting Tool" in Oracle Fusion Middleware Oracle WebLogic Scripting Tool.


	
Invoke WLST Offline.


C:>java com.bea.plateng.domain.script.jython.WLST_offline


	
To read the domain that was created using the Configuration Wizard execute:


wls:/offline>readDomain("C:/oracle/user_projects/domains/base_domain")


	
To untarget the ALSB Test Framework application, execute:


wls:/offline/base_domain>unassign("AppDeployment", "ALSB Test Framework", "Target", "AdminServer", "ManagedServer_1", "ManagedServer_2")


Include the names of all managed servers in the command.


	
To update the domain execute:


wls:/offline/base_domain>updateDomain()


	
To close the domain execute:


wls:/offline/base_domain>closeDomain()


	
Exit from the WLST command prompt execute:


wls:/offline>exit()














46 Monitoring Oracle Service Bus at Runtime


The chapter describes the Oracle Service Bus (OSB) monitoring framework, including statistics, alerts, operational settings, and the OSB Administration Console dashboard.

Oracle Service Bus enables you to monitor and collect runtime information required for system operations. Oracle Service Bus aggregates runtime statistics, which you can view on the dashboard. The dashboard lets you monitor the health of the system and notifies you when alerts are generated in your services. With this information, you can quickly and easily isolate and diagnose problems as they occur.

This section provides information on the following topics:

	
Section 46.1, "What is Service Monitoring?"


	
Section 46.2, "Aggregation Intervals"


	
Section 46.3, "What are the Consequences of Renaming or Moving a Service?"


	
Section 46.4, "What Statistics Are Available for Oracle Service Bus Services?"


	
Section 46.5, "Accessing Statistical Information for Services"


	
Section 46.6, "The Role of Alerts in Service Monitoring"


	
Section 46.7, "What are Operational Settings for a Service?"


	
Section 46.8, "SLA Alerting Functionality in Oracle Service Bus"


	
Section 46.9, "The Oracle Service Bus Dashboard"






46.1 What is Service Monitoring?

You can monitor Oracle Service Bus at runtime to know how many messages in a particular service have processed successfully and how many have failed.

The Oracle Service Bus monitoring framework provides access to information about the number of messages that were processed successfully or failed, which project the service belongs to, the average execution time of message processing, and the number of alerts associated with the service. Using the Oracle Service Bus Administration Console you can view monitoring statistics for the period of the current aggregation interval or for the period since you last reset statistics for this service or since you last reset statistics for all services. Using the public APIs you can access only the statistics since the last reset.



46.1.1 About the Oracle Service Bus Monitoring Framework

Monitoring in Oracle Service Bus involves monitoring of the operational resources, servers, and Service Level Agreements (SLAs). Figure 46-1 is an illustration of the architecture of the Oracle Service Bus monitoring framework.


Figure 46-1 Monitoring Framework in Oracle Service Bus

[image: Description of Figure 46-1 follows]

Description of "Figure 46-1 Monitoring Framework in Oracle Service Bus"





Oracle Service Bus monitoring architecture consists of the following components:

	
Collector–Each Managed Server in a cluster hosts a Collector. The Collector collects statistics on operational resources at regular intervals of time, which is managed in a RMI object. It also keeps samples history within the aggregation interval for the collected statistics.

Oracle Service Bus runtime invokes a collector at the beginning of each minute. At every system-defined checkpoint interval, it stores a snapshot of current statistics into a persistent store for recovery purposes and sends the information to the Aggregator in raw format, as raw format is optimized for fast collection and small footprint.




	
Note:

An operational resource is defined as the unit for which statistical information can be collected by the monitoring subsystem. Operational resources include proxy services, business services, service level resources such as Web Services Definition Language (WSDL) operations, flow components in a pipeline, and endpoint URIs.










	
Aggregator–The Aggregator is present only on only one Managed Server. The server on which this resides is selected arbitrarily when you generate domain using the config wizard. It aggregates all the statistics that are collected from all Managed Servers across all Managed Servers in a cluster.

Oracle Service Bus runtime invokes the aggregator twenty-five seconds past each minute, to enable collectors to collect data and send it to the aggregator. At system-defined checkpoint intervals, each Managed Server in the cluster sends a snapshot of its contributions to the Aggregator. Data structures in aggregator are optimized for aggregating and retrieving data.


	
Retriever–The Retriever retrieves the statistics that are stored in the memory. This is present only in that Managed Server, which contains the aggregator.


	
Alert Manager–The alert manager fires alerts based on the aggregated statistics. This is present only in that Managed Server, which contains the aggregator.




The Collector collects the updated statistics from Oracle Service Bus runtime and sends it to Aggregator.The Aggregator aggregates the statistics over the aggregation interval. The aggregated statistics are pushed to the Alert Manager. The Alert Manager triggers alerts based on these statistics. The aggregated statistics are also stored and can be retrieved by the Retriever. The following steps are executed when you monitor a service in Oracle Service Bus runtime:

In a cluster, all the statistics which are collected in the Managed Servers are pushed to the aggregator. You can access the cluster wide statistics from the Service Health tab. For more information, see Section 46.5.3, "How to Access Statistics in a Cluster." You can also access statistics using APIs. For more information, see Section 46.5.2, "How to Access Statistical Information Using the JMX Monitoring APIs."

The alerts are pulled from the Managed Server that hosts the aggregator, and they are displayed in the Oracle Service Bus Administration Console.








46.2 Aggregation Intervals

In Oracle Service Bus, the monitoring subsystem collects statistics, such as message count over an aggregation interval. The aggregation interval is the time period over which statistical data is collected and displayed in the Oracle Service Bus Administration Console. Statistics which are not based on an aggregation interval are meaningless. In addition to statistics collected over well-defined aggregation interval you can also collect cumulative statistics.



46.2.1 The Refresh Rate of Monitoring Data

Aggregation interval is a moving window, which always refers to an interval of time in minutes, hours or days. It does not move with infinite granularity or precision, but at regular intervals of time called the sampling interval. This enables an aggregation interval to move smoothly and produce accurate statistics.


Figure 46-2 Illustration of Aggregation Interval and Sampling Interval

[image: Description of Figure 46-2 follows]

Description of "Figure 46-2 Illustration of Aggregation Interval and Sampling Interval"





Figure 46-2 is an illustration of the of Aggregation interval. For example aggregation interval A1 is set at five minutes and aggregation interval A2 has been set at ten minutes. Oracle Service Bus runtime collects statistics for the service with aggregation interval A1 for every minute (S1). It aggregates the statistics at the end of the aggregation interval.

Similarly for aggregation interval A2 it collects statistics for every five minutes (S2). Intervals S1 and S2 are called sampling intervals. For more information about sample interval, see Section 46.2.2, "Sample Intervals Within Aggregation Intervals."






46.2.2 Sample Intervals Within Aggregation Intervals

In Oracle Service Bus runtime statistics are computed at regular intervals, within every aggregation interval. These regular sub intervals are known as the sample interval. The duration of the sample interval depends on the aggregation interval. Table 46-1 gives the length of sample interval for different aggregation intervals:


Table 46-1 Sample Interval

	Aggregation Interval	Sample Interval
	
1, 2, 3, 4, and 5 minutes

	
1 minute


	
10, 15, 20, 25, and 30 minutes

	
5 minutes


	
40, 50, and 60 minutes

	
10 minutes


	
90 and 120 minutes

	
30 minutes


	
3, 4, 5, and 6 hours

	
1 hour


	
8, 10, and 12 hours

	
2 hours


	
16, 20, and 24 hours

	
4 hours


	
2, 3, 4, 5, 6, and 7 days

	
1 day












46.2.3 How to Set the Aggregation Interval for Monitoring Data

Aggregation interval in Oracle Service Bus has the following properties:

	
You can track statistics for a service over only one aggregation interval.


	
You cannot set an arbitrary value for an aggregation interval. You must choose from one of the values in the list.


	
You can set the aggregation interval for the following:

	
A service–You must set the aggregation interval for a service in Operation tab of View a Proxy service or View a Business Service page. For more information about how to set aggregation interval for a service, see Section 26.10, "Setting the Aggregation Interval for a Service."


	
An alert rule–You must set the aggregation interval for an alert rule by editing Conditions on View Alert Rule Details page. For more information about how to edit conditions for an alert rule, see Section 26.23.2, "Defining Alert Rule Conditions."







You can only specify an aggregation interval less than or equal to seven days.






46.2.4 What are the Consequences Of Changing Aggregation Interval Of A Service?

When you modify the aggregation interval of a service, the statistics of the service in the current aggregation interval is reset. However, the status of the endpoint URI for the service remains unaffected by the change in the aggregation interval. A running count metrics of the service is not reset when modify the aggregation interval.








46.3 What are the Consequences of Renaming or Moving a Service?

When you rename or move a service within Oracle Service Bus, all the monitoring statistics that have been collected in the Oracle Service Bus Administration Console are lost. All current aggregation interval and cumulative metrics are reset and the service is monitored from start. If endpoint URI for a service was marked offline before it was renamed or moved, then after you rename or move the service, the URIs are marked online again and the status of the URI is displayed as online.






46.4 What Statistics Are Available for Oracle Service Bus Services?

You can monitor services in Oracle Service Bus and collect statistics for all services. Monitoring system in Oracle Service Bus supports the following types of statistics:

	
Counter–A counter simply keeps track of the count of events in Oracle Service Bus runtime such as number of messages received and number of failovers. This is scalar and takes on integral values.


	
Interval–An interval keeps track of time elapsed between two well-defined events. This tracks the total, average, minimum, and maximum of such events in Oracle Service Bus. This takes on integral and non-integral values.


	
Status Type–A Status statistic keeps track of the status. Using this you can keep track of the initial status and the current status of the object.




For more information about different types of statistics, see Appendix F, "Monitoring Statistics in Oracle Service Bus." For more information on how to access statistics using APIs, see Section 46.5.2, "How to Access Statistical Information Using the JMX Monitoring APIs."






46.5 Accessing Statistical Information for Services

You can access the statistical information for a service through the Oracle Service Bus Administration Console or directly by using the JMX monitoring APIs. This section describes accessing the information through the Oracle Service Bus Administration Console and the JMX monitoring APIs. For more information about accessing the statistical information through JMX monitoring APIs, see Appendix D, "JMX Monitoring API."



46.5.1 How to Access Service Statistics from the Oracle Service Bus Administration Console

You can access the service statistics from the Oracle Service Bus Administration Console for a stand alone server or a cluster. This section describes how to access statistics for a standalone server. For information on how to access service statistics for a cluster, see Section 46.5.3, "How to Access Statistics in a Cluster."

In the you can access the statistical information for services in the current aggregation interval or for time interval since the last reset. The Service Health tab of dashboard provides the statistical information for current aggregation interval and since last reset.

For more information, see Section 46.9.1, "How to Access Service Statistics for the Current Aggregation Interval" and Section 46.9.2, "How to Access Running Count Statistics for Services."






46.5.2 How to Access Statistical Information Using the JMX Monitoring APIs

You can also access statistical information directly from a program using the Java Management Extensions (JMX) monitoring APIs. Using the JMX monitoring APIs you can access only the running count statistics. The JMX monitoring APIs provide an efficient lower level support for bulk operations. For more information about using JMX monitoring APIs, see Appendix D, "JMX Monitoring API."






46.5.3 How to Access Statistics in a Cluster

In a cluster environment, statistics are available at individual Managed Server level and the cluster level. In Service Health tab choose Cluster or the name of a Managed Server from the Server list, to view statistics for the cluster or the individual Managed Server.

To get detailed statistics for a particular service in a cluster, access the service monitoring details page for the service from the Service Health tab. On the Service Monitoring Details page, you can access the cluster wide statistics by setting the Server list to Cluster. By setting it to the individual Managed Server value, statistics pertaining to that specific server can be viewed.

Set Display Statistics to Current Aggregation Interval to view cluster statistics in the current aggregation interval or Since Last Reset to view the running count statistics for the cluster.






46.5.4 How to Reset Statistics

You can reset the statistics of business services and proxy services from the Service Health tab of the dashboard or from the Service Monitoring Details page for a service. The following table describes how to reset statistics in each case.


	To Reset Statistics from	Description
	
Service Health Tab

	
Click the Service Health tab to go to the Service Health page. Click Reset Statistics icon to reset statistics for a service. Click Reset All Statistics link to reset statistics for all the services for which monitoring is enabled.

Note: The reset Statistics Icon is available only when you set Display Statistics to Since Last Reset.JMS

For more information about how to reset statistics, see Section 26.7, "Resetting Statistics for Services."


	
Service Monitoring Details Page

	
Click the name of the service in the alert history table or on the Service Health page to go to the Service Monitoring Details page. In the Service Monitoring Details page in the Display Statistics field select Since Last Reset. Click Reset Statistics to reset the statistics for the given service.










46.5.4.1 What are the Consequences of Resetting the Statistics?

When you reset statistics for a service in the Oracle Service Bus Administration Console, all the statistics collected for the service since the last reset is lost. You cannot undo this action. The status of endpoint URIs is not reset when you reset statistics.










46.6 The Role of Alerts in Service Monitoring

SLA alerts are raised in Oracle Service Bus to indicate potential violation of the Service Level Agreements (SLAs). You can use alerts for:

	
Monitoring and generating email notification of WS-Security errors.


	
Monitoring the number of messages passing through a particular pipeline.


	
Detecting the violation of service level agreements with third-party products.


	
Detecting a non-responsive endpoint.




Pipeline alerts can be raised in the message flow of the proxy service. You can use the alerts in a message flow for:

	
Detecting errors in a message flow.


	
Indicating business occurrences.






46.6.1 Assigning Severity for Alerts

You can configure the severity of an alert in an alert rule for SLA alerts or in the Alert action of a message flow of a proxy service. The severity level of alerts is user configurable and has no absolute meaning. You can configure alerts with one of the following levels of severity:

	
Normal


	
Warning


	
Minor


	
Major


	
Critical


	
Fatal




The alert destinations are notified when an alert is raised. For more information in alert destinations, see Section 46.6.7, "What are Alert Destinations?"






46.6.2 What are SLA Alerts?

SLA alerts are automated responses to violations of Service Level Agreements (SLAs). These alerts are displayed on the Oracle Service Bus dashboard. They are generated when the service violates the service level agreement or a predefined condition.

To raise an SLA alert, you must enable SLA alerting both at the service level and at the global level. For more information about how to configure operational settings for services, see Section 46.7.1, "How to Configure the Operational Settings for a Service." The Alert History panel contains a customizable table displaying information about violations or occurrences of events in the system.

You must define alert rules to specify unacceptable service performance according to your business and performance requirements. Each alert rule lets you specify the aggregation interval for that rule when configuring the alert rule. This aggregation interval is not affected by the aggregation interval set for the service.

For more information about aggregation interval, see Section 46.2, "Aggregation Intervals." Alert rules also allow you to send notifications to the configured alert destinations. For information on defining alert rules, see Section 26.23, "Creating and Editing Alert Rules."



46.6.2.1 A Sample Use Case for SLA Alerts

Consider the following use case to verify the service level agreements:

Assume that a particular proxy service is generating SLA alerts due to slow response time. To investigate this problem, you must log in to the Oracle Service Bus Administration Console and review the detailed statistics for the proxy service. At this level, you can able to identify that, a third-party Web service invocation stage in the pipeline is taking a lot of time and is the actual bottleneck.

You can use these alerts as the basis for negotiating SLAs. After successfully renegotiating SLAs with the third-party Web service provider, you must configure alert metrics to track the Web service provider's compliance with the new agreement terms.








46.6.3 What are Pipeline Alerts?

Pipeline alerts can be generated in a message flow whenever you define an Alert action available under the reporting category in the message flow.

You can also define conditions under which a pipeline alert is triggered using the conditional constructs available in the pipeline editor such as XQuery Editor or an if-then-else construct, and you select an Alert Destination resource to sent the alerts to.

You can have complete control over the alert body including the pipeline, and context variables. Also you can extract the portions of the message. For more information about how to configure Alert actions in a stage, see Section 21.25, "Adding Alert Actions." When the alert action is executed the alerts are notified to the appropriate alert destinations.

You can obtain an integrated view of all the pipeline alerts generated by a service on the dashboard page in the Oracle Service Bus Administration Console.



46.6.3.1 A Sample Use Case for Pipeline Alerts

Consider the following use case for pipeline alerts:

Consider a case when you want to be notified when special business conditions are encountered in a message flow. You can configure an alert action is a message flow to raise alerts when such predefined conditions are encountered. You can also configure email alert destination to receive an email notification of the alert. You can also send the details to the email recipient in the form of payload.

For example, in the case of a proxy service that routes orders to a purchase order website, and you want to be notified when an order exceeding $10 million is routed. For this you must configure an alert action in the appropriate place in the pipeline, with the condition and configure email alert destination with the email information and use it as the target destination in the alert action. You can also include the details of the order in the form of payload.

You can also use pipeline alerting to detect errors in a message flow. For example, in the case of a proxy service that validates the input document, you want to be notified when the validation fails so that you can contact the client to fix the problem.

For this you must configure an alert action within the error handler for the message flow of the proxy service. In the action you can include the actual error message in the fault variable and other details in the SOAP header, to be sent as the payload. You can also configure additional alert destinations using an alert destination resource in the alert action.








46.6.4 How to View or Delete SLA Alerts

In the Oracle Service Bus Administration Console the extended alert history page for the SLA alerts contains information about all the SLA alerts that have been generated in the domain. You can view all the alerts that were triggered or search for specific alerts from the table. For more information about data displayed in the extended SLA alert history page, see Section 26.3, "Locating Alerts."

You can delete the alerts from the Extended Alert History page or the View Alert Details page. You can filter your search using the Extended Alert History Filters pane. For more information on how to filter your search, see Section 46.6.6.1, "How to Filter a Search for SLA Alerts."

To view a pie or bar chart of the alerts, click View Bar Chart or View Pie Chart in the page. Click Purge SLA Alert History to delete all the SLA alerts. You can also purge the alerts based on the date and time they were raised.






46.6.5 How to View or Delete Pipeline Alerts

The extended alert history page for the pipeline alerts contains information about all the pipeline alerts that have been generated in the domain. You can view all the alerts that were triggered or search for specific alerts from the table. For more information about data displayed in the extended pipeline alert history page, see Section 26.3, "Locating Alerts."

You can delete the alerts from the Extended Pipeline Alerts page or from the View Alert Details page. For more information on how to filter your search, see Section 46.6.6.2, "How to Filter a Search for Pipeline Alerts." To view a pie or bar chart of the alerts, click View Bar Chart or View Pie Chart link in the page. Click Purge Pipeline Alert History to delete all the pipeline alerts. You can also purge the alerts based on the date and time they were raised.






46.6.6 How to Filter a Search for Specific Alerts

Use Extended Alert History to filter a search for specific alerts. The following sections describe how to search for SLA alerts and pipeline alerts using extended alert history filters.



46.6.6.1 How to Filter a Search for SLA Alerts

Use Extended Alert History Filters pane to filter a search for SLA alerts. Table 46-2 describes the various criteria on which you can filter SLA alerts.


Table 46-2 Search Criteria for SLA Alerts

	Search Criterion	Description
	
Date Range

	
Use this to search for pipeline alerts that were generated in the given interval of time. You can set the interval in one of the following ways:

	
All


	
Set timestamp interval in MM/DD/YY HH:Min:SS AM/PM format.


	
Alerts generated during the given time interval in the format days–hours–minutes





	
Alert Severity

	
Specify the level of severity. The search result includes all the alerts that have the specified level of severity and above.


	
Service

	
Use this to search for a specific service.


	
Service Type

	
This is updated automatically when you search for a specific service.


	
Alert Name

	
Use this to search by alert name.












46.6.6.2 How to Filter a Search for Pipeline Alerts

Use Extended Alert History Filters pane to filter a search for pipeline alerts. Table 46-3 describes the various criteria on which you can filter pipeline alerts.


Table 46-3 Search Criteria for Pipeline Alerts

	Search Criterion	Description
	
Date Range

	
Use this to search for pipeline alerts that were generated in the given interval of time. You can set the time interval in one of the following ways:

	
All


	
Set timestamp interval in MM/DD/YY HH:Min:SS AM/PM format.


	
Alerts generated during the given time interval in the format days–hours–minutes





	
Alert Severity

	
Specify the level of severity. The search result includes all the alerts that have the specified level of severity and above.


	
Service

	
Use this to search for a specific service.


	
Service Type

	
This is updated automatically when you search for a specific service.


	
Alert Summary

	
Use this to search by alert summary.














46.6.7 What are Alert Destinations?

Alert destinations are resources to which alerts are sent. Alert rules require that you select a predefined alert destination for handling alerts. Alert destinations give you the flexibility configure whether alerts are sent to SNMP traps, are collected for reporting, are logged to the local server's alert log, and sent to email recipients or JMS destinations.

With alert logging enabled, the Oracle Service Bus Administration Console provides information about the alerts generated due to SLA violations or as a result of alert actions configured in the pipeline. The dashboard page displays the overall health of Oracle Service Bus. It provides an overview of the state of the system comprising server health, services health, and alerts.

For more information about how to interpret the information on the dashboard, see Section 46.9, "The Oracle Service Bus Dashboard."



46.6.7.1 Email

Email alert destinations allow you to receive messages when alerts are raised in the Oracle Service Bus Administration Console. To configure this alert destination you have to use the SMTP server global resource or a JavaMail session in the Oracle WebLogic Server. For more information on configuring a default SMTP Server resource, see Section 31.8, "Configuring a Default SMTP Server." For more information about configuring JavaMail sessions, see "Configure Access to JavaMail" in the Oracle Fusion Middleware Oracle WebLogic Server Administration Console Online Help.

The SMTP server global resource captures the address of the SMTP server, port number, and if required, the authentication credentials. The authentication credentials are stored inline and are not stored as a service account. The alert manager makes use of the email alert destination to send the outbound email messages when both pipeline alerts and SLA alerts are generated. When an alert is delivered, an email metadata consisting of the details about the alert is prefixed to the details of the payload that is configured.

You can specify the email ID of the recipients in the Mail Recipients field. For more information about configuring an email alert destination, see Section 6.3.1, "Adding Email Recipients."






46.6.7.2 SNMP Traps

The Simple Network Management Protocol (SNMP) traps allow any third-party software to interface monitoring service level agreements within Oracle Service Bus. By enabling the notification of alerts using SNMP, Web Services Management (WSM) and the Enterprise Service Management (ESM) tools can monitor SLA violations and pipeline alerts by monitoring alert notifications.

SNMP is an application-layer protocol which allows the exchange of information on the management of a resource across a network. It enables you to monitor a resource and, if required, take some action based on the data obtained from the resource.

Both the SNMP version 1 and SNMP version 2 are supported by Oracle Service Bus. SNMP includes the following components:

	
Managed Resource


	
Management Information Base(MIB)


	
SNMP Agent


	
SNMP Manager


	
Network Management System (NMS)




For more information, see Appendix E, "SNMP Components."






46.6.7.3 Reporting

The Reporting destination lets you send notifications of pipeline alerts or SLA alerts to the custom reporting provider that can be developed using the reporting APIs provided with Oracle Service Bus. This allows third parties to receive and process alerts in custom Java code.






46.6.7.4 Alert Logging

Each alert destination lets you configure whether the alerts sent to that destination are logged. Logged alerts are sent to the local alert log. Each Oracle Service Bus server has its own alert log. In a cluster, the Admin Server collects the alert logs from all Managed Servers and aggregates the alerts in the Oracle Service Bus Administration Console.






46.6.7.5 JMS

Java Messaging Service (JMS) is another destination for pipeline alerts and SLA alerts. You must configure a JNDI URL for the JMS destination for alerts. When you configure an alert rule to post a message to a JMS destination, you must create a JMS connection factory and a queue or topic, and target them to the appropriate JMS server in the Oracle WebLogic Server Administration Console.

For information on how to do this, see Configuring a JMS Connection Factory and JMS Resource Naming Rules for Domain Interoperability in "Methods for Configuring JMS System Resources" in Oracle Fusion Middleware Configuring and Managing JMS for Oracle WebLogic Server. When you define the JMS alert destination you can either use a destination queue or a destination topic. The message type can be bytes or text. For more information about how to configure JMS alert destination see Section 6.3.2, "Adding JMS Destinations."










46.7 What are Operational Settings for a Service?

Operational settings enable you to control the state of a service in the Oracle Service Bus Administration Console. Table 46-4 describes operational settings for services in the Oracle Service Bus Administration Console.


Table 46-4 Operational Settings for Services in the Administration Console

	Operational Settings	Usage	Default Value When a Service is Created
	
State

	
Use this to enable or disable a service.

	
Enabled


	
Monitoring

	
Use this to enable service monitoring at a specific level or above. You can also use this to disable service monitoring for proxy services.

	
Disabled


	
Aggregation Interval

	
Use this to set the aggregation interval for the service.

	
10 minutes


	
SLA Alerts

	
Use this to enable SLA alerting for services at a specific level of severity or above. You can also use this to disable SLA alerting for a service.

	
Enabled


	
Pipeline Alerts

	
Use this to enable pipeline alerting for proxy services at a specific severity level or above. You can also use this to disable pipeline alerting for proxy services.

	
Enabled at Normal level or higher


	
Reports

	
Use this to enable or disable message reporting for proxy services.

	
Enabled at Normal level or higher


	
Logs

	
Use this to enable logging at a specific severity level or above. You can also use this to disable logging for proxy services.

In proxy service log actions, the severity level of the log actions must match the Logging severity level on the proxy service operational settings.

Note: To see log data in the log file or standard out (server console), Oracle WebLogic Server logging must be set to the following severity levels:

	
Minimum severity to log: Info


	
Log file: Info


	
Standard out: Info




For information on setting log severity levels, see "Using Log Severity Levels" in Oracle Fusion Middleware Configuring Log Files and Filtering Log Messages for Oracle WebLogic Server.

	
Enabled at Debug level or higher


	
Execution Tracing

	
Use this to enable or disable execution tracing for proxy services.

Note: To see tracing in the log file or standard out (server console), Oracle WebLogic Server logging must be set to the following severity levels:

	
Minimum severity to log: Info


	
Log file: Info


	
Standard out: Info




For information on setting log severity levels, see "Using Log Severity Levels" in Oracle Fusion Middleware Configuring Log Files and Filtering Log Messages for Oracle WebLogic Server.

	
Disabled


	
Message Tracing

	
Use this to enable or disable message tracing for proxy services at a specific detail level or above. You can also set the payload limit (in kilobytes) and the default encoding.

Note: See note for Execution Tracing.

	
Disabled


	
Offline Endpoint URIs

	
Use this to enable or disable non responsive endpoints for business services. You can also specify the interval of time to wait before retrying the offline endpoint URI. You can enable or disable offline URIs for business services only.

	
Disabled


	
Throttling State

	
Use this to enable or disable throttling for a business service.

	
Disabled


	
Maximum Concurrency

	
Use this to restrict the number of messages that can be concurrently processed by a business service.

	
0


	
Throttling Queue

	
Use this to restrict the maximum number of messages in the throttling queue.

	
0


	
Message Expiration

	
The maximum time interval (in milliseconds) for which a message can be placed in throttling queue.

	
0


	
Result Caching State

	
Use this to enable or disable result caching for a business service

	
Enabled

Result caching is globally enabled by default








The operational settings at the service level is overridden by the global settings. For more information about configuring operational settings globally, see Section 46.7.2, "How to Configure the Operational Settings at the Global Level."



46.7.1 How to Configure the Operational Settings for a Service

You can enable or disable the operational settings for an individual service from the Operation Settings view of the View a Proxy Service (see Figure 46-3) or View a Business Service page (see Figure 46-4). For more information, see Section 19.1, "Creating and Configuring Business Services" and Section 20.1, "Creating and Configuring Proxy Services."

Some operational settings such as service state, monitoring, SLA alerting, and pipeline alerting can enabled or disabled through public APIs. For more information, see Oracle Fusion Middleware Java API Reference for Oracle Service Bus.


Figure 46-3 View a Proxy Service Operational Settings

[image: Description of Figure 46-3 follows]

Description of "Figure 46-3 View a Proxy Service Operational Settings"






Figure 46-4 View a Business Service Operational Settings

[image: Description of Figure 46-4 follows]

Description of "Figure 46-4 View a Business Service Operational Settings"





You can perform the following operational settings for proxy services and business services:

	
State


	
Aggregation Interval


	
Monitoring


	
SLA Alerting


	
Pipeline Alerting


	
Message Reporting


	
Tracing


	
Pipeline Logging


	
URI Offline Interval


	
Throttling settings




For a detailed description of the usage of each operational setting for business services, see Section 26.9, "Configuring Operational Settings for Business Services." For a detailed description of the usage of each operational setting for proxy services, see Section 26.8, "Configuring Operational Settings for Proxy Services."






46.7.2 How to Configure the Operational Settings at the Global Level

You can access the Global Settings page from the operations module. You can use the Global Settings page (see Figure 46-5) to configure the operational settings for services. Table 46-5 describes the usage of the operational settings at the global level.


Table 46-5 Usage of Operational Settings at the Global Level

	Operational Settings	Usage
	
Monitoring

	
Use this to enable monitoring for all services in a domain. Click the check box associated with Enable Monitoring to enable or disable monitoring for all the services in the domain.


	
SLA Alerting

	
Use this to enable SLA alerting for all services in a domain. Click the check box associated with Enable SLA Alerting to enable or disable monitoring for all the services in the domain.


	
Pipeline Alerting

	
Use this to enable pipeline alerting for proxy services in a domain. Click the check box associated with Enable Pipeline Alerting to enable or disable monitoring for all the services in the domain.


	
Message Reporting

	
Use this to enable message reporting for proxy services in a domain. Click the check box associated with Enable Reporting to enable or disable monitoring for all the services in the domain.


	
Logging

	
Use this to enable logging for proxy services in a domain. Click the check box associated with Enable Logging to enable or disable monitoring for all the services in the domain.


	
Result Caching

	
Use this to enable or disable result caching for business services in a domain. Even though you can configure business services to use result caching, this global option must be enabled for result caching to work. If you disable result caching globally, cached results for all business services enabled with result caching are flushed.









Figure 46-5 Global Settings Page

[image: Description of Figure 46-5 follows]

Description of "Figure 46-5 Global Settings Page"





For more information, see Section 27.2, "Enabling Global Settings."




	
Notes:

The Enable Monitoring option lets you enable or disable monitoring of all services that have individually been enabled for monitoring. If monitoring for a particular service has not been enabled, you must first enable it and set the aggregation interval on the Manage Monitoring page before the system starts collecting statistics for that service.

Enable or disable these settings at the global level in conjunction with the settings at the service level to effectively enable or disable them. The operational settings at the global level supersede the operational settings at the service level.














46.7.3 Updates to Operational Settings During Import of Oracle Service Bus Configurations

When a service is overwritten by the way of importing configuration from a config jar, the operational settings of this service can be also be overwritten. To preserve the operational settings during import, you must set the Preserve Operational Settings flag to true while importing the service. For more information, see Section 46.8.4, "What Happens to Alert Rules When You Import Oracle Service Bus Configurations?"






46.7.4 Updates to Global Settings During the Import of Oracle Service Bus Configurations

When you import Oracle Service Bus configurations, if the config jar that is being imported also contains the global settings of the domain from which it is being imported, then these domain level settings can get overwritten. In order to prevent this, set Preserve Operational Settings flag to true while importing the service.






46.7.5 How to Preserve Operational Settings During the Import of Oracle Service Bus Configuration Through APIs

You can preserve operational settings during import of Oracle Service Bus configurations using APIs. For more information, see ALSBConfigurationMBean documentation in the Oracle Fusion Middleware Java API Reference for Oracle Service Bus. Modify the MBean as shown in Example 46-1 to preserve the during the import.


Example 46-1 Preserve Operational Settings During the Import of Oracle Service Bus Configurations Through APIs


/**
 // Imports a configuration jar file, applies customization, activates it and exports the resources again
 // @throws Exception
 /
static private void simpleImportExport(String importFileName, String passphrase) throws Exception {
SessionManagementMBean sm = ... // obtain the mbean to create a session;
// obtain the raw bytes that make up the configuration jar file
 File importFile = new File(importFileName);
 byte[] bytes = readBytes(importFile);
// create a session
 String sessionName = "session." + System.currentTimeMillis();
 sm.createSession(sessionName);
// obtain the ALSBConfigurationMBean that operates on the
 // session that has just been created
 ALSBConfigurationMBean alsbSession = getConfigMBean(sessionName);
// import configuration into the session. First we upload the
 // jar file, which will stage it temporarily.
 alsbSession.uploadJarFile(bytes);
// then get the default import plan and modify the plan if required
 ALSBJarInfo jarInfo = getImportJarInf();
 ALSBImportPlan importPlan = jarInfo.getDefaultImportPlan();
// preserve operational values
 importPlan. setPreserveExistingOperationalValues(true);
// Modify the plan if required and pass it to importUploaeded method
 ImportResult result = alsbSession.importUploaded(importPlan);
// Pass null to importUploaded method to mean the default import plan.
 //ImportResult result = alsbSession.importUploaded(null);
// print out status
 if (result.getImported().size() > 0) {
     System.out.println("The following resources have been successfully imported.");
     for (Ref ref : result.getImported()) {
         System.out.println("\t" + ref);
     }
 }
if (result.getFailed().size() > 0) {
     System.out.println("The following resources have failed to be imported.");
     for (Map.Entry e : result.getFailed().entrySet()) {
         Ref ref = e.getKey();
         // Diagnostics object contains validation errors
         // that caused the failure to import this resource
         Diagnostics d = e.getValue();
         System.out.println("\t" + ref + ". reason: " + d);
     }
// discard the changes to the session and exit
     System.out.println("Discarding the session.");
     sm.discardSession(sessionName);
     System.exit(1);
}
// peform the customization to assign/replace environment values and
 // to modify the references.
...
// activate the session
 sm.activateSession(sessionName, "description");
// export information from the core data
 ALSBConfigurationMBean alsbcore = getConfigMBean(null);
 //export the information at project level, pass only a collection of project refs to this method
 byte[] contentsProj = alsbcore.exportProjects(Collections.singleton(Ref.DEFAULT_PROJECT_REF),null);
// the byte contents can be saved as jar file
}










46.8 SLA Alerting Functionality in Oracle Service Bus

In Oracle Service Bus you must define conditions based on which alerts are raised. The conditions are configured in an SLA alert rule. The alert rule also configures the severity level and an alert destination for an alert.



46.8.1 How to Configure SLA Alert Rules

SLA alerts are automated responses to SLAs violations, which are displayed on the dashboard. You must define alert rules to specify unacceptable service performance according to your business and performance requirements. When you configure an alert rule, you must specify the aggregation interval. The alert aggregation interval is not affected by the aggregation interval set for the service. For more information about aggregation interval, see Section 46.2, "Aggregation Intervals."

Creating an alert rule involves the following steps:

	
General Configuration–defines the name, description, summary, duration, severity, frequency, state of the enabled alert rule and other general characteristics.


	
Define Condition–defines one or more conditions that trigger the alert rule. Additionally, you must define the aggregation interval for the condition on this page.




	
Note:

You can create alert rules even if you have not enabled for monitoring for a service.












For more information about creating an alert rule, see Section 26.23, "Creating and Editing Alert Rules."

For a service for which monitoring is enabled, Alert rule is evaluated at discrete intervals. Once an alert rule is created it is first evaluated at the end of the aggregation interval, and after that at the end of each sample interval. For example, if the aggregation interval of an alert rule is five minutes, it is evaluated five minutes after it is created, and then every minute after that (since sample interval for five minutes, is one minute).

If a rule evaluates to false no alert is generated. If the rule evaluates to true the alert generation is governed by the Alert Frequency. If the frequency is Every Time, an alert is generated every time an alert rule evaluates to true. If the frequency is Notify Once, an alert is generated only if no alert is generated in the previous evaluation. In other words, an alert is generated the first time the alert rule evaluates to true and no more notifications are generated until the condition resets itself and evaluates to True again.






46.8.2 How to Lookup or Edit Existing Alert Rules

The View Alert Rule Details page displays complete information about a specific alert rule, as shown in Figure 46-6. You can view the details of the alert rule in this page. You can edit an alert rule configuration from this page. For more information about how to edit an alert rule, see Section 26.23, "Creating and Editing Alert Rules."


Figure 46-6 View Alert Rule Details Page

[image: Description of Figure 46-6 follows]

Description of "Figure 46-6 View Alert Rule Details Page"









46.8.3 How to Rename Alert Rules

You can rename the alert rules from the SLA Alert Rules tab of View a Business Service or View a Proxy Service page. To rename an alert rule click Rename Alert Rule icon. Enter the new name for the alert rule in New Alert Rule Name field of the Rename Alert Rule window. Click Rename. Click Update and activate the session to complete. For more information, see Section 26.21, "Viewing Alert Rules." The Rename icon for the renamed alert is now disabled.



46.8.3.1 What are the Consequences of Renaming an Alert Rule?

When alerts are triggered, they are listed on the alert history page. Click View Alert Rule Details action icon to access the alert rule page. However, when you rename an alert rule, you cannot access the alert rule by clicking the View Alert Rule Details action from the alert history page, for the alerts that were raised before it was renamed.

You can access the Alert Details page from the alert history page for the alerts that are raised before-and after renaming the alert rule. The alert name is greyed in the Alert Details page for the alerts that were raised before the alert rule was renamed. When you rename an alert details icon for the renamed alert gets disabled.

Similar limitations exist when you attempt to access the alert rule page by clicking the alert name link on the alert details page. The alert name generated by alerts rules that are later renamed refers to an outdated name. You can view the old alert rule, but the name is grayed out indicating that the alert rule has been renamed.

When you rename an alert rule, the conditions on which a rule is based are preserved. The aggregation interval of the alert rule is also preserved. The alert is raised at the end of the first aggregation interval after the alert rule is renamed. For example, consider an alert rule a1 with aggregation interval five minutes. If the alert rule is renamed to a2 after two minutes of execution the next alert under the name a2 is generated three minutes after the is renamed.








46.8.4 What Happens to Alert Rules When You Import Oracle Service Bus Configurations?

You can preserve the alert rule configurations when you import Oracle Service Bus configurations. When you import Oracle Service Bus configurations, the operational settings are preserved. When services with alert rules exists in a jar that you import but does not exist in the target domain, then these services along with the alerts rules are imported as is.

However, if the same service exists in the target domain as well, then the import behavior is governed by the state of the Preserve Operational Settings during the import operation. For more information on how to preserve operational settings, see Section 46.7.3, "Updates to Operational Settings During Import of Oracle Service Bus Configurations."








46.9 The Oracle Service Bus Dashboard

The Oracle Service Bus dashboard displays service health, server health and details of all the alerts that have been triggered in Oracle Service Bus runtime. The dynamic refresh of this display is controlled by the Dashboard Refresh Rate setting in the User Preferences page. The default option for this setting is No Refresh. These alerts can be the result of SLA violations or pipeline alerts.

Service Level Agreements (SLAs) are agreements that define the precise level of service expected from the business and proxy services in Oracle Service Bus. Pipeline alerts are defined in the message flow for business purposes such as record the number of message that flow through the message pipeline, to track occurrences of certain business events, or to report errors but not for the health of the system.

Each row of the table displays the information that you have configured, such as the severity, timestamp, and associated service. Clicking the Alert Name link displays Alert Details page for more details about the SLA alert. This helps you to analyze the cause of the SLA alert. Clicking the Alert Summary link displays the Alert Details for more details about the pipeline alert. This helps you to analyze the cause of the SLA alert.

From the dashboard, you can drill-down into the system and easily find specific information, such as the average execution time of a service, the date and time an alert occurred, or the duration for which server has been running.

The following sections helps you to understand the information displayed on Oracle Service Bus dashboard.


Figure 46-7 Oracle Service Bus Dashboard for SLA Alerts

[image: Description of Figure 46-7 follows]

Description of "Figure 46-7 Oracle Service Bus Dashboard for SLA Alerts"







46.9.1 How to Access Service Statistics for the Current Aggregation Interval

Click the Service Health tab to access the Service Health page. The Service Health page is displayed.

This is a dynamic view of statistical data collected by each service. This view is available when you select Current Aggregation Interval in the Display Statistics field. The aggregation interval displayed in this view determines the statistics that are displayed. For example, if the aggregation interval of a particular service is twenty minutes, that service's row displays the data collected in the last twenty minutes.

From this page you can view all services or search for services based on the given criteria. For more information about the statistics displayed in this page, in the Current Aggregation Interval view, see Section 26.11, "Viewing Service Metrics."

The Service Monitoring Details page provides you with two views of detailed information about a specific service. Figure 46-8 shows the Service Monitoring Details page for a business service in the current aggregation interval. Figure 46-9 shows the Service Monitoring Details page for a proxy service.

To access this page click the name of the service in the Service With Most Alerts section, Alert History table, or extended alert history table for SLA alerts and pipeline alerts. Also the name of the service in Service Health tab is a link to Service Monitoring Details page.


Figure 46-8 Service Monitoring Details for Business Service–Current Aggregation Interval

[image: Description of Figure 46-8 follows]

Description of "Figure 46-8 Service Monitoring Details for Business Service–Current Aggregation Interval"






Figure 46-9 Service Monitoring Details for Proxy Services–Current Aggregation Interval

[image: Description of Figure 46-9 follows]

Description of "Figure 46-9 Service Monitoring Details for Proxy Services–Current Aggregation Interval"





This is a dynamic view of statistical data collected by each service. This view is available when you select Current Aggregation Interval in the Display Statistics field. The aggregation interval displayed in this view determines the statistics that are displayed. For example, if the aggregation interval of a particular service is twenty minutes, this page displays the data collected in the last twenty minutes for that service.

For more information on different tabs available for a business service, see Section 46.9.2.1, "Service Metrics," Section 46.9.2.2, "Operations," and Section 46.9.2.5, "Endpoint URIs." For more information on different tabs available for a proxy service, see Section 46.9.2.1, "Service Metrics," Section 46.9.2.3, "Pipeline Metrics," Section 46.9.2.4, "Action Metrics," and Section 46.9.2.2, "Operations."

For more information about the statistics displayed in this page, in the Current Aggregation Interval view, see Section 26.11, "Viewing Service Metrics."






46.9.2 How to Access Running Count Statistics for Services

The running count statistics for a service are statistics that are available since the last reset.


Figure 46-10 Service Health Tab—Since Last Reset

[image: Description of Figure 46-10 follows]

Description of "Figure 46-10 Service Health Tab—Since Last Reset"





This view is a running count of the service health metrics. This view is available when you select Since Last Reset in the Display Statistics field. The statistics displayed in each row are for the period since you last reset the statistics for an individual service or since you last reset the statistics for all services.

You can also reset statistics for selected services or for all services. For more information about the statistics displayed in this page, in the Since Last Reset view, see Section 26.11, "Viewing Service Metrics."


Figure 46-11 Service Monitoring Details Page for a Business Service—Since Last Reset
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Description of "Figure 46-11 Service Monitoring Details Page for a Business Service—Since Last Reset"






Figure 46-12 Service Monitoring Details Page for a Proxy Service–Since Last Reset

[image: Description of Figure 46-12 follows]

Description of "Figure 46-12 Service Monitoring Details Page for a Proxy Service–Since Last Reset"





This view is a running count of the service monitoring metrics. This view is available when you select Since Last Reset in the Display Statistics field. The statistics displayed in each row are for the period since you last reset the statistics for an individual service or since you last reset the statistics for all services.

From this page you can view all services or search for services based on the given criteria. You can also reset statistics for this service. For more information about the statistics displayed in this page, in the Since Last Reset view, see Section 26.11, "Viewing Service Metrics."

You have the following tabs in the Service Monitoring Details page for each of the views:



46.9.2.1 Service Metrics

The Service Metrics (see Figure 46-13) view displays the metrics for a proxy service or a business service.


Figure 46-13 Service Monitoring Details Page for a Business Service-Service Metrics Tab

[image: Description of Figure 46-13 follows]

Description of "Figure 46-13 Service Monitoring Details Page for a Business Service-Service Metrics Tab"





The Service Metrics tab displays the following types of metrics:

	
General–This section enables you to quickly view the status of the alerts and service level statistics for the service in the current aggregation interval. When you view the service level statistics for the time interval since the last reset, this displays all the metrics since they were last rest. For more information about the metrics displayed in this view, see Section 26.11, "Viewing Service Metrics."


	
Throttling –This section enables to view the throttling statistics for a business service. You can also see the minimum and maximum throttling time in milliseconds. For more information on throttling statistics, see Section 26.11, "Viewing Service Metrics."









46.9.2.2 Operations

These metrics are displayed for WSDL based services for which you have defined operations. The Operations tab (see Figure 46-14) displays the statistics for the operation defined in a WSDL based service. For more information statistics displayed in this tab, see Section 26.12, "Viewing Operations Metrics for WSDL-Based Services."


Figure 46-14 Service Monitoring Details Page-Operation View
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Description of "Figure 46-14 Service Monitoring Details Page-Operation View"









46.9.2.3 Pipeline Metrics

This view (see Figure 46-15) gives information on various components of the pipeline of the service. The Pipeline Metrics tab is available only for proxy services. For more information about the statistics displayed in this tab, see Section 26.13, "Viewing Pipeline Metrics."


Figure 46-15 Service Monitoring Details Page-Pipeline Metrics View for Proxy Services

[image: Description of Figure 46-15 follows]

Description of "Figure 46-15 Service Monitoring Details Page-Pipeline Metrics View for Proxy Services"









46.9.2.4 Action Metrics

This view (see Figure 46-16) presents information on actions in the pipeline of the service, displayed as a hierarchy of nodes and actions. Figure 46-16, for example, shows the Routing Table action nested under the route node Route to Loan Processing Service.

Similarly, actions nested under various branches of the Routing Table action are displayed accordingly. The table also contains entries that mark branches, in this case, the rows labeled Case and Default Case.


Figure 46-16 Service Monitoring Details Page-Action Metrics View for Proxy Services
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Description of "Figure 46-16 Service Monitoring Details Page-Action Metrics View for Proxy Services"





The Action Metrics tab is available only for proxy services. For more information about the statistics displayed in this tab, see Section 26.14, "Viewing Action Metrics."






46.9.2.5 Endpoint URIs

The Endpoint URIs tab of the Service Monitoring page for a business service gives statistics of the various endpoint URIs configured for a business service and their status. For more information about the statistics displayed in this view, see Section 26.15, "Viewing Business Services Endpoint URIs Metrics."


Figure 46-17 Service Monitoring Details Page-Endpoint URI for Business Services
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46.9.3 Viewing SLA Alerts in the Dashboard

You can view the details of SLA alerts in the SLA Alerts tab of the dashboard. Table 46-6 describes the dashboard for SLA alerts:


Table 46-6 Oracle Service Bus Dashboard for SLA Alerts

	Section	Description
	
SLA Alerts

	
The pie chart shows the distribution of SLA alerts based on their severity for the duration set for alert history in the dashboard settings page. The severity level of alerts is user configurable and has no absolute meaning. For more information about alert severity, see Section 46.6.1, "Assigning Severity for Alerts."

Click a specific area in the pie chart to display the Extended SLA Alert History page for alerts for the chosen level of severity and alert history duration.


	
Services With Most SLA Alerts

	
This section lists all the services with most SLA alerts in the current aggregation interval.


	
Alert History

	
This section gives details for all the SLA alerts generated during the alert history duration. For more information, see Section 46.9.4.1, "Viewing the Alert History for Pipeline Alerts."










46.9.3.1 Viewing the Alert History for SLA Alerts

The Alert History (Figure 46-7) for SLA alerts table shows all the SLA alerts, which have occurred in the alert history duration you have set in the User Preferences page. For more information about alert history table, see Section 26.1, "Viewing SLA Alerts."

To view a complete list of alerts, click Extended Alert History. For more information about Extended Alert History, see Section 46.6.4, "How to View or Delete SLA Alerts."








46.9.4 Viewing Pipeline Alerts in the Dashboard

You can view the pipeline alerts in the Pipeline Alerts tab of the dashboard (see Figure 46-18). Table 46-7 describes the dashboard for pipeline alerts.


Figure 46-18 Oracle Service Bus Dashboard for Pipeline Alerts

[image: Description of Figure 46-18 follows]
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Table 46-7 Dashboard for Pipeline Alerts

	Section	Description
	
Pipeline Alerts

	
The pie chart shows the distribution of pipeline alerts based on their severity for the duration set for alert history in the dashboard settings page. The severity level of alerts is user configurable and has no absolute meaning. For more information about alert severity, see Section 46.6.1, "Assigning Severity for Alerts."

Click a specific area in the pie chart to display the Extended pipeline Alert History page for alerts for the chosen level of severity and alert history duration.


	
Service With Most Alerts

	
This section lists all the services with most pipeline alerts in the current aggregation interval.


	
Alert History

	
This section gives details for all the pipeline alerts generated during the alert history duration. For more information, see Section 46.9.4.1, "Viewing the Alert History for Pipeline Alerts."










46.9.4.1 Viewing the Alert History for Pipeline Alerts

The Alert History (Figure 46-7) for pipeline alerts table shows all the pipeline alerts, which have occurred in the alert history duration you have set in the User Preferences page. For more information about Alert History table, see Section 26.2, "Viewing Pipeline Alerts."

To view a complete list of alerts, click Extended Alert History. For more information about Extended Alert History, see Section 46.6.5, "How to View or Delete Pipeline Alerts."








46.9.5 Viewing Server Health in the Dashboard

You can view the server summary in Server Health tab of the dashboard.


Figure 46-19 Server Health
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Description of "Figure 46-19 Server Health"







46.9.5.1 Viewing Log Summary

The Log Summary section in the Server Health tab displays the summary log for the servers associated with the domain. The domain log file provides a central location from which to view the overall status of the domain. Each server instance forwards a subset of its messages to a domain-wide log file.

By default, servers forward only messages of severity level Notice or higher. You can modify the set of messages that are forwarded. For more information, see "Understanding WebLogic Logging Services" in Oracle Fusion Middleware Configuring Log Files and Filtering Log Messages for Oracle WebLogic Server.

If you configure the logging action in a pipeline, the log is forwarded to the Admin Server log. You can view the logging messages in the Server Health tab of the Oracle Service Bus Administration Console.

In a cluster, log action messages are forwarded to the Managed Server, so by default you cannot view these logging messages in the Oracle Service Bus Administration Console. To view managed server logs in the Oracle Service Bus Administration Console, configure Oracle WebLogic Server to forward these messages to the domain log. For information on how to do this, see "Create Log Filters" in the Oracle Fusion Middleware Oracle WebLogic Server Administration Console Online Help.

To see the number of messages currently raised by the system, click the View Log Summary link in the Server Summary panel. A table is displayed that contains the number of messages grouped by severity, as shown in Figure 46-19.

You can view the log summary only if you posses administrator privileges in the Oracle WebLogic Server Console.

Table 46-8 describes the status messages in the log summary.


Table 46-8 Log Summary Messages

	Message	Description
	
Emergency

	
This indicates that the server is in an unusable state. This severity indicates a severe system failure.


	
Alert

	
This indicates that a particular service is in an unusable state while other parts of the system continue to function. Automatic recovery is not possible; immediate attention of the administrator is required to resolve the problem.


	
Critical

	
This indicates that a system or service error has occurred. The system can recover but there might be a momentary loss or permanent degradation of service.


	
Error

	
This indicates that a user error has occurred. The system or application can handle the error with no interruption. Limited degradation of service may occur.


	
Warning

	
This indicates that a suspicious operation or configuration has occurred. However, normal operations may not be affected.


	
Notice

	
This is an informational message with a higher level of importance than Info messages.


	
Info

	
This reports normal operations; a low-level informational message.


	
Debug

	
This shows the number of debug messages logged.








This display is based on the health state of the running servers, as defined by the WebLogic Diagnostic Service. For more information about the WebLogic Diagnostic Service, see Oracle Fusion Middleware Configuring and Using the Diagnostics Framework for Oracle WebLogic Server.

To view the domain log for a particular status of alert message, click the number corresponding with the status of alert message. shows an example of a domain log file displayed in the Oracle Service Bus Administration Console.


Figure 46-20 Domain Log File Entries
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For more information about domain log file, see Section 26.18, "Viewing Domain Log Files." For more information, see Message Attributes in "Understanding WebLogic Logging Services" in Oracle Fusion Middleware Configuring Log Files and Filtering Log Messages for Oracle WebLogic Server. To display details of a single log file on the page, select the appropriate log, then click the View. You can also customize the Domain Log File Entries table to view the following additional information:

	
Machine


	
Server


	
Thread


	
User ID


	
Transaction ID


	
Context ID


	
Timestamp




For additional description of these information, see Section 26.20, "Viewing Details of Domain Log Files.". For more information about how to customize the Domain Log File Entries table, see Section 26.19, "Customizing Your View of Domain Log File Entries."






46.9.5.2 Viewing Server Summary

You can view the Server Summary in the Server Health tab of the dashboard. In a single node domain, the Server Summary displays the summary of the Admin Server. In a cluster domain, it displays the health of all the servers in a cluster, in case of a cluster environment. For more information on Server Summary, see Section 26.16, "Viewing Server Information."






46.9.5.3 Viewing Server Details

To access this page, click the name of a server under server summary or click the name of a server in the Servers Summary page.

This page enables you to view more server monitoring details.

The information displayed on this page is a subset of the Monitoring tab in the Oracle Service Bus Administration Console Server Settings page. Table 46-9 describes the available information.


Table 46-9 Server Information

	Information	Description
	
General

	
This provides general runtime information about the server. Click Advanced to view more information, such as Oracle WebLogic Server version or operating system name.


	
Channels

	
This provides monitoring information about each channel.


	
Performance

	
This provides information about the performance of the server.


	
Threads

	
This provides current runtime characteristics and statistics for the server's active executable queues.


	
Timers

	
This provides information about the timer used by the server.


	
Workload

	
This provides statistics for Work Managers, constraints, and policies configured on the server.


	
Security

	
This statistics for Work Managers, constraints, and policies configured on the server.


	
JMS

	
This lets you monitor JMS information about the server.


	
JTA

	
This provides the summary of all transaction information for all resource types on the server.



















26 Monitoring


This chapter describes how to monitor your services in Oracle Service Bus (OSB) using the OSB Administration Console. Topics include working with SLA and pipeline alerts, statistics, operational settings, and metrics.

When you create a business or proxy service, monitoring is disabled by default for that service. To learn how to enable monitoring for proxy services, see Section 26.8, "Configuring Operational Settings for Proxy Services"; for business services, see Section 26.9, "Configuring Operational Settings for Business Services."

To enable or disable monitoring of all services that have individually been enabled or disabled for monitoring, use the Enable Monitoring option on the Operations > Global Settings page. See Section 27.2, "Enabling Global Settings."

To learn more about monitoring at runtime, see "Monitoring Oracle Service Bus at Runtime" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.



26.1 Viewing SLA Alerts

Use the SLA Alerts page to view a summary of SLA alerts and access detailed alert history information, shown in Table 26-1.

The SLA Alerts page includes the following:

	
Tabs for displaying Pipeline Alerts, Service Health, and Server Health information.

On the SLA Alerts tab header, a numeric indicator shows the number of new alerts that have occurred since you last viewed them or during the last Dashboard refresh period, whichever is more recent. By default, the Dashboard refresh rate is No Refresh. To change the Dashboard refresh rate interval, see Section 27.3, "Setting User Preferences."




	
Caution:

By selecting a dashboard refresh rate interval other than the default (No Refresh), the browser refreshes the Dashboard at regular intervals. This prevents your session from timing out, even without you interacting with the Administration Console.

Oracle recommends that you use the Dashboard refresh rate feature with caution. You should never leave an Administration Console session unattended. While your Administration Console session is active others can gain access to it from your computer, without re-authentication.










	
A pie chart of the services with SLA alerts over the past 30 minutes, which is the default alert history duration interval. To change the time interval for displaying historical alert data, see Section 27.3, "Setting User Preferences."

The number of SLA alerts on the page match the pie chart which displays the breakdown of alerts by severity level, over the same time interval. You can click the area in the chart corresponding to the alert severity to display more details.


	
The top 10 services with SLA alerts are listed in descending order of the number of alerts issued by those services. Each service name is a link to the service monitoring details. See Section 26.11, "Viewing Service Metrics."


	
Fields that display alert information depending on your customized settings for the alert table. For example, timestamp, alert name, alert severity, action, and the names of the service and service type associated with the alert. To learn more about these fields, see Table 26-1.

An Annotation icon next to an alert name indicates annotations. Positioning the mouse pointer over the icon previews the annotation text. Click the icon to view the entire annotation text.


	
A Table Customizer icon. See Section 2.2, "Customizing Table Views."


	
A link to the Extended Alert History page. See Section 26.3, "Locating Alerts."





Table 26-1 SLA Alert History Information

	Property	Description
	
Timestamp

	
The date and time that the alert rule last evaluated to true.

By default, all the alerts are sorted according to the timestamp.


	
Alert Name

	
The name assigned to the alert. The name is a link to the Alert Details page. See Section 26.5, "Viewing Alert Details."

An Annotation icon next to an alert name indicates annotations. Positioning the mouse pointer over the icon previews the annotation text.


	
Alert Severity

	
The user-defined severity of the alert.

	
Fatal


	
Critical


	
Major


	
Minor


	
Warning


	
Normal





	
Service

	
The name of the service associated with the alert. The name is a link to the Service Monitoring Details page (only when the service is being actively monitored). See Section 26.11, "Viewing Service Metrics."


	
Service Type

	
The parent service type: proxy service or business service.


	
Action

	
The View Alert Rule Details icon is a link to the Alert Rule General Configuration page. See Section 26.24, "Viewing Alert Rule Configurations."












26.2 Viewing Pipeline Alerts

Use the Pipeline Alerts page to view a summary of pipeline alerts and access detailed alert history information, shown in Table 26-2.

The Pipeline Alerts page includes the following:

	
Tabs for displaying SLA Alerts, Service Health, and Server Health information.

On the Pipeline Alerts tab header, a numeric indicator shows the number of new alerts that have occurred since you last viewed them or during the last Dashboard refresh period, whichever is more recent. By default, the Dashboard refresh rate is No Refresh. To change the Dashboard refresh rate interval, see Section 27.3, "Setting User Preferences."




	
Caution:

By selecting a dashboard refresh rate interval other than the default (No Refresh), the browser refreshes the Dashboard at regular intervals. This prevents your session from timing out, even without you interacting with the Administration Console.

Oracle recommends that you use the Dashboard refresh rate feature with caution. You should never leave an Administration Console session unattended. While your Administration Console session is active others can gain access to it from your computer, without re-authentication.










	
A pie chart of the services with pipeline alerts over the past 30 minutes, which is the default alert history duration interval. To change the time interval for displaying historical alert data, see Section 27.3, "Setting User Preferences."

The number of pipeline alerts on the page match the pie chart which displays the breakdown of alerts by severity level, over the same time interval. You can click the area in the chart corresponding to the alert severity to display more details.


	
The top 10 services with pipeline alerts are listed in descending order of the number of alerts issued by those services. Each service name is a link to the service monitoring details. See Section 26.11, "Viewing Service Metrics."


	
Fields that display alert information depending on your customized settings for the alert table. For example, timestamp, alert summary, alert severity, action, and the names of the service and service type associated with the alert. To learn more about these fields, see Table 26-2.

An Annotation icon next to an alert summary indicates annotations. Positioning the mouse pointer over the icon previews the annotation text. Click the icon to view the entire annotation text.


	
A Table Customizer icon. See Section 2.2, "Customizing Table Views."


	
A link to the Extended Alert History page.





Table 26-2 Pipeline Alert History Information

	Property	Description
	
Timestamp

	
The date and time that the alert occurred.

By default, all the alerts are sorted according to the timestamp.


	
Alert Summary

	
A short description of the pipeline alert action or Oracle Service Bus Alert (the default value provided to pipeline alert actions that were designed without alert summary text). The alert summary is a link to the Alert Details page. See Section 26.5, "Viewing Alert Details."

An Annotation icon next to an alert summary indicates annotations. Positioning the mouse pointer over the icon previews the annotation text.


	
Alert Severity

	
The user-defined severity of the alert.

	
Fatal


	
Critical


	
Major


	
Minor


	
Warning


	
Normal





	
Service

	
The name of the service associated with the alert. The name is a link to the Service Monitoring Details page (only when the service is being actively monitored). See Section 26.11, "Viewing Service Metrics."


	
Service Type

	
Only proxy services can define pipeline alerts, therefore, for pipeline alerts, all parent services are proxy services.


	
Action

	
The Edit Message Flow icon is a link to the Edit Message Flow page of that proxy service.












26.3 Locating Alerts

To locate alerts:

	
Select Operations > Dashboard.


	
Select the SLA Alerts or Pipeline Alerts tab to display SLA or pipeline alerts.


	
Click the Extended Alert History link. The Extended SLA Alert History and Extended Pipeline Alert History pages display detailed alert history information.


	
To restrict the number of items in the list or locate specific alerts:

	
Click the Open icon to display additional search filters. If you specify multiple search criteria, only results that match all the criteria will be returned.


	
Filter by date range. Do one of the following:

	
Select All to ignore the date range and time interval filter criteria and display all alerts.


	
In the From and To fields, enter a date and time in the format MM/DD/YY HH:MM AM|PM, then click Search. The alerts that occurred over the specified date and time range are displayed.


	
In the For the Last field, enter the number of days, then specify hours and minutes, then click Search. The alerts that occurred over the specified time range are displayed.





	
Filter by alert severity. From the Alert Severity list, select to restrict alerts to the specified severity level, then click Search.

Select the or above check box to restrict your search to the specified severity level or above (listed from the most inclusive to the most restrictive level): Normal, Warning, Minor, Major, Critical, and Fatal.


	
Filter by parent Service. Click Browse to display the Select Service page. Select the parent service from the list and click Submit. Click Clear to remove the parent service filter criteria, or click Search.


	
For SLA alerts only, filter by Alert Name (Any String). Enter any string, including wildcard characters, then click Search. For more details, see Section 26.3.1, "WebLogic Diagnostics Framework Query Language."


	
For pipeline alerts only, filter by Alert Summary (Any String). Enter any string, including wildcard characters, then click Search. For more details, see Section 26.3.1, "WebLogic Diagnostics Framework Query Language." To find pipeline alert actions that were designed without alert summary text, enter Oracle Service Bus Alert.


	
Click View All to remove the search filters and display all alerts.







Use the Extended SLA Alert History and Extended Pipeline Alert History pages also to do the following:

	
To display the alert data in a pie chart, select Pie Chart View.


	
To display the same data in a bar chart, select Bar Chart View.


	
To display the data in tabular format, select Table View.


	
To display an updated version of the data, click Refresh.


	
To delete individual alerts, select the corresponding check boxes and click Delete at the bottom of the page.


	
To delete all alerts or those that were issued within a specified date and time range, click the Purge Alert History link at the top of the page. See Section 26.4, "Purging Alerts."






26.3.1 WebLogic Diagnostics Framework Query Language

Alerts are stored using the WebLogic Diagnostics Framework, which provides its own query language, including wildcards. For filtering alerts in extended alert history, use the syntax described in "WLDF Query Language" in Oracle Fusion Middleware Configuring and Using the Diagnostics Framework for Oracle WebLogic Server.








26.4 Purging Alerts

Use this page to permanently delete the specified SLA or pipeline alerts.




	
Note:

This action cannot be undone.









	
Select Operations > Dashboard.


	
Select the SLA Alerts or Pipeline Alerts tab, then click the Extended Alert History link.


	
On the upper right-hand side of the Extended Alert History page, click Purge SLA Alert History or Purge Pipeline Alert History.


	
Do one of the following steps, shown in Table 26-3.





Table 26-3 Alert Purging Options

	To...	Complete These Steps...
	
Purge all SLA or pipeline alerts

	
	
Select Purge All Alerts.


	
Click Purge.





	
Purge SLA or pipeline alerts within a specified time frame

	
	
Select Purge Alerts From... To...


	
In the Purge From field, enter a month, day, year, and time.


	
In the Purge To field, enter a month, day, year, and time.


	
Click Purge.














	
Note:

If the server from which the alerts are being purged is unavailable, the logging framework persists a record of the purge and polls the server every 30 minutes to check its availability. When the logging framework finds the server available, it purges the alert(s).














26.5 Viewing Alert Details

This page displays details of specific alerts including the information shown in Table 26-4.


Table 26-4 Alert Details

	Property	Description
	
Alert Name

	
For SLA alerts only:

The name assigned to the alert. The name is a link to the Alert Rule Configuration page. See Section 26.24, "Viewing Alert Rule Configurations."


	
Alert Summary

	
For pipeline alerts only:

A short description of the pipeline alert action or Oracle Service Bus Alert (the default value provided to pipeline alert actions that were designed without alert summary text).


	
Description

	
A description for the alert rule.


	
Timestamp

	
	
For pipeline alerts: The date and time that the alert occurred.


	
For SLA alerts: The date and time that the alert rule last evaluated to true.





	
Severity

	
The user-defined severity of the alert.

	
Fatal


	
Critical


	
Major


	
Minor


	
Warning


	
Normal





	
Service

	
The name and path of the service associated with this alert. The field is a link to the Service Monitoring Details page (only when the service is being actively monitored). See Section 26.11, "Viewing Service Metrics."


	
Service Type

	
The parent service type: proxy service or business service.

Only proxy services can define pipeline alerts, therefore, for pipeline alerts, all parent services are proxy services.


	
Server

	
The name of the server in which this alert was generated.

For SLA alerts only: N/A is displayed.


	
Annotation

	
A text box in which you can enter notes for this alert. An Annotation icon is displayed in the Alert History for alerts with annotations.












26.6 Viewing Service Monitoring Information

The Service Health page displays metrics for services that have monitoring enabled. To learn how to enable monitoring for services, see Section 26.8, "Configuring Operational Settings for Proxy Services" and Section 26.9, "Configuring Operational Settings for Business Services."

By default, the Dashboard refresh rate is No Refresh. To change the Dashboard refresh rate interval, see Section 27.3, "Setting User Preferences."




	
Caution:

By selecting a dashboard refresh rate interval other than the default (No Refresh), the browser refreshes the Dashboard at regular intervals. This prevents your session from timing out, even without you interacting with the Administration Console.

Oracle recommends that you use the Dashboard refresh rate feature with caution. You should never leave an Administration Console session unattended. While your Administration Console session is active others can gain access to it from your computer, without re-authentication.









On the Service Health tab header, these icons may be present:

	
A Warning icon and numeric indicator.

	
Click the icon to filter the services displayed using Has Errors criteria.


	
The number indicates the number of services with errors since the page was last refreshed.





	
An Endpoints Offline icon and numeric indicator.

	
Click the icon to filter the services displayed using Has Offline Endpoint URIs criteria.


	
The number indicates the number of services with endpoints that have become offline since the page was last refreshed.







The Service Health page displays service metrics and monitoring information, shown in Table 26-5.

	
In the Display Statistics field, do one of the following:

	
To display monitoring statistics for each service for the period of the current aggregation interval, select Current Aggregation Interval. The Current Aggregation Interval view displays a moving statistic view of the service metrics.


	
To display monitoring statistics for the period since you last reset statistics for a service, select Since Last Reset. The Since Last Reset view displays a running count of the metrics.





	
Select a Server from the list to display metrics for that server.

If a cluster exists, cluster-wide metrics are displayed by default. Select an individual Managed Server to display metrics for that server.


	
To restrict the number of items in the list or locate specific services:

	
Click the Open icon to display additional search filters. If you specify multiple search criteria, only results that match all the criteria will be returned.


	
Filter by service name. In the Name field, enter the name of the search target or enter wildcard characters (use * and ? as wildcard characters to perform a more general search), then click Search.

This search method is preferable if the name of the service is unique across all projects and paths.


	
Filter by service path. In the Path field, enter the path of the search target, which is the project name and the name of the folder in which services reside. You can use * and ? as wildcard characters to perform a more general search. All the services that reside in that path are displayed.

The format for the Path field is as follows:


project-name/root-folder/ . . ./parent-folder


If a service is directly under the project, the format is as follows: project-name


	
Filter by service name and path. This search method is preferable if there is more than one service with the same name that reside in different paths.


	
Filter by parent service. From the Service list, select the parent service type: Proxy Services or Business Services, then click Search. Select All Services to ignore the parent service filter criteria.


	
Filter by services with messages. Select the Has Messages option, then click Search.


	
Filter by services with alerts. Select the Has Alerts option, then click Search.


	
Filter by services with errors. Select the Has Errors option, then click Search.


	
Filter by services with offline URIs. Select the Has Offline Endpoint URIs option, then click Search.


	
Filter by services invoked by a particular proxy service. Enter the name and path of a proxy service in the field provided or click Browse to display the Select Proxy Service page. Select the proxy service from the list and click Submit. Click Search. The business services invoked by the proxy service you specified are displayed.

Wildcard characters are not supported in the Invoked by Proxy field.


	
Click View All to remove the search filters and display all services.








Table 26-5 Service Monitoring Information

	Property	Description
	
Name

	
The name assigned to the service. The name is a link to the Service Monitoring Details page. See Section 26.11, "Viewing Service Metrics."


	
Path

	
The project associated with the service. If the service resides in a project folder, this folder is also listed. The path is displayed in the format:


project-name/root-folder/ . . ./parent-folder


The path is a link to the corresponding path in the Project Explorer.


	
Service Type

	
The parent service type: proxy service or business service.


	
Aggregation Interval

	
This field is displayed only when you have selected Current Aggregation Interval in the Display Statistics field.

The current aggregation interval set for monitoring this service, in terms of hours and minutes. You set this interval on the Operational Settings page. See Section 26.10, "Setting the Aggregation Interval for a Service."


	
Avg. Response Time

	
The average response time (in msec) that this service has taken to execute messages within the period of the current aggregation interval or for the period since the last reset.


	
Messages

	
The number of messages associated with this service for the period of the current aggregation interval or for the period since the last reset.


	
Errors

	
The number of error messages associated with this service for the period of the current aggregation interval or for the period since the last reset.


	
Alerts

	
This field is hidden by default.

The number of alerts (SLA and pipeline) associated with this service for the period of the current aggregation interval or for the period since the last reset.

For an individual Managed Server in a cluster, for proxy services, it shows the number of pipeline alerts only associated with this service for the period of the current aggregation interval or for the period since the last reset.

For business services, for individual Managed Servers, displays N/A.


	
SLA Alerts

	
The number of SLA alerts associated with this service for the period of the current aggregation interval or for the period since the last reset.

For an individual Managed Server in a cluster, SLA Alerts will be N/A (only cluster-wide SLA alerts are displayed).


	
Pipeline Alerts

	
For proxy services only:

The number of pipeline alerts associated with this service for the period of the current aggregation interval or for the period since the last reset.


	
Endpoint URI Status

	
For business services only, the status of endpoint URIs. The status is a link to the Endpoint URIs page. See Section 26.15, "Viewing Business Services Endpoint URIs Metrics."

For a single node domain (individual server instances):

	
Online—All the endpoint URIs for the business service are online.


	
Offline—All the endpoint URIs for the business service are offline.


	
Partial—At least one of the endpoint URIs for the business service is offline.




For a clustered domain:

	
When the Server field is set to Cluster or to one of the Managed Servers, Online status denotes that all of the endpoint URIs are online across the cluster or on the selected Managed Server, respectively.


	
When the Server field is set to Cluster or to one of the Managed Servers, Offline status denotes that all of the endpoint URIs are offline across the cluster or on the selected Managed Server, respectively.


	
When the Server field is set to Cluster, Partial status denotes that at least one of the endpoint URIs for the business service is offline on at least one of the servers, or that one of the endpoint URIs is offline on all the servers, but the other endpoint URIs for the same business service are still available on one or all the servers.


	
When the Server field is set to one of the Managed Servers, Partial status denotes that at least one of the endpoint URIs for the business service is offline on the selected Managed Server.





	
Action

	
This field is displayed only when you have selected Since Last Reset in the Display Statistics field.

In this column, you can click the Reset icon for a specific service to reset the statistics for that service. When you confirm you want to do this, the system deletes all monitoring statistics that were collected for the service since you last reset statistics. However, the system does not delete the statistics being collected during the Current Aggregation Interval for the service. Additionally, after you click the Reset icon, the system immediately starts collecting monitoring statistics for the service again.












26.7 Resetting Statistics for Services

You can use the Service Health page to reset monitoring statistics for all services in your configuration. You can reset statistics whether you are in a session.

	
Select Operations > Dashboard > Service Health.


	
In the Display Statistics field, select Since Last Reset. The Since Last Reset view displays a running count view of the metrics.


	
To reset the monitoring statistics for a specific service, click the Reset icon in the Action column for that service.

When you confirm that you want to do this, the system deletes all monitoring statistics that were collected for the service since you last reset statistics. However, the system does not delete the statistics being collected during the Current Aggregation Interval for the service. Additionally, after you click the Reset icon, the system immediately starts collecting monitoring statistics for the service again.


	
To reset monitoring statistics for all services, click the Reset All Statistics link at the top of the page.




	
Note:

Clicking Reset All Statistics resets the statistics for all monitored services regardless of whether they are displayed on the page or not.









When you confirm that you want to reset statistics, the system deletes all monitoring statistics that were collected for all services in your configuration since you last reset statistics. The system does not delete the statistics being collected during the Current Aggregation Interval for any of the services. Additionally, after you click Reset All Statistics, the system immediately starts collecting monitoring statistics for the services again.









26.8 Configuring Operational Settings for Proxy Services

Use the Operational Settings page to enable and disable a proxy service and monitoring for specific proxy services. Similarly, you can specify these same service-specific operational settings on the Operations > Smart Search page, with the following exceptions: you cannot set an aggregation interval or specify an alerting or logging severity level. For more information, see Section 27.1, "Finding and Updating Operational Settings."

The runtime effects of the service-level settings depend on their corresponding global settings. You must enable both the global and service-level settings for a service to be completely enabled at runtime. Additionally, the Service State must also be enabled. See Section 27.2, "Enabling Global Settings."

You can change and save monitoring configuration settings even if the service will be not be enabled at runtime. For example, you can change and save the Aggregation Interval even if Service Monitoring is disabled. In this manner, you can edit settings and later enable them.

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Resource Browser > Proxy Services.


	
Click the proxy service name.

The View a Proxy Service page displays the information shown in Table 26-6.


Table 26-6 Proxy Service Information

	Property	Description
	
Last Modified By

	
The user who created or edited this service, or imported it into the configuration.


	
Last Modified On

	
The date and time that the user created or edited this service, or imported it into the configuration. Click the date and time link to view the change history of this resource. See Section 4.23, "View Change History Page."


	
References

	
The number of objects that this service references. If such references exist, click the numeric link to view a list of the objects. See Section 4.22, "Viewing References to Resources."


	
Referenced By

	
The number of objects that reference this service. If such references exist, click the numeric link to view a list of the objects. See Section 4.22, "Viewing References to Resources."


	
Description

	
A description of the service, if one exists.








	
Select the Operational Settings tab.

You must be in an active session to configure proxy service operational settings shown in Table 26-7.


Table 26-7 Configuring Proxy Service Operational Settings

	To...	Do This...
	
Disable State

	
Clear the Enabled check box. When you activate the session, the service stops processing messages.

Disabling a service no longer causes the system to delete all monitoring statistics previously collected for the service.


	
Enable State

	
Select the Enabled check box. When you activate the session, the service resumes processing messages.


	
Disable Monitoring

	
Clear the Enabled check box. When you activate the session, the system stops collecting monitoring statistics for the service, and deletes any statistics collected previously.


	
Enable Monitoring

	
Select the Enabled check box next to Monitoring. From the Enable Pipeline Monitoring at list, select to restrict monitoring to the specified level or above (listed from the most inclusive to the most restrictive level): Action, Pipeline, and Service.

When you activate the session, the system starts collecting monitoring statistics for the service.


	
Set an Aggregation Interval for a service

	
Select the interval in terms of hours or minutes, then click Update. If your selection for hours exceeds 1, then the default selection for minutes is always zero. However, if your selection for hours is 0 or 1, then you can configure intervals in terms of minutes. See Section 26.10, "Setting the Aggregation Interval for a Service."

You can change and save the Aggregation Interval setting whether or not you have enabled monitoring.

To enable monitoring at runtime, make sure the Enable Monitoring check box is selected.


	
Disable SLA Alerts

	
Clear the Enabled check box. The system stops evaluating any alert rules configured for the service; therefore, you no longer receive SLA alerts associated with the service.


	
Enable SLA Alerts

	
Select the Enabled check box. From the Enable Alerting at list, select to restrict SLA alerts to the specified level or above (listed from the most inclusive to the most restrictive level): Normal (default), Warning, Minor, Major, Critical, and Fatal.

Service SLA alerting depends on both the global and service-level monitoring states—both must be enabled for SLA alerting to be enabled at runtime. See Section 27.2.3, "Enabling SLA Alerts Globally."


	
Disable Pipeline Alerts

	
Clear the Enabled check box. When you activate the session, the system stops executing pipeline alert actions; therefore, you no longer receive pipeline alerts associated with the service.


	
Enable Pipeline Alerts

	
Select the Enabled check box. From the Enable Alerting at list, select to restrict pipeline alerts to the specified severity level or above (listed from the most inclusive to the most restrictive level): Normal (default), Warning, Minor, Major, Critical, and Fatal.


	
Disable the report action of a proxy service

	
Clear the Enabled check box next to Message Reporting. When you activate the session, the system stops executing report actions; therefore, you no longer receive message reporting associated with the service.


	
Enable the report action of a proxy service

	
Select the Enabled check box next to Message Reporting.


	
Disable logging output for a pipeline log action

	
Clear the Enabled check box next to Logging. When you activate the session, the system stops executing log actions; therefore, you no longer receive logging output associated with the service.


	
Enable logging output for a pipeline log action

	
Select the Enabled check box next to Logging. From the Enable Logging at list, choose to restrict logging output to the specified level or above (listed from the most inclusive to the most restrictive level): Debug (default), Info, Warning, and Error.


	
Enable runtime execution tracing for a proxy service

	
Select the Enabled check box next to Execution Tracing. After you enable execution tracing, the system logs various details culled from the Message Flow Context and the Message Context. These details include: stage name; pipeline or route node name; and the current Message Context.

Note: To see tracing in the log file or standard out (server console), Oracle WebLogic Server logging must be set to the following severity levels:

	
Minimum severity to log: Info


	
Log file: Info


	
Standard out: Info




For information on setting log severity levels, see "Using Log Severity Levels" in Oracle Fusion Middleware Configuring Log Files and Filtering Log Messages for Oracle WebLogic Server.


	
Disable runtime tracing for a proxy service

	
Clear the Enabled check box next to Execution Tracing.


	
Enable message tracing for a proxy service

	
Select the Enabled check box next to Message Tracing. After you enable message tracing, the system logs messages exchanged between the Oracle Service Bus pipeline and the proxy service (inbound request and response, as well as outbound request and response messages).

Note: To see tracing in the log file or standard out (server console), Oracle WebLogic Server logging must be set to the following severity levels:

	
Minimum severity to log: Info


	
Log file: Info


	
Standard out: Info




For information on setting log severity levels, see "Using Log Severity Levels" in Oracle Fusion Middleware Configuring Log Files and Filtering Log Messages for Oracle WebLogic Server.

When applicable, logged outbound messages can also include the retry number, error code, and error message.

From the Detail Level list, choose to specify the level of detail from among the following:

	
Terse—Display the date, time, service type, service name, and URI


	
Headers—Display terse information along with the XML representation of the message metadata


	
Full—Display the headers information along with the raw payload, including attachments if any




If you choose Full from the Detail Level list, specify the maximum size (in kilobytes) for the message payload using the Payload Tracing Limit field. Also, specify the default encoding for logging the payload using the Default Encoding field. This can be useful when logging binary payloads or SOAP messages with binary attachments.

The default encoding value can be Base64 or any Java-supported encoding as defined in: http://docs.oracle.com/javase/6/docs/technotes/guides/intl/encoding.doc.html.

Leaving the Default Encoding field empty causes Oracle Service Bus to use the host's default encoding for the payload. The default encoding depends on a combination of the JVM, the underlying operating system (OS), and OS-level locale settings.

If the setting specified in the Default Encoding field cannot be used (for example, it is not a valid option for the configuration), then Oracle Service Bus uses Base64 encoding for the payload.


	
Disable message tracing for a proxy service

	
Clear the Enabled check box next to Message Tracing.















26.9 Configuring Operational Settings for Business Services

Use the Operational Settings page to enable and disable a business service and monitoring for specific business services. Similarly, you can specify these same service-specific operational settings on the Operations > Smart Search page, with the following exceptions: you cannot set an aggregation interval or specify an alerting severity level. For more information, see Section 27.1, "Finding and Updating Operational Settings."

The runtime effects of the service-level settings depend on their corresponding global settings. You must enable both the global and service-level settings for a service to be completely enabled at runtime. Additionally, the Service State must also be enabled. See Section 27.2, "Enabling Global Settings."

You can change and save monitoring configuration settings even if the service will be not be enabled at runtime. For example, you can change and save the Aggregation Interval even if Service Monitoring is disabled. In this manner, you can edit settings and later enable them.

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Resource Browser > Business Services.


	
Click the business service name.

The View a Business Service page displays the information shown in Table 26-8.


Table 26-8 Business Service Information

	Property	Description
	
Last Modified By

	
The user who created or edited this service, or imported it into the configuration.


	
Last Modified On

	
The date and time that the user created or edited this service, or imported it into the configuration. Click the date and time link to view the change history of this resource. See Section 4.23, "View Change History Page."Section 4.23, "View Change History Page."


	
References

	
The number of objects that this service references. If such references exist, click the numeric link to view a list of the objects. See Section 4.22, "Viewing References to Resources."


	
Referenced By

	
The number of objects that reference this service. If such references exist, click the numeric link to view a list of the objects. See Section 4.22, "Viewing References to Resources."


	
Description

	
A description of the service, if one exists.








	
Select the Operational Settings tab.

You must be in an active session to configure business service operational settings shown in Table 26-9.


Table 26-9 Configuring Business Service Operational Settings

	To...	Do This...
	
Disable State

	
Clear the Enabled check box. When you activate the session, the service stops processing messages.

Disabling a service no longer causes the system to delete all monitoring statistics previously collected for the service.


	
Enable State

	
Select the Enabled check box. When you activate the session, the service resumes processing messages.


	
Enable business service endpoint URIs to be taken offline

Set a retry interval for offline URIs

	
Select the Enable with Retry Interval check box.

When you select this option, the business service removes non-responsive endpoint URIs (takes them offline), at runtime, so that only the responsive URIs are used for retry attempts and for processing subsequent requests.

To keep non-responsive URIs offline until you take corrective action and then re-enable the URIs, do not provide a retry interval. For example, a zero retry interval indicates that the endpoint remains offline indefinitely. To bring it back online, use the Mark Endpoint Online action on the Endpoint URIs page. See Section 26.15, "Viewing Business Services Endpoint URIs Metrics."

To configure the business service to take non-responsive URIs offline and then re-attempt accessing the same URI endpoint for subsequent message processing after a specified time interval, you do so by specifying a retry interval value. Use the hours, minutes, and seconds fields to specify how long to keep the non-responsive URIs out of the active URIs processing loop.

The URI is kept offline for the specified time interval and then retried. If the endpoint responds, the URI becomes online again, or else it remains offline and the process repeats itself.

You can specify a retry interval only if you have selected the Enable with Retry Interval option.


	
Disable Monitoring

	
Clear the Enabled check box. When you activate the session, the system stops collecting monitoring statistics for the service, and deletes any statistics collected previously.


	
Enable Monitoring

	
Select the Enabled check box. When you activate the session, the system starts collecting monitoring statistics for the service.


	
Set an Aggregation Interval for a service

	
Select the interval in terms of hours or minutes, then click Update. If your selection for hours exceeds 1, then the default selection for minutes is always zero. However, if your selection for hours is 0 or 1, then you can configure intervals in terms of minutes. See Section 26.10, "Setting the Aggregation Interval for a Service."

You can change and save the Aggregation Interval setting whether or not you have enabled monitoring.

To enable monitoring at runtime, make sure the Enable Monitoring check box is selected.


	
Disable SLA Alerts

	
Clear the Enabled check box. The system stops evaluating any alert rules configured for the service; therefore, you no longer receive SLA alerts associated with the service.


	
Enable SLA Alerts

	
Select the Enabled check box. From the Enable Alerting at list, select to restrict SLA alerts to the specified level or above (listed from the most inclusive to the most restrictive level): Normal (default), Warning, Minor, Major, Critical, and Fatal.

Service SLA alerting depends on both the global and service-level monitoring states—both must be enabled for SLA alerting to be enabled at runtime. See Section 27.2.3, "Enabling SLA Alerts Globally."


	
Restrict the flow of messages sent to the set of endpoints configured in the business service

	
Select the Enabled check box next to Throttling State. When enabled, messages are processed by priority. You can optionally assign messages a priority using routing options; otherwise, messages are de-queued on a first-in, first-out basis.

For more information, see "Throttling" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.


	
Restrict the number of messages being dispatched to a set of endpoints configured in the business service

	
If Throttling State is enabled, this field is required.

Specify a Maximum Concurrency value; it must be a positive integer value, it cannot be zero.

If exceeded, incoming messages are put into a wait (throttling) queue, if one exists. If not, the messages are discarded.

If the queue is full, messages in the queue with a lower priority are removed and a runtime error is raised. If an error handler is configured, it will be triggered. The new incoming messages will be enqueued.


	
Specify whether messages sent to business services that have exceeded their message concurrency limit should be held in a wait queue

Set the maximum number of messages that are held in the wait queue

	
If Throttling State is enabled, this field is required.

Specify a Throttling Queue value; it must be a positive integer value or keep the default value, zero, meaning there is no throttling queue. When the throttling queue value is zero (no throttling queue) and the number of messages exceed the Maximum Concurrency value, the messages are discarded and an error is raised. If an error handler is configured, it will be triggered.

If you disable throttling at runtime, all the messages in the throttling queue will be processed.

When you delete or rename a business service, all the messages in the throttling queue are discarded.


	
Specify the maximum length of time that messages will be held in a wait queue

	
If Throttling State is enabled, this field is optional.

Specify a Message Expiration value in milliseconds; it must be a positive integer value. A value of zero means the message will never be expired.

This value is set at the queue level; all messages put in the queue have the same Message Expiration value. When exceeded, messages are removed from the queue without being processed.


	
Enable message tracing for a business service

	
Select the Enabled check box next to Message Tracing. After you enable message tracing, the system logs messages exchanged between the Oracle Service Bus pipeline and the business service (outbound request and response messages).

Note: To see tracing in the log file or standard out (server console), Oracle WebLogic Server logging must be set to the following severity levels:

	
Minimum severity to log: Info


	
Log file: Info


	
Standard out: Info




For information on setting log severity levels, see "Using Log Severity Levels" in Oracle Fusion Middleware Configuring Log Files and Filtering Log Messages for Oracle WebLogic Server.

When applicable, logged outbound messages can also include the retry number, error code, and error message.

From the Detail Level list, choose to specify the level of detail from among the following:

	
Terse—Display the date, time, service type, service name, and URI


	
Headers—Display terse information along with the XML representation of the message metadata


	
Full—Display the headers information along with the raw payload, including attachments if any




If you choose Full from the Detail Level list, specify the maximum size (in kilobytes) for the message payload using the Payload Tracing Limit field. Also, specify the default encoding for logging the payload using the Default Encoding field. This can be useful when logging binary payloads or SOAP messages with binary attachments.

The default encoding value can be Base64 or any Java-supported encoding as defined in: http://docs.oracle.com/javase/6/docs/technotes/guides/intl/encoding.doc.html.

Leaving the Default Encoding field empty causes Oracle Service Bus to use the host's default encoding for the payload. The default encoding depends on a combination of the JVM, the underlying operating system (OS), and OS-level locale settings.

If the setting specified in the Default Encoding field cannot be used (for example, it is not a valid option for the configuration), then Oracle Service Bus uses Base64 encoding for the payload.


	
Disable message tracing for a business service

	
Clear the Enabled check box next to Message Tracing.


	
Enabling and Disabling Result Caching

	
Selecting Enabled activates result caching for the business service. You must also ensure that result caching is enabled globally. See Section 27.2.11, "Enabling Result Caching Globally."

When you deselect the Enabled option and click Update to disable result caching for a business service, all results cached for that business service are flushed.















26.10 Setting the Aggregation Interval for a Service

Use the Operational Settings page to set the aggregation interval for a specific service. The aggregation interval is the period over which aggregated statistics are computed for display in the Administration Console. The default aggregation interval setting is 10 minutes.

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Resource Browser > Business Services or Proxy Services.


	
Click the service name.


	
Select the Operational Settings tab.


	
In the Aggregation Interval field, select the length of the aggregation interval in hours and minutes, then click Update.

If your selection for hours exceeds 1, then the default selection for minutes is always zero. However, if your selection for hours is 0 or 1, then you can configure intervals in terms of minutes.


	
Click Update to commit the updates in the current session.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









26.11 Viewing Service Metrics

Use this page to view the monitoring details of specific services, shown in Table 26-9, and the Service Metrics shown in Table 26-11.


Table 26-10 Service Metric Information

	Property	Description
	
Service Name

	
The name and path of the service.


	
Service Type

	
The parent service type: proxy service or business service.


	
Display Statistics

	
To display monitoring statistics for the service for the period of the current aggregation interval, select Current Aggregation Interval. The Current Aggregation Interval view displays a moving statistic view of the service metrics.

To display monitoring statistics for this service for the period since you last reset statistics, select Since Last Reset. The Since Last Reset view displays a running count view of the metrics.


	
Server

	
Select a server from the list to display metrics for that server.

If a cluster exists, cluster-wide metrics are displayed by default. Select an individual Managed Server to display metrics for that server.

If you display metrics for an individual Managed Server in a cluster, the SLA Alert Count will be N/A (only cluster-wide SLA Alert Counts are displayed).


	
Aggregation Interval

	
If you have selected Current Aggregation Interval in the Display Statistics field, the current aggregation interval set for monitoring this service, in terms of hours and minutes. You set this interval on the Operational Settings page. See Section 26.10, "Setting the Aggregation Interval for a Service."


	
Reset Statistics

	
If you have selected Since Last Reset in the Display Statistics field, you can reset the monitoring statistics for this service. Click Reset Statistics at the bottom of the page.









Table 26-11 Service Metrics

	Property	Description
	
SLA Alert Count

	
	
The alert count is based on the Display Statistics view, either for the Current Aggregation Interval or for the period Since Last Reset.


	
The alert severity and timestamp are displayed only in the Current Aggregation Interval view. For the Since Last Reset view, only the count value is displayed.


	
The alert severity for the most severe alert within the current aggregation interval. If there are multiple alerts, the highest alert severity in the current aggregation interval is shown. If there are no alerts in the current aggregation interval, NORMAL is displayed.


	
The timestamp displays the time the server was last polled for alert information and displays the alert status at the time the server was last polled. If there were no alerts when the server was last polled, NORMAL is displayed and the polling time is shown.





	
Pipeline Alert Count

	
For proxy services only:

	
The pipeline alert count is based on the Display Statistics view, either for the Current Aggregation Interval or for the period Since Last Reset.


	
The alert severity and timestamp are displayed only in the Current Aggregation Interval view. For the Since Last Reset view, only the count value is displayed.


	
The alert severity for the most severe alert within the current aggregation interval. If there are multiple alerts, the highest alert severity in the current aggregation interval is shown. If there are no pipeline alerts in the current aggregation interval, NORMAL is displayed.


	
The timestamp displays the time the server was last polled for pipeline alert information and displays the alert status at the time the server was last polled. If there were no alerts when the server was last polled, NORMAL is displayed and the polling time is shown.





	
Min Response Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the minimum response time this service has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the minimum response time this service has taken to execute messages within the period since you last reset statistics.


	
Max Response Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the maximum response time this service has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the maximum response time this service has taken to execute messages within the period since you last reset statistics.


	
Overall Avg. Response Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the overall average time (in milliseconds) this service has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the overall average time this service has taken to execute messages within the period since you last reset statistics.


	
Message Count

	
If you have selected Current Aggregation Interval in the Display Statistics field, the total number of messages that this service has executed within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the total number of messages that this service has executed within the period since you last reset statistics.


	
Error Count

	
If you have selected Current Aggregation Interval in the Display Statistics field, the number of error messages that this service has executed within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the number of messages with errors that this service has executed within the period since you last reset statistics.


	
Failover Count

	
For business services only:

If you have selected Current Aggregation Interval in the Display Statistics field, the number of failovers that this service has attempted within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the number of failovers that this service has attempted within the period since you last reset statistics.


	
Success Ratio

	
If you have selected Current Aggregation Interval in the Display Statistics field, the success ratio of this service within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the success ratio of this service within the period since you last reset statistics.

For example, if the service has executed 9 out of 10 messages successfully, then the success ratio is 90%.


	
Failure Ratio

	
If you have selected Current Aggregation Interval in the Display Statistics field, the failure ratio of this service within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the failure ratio of this service within the period since you last reset statistics.

For example, if the service has failed to execute 1 out of 10 messages, then the failure ratio is 10%.


	
WS Security Errors

	
If you have selected Current Aggregation Interval in the Display Statistics field, the number of messages with WS security errors that this service has executed within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the number of messages with WS security errors that this service has executed within the period since you last reset statistics.


	
Validation Errors

	
For business services: N/A is displayed.

For proxy services:

If you have selected Current Aggregation Interval in the Display Statistics field, the number of messages with validation errors that this service has executed within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the number of messages with validation errors that this service has executed within the period since you last reset statistics.


	
Hit Count

	
For business services only:

Hit Count displays the number of times a business service result cache has been used.


	
Hit Ratio

	
The sum of Hit Count and Message Count.


	
Min Throttling Time

	
For business services only:

If you have selected Current Aggregation Interval in the Display Statistics field, the least amount of time that messages have spent in a throttling queue within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the least amount of time that messages have spent in a throttling queue within the period since you last reset statistics.


	
Max Throttling Time

	
For business services only:

If you have selected Current Aggregation Interval in the Display Statistics field, the maximum amount of time that messages have spent in a throttling queue within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the maximum amount of time that messages have spent in a throttling queue within the period since you last reset statistics.


	
Average Throttling Time

	
For business services only:

If you have selected Current Aggregation Interval in the Display Statistics field, the average amount of time that messages have spent in a throttling queue within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the average amount of time that messages have spent in a throttling queue within the period since you last reset statistics.












26.12 Viewing Operations Metrics for WSDL-Based Services

Use this page to view the service monitoring information, shown in Table 26-10, and the Operations metrics for WSDL-based services, shown in Table 26-12.


Table 26-12 Operations Metrics

	Property	Description
	
Operation Name

	
The name of the operation associated with this service.


	
Message Count

	
If you have selected Current Aggregation Interval in the Display Statistics field, the total number of messages that this operation has executed within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the total number of messages that this operation has executed within the period since you last reset statistics.


	
Error Count

	
If you have selected Current Aggregation Interval in the Display Statistics field, the number of messages with errors that this operation has executed within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the number of messages with errors that this operation has executed within the period since you last reset statistics.


	
Min Response Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the minimum response time this operation has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the minimum response time this operation has taken to execute messages within the period since you last reset statistics.


	
Max Response Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the maximum response time this operation has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the maximum response time this operation has taken to execute messages within the period since you last reset statistics.


	
Avg. Response Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the overall average time this operation has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the overall average time this operation has taken to execute messages within the period since you last reset statistics.












26.13 Viewing Pipeline Metrics

Use this page to view the service monitoring information, shown in Table 26-10, and the Pipeline metrics for proxy services that have pipelines, shown in Table 26-13.


Table 26-13 Pipeline Metrics

	Property	Description
	
Component Name

	
The name of the component.


	
Message Count

	
If you have selected Current Aggregation Interval in the Display Statistics field, the total number of messages that this component has executed within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the total number of messages that this component has executed within the period since you last reset statistics.


	
Error Count

	
If you have selected Current Aggregation Interval in the Display Statistics field, the number of messages with errors that this component has executed within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the number of messages with errors that this component has executed within the period since you last reset statistics.


	
Min Response Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the minimum response time this component has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the minimum response time this component has taken to execute messages within the period since you last reset statistics.


	
Max Response Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the maximum response time this component has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the maximum response time this component has taken to execute messages within the period since you last reset statistics.


	
Avg. Response Time (msecs)

	
If you have selected Current Aggregation Interval in the Display Statistics field, the overall average time this component has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the overall average time this component has taken to execute messages within the period since you last reset statistics.












26.14 Viewing Action Metrics

Use this page to view the service monitoring information, shown in Table 26-10, and the Action metrics for proxy services that have pipelines, shown in Table 26-14.


Table 26-14 Action Metrics

	Property	Description
	
Node

	
A hierarchical display of the nested actions.


	
Count

	
If you have selected Current Aggregation Interval in the Display Statistics field, the number of invocations within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the number of invocations within the period since you last reset statistics.

This is different than the number of messages since an action can be invoked many times per message.


	
Avg. Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the average execution time per invocation within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the average execution time per invocation within the period since you last reset statistics.


	
Total Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the total execution time within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the total execution time within the period since you last reset statistics.












26.15 Viewing Business Services Endpoint URIs Metrics

Use this page to view the service monitoring information, shown in Table 26-10, and the Endpoint URIs metrics for business services, shown in Table 26-15. For more information, see "Managing Endpoint URIs for Business Services" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.


Table 26-15 Endpoint URIs Metrics

	Property	Description
	
Endpoint URI

	
The endpoint URL associated with this business service.


	
Message Count

	
If you have selected Current Aggregation Interval in the Display Statistics field, the total number of messages executed by this endpoint URI within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the total number of messages executed by this endpoint URI within the period since you last reset statistics.


	
Error Count

	
If you have selected Current Aggregation Interval in the Display Statistics field, the number of messages with errors executed by this endpoint URI within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the number of messages with errors executed by this endpoint URI within the period since you last reset statistics.


	
Min Response Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the minimum response time this endpoint URI has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the minimum response time this endpoint URI has taken to execute messages within the period since you last reset statistics.


	
Max Response Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the maximum response time this endpoint URI has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the maximum response time this endpoint URI has taken to execute messages within the period since you last reset statistics.


	
Avg. Response Time

	
If you have selected Current Aggregation Interval in the Display Statistics field, the overall average time this endpoint URI has taken to execute messages within the period of the current aggregation interval.

If you have selected Since Last Reset in the Display Statistics field, the overall average time this endpoint URI has taken to execute messages within the period since you last reset statistics.


	
Status

	
The status of the business service endpoint URI.

For single server domains or for an individual Managed Server in a cluster: Online or Offline.

For cluster-level statistics: Online, Offline, or Partial, when that particular URI is offline on at least one of the Managed Servers in the cluster.


	
Action

	
Click the Mark Endpoint Online icon to mark an offline URI, Online. This action is enabled only if the URI has an Offline or Partial status.

To enable this action, a business service must be enabled for taking URIs offline and its service and global-level monitoring operational settings must be enabled. See Section 26.9, "Configuring Operational Settings for Business Services."

Note: If successful, the action is immediate. However, reflecting that its endpoint URI status is now online takes one monitoring aggregation cycle, which might take as long as 1 minute and a half.












26.16 Viewing Server Information

The Server Health page includes the following:

	
On the Server Health tab header, a Shutdown icon and numeric indicator which shows the number of servers that are shutdown, may be present:

	
Click the icon to filter the servers displayed using the Shutdown Health criteria and SHUTDOWN State criteria.


	
The number indicates the number of shutdown servers.





	
A pie chart that depicts the health of the servers in the domain. You can click the area in the chart that corresponds to the server to display more details.


	
The Log Summary. To display the log, click the numeric link that displays the number of messages for a given severity. For example, Alert:1, click the number 1. See Section 26.20, "Viewing Details of Domain Log Files."


	
Fields that display server information, depending on your customized settings for the Server Summary table. For example, server name, health, cluster name, computer name, the state of the server, and the length of time the server has been running. To learn more about these fields, see Table 26-16.


	
By default, the Dashboard refresh rate is No Refresh. To change the Dashboard refresh rate interval, see Section 27.3, "Setting User Preferences."




	
Caution:

By selecting a dashboard refresh rate interval other than the default (No Refresh), the browser refreshes the Dashboard at regular intervals. This prevents your session from timing out, even without you interacting with the Administration Console.

Oracle recommends that you use the Dashboard refresh rate feature with caution. You should never leave an Administration Console session unattended. While your Administration Console session is active others can gain access to it from your computer, without re-authentication.










	
A Table Customizer icon. See Section 2.2, "Customizing Table Views."


	
To restrict the number of items in the list or locate specific servers:

	
Click the Open icon to display additional search filters. If you specify multiple search criteria, only results that match all the criteria will be returned.


	
Filter by health status. From the Health list, select to restrict servers to the specified health status level, then click Search.

Select the or above check box to restrict your search to the specified server health status level or above (listed from the most inclusive to the most restrictive level): OK, Warning, Overloaded, Critical, and Fatal.


	
Filter by server. From the Server list, select All or the name of the server, then click Search.


	
Filter by cluster name. From the Cluster Name list, select All or the name of the cluster associated with the server, then click Search.


	
Filter by computer name. From the Machine Name list, select All or the name of the computer associated with the server, then click Search.


	
Filter by state. From the State list, select All or the state of the server: RUNNING, FAILED, or SHUTDOWN, then click Search.


	
Click View All to remove the search filters and display all servers.







The Server Health page displays the following information for each server, shown in Table 26-16, depending on the filter settings you have specified.


Table 26-16 Server Summary Details

	Property	Description
	
Server

	
The name of the server. The name is a link to the View Server Details page. See Section 26.17, "Viewing Server Details."


	
Health

	
The health status of the server:

	
OK—the server is functioning without any problems.


	
OK/Not Processing—the server is in the ADMIN state, available only for administration operations. All runtime Oracle Service Bus messages will fail.


	
Warning—the server might have problems in the future. Check the server logs and the corresponding runtime MBean for more details.


	
Overloaded—the server has more work assigned to it than the configured threshold; it might refuse more work.


	
Critical—server failure pending; something must be done immediately to prevent failure. Check the server logs and the corresponding runtime MBean for more details.


	
Shutdown—the server has failed and must be restarted.


	
Critical—server failure pending; something must be done immediately to prevent failure. Check the server logs and the corresponding runtime MBean for more details.





	
Cluster Name

	
The name of the cluster associated with this server.


	
Machine Name

	
The name of the computer associated with this server.


	
State

	
The state of the server:

	
RUNNING


	
ADMIN


	
FAILED


	
SHUTDOWN





	
Uptime

	
The length of time this server has been running.












26.17 Viewing Server Details

The objects displayed on this page are WebLogic Server entities. To learn more about these entities, see the Oracle Fusion Middleware Oracle WebLogic Server Administration Console Online Help.






26.18 Viewing Domain Log Files

This page displays a summary of domain log file entries, including the information shown in Table 26-17.

	
To customize the display of domain log file information, see Section 26.19, "Customizing Your View of Domain Log File Entries."


	
To display details of a specific log file, select the option for the appropriate entry, then click View. See Section 26.20, "Viewing Details of Domain Log Files."





Table 26-17 Domain Log Summary Information

	Property	Description
	
Date

	
The date the entry was logged.


	
Subsystem

	
The subsystem associated with the entry.


	
Severity

	
The severity of the message.


	
Message ID

	
The unique identification for the message.


	
Message

	
The message description.












26.19 Customizing Your View of Domain Log File Entries

To customize the view of domain log file entries:

	
Click Customize this table. Additional fields are displayed.

You can click the Customize this table link at any time to close this table and retain the original settings.


	
In the Filter fields, do the following:

	
In the Time field, select the time interval for which you want to view log entries.


	
In the Start Time field, enter a start time in the format MM/DD/YYYY HH:MM:SS. For example, enter 10/25/06 08:39:48. You use the Start Time and End Time fields to specify a window of time for which you want to view log entries.


	
In the End Time field, enter a end time in the format MM/DD/YYYY HH:MM:SS. For example, enter 10/25/06 13:20:51. You use the Start Time and End Time fields to specify a window of time for which you want to view log entries.


	
In the Criteria text box, specify a filtering criteria (a text string). The filtering criteria is specified as a string in the WLDF Query Language. The query language supports Boolean operators: AND, OR, and NOT, and relational operators. For more information on query syntax, see "WLDF Query Language" in Oracle Fusion Middleware Configuring and Using the Diagnostics Framework for Oracle WebLogic Server.





	
In the Columns field, select the columns you want to display:

	
Select a column name from the Available field.


	
Click the arrow to move this column name to the Chosen field.


	
Repeat until you have listed all the column names you want to display in the Chosen field.

In the Chosen field, you can use the Up and Down arrows to reorder the column names as required.





	
In the Number of rows displayed per page field, select the number of log entries you want to display on a single page.


	
In the Maximum Results Returned field, select the maximum number of log entries you want to display in total or select Show All to display all of them.


	
Do one of the following:

	
To save the new settings, click Apply.


	
To discard your changes and retain the original settings, click Reset.












26.20 Viewing Details of Domain Log Files

Use this page to view details of domain log file entries, shown in Table 26-18.


Table 26-18 Domain Log Details

	Property	Description
	
Message

	
A description of the event or condition.


	
Date

	
Displays the time and date when the message originated, in a format that is specific to the locale. The Java Virtual Machine (JVM) that runs each WebLogic Server instance refers to the host computer operating system for information about the local time zone and format.


	
Subsystem

	
Indicates the subsystem of WebLogic Server that was the source of the message; for example, Enterprise Java Bean (EJB) container or Java Messaging Service (JMS).


	
Message ID

	
A unique six-digit identifier.

All message IDs that WebLogic Server system messages generate start with BEA- and fall within a numerical range of 0-499999.


	
Severity

	
Indicates the degree of impact or seriousness of the event reported by the message:

	
Alert—A particular service is in an unusable state while other parts of the system continue to function. Automatic recovery is not possible; the immediate attention of the administrator is needed to resolve the problem.


	
Critical—A system or service error has occurred. The system can recover but there might be a momentary loss or permanent degradation of service.


	
Emergency—The server is in an unusable state. This severity indicates a severe system failure or panic.


	
Error—A user error has occurred. The system or application can handle the error with no interruption and limited degradation of service.


	
Info—Used for reporting normal operations; a low-level informational message.


	
Notice—An informational message with a higher level of importance.


	
Warning—A suspicious operation or configuration has occurred but it might not affect normal operation.





	
Machine

	
The DNS name of the computer that hosts the server instance.


	
Server

	
The name of the WebLogic Server instance on which the message was generated.


	
Thread

	
The ID that the JVM assigns to the thread in which the message originated.


	
User ID

	
The user ID under which the associated event was executed.


	
Transaction ID

	
Present only for messages logged within the context of a transaction.


	
Context ID

	
Context information to correlate messages coming from a specific request or application.


	
Detail

	
A description of the event or condition.


	
Cause

	
The cause of the message.


	
Action

	
The action that should be taken.












26.21 Viewing Alert Rules

Use this page to view the alert rules information shown in Table 26-19.


Table 26-19 Alert Rules Information

	Property	Description
	
Name

	
The name assigned to this alert rule. The name is a link to the Alert Rule General Configuration page. See Section 26.24, "Viewing Alert Rule Configurations."


	
SLA State

	
The status of the alert rule: Enabled or Disabled.


	
Description

	
This field is hidden by default.

A description of the alert rule.


	
Severity

	
The severity of the alert that will be triggered by this rule: Normal, Warning, Minor, Major, Critical, or Fatal.


	
Aggr. Interval

	
The length of the aggregation interval in terms of hours and minutes.


	
Expiration Date

	
The date when this alert rule is no longer in effect.


	
Stop Processing

	
Displays Yes or No.


	
Frequency

	
The frequency of this alert:

	
Every Time


	
Notify Once





	
Options

	
This column includes the following functionality:

	
Click the arrows to reorder the alert rules. You can move individual alert rules up or down the list. You can do this only when this more than one alert rule configured for this service.


	
Click the Rename icon to rename an alert rule.


	
Click the Delete icon to delete a specific alert rule. See Section 26.26, "Deleting Alert Rules."















26.22 Locating Alert Rules

To locate alert rules:

	
Select Resource Browser > Business Services or Proxy Services.


	
Click the service name.


	
Select the SLA Alert Rules tab.


	
To locate a specific alert rule for this service, scroll through the pages. Use the page controls above or below the table. Go to a page by selecting the page number or by using the arrow buttons to go to the next, previous, first, or last page.




You can use this page also to do the following:

	
To configure monitoring for this service, select the Operational Settings tab. See Section 26.8, "Configuring Operational Settings for Proxy Services" and Section 26.9, "Configuring Operational Settings for Business Services."


	
To add a new alert rule, click Add New. See Section 26.23, "Creating and Editing Alert Rules."









26.23 Creating and Editing Alert Rules

The tasks in creating and editing alert rules include:

	
Section 26.23.1, "Configuring General Information for Alert Rules"


	
Section 26.23.2, "Defining Alert Rule Conditions"


	
Section 26.23.3, "Reviewing the Alert Rule Configuration"




	
Note:

When a service is created from another service, alert rules are maintained in the following way:

	
When a proxy service is created from a business service or a business service is created from a proxy service, the alert rules, if any, are removed.


	
When a proxy service is created from another proxy service or a business service is created from another business service, the alert rules, if any, are retained.

















26.23.1 Configuring General Information for Alert Rules

To configure general information for alert rules:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Resource Browser > Proxy Services or Business Services.


	
Click the service name.


	
Select the SLA Alert Rules tab and click Add New.


	
In the Rule Name field, enter a name for the alert rule. This is a required field.


	
In the Alert Summary field, enter a short description of the alert rule. This text is also used as the subject line for an email message if this alert rule is configured with an email alert notification, and can contain no more than 80 characters. If you do not provide an alert summary, the default text, Oracle Service Bus Alert, will be used instead.


	
In the Rule Description field, enter a description for the alert rule.


	
In the Alert Destination field, enter the name of the alert destination resource or click Browse to display the Select Alert Destination page. Select an alert destination from the list and click Submit.

By default, the alert will always go to the Administration Console. To configure and select other alert destination resources, see Section 6.2, "Adding Alert Destinations" and Section 6.1, "Locating Alert Destinations."


	
In the Start Time field, enter a start time in the format HH:MM. For example, enter 09:00 AM. You use the Start Time and End Time fields to specify a window of time during which the rule is active on each day prior to the expiration date. For example, between 9am and 5pm every day.


	
In the End Time field, enter an end time in the format HH:MM. For example, enter 05:00 PM. You use the Start Time and End Time fields to specify a window of time during which the rule is active on each day prior to the expiration date. For example, between 9am and 5pm every day.

The alert rule is active daily during the start time you specified until the end time you specified, until the rule expires.


	
In the Rule Expiration Date field, enter an expiration date in the format MM/DD/YYYY. For example, enter 12/31/2010. The rule expires at 11:59 pm on the specified date. If you do not specify a date, the rule never expires.


	
In the Rule Enabled field, keep Yes as the default to ensure that this rule is enabled, or select No to disable this rule.


	
In the Alert Severity field, select one of the following:

	
Normal


	
Warning


	
Minor


	
Major


	
Critical


	
Fatal





	
In the Alert Frequency field, select one of the following settings, shown in Table 26-20.


Table 26-20 Alert Frequency Setting

	Property	Description
	
Every Time

	
If you select this option, the actions included in the alert rule are executed every time the alert rule evaluates to true. For example, if you set the condition that the average response time is greater than 300 milliseconds, you receive an alert every time this condition evaluates to true.

The number of times an alert rule is evaluated depends on the aggregation interval and the sample interval associated with that rule. If the aggregation interval is set to 5 minutes, the sample interval is 1 minute. Rules are evaluated each time 5 samples of data are available. Therefore, the rule is evaluated for the first time approximately 5 minutes after it is created and every minute thereafter.


	
Notify Once

	
If you select this option, the actions included in the rule are executed the first time the rule evaluates to true, and no more alerts are generated until the condition resets itself and evaluates to true again. For example, if you set the condition that the average response time is less than 300 milliseconds, you receive an alert the first time this condition evaluates to true, but you do not receive any more alerts until the condition evaluates to false and then to true again. The alert timestamp gets updated and is displayed on the Dashboard.








	
Select Yes for the Stop Processing More Rules option to abort executing further rules after one of the rules associated with a service evaluates to true. Use this option to stop evaluating subsequent rules when there are multiple rules associated with a particular service. Keep No as the default to continue processing rules.

This option behaves like the Stop Processing More Rules option in the Rules Wizard in Microsoft Outlook.




After you finish

Click Next to display the New Alert Rule - Conditions Configuration page. Continue in Section 26.23.2, "Defining Alert Rule Conditions."






26.23.2 Defining Alert Rule Conditions

Use this page to define conditions for the alert rule. You must specify at least one condition. If you specify multiple conditions, you must use the And/Or operators to combine them.

	
In the Select Aggregation Interval for the Condition field, select the number of hours and minutes to set the aggregation interval for this condition. The aggregation interval determines the frequency at which the condition is tested. The condition is tested each time the monitoring subsystem aggregates enough samples of data to constitute 1 aggregation interval.

For example, if you select an aggregation interval of 1 hour, the condition is tested each time an hour's worth of data is available. The first time the condition is tested is at the end of the first hour. After that, the condition is tested every 10 minutes because the sampling interval for an aggregation interval of 1 hour is set to 10 minutes.


	
You start by defining a simple expression. Two or more simple expressions can be combined to form a complex expression. To define a complex simple expression, do the following:

	
In the first field, select Count, Minimum, Maximum, Average, or Status.


	
In the next field, select an operand.

Depending on whether you select Count, Minimum, Maximum, Average, or Status in the first field, the list of the operands varies. For example, if you select Minimum, Maximum, or Average, the Response Time operand is available. Use this operand to set the response time in milliseconds (msec). The operands available also depends on the configuration of the service itself. The number of operands varies according to whether a service has pipelines, route nodes, operations, and so on.

For information on how to generate alerts based on endpoint URI status, see "Managing Endpoint URIs for Business Services" in the Oracle Fusion Middleware Administrator's Guide for Oracle Service Bus.

When you select Count, this field displays the operands shown in Table 26-21.


Table 26-21 Count Operand Details

	Property	Description
	
Cache Hit Count

	
For business services that use result caching, Cache Hit Count increments each time the cache is used to return a response to a client.


	
Error Count

	
The error count gets incremented when message processing returns a failure.


	
Failure Ratio (%)

	
The ratio of errors encountered to the total number of messages successfully processed over the specified aggregation interval.


	
Message Count

	
The total number of messages processed.


	
Success Ratio (%)

	
The ratio of messages successfully processed to the total number of messages encountered over the specified aggregation interval.


	
Failover count

	
For business services only: The failover count.


	
<Request Pipeline>.Error Count

	
For proxy services only: The number of erroneous messages processed by the request pipeline.


	
<Request Pipeline>.Message Count

	
For proxy services only: The number of messages processed by the request pipeline.


	
Validation Error Count

	
For proxy services only that have a validate action in the pipeline: The number of validation errors.


	
WSS Error Count

	
Available depending on the transport for the service (such as with HTTP): The number of Web Service Security (WSS) erroneous messages processed. This counter is only available for WSDL-based services and is updated when a WSS error is encountered.











	
In the next field, select the desired comparison operator: =, !=, > or <.


	
In the next field, enter the value to compare against.


	
Click Add.


	
To define a complex expression:

	
Repeat steps a - e in step 2 to define a simple expression.


	
Repeat steps a - e again to define another simple expression.


	
Select the check box for each of the two expressions.


	
Click And or Or to combine the expressions into a complex expression.

The Split option is available after you combine multiple expressions. This option is used to split complex expressions back into separate simple expressions.







After you finish

Click Prev to return to the General Configuration page. Or, click Last to display the New Alert Rule - [service name] page. Continue in Section 26.23.3, "Reviewing the Alert Rule Configuration."






26.23.3 Reviewing the Alert Rule Configuration

Use this page to review the configuration data that you have entered for this alert rule. If necessary, you can click Edit to make changes to the configuration before you save the alert rule.

Do any of the following:

	
To make a change to one of the configuration pages, click the Edit icon for the appropriate page.


	
To return to the previous page, click Prev.


	
To create the alert, click Save. The alert rule is created and saved in the current session.


	
To disregard changes, click Cancel.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.











26.24 Viewing Alert Rule Configurations

Use this page to view alert rule configuration details, shown in Table 26-22.


Table 26-22 Alert Rule - General Configuration

	Property	Description
	
Rule Name

	
The name of the alert rule.


	
Rule Description

	
A description of the alert rule.


	
Alert Summary

	
A short description of the alert rule. This text is also used as the subject line for an email message if this alert rule is configured with an email alert notification.


	
Alert Destination

	
The path and name of the alert destination resource that contains the destination address for alert notifications. This field is a link to the View Alert Destination - General Configuration page. See Section 6.4, "Editing Alert Destinations."


	
Start Time (HH:MM)

	
The start time for this alert rule.


	
End Time (HH:MM)

	
The end time for this alert rule.


	
Rule Expiration Date (MM/DD/YYYY)

	
The date when this alert rule no longer applies.


	
Rule Enabled

	
An indicator of whether this alert rule is enabled.


	
Alert Severity

	
The severity of the alert raised as a result of this alert rule:

	
Normal


	
Warning


	
Minor


	
Major


	
Critical


	
Fatal





	
Alert Frequency

	
The frequency of the alert:

	
Every Time


	
Notify Once





	
Stop Processing More Rules

	
An indicator of whether the alert stops processing more rules.








The page displays the Conditions information shown in Table 26-23.


Table 26-23 Alert Rule Conditions

	Property	Description
	
Condition Expression

	
The aggregation interval for this condition, in terms of hours and minutes.

A list of one or more conditions that govern this alert rule.












26.25 Editing Alert Rules

To edit alert rules:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Locate the alert rule. See Section 26.22, "Locating Alert Rules."


	
Click the alert rule name.


	
To make a change to the fields on the configuration pages, click the Edit icon for the appropriate page or the Edit button at the bottom of the page. See Section 26.23, "Creating and Editing Alert Rules" for descriptions of the pages and fields.


	
Do any of the following:

	
To go to the next page, click Next.


	
To return to the previous page, click Prev.


	
To go to the summary page, click Last.


	
To commit the updates in the current session, click Save.


	
To disregard changes and return to the SLA Alert Rules page, click Cancel.





	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









26.26 Deleting Alert Rules

To delete alert rules:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Locate the alert rule. See Section 26.22, "Locating Alert Rules."


	
Click the Delete icon in the Options field of the alert rule you want to delete. The alert rule is deleted in the current session.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.
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38 Improving Service Performance with Split-Join


This chapter provides an overview of Split-Joins and illustrates static and dynamic Split-Join scenarios.

Oracle Service Bus's advanced mediation feature, called Split-Join, helps you improve service performance by concurrently processing individual messages in a request. This topic, which describes Split-Join, includes the following sections:

	
Section 38.1, "Introduction to Split-Join"


	
Section 38.2, "Developing Split-Joins"






38.1 Introduction to Split-Join

Oracle Service Bus's Split-Join feature lets you split a service payload, such as an order, into individual messages for concurrent processing. Concurrent processing, as opposed to sequential processing, greatly improves service performance. Split-Join achieves this task by splitting an input message payload into sub messages (split), routing them concurrently to their destinations, and aggregating the responses into one overall return message (join). This process of payload splitting and response aggregation is called a Split-Join pattern.

Split-Joins are particularly useful for optimizing overall response times in scenarios where payloads delivered by faster systems are being directed to responding services on slower systems. Without Split-Join, individual messages in a payload are normally resolved in sequential order by the recipient, which can take a long time if the responding system is slow. (The overall response time is the sum of the individual response times for each message.) With Split-Join, multiple messages are processed simultaneously, which reduces burden on the responding system and greatly enhances response times. (The overall response time is roughly that of the longest individual message's response time plus some minor system overhead.)

There are two patterns supported by the Split-Join feature:

	
Section 38.1.1, "Static Split-Join"


	
Section 38.1.2, "Dynamic Split-Join"






38.1.1 Static Split-Join

The static Split-Join branches from the main execution thread of an Oracle Service Bus message flow by splitting a payload into a fixed number of new branches according to the configuration of the Split-Join. At design time you determine the number and variety of services to be invoked.



38.1.1.1 Static Split-Join – Sample Scenario

A telco company might want to employ static Split-Join when processing a customer's order for a communications services package. In this case, the customer might sign up for DSL and voice services all at once. Rather than executing each request in the payload separately in order, the telco can execute the messages in parallel using a callout from the Oracle Service Bus message flow to a Split-Join employing the static Split-Join pattern.

Static Split-Join is the ideal pattern in this case because the developer knows there will always be exactly two incoming service requests for this particular service package: DSL and voice. Splitting the requests into parallel branches allows them to be processed concurrently, which improves the overall response time for processing the payload. After all messages have been processed, the generated responses are aggregated back into one reply in the execution thread.

Figure 38-1 illustrates a static Split-Join that splits two known service requests, DSL activation and phone activation, processes each request in parallel, and joins the responses into a single reply.


Figure 38-1 Static Split-Join – Known number of service requests

[image: Description of Figure 38-1 follows]

Description of "Figure 38-1 Static Split-Join – Known number of service requests"











38.1.2 Dynamic Split-Join

The dynamic Split-Join branches from the main execution thread of an Oracle Service Bus message flow by dynamically creating new branches according to the contents of the incoming payload. The dynamic Split-Join uses conditional logic to determine the number of branches to create. All requests are handled simultaneously, and the responses are aggregated into a single reply.



38.1.2.1 Dynamic Split-Join – Sample Scenario

A company might want to use dynamic Split-Join when placing automated stationery orders for its employees. If the orders are automatically placed every week based on employee submissions, there is no way of knowing how many individual orders are placed in any one weekly order. Rather than placing each order separately, the company could use dynamic Split-Join to place the orders concurrently using a callout from the Oracle Service Bus message flow to a Split-Join employing the dynamic Split-Join pattern.

Dynamic Split-Join is the ideal pattern in this case, because the developer has no way of knowing how many orders will be submitted each week. The dynamic Split-Join loops through all the orders and places them in parallel. The developer can also limit the number of orders processed. After all of the orders have been processed, the generated order responses are aggregated back into one reply in the execution thread.

Figure 38-2 illustrates a dynamic Split-Join that splits 15 orders, processes them concurrently, and joins the responses into a single reply.


Figure 38-2 Dynamic Split-Join – Unknown number of service requests
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Description of "Figure 38-2 Dynamic Split-Join – Unknown number of service requests"











38.1.3 Split-Join Framework

A Split-Join, which takes the form of a .flow file in Eclipse, is based on a WSDL operation. The Split-Join is wrapped in a WSDL-based business service that communicates across a FLOW transport, which is a dedicated transport for Split-Joins. The business service is invoked from a proxy service. Figure 38-3 illustrates the Split-Join framework.


Figure 38-3 Split-Join framework
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38.2 Developing Split-Joins

You create and configure Split-Joins in Eclipse, then import them into the Oracle Service Bus Administration Console for use in runtime configuration. For information on developing Split-Joins, see "Working with Split-Join" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.



38.2.1 Split-Join Resource Type and Environment Variable

If you reference Split-Joins in any scripts or custom code, use the following values:

	
typeId – FLOW


	
Work manager environment value type – Split-Join Work Manager (Dispatch Policy)














15 XSL Transformations


This chapter describes how to create, locate, edit, delete, and fix unresolved references to XSL Transformation resources using the Oracle Service Bus Administration Console.

Transformation maps describe the mapping between two data types. eXtensible Stylesheet Language Transformation (XSLT) maps describe XML-to-XML mappings.



15.1 Locating XSL Transformations

To locate XSL Transformations:

	
Do either of the following:

	
Select Project Explorer to display the Projects View page or the Project/Folder View page. Then navigate through projects and folders to find the XSL transformation.


	
Select Resource Browser > XSLTs. The Summary of XSLTs page displays the information shown in Table 15-1.





	
To restrict the number of items in the list, you can filter by name, path, or both. In the Name and Path fields, under Search, enter the target's name, path, or both, and then click the Search button.

The path is the project name and the name of the folder in which the XSLT resides.

Wildcard characters * and ? are allowed. Search is case-sensitive.

Click View All to display all XSLTs in the domain. This clears the search parameters from the previous search.





Table 15-1 XSL Transformation Details

	Property	Description
	
XSLT Name

	
The name assigned to the XSL transformation. Click the name to display the View XSL Transformation Details page.

See Section 15.3, "Editing XSL Transformations."


	
Path

	
The path is the project name and the name of the folder in which the XSL transformation resides, for example, MyProject/MyFolder/MyResource.

Click the path of an XSLT to display the Project/Folder View page that contains it.


	
Actions

	
Click the Launch Test Console icon to invoke the Test Console, which you use to validate and test the design of your services and transformations. For XSL transformations, you can use the Test Console whether you are inside or outside a session. To learn more, see Section 4.2, "Projects View Page."


	
Options

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."

Click the Delete icon to delete the XSLT. A Deletion Warning icon is displayed when other resources reference this resource. You can delete the resource with a warning confirmation. This might result in conflicts due to unresolved references to the deleted resource. For more information, see Section 15.4, "Deleting an XSL Transformation."












15.2 Adding an XSL Transformation

To add an XSL Transformation:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Project Explorer to display the Projects View page or Project/Folder View page.


	
Navigate to the project or a folder to which you want to add the XSL transformation.


	
From the Create Resource list, select XSLT to display the Create a New XSLT page.


	
In the Resource Name field, enter a unique name for this XSL transformation.

Follow the Section 2.3, "Resource Naming Restrictions" for naming guidance.


	
In the Resource Description field, enter a description for the XSL transformation.


	
In the XSLT field, do one of the following:

	
Enter text for the new XSL transformation.


	
Click Browse to locate and import an existing XSL transformation.


	
Copy and paste text from an existing XSL transformation into this field.





	
Click Save to commit the updates in the current session.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









15.3 Editing XSL Transformations

To edit an XSL Transformation:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Locate the XSL transformation, as described in Section 15.1, "Locating XSL Transformations."


	
Click the XSL transformation name. The View XSL Transformation Details page displays the structural view of the XSLT by default, which includes the information shown in Table 15-2.


Table 15-2 XSL Transformation Resource Details

	Property	Description
	
Last Modified By

	
The user who created this XSL transformation or imported it into the configuration.


	
Last Modified On

	
The date and time that the user created this XSL transformation or imported it into the configuration. Click the date and time link to view the change history of this resource. See Section 4.23, "View Change History Page."


	
References

	
The number of objects that this XSL transformation references. If such references exist, click the numeric link to view a list of the objects. To learn more, see Section 4.22, "Viewing References to Resources."


	
Referenced by

	
The number of objects that reference this XSL transformation. If such references exist, click the numeric link to view a list of the objects. For example, if you assigned this XSL transformation to a variable in the Message Flow of a specific proxy service, the proxy service is listed as a reference when you click the link. To learn more, see Section 4.22, "Viewing References to Resources."


	
Description

	
A description of this XSL transformation.


	
Target Namespace

	
The namespace used to qualify any of the definitions included in the XSL transformation.


	
XSLT Dependencies

	
The attributes and groups associated with the XSLT: the XSLT location.


	
State

	
The status of the XSL transformation:

	
Valid

All of the XSL transformation locations included by the current XSL transformation are specified and are valid. Furthermore, all of the locations for nested XSL transformations (XSL transformations subsequently included by the included XSL transformations) are specified and are valid.


	
Invalid

One or more of the locations for XSL transformations included by the current XSL transformation is not specified or is not valid. Additionally, one or more of the nested XSL transformations (XSL transformations subsequently included by the included XSL transformations) may not be specified or may not be valid.To resolve an invalid XSL transformation, click Edit References.To learn more, see Section 15.5, "Resolving Unresolved XSL Transformation References."











	
Click Text view to display a text view of the XSL transformation details. The text view includes the information shown in Table 15-3.


Table 15-3 XSL Transformation Text Details

	Property	Description
	
Target Namespace

	
The namespace used to qualify any of the dependencies included in the XSL transformation.


	
XSLT

	
The full text of the XSL transformation.








	
To make a change to the fields, click Edit. See Section 15.2, "Adding an XSL Transformation" for a description of the fields.

You cannot change the Resource Name field.


	
Click Save to commit the updates in the current session.









15.4 Deleting an XSL Transformation

To delete an XSL Transformation:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Resource Browser > XSLTs to display the Summary of XSLTs page.


	
Click the Delete icon in the row of the XSL transformation you want to delete. The XSL transformation is deleted in the current session. A Deletion Warning icon is displayed when other resources reference this resource. You can delete the resource with a warning confirmation. This might result in conflicts due to unresolved references to the deleted resource.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









15.5 Resolving Unresolved XSL Transformation References

To resolve XSL Transformation references:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Resource Browser > XSLTs to display the Summary of XSLTs page.


	
In the XSLT Name column, click the appropriate XSLT name to view details of the unresolved reference. The View XSL Transformation Details page is displayed.


	
Click Edit References to display the Edit the References of an XSL Transformation Resource page.


	
In the Resource Type field, select XSLT.


	
Click Browse. The XSLT Browser is displayed.


	
In the XSLT Browser, select an XSLT, then select a dependency from the Dependencies pane.


	
Click Submit. The XSLT you selected is displayed in the Resource Name field.


	
Click Save. The View XSLT Details page is displayed.


	
Click OK. The state of the XSL transformation is displayed as Valid.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.












C Oracle Service Bus APIs


This chapter describes Oracle Service Bus APIs for resource update and customization, management, monitoring, and deployment.

Oracle Service Bus exposes APIs to allow customizing resources and to provide external access to monitoring data and deployment.

	
Section C.1, "Resource Update and Customization"


	
Section C.2, "Management and Monitoring"


	
Section C.3, "Deployment"




Javadoc for the Oracle Service Bus APIs is provided in the Oracle Fusion Middleware Java API Reference for Oracle Service Bus.



C.1 Resource Update and Customization

A number of APIs are exposed to allow customization of service definitions, WSDLs, schemas, XQueries, and other design-time resources through programmatic interfaces. The supporting APIs allow loading ZIP files containing resources, in addition to moving, renaming, cloning, or deleting resources, folders, and projects. A typical use case is one in which you have a prototypical proxy service from which you make a number of copies—each copy can be modified programmatically.

Numerous customization options can be applied during deployment. For example, environment variables allow you to preserve or tailor settings when moving from one environment to another.

The available APIs include:

	
ProxyServiceConfigurationMBean—Enable and disable SLA alerts and pipeline alerts for proxy services


	
BusinessServiceConfigurationMBean

	
Enable and disable SLA alerts


	
Synchronize business services imported from UDDI registries


	
Detach business services from a UDDI registry





	
ALSBConfigurationMBean Interface—APIs for managing resources in an Oracle Service Bus domain, including:

	
Query, export, and import resources


	
Obtain validation errors


	
Get and set environment values


	
Modify references inside resources to new references


	
Move, rename, clone, and delete resources





	
Customization Class

	
Find and replace environment values


	
Assign environment values


	
Map references found in resources to other references












C.2 Management and Monitoring

The JMX Monitoring API in Oracle Service Bus provides external access to monitoring data. Java Management Extensions (JMX) technology was used for the implementation. Oracle Service Bus resources within a domain use JMX Managed Beans (MBeans) to expose their management functions. An MBean is a concrete Java class that is developed according to JMX specifications.

For information, see Appendix D, "JMX Monitoring API."






C.3 Deployment

You can use the Oracle Service Bus MBeans in Java programs and WLST scripts to automate promotion of Oracle Service Bus configurations from development environments through testing, staging, and finally to production environments.

Numerous customization options can be applied during deployment. For example, an extended list of environment variables lets you preserve or tailor settings when moving from one environment to another.

For information, see "Using the Deployment APIs" in the Oracle Fusion Middleware Deployment Guide for Oracle Service Bus.
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5 XML Schemas


This chapter describes how to create, locate, edit, delete, and fix unresolved references to XML Schema resources using the Oracle Service Bus Administration Console.

Schemas describe types for primitive or structured data. XML schemas are an XML vocabulary that describe the rules that XML business data must follow. XML schemas specify the structure of documents, and the data type of each element and attribute contained in the document.

You use XML schemas as references for WSDL resources. You can also use XML schemas in the Message Flow of proxy services to validate an element specified with an XPath expression. See Section 21.24, "Adding Validate Actions."



5.1 Locating XML Schemas

To locate schemas:

	
Do either of the following:

	
Select Project Explorer to display the Projects View page or the Project/Folder View page. Then navigate through projects and folders to find the XML schema.


	
Select Resource Browser > XML Schemas. The Summary of XML Schemas page displays the information shown in Table 5-1. For a more detailed description of the properties, see Section 5.3, "Editing XML Schemas."





	
To locate a specific XML schema:

	
Click the Open icon to display additional search filters. If you specify multiple search criteria, only results that match all the criteria will be returned.


	
To restrict the number of items in the list, you can filter by name, path, and namespace. In the Name, Path, and Namespace fields, enter the name, path and namespace of the search target(s), then click Search.

The path is the project name and the name of the folder in which the XML schema resides.


	
Click View All to remove the search filters and display all XML schemas.








Table 5-1 XML Schema Information

	Property	Description
	
XML Schema Name

	
The unique name assigned to the XML schema. The name is a link to the XML Schema Details page. See Section 5.3, "Editing XML Schemas."


	
Path

	
The path is the project name and the name of the folder in which the XML schema resides. It is a link to the project or folder that contains this resource. See Section 4.1.1, "Qualifying Resource Names Using Projects and Folders."


	
XML Schema Namespace

	
The namespace used to qualify any of the definitions included in the XML schema.


	
Options

	
Click the Delete icon to delete a specific XML schema. See Section 5.4, "Deleting XML Schemas."












5.2 Adding XML Schemas

To add a schema:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Project Explorer, then select a project or folder in which to add the new XML schema. The Project/Folder View page is displayed.


	
From the Create Resource list, select XML Schema to display the Create a New XML Schema Resource page.


	
In the Resource Name field, enter a unique name for this XML schema. This is a required field.

Follow the Section 2.3, "Resource Naming Restrictions" for naming guidance.


	
In the Resource Description field, enter a description for the XML schema.


	
In the XML Schema field, do one of the following:

	
Enter text for the new XML schema.


	
Click Browse to locate and import an existing XML schema.


	
Copy and paste text from an existing XML schema into this field.




This is a required field.


	
Click Save. The new XML schema is saved in the current session.

When you click Save, if there are any unresolved references for the new XML schema, the system displays them. See Section 5.5, "Viewing Unresolved XML Schema References."


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









5.3 Editing XML Schemas

To edit a schema:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Locate the XML schema, as described in Section 5.1, "Locating XML Schemas."


	
Click the XML schema name. The View XML Schema Details page displays the information shown in Table 5-2, Table 5-3, and Table 5-4.


Table 5-2 XML Schema Details

	Property	Description
	
Last Modified By

	
The user who created this XML schema or imported it into the configuration.


	
Last Modified On

	
The date and time that the user created this XML schema or imported it into the configuration. Click the date and time link to view the change history of this resource. See Section 4.23, "View Change History Page."


	
References

	
The number of objects that this XML schema references. If such references exist, click the numeric link to view a list of the objects. See Section 4.22, "Viewing References to Resources."


	
Referenced by

	
The number of objects that reference this XML schema. If such references exist, click the numeric link to view a list of the objects. For example, if this XML schema is referenced by a specific WSDL, the WSDL is listed as a reference when you click the link. See Section 4.22, "Viewing References to Resources."


	
Description

	
A description of this XML schema, if one exists.








The structural view of the XML schema is displayed by default, which includes the information shown in Table 5-3.


Table 5-3 XML Structure Details

	Property	Description
	
Target Namespace

	
The namespace used to qualify any of the definitions included in the XML schema.


	
XML Schema Definitions

	
The attributes and groups associated with the XML schema:

	
XML Schema Types


	
XML Schema Elements


	
XML Schema Imports


	
XML Schema Includes/Redefines





	
Schema State

	
Status of the XML schema:

	
Valid

An XML schema is shown as valid when all of the locations for XML schemas included by the current XML schema are specified. Furthermore, all of the locations for nested XML schemas (XML schemas subsequently included by the included XML schemas) are specified.


	
Invalid

An XML schema is shown as invalid when one or more of the locations for the XML schema is not specified. Additionally, the location for one or more nested XML schemas (XML schemas subsequently included by the included XML schemas) may not be specified. To resolve an invalid XML schema, click Edit References. See Section 5.6, "Resolving Unresolved XML Schema References."











	
Click Text View to display a text view of the XML schema details. The text view includes the information shown in Table 5-4.


Table 5-4 XML Schema Text Details

	Property	Description
	
Target Namespace

	
The namespace used to qualify any of the definitions included in the XML schema.


	
XML Schema

	
The text for this XML schema.








	
To make changes to the fields, click Edit. See Section 5.2, "Adding XML Schemas" for descriptions of the fields.


	
Make the appropriate edits.


	
Click Save to commit the updates in the current session.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









5.4 Deleting XML Schemas

To delete a schema:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Resource Browser > XML Schemas.


	
Click the Delete icon in the Options field of the XML schema you want to delete. The XML schema is deleted in the current session. A Deletion Warning icon is displayed when other resources reference this resource. You can delete the resource with a warning confirmation. This might result in conflicts due to unresolved references to the deleted resource.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









5.5 Viewing Unresolved XML Schema References

For each unresolved XML schema reference, this page displays the information shown in Table 5-5.


Table 5-5 Unresolved XML Schema Details

	Property	Description
	
Schema Name

	
The unique name assigned to the XML schema. Click the name of a specific XML schema to view details for that XML schema. See Section 5.3, "Editing XML Schemas."


	
Namespace

	
The namespace used to qualify any of the definitions included in the XML schema.








To locate a specific reference:

	
Resort the list. Click an underlined column name. Ascending and descending arrows indicate the sort order. Click the column name to change the sort order.


	
Scroll through the pages. Use the page controls above or below the table. Go to a page by selecting the page number or by using the arrow buttons to go to the next, previous, first, or last page.









5.6 Resolving Unresolved XML Schema References

Use the Edit the References of an XML Schema Resource page to resolve unresolved XML schema references by configuring the mapping for XML schema references such as XML schema imports.

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
On the Summary of XML Schemas page, in the XML Schema Name column, click the appropriate XML schema name to view details of the unresolved reference. The View XML Schema Details page is displayed.


	
Click Edit References to display the Edit the References of an XML Schema Resource page.


	
In the Resource Type field, select XML Schema.


	
Click Browse. The XML Schema Browser is displayed.


	
In the XML Schema Browser, select an XML schema, then select a definition from the Definitions pane.


	
Click Submit. The XML schema you selected is displayed in the Resource Name field.


	
Click Save to resolve the reference.


	
On the XML Schema Details page, click OK. The state of the XML schema is displayed as Valid.












12 Custom WS-Policies


This chapter describes how to create, locate, edit, and delete Custom WS-Policy resources using the Oracle Service Bus Administration Console.




	
Note:

In future releases of Oracle Service Bus, Oracle Web Services Manager policies will replace WLS 9.2 policies. While this version of Oracle Service Bus continues to support WLS 9.2 policies, you should consider using Oracle Web Services Manager policies for new service creation to prepare for the eventual deprecation of WLS 9.2 policy support. For more information, see "Securing Oracle Service Bus with Oracle Web Services Manager" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.









Web Services Policy Framework (WS-Policy) is an extensible XML-based framework that extends the configuration of a Web Service with domain specific security assertions and specifies the security requirements, expectations, and capabilities of the Web Service. In Oracle Service Bus, one of the primary uses of WS-Policy is configuring message-level security in proxy services and business services.



12.1 Using Oracle Service Bus WS-Policies

Oracle Service Bus includes three simple WS-Policy files that you can use to require clients to authorize, digitally encrypt, or digitally sign SOAP messages: Auth.xml, Encrypt.xml, and Sign.xml. Oracle recommends that unless you have specific security needs, you use these pre-packaged files as often as possible.

For more information about using these policies, see "Using WS-Policy in Oracle Service Bus Proxy and Business Services" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.



12.1.1 Using Custom WS-Policies

If the Oracle Service Bus WS-Policy statements do not meet your security needs, you can write your own WS-Policies (custom WS-Policies), import them to Oracle Service Bus, and refer to them from the WSDL. (The Oracle Service Bus WS-Policy statements are read-only.)








12.2 Locating Custom WS-Policies

The Summary of WS-Policies page lists the custom Web Service Policies (WS-Policies) that you have added to the current Oracle Service Bus domain. The Oracle Service Bus Administration Console does not display the Oracle Service Bus WS-Policies, which are pre-packaged and available to all Oracle Service Bus domains.

	
Do either of the following:

	
Select Project Explorer to display the Projects View Page or the Project/Folder View page. Then navigate through projects and folders to find the WS-Policy.


	
Select Resource Browser > WS-Policies. The Summary of WS-Policies page displays the information shown in Table 12-1. For a more detailed description of the properties, see Section 12.2, "Locating Custom WS-Policies."





	
To search for a custom WS-Policy, enter part or all of the WS-Policy name in the Name field. You can also enter part or all of the WS-Policy project name and folder in the Path fields. Click Search.

Click View All to remove the search filters and display all WS-Policies.





Table 12-1 WS-Policy Information

	Property	Description
	
WS-Policy Name

	
The unique name assigned to the WS-Policy. Click the name to see the View WS-Policy Details page. See Section 12.4, "Editing Custom WS-Policies."


	
Path

	
The project name and the name of the folder in which the WS-Policy resides. Click the name to see the project or folder that contains this resource. See Section 4.1.1, "Qualifying Resource Names Using Projects and Folders."


	
Options

	
Contains a Delete icon. If a business service or proxy service has been configured to use a WS-Policy, a Deletion Warning icon indicates that you can delete the WS-Policy with a warning confirmation. This might result in conflicts due to unresolved references from the service to the deleted WS-Policy. See Section 12.5, "Deleting Custom WS-Policies."












12.3 Adding Custom WS-Policies

You can either import an XML file that contains your WS-Policy or write the WS-Policy directly in the Oracle Service Bus Administration Console.

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Project Explorer, then select a project or folder in which to add the WS-Policy. The Project/Folder View page is displayed.


	
From the Create Resource list, select WS-Policy from under Interface to display the Create a New WS-Policy page.


	
In the Resource Name field, enter a unique name for this WS-Policy.

Follow the Section 2.3, "Resource Naming Restrictions" for naming guidance.


	
In the Resource Description field, enter a description of this WS-Policy.


	
In the Policy field, do one of the following:

	
Click Browse to locate and import an XML file that contains your custom WS-Policy.


	
Enter text for the new WS-Policy.


	
Copy and paste text from an existing WS-Policy into this field.





	
Click Save. The WS-Policy is saved in the current session.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









12.4 Editing Custom WS-Policies

Use the View WS-Policy Details page to view and change details of a specific custom Web Service Policy (WS-Policy). The Oracle Service Bus Administration Console does not display the Oracle Service Bus WS-Policies, which are read-only.

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Locate the WS-Policy, as described in Section 12.2, "Locating Custom WS-Policies."


	
Click the WS-Policy name. The View WS-Policy Details page displays the information shown in Table 12-2.


Table 12-2 WS-Policy Details

	Property	Description
	
Last Modified By

	
The user who created this WS-Policy or imported it into the configuration.


	
Last Modified On

	
The date and time that the user created this WS-Policy or imported it into the configuration. Click the date and time link to view the change history of this resource. See Section 4.23, "View Change History Page."


	
References

	
The number of objects that this WS-Policy references. If such references exist, click the numeric link to view a list of the objects. See Section 4.22, "Viewing References to Resources."


	
Referenced by

	
The number of objects that reference this WS-Policy. If such references exist, click the numeric link to view a list of the objects. See Section 4.22, "Viewing References to Resources."


	
Description

	
A description of this WS-Policy, if one exists.


	
Policy

	
The text for this WS-Policy.








	
To make a change to the fields, click Edit. See Section 12.3, "Adding Custom WS-Policies" for descriptions of the fields.

You cannot change the Resource Name field.


	
Click Save to commit the updates in the current session.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









12.5 Deleting Custom WS-Policies

If any business service or proxy service is configured to use the WS-Policy, remove the WS-Policy from the business service or proxy service.

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Resource Browser > WS-Policies.


	
Click the Delete icon in the Options field of the WS-Policy you want to delete.

The WS-Policy is deleted in the current session. If a business service or proxy service has been configured to use a WS-Policy, a Deletion Warning icon indicates that you can delete the WS-Policy with a warning confirmation. This might result in conflicts due to unresolved references from the service to the deleted WS-Policy.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.












42 Extensibility Using Java Callouts and POJOs


This chapter describes how to extend the capabilities of Oracle Service Bus by invoking custom Java code from within proxy services. Oracle Service Bus supports a Java exit mechanism through a Java callout action that lets you call out to a Plain Old Java Object (POJO).

Static methods can be accessed from any POJO. The POJO and its parameters are visible in the Oracle Service Bus Administration Console or Oracle Service Bus plug-ins for Eclipse at design time; the parameters can be mapped to message context variables.

You can also use Java callouts to create Java objects to store in the pipeline and to pass Java objects as parameters to other Java callouts.

For information about configuring a Java callout to a POJO, see Section 21.20, "Adding Java Callout Actions."



42.1 Usage Guidelines

The scenarios in which you can use Java callouts in Oracle Service Bus include the following:

	
Custom validation—Examples of custom validation include validation against a DTD, or doing cross-field semantic validation in Java.


	
Custom transformation—Examples of custom transformations can include converting a binary document to base64Binary, or vice versa, or using a custom Java transformation class.


	
Custom authentication and authorization—Examples of custom authentication and authorizations include scenarios in which a custom token in a message must be authenticated and authorized. However, the authenticated user's identity cannot be propagated by Oracle Service Bus to the services or POJOs subsequently invoked by the proxy service.


	
Lookups for message enrichment—For example, a file or Java table can be used to look up any piece of data that can enrich a message.


	
Binary data access—You can use a Java callout to a POJO to sniff the first few bytes of a binary document to deduce the MFL type. The MFL type returned is used for a subsequent NonXML-to-XML transformation using the MFL Transform action.


	
Implementing custom routing rules or rules engines.


	
Create a Java object and store it in the pipeline.


	
Pass a Java object as a parameter to another Java callout.


	
Invoking a remote EJB operation or service with a POJO using a JEJB proxy service.




The input and return types for Java callouts are not restricted. See Section 39.3.5, "Java Content in the body Variable" for more information about storing and passing Java objects in the pipeline.

Enterprise JavaBeans (EJBs) also provide a Java exit mechanism. The use of EJBs is recommended over the use of Java Callouts in the following cases:

	
When you already have an EJB implementation; although the JEJB transport lets you invoke EJBs with EJB calls through Oracle Service Bus, letting you leverage Oracle Service Bus functionality such as message routing, UDDI integration, alerts, per-operation monitoring, reporting, and result caching.


	
When you require read access to a JDBC database—Although POJOs can be used for this purpose, EJBs were specifically designed for this and provide better support for management of, and connectivity to, JDBC resources.


	
When you require write access to a JDBC database or other J2EE transactional resource—EJBs were specifically designed for transactional business logic and they provide better support for proper handling of failures. However, transaction and security context propagation is supported with POJOs, and the JEJB transport provides error handling in transaction contexts.




For outbound messaging, Oracle recommends that you write a custom transport instead of using POJOs or EJBs.






42.2 Working with Streaming Content

You can work with streaming content using Java callouts, both to pass binary-content as an input argument to callout methods and to accept streaming content results from Java callout methods.



42.2.1 Passing Streaming Content to a Java Callout

You can pass binary-content as an input argument to a Java callout method in a streaming fashion. Oracle Service Bus handles this by checking the Java type of the input argument. If the argument is of type javax.activation.DataSource, the system creates a wrapper DataSource object and gets the InputStream from the corresponding source by invoking the Source.getInputStream() method. You can call this method as many times as you need in your Java callout code.

In addition, the getContentType() method returns the application/octet-stream unless the binary content is a paged MIME attachment, in which case the value of the Content-Type header of the corresponding MIME part is used, if present.

Similarly, the getName() method returns the string value of the binary-content reference attribute unless the binary content is a paged MIME attachment, in which case the value of the Content-ID header of the corresponding MIME part is used, if available. The getOutputStream() method throws the UnsupportedOperationException, as required.

After completing, the result is passed to the Java callout method argument. To properly interpret the binary octets in the input stream, the Java callout method might also require the value of the Content-Transfer-Encoding header (for example, to determine whether the encoding is binary, 7bit, 8bit, and so on). You can pass this parameter as a separate argument, as shown in the following:


$attachments/*:attachment[1]/*:Content-Transfer-Encoding/text()


If the input argument is not a DataSource, Oracle Service Bus converts the argument to a byte[] array.






42.2.2 Streaming Content Results from a Java Callout

You can get streaming content results from a Java callout method. Oracle Service Bus handles this by checking the Java type of the result and then adding the new source to the source repository, setting the appropriate context variable value to the corresponding ctx:binary-content XML element.




	
Note:

To return the contents of a file from a Java callout method, you can use an instance of javax.activation.FileDataSource.









Whenever the Oracle Service Bus pipeline needs the binary contents of the source, it looks up the DataSource object corresponding to the ctx:binary-content element in the repository and invokes the DataSource.getInputStream() method to retrieve the binary octets.

The getInputStream() method might be called multiple times during message processing, for example to accommodate outbound message retries in the transport layer.








42.3 Best Practices

POJOs are registered as JAR resources in Oracle Service Bus. For information about JAR resources, see Chapter 8, "JARs."

In general, Oracle recommends that the JARs are small and simple—any large bodies of code that a JAR invokes or large frameworks that are made use of are best included in the system classpath. If you make a change to the system classpath, you must reboot the server.

Oracle recommends that you put dependent and overlapping classes in the same JAR resource; put them in different JARS if they are naturally distinct. Any change to a JAR causes all the services that reference it to be redeployed—this can be time consuming for your Oracle Service Bus system. The same class can be located in multiple JAR resources without causing conflicts. The JARs are dynamically class loaded when they are first referenced.

A single POJO can be invoked by one or more proxy services. All the threads in the proxy services invoke the same POJO. Therefore, the POJO must be thread safe. A class or method on a POJO can be synchronized, in which case it serializes access across all threads in all of the invoking proxy services. Any finer-grained concurrency (for example, to control access to a DB read results cache and implement stale cache entry handling) must be implemented by the POJO code.

It is generally a bad practice for POJOs to create threads.









J Diagnosing Problems with Oracle Service Bus


This appendix describes how to identify Service Bus problems and take the proper corrective actions with the assistance of the WebLogic Diagnostic Framework (WLDF) and the Oracle Fusion Middleware Diagnostic Framework (DFW).

This appendix includes the following sections:

	
Section J.1, "About Diagnostics for Service Bus"


	
Section J.2, "About the WebLogic Diagnostic Framework"


	
Section J.3, "About the Automatic Diagnostic Repository"


	
Section J.4, "Supported Oracle Service Bus Diagnostic Dumps"


	
Section J.5, "Generating the Diagnostic Dump Using RDA"






J.1 About Diagnostics for Service Bus

Service Bus leverages Oracle's Diagnostic Framework (DFW) and WebLogic Diagnostic Framework (WLDF) to help you diagnose problems in Oracle Service Bus. WLDF lets you to monitor diagnostic scenarios using watches and notifications. DFW lets you gather diagnostic scenarios specific to Service Bus into data dumps that are formatted for viewing and analyzing.

WebLogic and SOA Suite both provide several predefined diagnostic dumps to help you with diagnostics. In addition, Service Bus supports the following diagnostic dumps:

	
Derived Resource Caches


	
JMS Request/Response Correlation Table


	
MQ Request/Response Correlation Table




For information about the diagnostic frameworks, watches, and notifications, see "Diagnosing Problems" in the Oracle Fusion Middleware Administrator's Guide. For information about using the diagnostic frameworks with SOA Suite (including generated dumps, setting up watches and notifications, and predefined diagnostic dumps), see "Diagnosing Problems with SOA Composite Applications" in Oracle Fusion Middleware Administrator's Guide for Oracle SOA Suite and Oracle Business Process Management Suite.






J.2 About the WebLogic Diagnostic Framework

WLDF is a monitoring and diagnostics framework included with Oracle WebLogic Server that defines and implements a set of services that run within server processes and participate in the standard server life cycle. With WLDF, you can capture diagnostic data and set watches and notifications when certain conditions occur. Use watches and notifications to collect diagnostic data to identify problems. This data enables you to isolate and diagnose faults when they occur.

For more information about WLDF, see Oracle Fusion Middleware Configuring and Using the Diagnostics Framework for Oracle WebLogic Server.






J.3 About the Automatic Diagnostic Repository

The Automatic Diagnostic Repository (ADR) is a file-based hierarchical repository for diagnostic data, such as traces and dumps. The Oracle Fusion Middleware components store all incident data in the ADR, and each Oracle WebLogic Server stores diagnostic data in subdirectories of its own home directory within the ADR. For more information about the ADR, see "Diagnosing Problems with SOA Composite Applications" in Oracle Fusion Middleware Administrator's Guide for Oracle SOA Suite and Oracle Business Process Management Suite.






J.4 Supported Oracle Service Bus Diagnostic Dumps

In addition to the diagnostic dumps available with Oracle WebLogic Server and Oracle SOA Suite, Service Bus supports the creation of the diagnostic dumps in Table J-1.


Table J-1 Supported Oracle Service Bus Diagnostic Dumps

	Dump	Description
	
OSB.derived-caches

	
A collection of statistics about all Service Bus derived resource caches on the server


	
OSB.jms-async-table

	
Service Bus JMS request/response correlation table


	
OSB.mq-async-table

	
Service Bus MQ request/response correlation table










J.4.1 Listing the Available Diagnostic Dumps

The Diagnostic Framework outputs and records the diagnostic dumps. You can list details about all the supported diagnostic dumps with the WLST listDumps and describeDump commands.




	
Note:

You must start WLST from MW_HOME/oracle_common/common/bin. Otherwise, the ODF functions are missing.










To list the supported dumps:

	
Connect to the server on which the SOA Infrastructure is installed.


wls:/offline> connect('user_name', 'password',
't3://myhost:7001')
Connecting to t3://myhost:8001 with userid user_name ...
Successfully connected to managed Server 'soa_server1' that belongs to
domain 'soainfra'.


	
List the supported Diagnostic Framework dumps.


wls:/soainfra/serverConfig> listDumps()
odl.activeLogConfig
jvm.classhistogram
dms.ecidctx
wls.image
odl.logs
dms.metrics
odl.quicktrace
http.requests
jvm.threads

Use the command describeDump(name=<dumpName>) for help on a specific dump.


	
List the supported Oracle Service Bus dumps.


wls:/soainfra/serverConfig> listDumps(appName='OSB')
OSB.derived-caches
OSB.jms-async-table
OSB.mq-async-table

Use the command describeDump(name='<dumpName>') for help on a specific dump.


For more information about listDumps and describeDump, see "Diagnostic Framework Custom WLST Commands" in Oracle Fusion Middleware WebLogic Scripting Tool Command Reference.

For more information about Diagnostic Framework dumps, see "Diagnosing Problems" in Oracle Fusion Middleware Administrator's Guide.









J.4.2 Derived Resource Caches Diagnostic Dumps (OSB.derived-caches)

Table J-2 provides details about Service Bus derived resource caches diagnostic dumps. The information captured includes the name of each cache type, statistical information for each cache, and information about each cached entry.


Table J-2 JMS Correction Table Diagnostic Dumps

	Dump Name	Dump Parameters/Dump Mode	Information Captured
	
OSB.derived-caches

	
None

	
For each derived resource cache managed in the OSB runtime, the following information is provided:

	
Derived resource cache type


	
Product version


	
Total number of configured cache entries


	
Cache entries in use


	
Total hits to entries in the cache server since the server was last started


	
Total misses while trying to access cached information since the server was last started


	
Hit ratio of the cache sine the server was last started




For each cache entry, the following information is provided:

	
Ref that is being cached


	
Create date and time


	
Amount of time spent computing the cache entry. This is the time taken to create the cached information in milliseconds.











Table J-3 lists each Service Bus cache included in the diagnostic information.


Table J-3 Oracle Service Bus Derived Resource Caches

	Cache	Description
	
Archive ClassLoader

	
Dependency-aware archive class loaders.


	
Archive Summary

	
Archive summaries.


	
CodecFactory

	
Codec factories.


	
EffectiveWSDL

	
EffectiveWSDL objects that are derived from the service or WSDL resources of business or proxy services.


	
Flow_Info

	
Split-join objects.


	
LightweightEffectiveWSDL

	
EffectiveWSDL objects that are derived from the service or WSDL resources of business or proxy services.


	
MflExecutor

	
MFL executors.


	
RouterRuntime

	
Compiled router runtimes for proxy services.


	
RuntimeEffectiveWSDL

	
Session valid effectiveWSDL objects derived from the service or WSDL resources of business or proxy services.


	
RuntimeEffectiveWSPolicy

	
WS policies for business or proxy services.


	
SchemaTypeSystem

	
Type system information for MFL, XS, and WSDL documents.


	
ServiceAlertsStatisticInfo

	
Service alert statistics for business or proxy services.


	
ServiceInfo

	
Compiled service information for business or proxy services and for WSDL documents.


	
Wsdl_Info

	
WSDL information objects.


	
WsPolicyMetadata

	
Complied WS-Policy metadata.


	
XMLSchema_Info

	
XML schema information for XML schema objects.


	
XqueryExecutors

	
XQuery executors.


	
XsltExecutor

	
XSLT executors.


	
alsb.transports.ejb.

bindingtype

	
EJB binding information for EJB business services.


	
alsb.transports.jejb.business.

bindingtype

	
JEJB binding information for JEJB business services.


	
alsb.transports.jejb.proxy.

bindingtype

	
JEJB binding information for JEJB proxy services.










J.4.2.1 WLST Command Dump Description and Execution

	
Enter the following WLST command line syntax to display a dump description of OSB.derived-caches:


wls:/soainfra/serverConfig> describeDump(name='OSB.derived-caches',appName='OSB')


The following information appears:


Name: OSB.derived-caches
Description: Dump of the caches used for OSB derived resources.
Mandatory Arguments:
Optional Arguments:


	
Enter the following WLST command line syntax to execute a dump of OSB.derived-caches:


wls:/soainfra/serverConfig> executeDump(name='OSB.derived-caches', appName='OSB')


Information similar to the following appears (parts of this dump have been truncated for readability).


<derivedCaches xmlns="http://www.bea.com/wli/config/xmltypes">
 <version>11.1.1.7</version> 
  <derivedCache cacheType="RuntimeEffectiveWSDL">
    <configuredEntries>2147483647</configuredEntries>
    <cacheEntriesInUse>0</cacheEntriesInUse>
    <totalHits>0</totalHits>
    <totalMisses>0</totalMisses>
    <hitRatio>0.0</hitRatio>
    <cacheEntries/>
  </derivedCache>
 ...
 <derivedCache cacheType="ServiceAlertsStatisticInfo">
    <configuredEntries>2147483647</configuredEntries>
    <cacheEntriesInUse>9</cacheEntriesInUse>
    <totalHits>0</totalHits>
    <totalMisses>51</totalMisses>
    <hitRatio>0.0</hitRatio>
    <cacheEntries>
        <cacheEntry>
            <ref>services/bs_dq_uri4.BusinessService</ref>
            <creationTime>2012-03-22T23:44:53.737-07:00</creationTime>
            <computeTimeMSecs>0</computeTimeMSecs>
        </cacheEntry>
        <cacheEntry>
            <ref>services/bs_dq_nopooling.BusinessService</ref>
            <creationTime>2012-03-22T23:44:53.736-07:00</creationTime>
            <computeTimeMSecs>0</computeTimeMSecs>
        </cacheEntry>
        <cacheEntry>
            <ref>services/bs_dq_uri1.BusinessService</ref>
            <creationTime>2012-03-22T23:44:53.738-07:00</creationTime>
            <computeTimeMSecs>0</computeTimeMSecs>
        </cacheEntry>
        <cacheEntry>
            <ref>services/proxy_dq_uri.ProxyService</ref>
            <creationTime>2012-03-22T23:44:53.736-07:00</creationTime>
            <computeTimeMSecs>0</computeTimeMSecs>
        </cacheEntry>
        <cacheEntry>
            <ref>services/bs_dq_conn_pooling.BusinessService</ref>
            <creationTime>2012-03-22T23:44:53.736-07:00</creationTime>
            <computeTimeMSecs>0</computeTimeMSecs>
        </cacheEntry>
        <cacheEntry>
            <ref>services/bs_dq_conn_nopooling.BusinessService</ref>
            <creationTime>2012-03-22T23:44:53.737-07:00</creationTime>
            <computeTimeMSecs>0</computeTimeMSecs>
        </cacheEntry>
        <cacheEntry>
            <ref>services/bs_dq_uri2.BusinessService</ref>
            <creationTime>2012-03-22T23:44:53.737-07:00</creationTime>
            <computeTimeMSecs>0</computeTimeMSecs>
        </cacheEntry>
        <cacheEntry>
            <ref>services/bs_dq_pooling.BusinessService</ref>
            <creationTime>2012-03-22T23:44:53.736-07:00</creationTime>
            <computeTimeMSecs>0</computeTimeMSecs>
        </cacheEntry>
        <cacheEntry>
            <ref>services/bs_dq_uri3.BusinessService</ref>
            <creationTime>2012-03-22T23:44:53.737-07:00</creationTime>
            <computeTimeMSecs>0</computeTimeMSecs>
        </cacheEntry>
    </cacheEntries>
 </derivedCache>
 ...
</derivedCaches>











J.4.3 JMS Correlation Table Diagnostic Dumps (OSB.jms-async-table)

Table J-4 provides details about Service Bus JMS request/response correlation table diagnostic dumps. The information captured includes the correlation ID, expiration, and destination for each message.


Table J-4 JMS Correlation Table Diagnostic Dumps

	Dump Name	Dump Parameters/Dump Mode	Information Captured
	
OSB.jms-async-table

	
None

	
In addition to the Service Bus version, the following information is provided for each pending message in each service reference:

	
Correlation ID (could be the actual correlation ID or a message ID)


	
Expiration date and time


	
Message destination













J.4.3.1 WLST Command Dump Description and Execution

	
Enter the following WLST command line syntax to display a dump description of OSB.jms-async-table:


wls:/soainfra/serverConfig> describeDump(name='OSB.jms-async-table',appName='OSB')


The following information appears:


Name: OSB.jms-async-table
Description: Dump of the OSB JMS Async Table of pending messages
Mandatory Arguments:
Optional Arguments:


	
Enter the following WLST command line syntax to execute a dump of OSB.jms-async-table:


wls:/soainfra/serverConfig> executeDump(name='OSB.jms-async-table', appName='OSB')


Information similar to the following appears:


<transportDiagnosticsContents xmlns="http://www.bea.com/wli/sb/transportdiags">
 <version>11.1.1.7</version>
 <transportDiagnostics transportType="jms">
   <correlationTable>
     <services>
       <service>
         <ref>default/testJmsResponseRollback_out</ref>
         <message>
           <correlationMsgId responsePattern="JMSCorrelationID">
             ID:42454153155cc06b7f5ab312000001363d5bd59effff8d4
           </correlationMsgId>
         <expirationTime>2012-03-22T19:53:43.621-07:00</expirationTime>
         <msgDestination>testJmsResponseRollback_outRequest</msgDestination>
         </message>
       </service>
     </services>
   </correlationTable>
 </transportDiagnostics>
</transportDiagnosticsContents>











J.4.4 MQ Correlation Table Diagnostic Dumps (OSB.mq-async-table)

Table J-5 provides details about Service Bus MQ request/response correlation table diagnostic dumps. The information captured includes the correlation ID, expiration, and destination for each message.


Table J-5 MQ Correlation Table Diagnostic Dumps

	Dump Name	Dump Parameters/Dump Mode	Information Captured
	
OSB.mq-async-table

	
None

	
In addition to the Service Bus version, the following information is provided for each pending message in each service reference:

	
Correlation ID (could be the actual correlation ID or a message ID)


	
Expiration date and time


	
Message destination













J.4.4.1 WLST Command Dump Description and Execution

	
Enter the following WLST command line syntax to display a dump description of OSB.mq-async-table:


wls:/soainfra/serverConfig> describeDump(name='OSB.mq-async-table',appName='OSB')


The following information appears:


Name: OSB.mq-async-table
Description: Dump of the OSB MQ Async Table of pending messages
Mandatory Arguments:
Optional Arguments:


	
Enter the following WLST command line syntax to execute a dump of OSB.mq-async-table:


wls:/soainfra/serverConfig> executeDump(name='OSB.mq-async-table', appName='OSB')


Information similar to the following appears:


<transportDiagnosticsContents xmlns="http://www.bea.com/wli/sb/transportdiags">
 <version>11.1.1.7</version>
 <transportDiagnostics transportType="mq">
   <correlationTable>
     <services>
       <service>
         <ref>services/mq_Biz_cached</ref>
         <message>
           <correlationMsgId responsePattern="MQCorrelationID">
             000000000000000000000000000000000000000000000000
           </correlationMsgId>
           <expirationTime>2012-03-22T23:48:09.085-07:00</expirationTime>
           <msgDestination>rc_req</msgDestination>
         </message>
       </service>
     </services>
   </correlationTable>
 </transportDiagnostics>
</transportDiagnosticsContents>













J.5 Generating the Diagnostic Dump Using RDA

In addition to generating Service Bus diagnostic dumps using WSLT, you can also use Oracle Remote Diagnostic Agent (RDA). Before performing the following steps, make sure RDA is installed on your system.




	
Tip:

For more information about using RDA for Service Bus, refer to the knowledge base article, "How to Collect Analysis Information using RDA for Oracle Service Bus (OSB)," on Oracle support. The ID for this document is 1352549.1.










To generate a diagnostic dump using RDA

	
From a command line, run the following command:

For Windows:


rda.cmd -vSCRP OSB


For UNIX or LINUX:


rda.sh -vSCRP OSB


	
Enter information as prompted on the command line. When asked whether you want RDA to collect Oracle Service Bus information, accept the default (Y).




	
Note:

For more information about running the RDA tool and the options, see the readme file in the RDA directory in your Fusion Middleware home directory.










	
You can display the results in your web browser. Access the file from the output directory you specified.

The name of the file is prefix__start.htm, where prefix is the prefix you specified.
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2 Introduction to Oracle Service Bus


This chapter provides a brief introduction to Oracle Service Bus (OSB) and includes key getting started information such as starting the OSB Administration Console, customizing table views in the OSB Administration Console, and naming OSB resources.

Oracle Service Bus is a configuration-based, policy-driven enterprise service bus. It provides highly scalable and reliable service-oriented integration, service management, and traditional message brokering across heterogeneous IT environments. It combines intelligent message brokering with routing and transformation of messages, along with service monitoring and administration in a unified software product. Oracle Service Bus Administration Console enables you to control the service and policy configurations, and monitor system and operations tasks. Oracle Service Bus relies on Oracle WebLogic Server runtime facilities. For more information, see Oracle Fusion Middleware Concepts and Architecture for Oracle Service Bus.



2.1 Starting the Oracle Service Bus Administration Console

	
Start the Oracle Service Bus Admin server, as described in Section 35, "Starting Oracle Service Bus Servers."


	
When the server starts, enter the following URL in your browser:


http://hostname:port/sbconsole


where host represents the name of the computer on which WebLogic Server is running and port represents the port number.

For example, if WebLogic Server is running on your local computer using the default port configuration, enter the following URL in your browser:

http://localhost:7001/sbconsole

The Oracle Service Bus Administration Console login page is displayed.


	
Enter the user name and the password you specified during the installation process.




	
Note:

The username and password for the Oracle Service Bus Examples domain is weblogic / welcome1.










	
Click Login.

To log out, click Logout on the banner near the top of the right panel of the Oracle Service Bus Administration Console.









2.2 Customizing Table Views

Use the table customizer to display table information according on your specified settings. The default sort order for any table is determined by the first column in the table.

	
Click the Table Customizer icon. Additional fields are displayed.

You can click Cancel at any time to close this table and retain the original settings.


	
In the Columns field, select the columns you want to display:

	
Select a column name from the Available Columns field.


	
Click the arrow to move this column name to the Selected Columns field.

An asterisk denotes a required column.


	
Repeat until you have listed all the column names you want to display in the Selected Columns field.

In the Selected Columns field, you can use the Up and Down arrows to reorder the column names as required.





	
To remove columns from being displayed, move the column names from the Selected Columns field to the Available Columns field.


	
From the Rows list, select the number of rows you want to display on a single page.


	
Do one of the following:

	
To save these settings and close the table customizer, click Apply.


	
To discard your changes and retain the original settings, click Reset.












2.3 Resource Naming Restrictions

When naming any directory or resource in an Oracle Service Bus configuration, the following characters are allowed:

	
All Java identifier characters, including Java keywords, as described in the "Identifiers" and "Keywords" sections of the Java Language Specification at http://docs.oracle.com/javase/specs/jls/se5.0/html/j3TOC.html


	
Blanks, periods, and hyphens within the names (not leading or trailing)




Characters such as / \ * : " < > ? | are not allowed.









43 XQuery Implementation


This chapter describes the custom Oracle XQuery functions available with Oracle Service Bus.

The Oracle XQuery engine fully supports all of the language features that are described in the World Wide Web (W3C) specification for XQuery with one exception: modules. For more information about the XQuery 1.0 and XPath 2.0 functions and operators (W3C Working Draft 23 July 2004), see the following URL: http://www.w3.org/TR/2004/WD-xpath-functions-20040723/

Oracle Service Bus supports the following XQuery functions:

	
A robust subset of the XQuery functions that are described in W3C specification.


	
Oracle function extensions and language keywords provided as part of the Oracle XQuery engine—with a small number of exceptions, as described in Section 43.1, "Supported Function Extensions from Oracle."


	
Oracle Service Bus-specific function extensions. See Section 43.2, "Function Extensions from Oracle Service Bus."




	
Note:

All of the Oracle function extensions use the following function prefix fn-bea: In other words, the full XQuery notation for an extended function is of this format:


fn-bea: function_name.














43.1 Supported Function Extensions from Oracle

For descriptions of all Oracle function extensions, see "XQuery Implementation" in the XQuery and XQSE Developer's Guide at http://download.oracle.com/docs/cd/E13162_01/odsi/docs10gr3/xquery/extensions.html.

Oracle Service Bus supports all Oracle function extensions to XQuery except for the following:

	
fn-bea:is-access-allowed


	
fn-bea:is-user-in-group


	
fn-bea:is-user-in-role


	
fn-bea:userid


	
fn-bea:async


	
fn-bea:timeout


	
fn-bea:get-property


	
fn-bea:execute-sql()




Oracle recommends that you do not use the following functions in Oracle Service Bus. They are better covered by other language features:

	
fn-bea:if-then-else


	
fn-bea:QName-from-string


	
fn-bea:sql-like









43.2 Function Extensions from Oracle Service Bus

Oracle Service Bus provides the following XQuery functions:

	
Section 43.2.1, "fn-bea:lookupBasicCredentials"


	
Section 43.2.2, "fn-bea:isUserInGroup"


	
Section 43.2.3, "fn-bea:isUserInRole"


	
Section 43.2.4, "fn-bea: uuid"


	
Section 43.2.5, "fn-bea:execute-sql()"


	
Section 43.2.6, "fn-bea:serialize()"






43.2.1 fn-bea:lookupBasicCredentials

The fn-bea:lookupBasicCredentials function returns the user name and unencrypted password from a specified service account. You can specify any type of service account (static, pass-through, or user-mapping). See Chapter 17, "Service Accounts."

Use the fn-bea:lookupBasicCredentials function as part of a larger set of XQuery functions that you use to encode a user name and password in a custom transport header or in an application-specific location within the SOAP envelope. You do not need to use this function if you only need user names and passwords to be located in HTTP Authentication headers or as WS-Security user name tokens. Oracle Service Bus already retrieves user names and passwords from service accounts and encodes them in HTTP Authentication headers or as WS-Security user name tokens when required.

The function has the following signature:


fn-bea:lookupBasicCredentials( $service-account as xs:string ) as UsernamePasswordCredential


where $service-account is the path and name of a service account in the following form:


project-name[/folder[...]]/service-account-name 


The return value is an XML element of this form:


<UsernamePasswordCredential 
   xmlns="http://www.bea.com/wli/sb/services/security/config">
   <username>name</username>
   <password>unencrypted-password</password>
</UsernamePasswordCredential> 


You can store the returned element in a user-defined variable and retrieve the user name and password values from this variable when you need them.

For example, your Oracle Service Bus project is named myProject. You create a static service account named myServiceAccount in a folder named myFolder1/myFolder2. In the service account, you save the user name of pat with a password of patspassword.

To get the user name and password from your service account, invoke the following function:


fn-bea:lookupBasicCredentials( myProject/myFolder1/myFolder2/myServiceAccount )


The function returns the following element:


<UsernamePasswordCredential 
   xmlns="http://www.bea.com/wli/sb/services/security/config">
   <username>pat</username>
   <password>patspassword</password>
</UsernamePasswordCredential> 






43.2.2 fn-bea:isUserInGroup

Returns an indicator of whether a given user belongs to a given group (true or false). For example:


fn-bea:isUserInGroup($user-name as xs:string, $group-name as xs:string)






43.2.3 fn-bea:isUserInRole

Returns an indicator of whether a given user belongs to a given role (true or false). For example:


fn-bea:isUserInRole($user-name as xs:string, $role-name as xs:string)






43.2.4 fn-bea: uuid

The function fn-bea:uuid returns a universally unique identifier. The function has the following signature:


fn-bea:uuid() as xs:string


You can use this function in the proxy pipeline to generate a unique identifier. You can insert the generated unique identifier into an XML document as an element. You cannot generate a unique identifier to the system variable. You can use this to modify a message payload.

For example, suppose you want to generate a unique identifier to add to a message for tracking purposes. You could use this function to generate a unique identifier. The function returns a string that you can add it to the SOAP header.






43.2.5 fn-bea:execute-sql()

The fn-bea:execute-sql() function provides low-level database access from XQuery within Oracle Service Bus message flows--see Section 37.9, "Accessing Databases Using XQuery." The query returns a sequence of flat row elements with typed data.

The function has the following signature:


fn-bea:execute-sql( $datasource as xs:string, $rowElemName as xs:QName, $sql as xs:string, $param1, ..., $paramk) as element()* 


where

	
$datasource is the JNDI name of the datasource


	
$rowElemName is the name of the row element—specify $rowElemName as whatever QName you want each element of the resulting element sequence to have


	
$sql is the SQL statement


	
$param1, ..., $paramk are 1 to k parameters


	
element()* represents the sequence of elements returned




The return value is a sequence of flat row elements with typed data and automatically translates values between SQL/JDBC and XQuery data models. Data Type mappings that the XQuery engine generates or supports for the supported databases can be found in the Appendix H, "XQuery-SQL Mapping Reference."

When you execute the fn-bea:execute-sql() function from an Oracle Service Bus message flow, you can store the returned element in a user-defined variable.

Use the following examples to understand the use of the fn-bea:execute sql() function in Oracle Service Bus:

	
Section 43.2.5.1, "Example 1: Retrieving the URI from a Database for Dynamic Routing"


	
Section 43.2.5.2, "Example 2: Getting XMLType Data from a Database"






43.2.5.1 Example 1: Retrieving the URI from a Database for Dynamic Routing

Oracle Service Bus proxy services support specification of the URI to which messages are to be routed at runtime (dynamically)—see Section 37.8, "Using Dynamic Routing." Example 43-1 is an example use of the fn-bea:execute-sql() function to retrieve the URI from a database in a dynamic routing scenario.


Example 43-1 Get the URI for a Business Service from a Database


<ctx:route><ctx:service>
{
    fn-bea:execute-sql(
    'ds.myJDBCDataSource', 
    xs:QName('customer'), 
    'SELECT targetService FROM DISPATCH_MAPPING WHERE customer_priority=?',
      xs:string($body/m:Request/m:customer_pri/text())
    )/TARGETSERVICE/text()
}
</ctx:service></ctx:route>


In Example 43-1:




	
ds.myJDBCDataSource is the JNDI name to the data source


	
xs:string($body/m:Request/m:customer_pri/text()) interrogates the request message and populates customer_priority=? with the value of customer_pri in the message


	
/TARGETSERVICE/text() is the path applied to the result of the SQL statement, which results in the string (CDATA) contents of that element being returned


	
<ctx:route><ctx:service> ... </ctx:service></ctx:route> are required elements of the XQuery statement for a dynamic routing scenario


	
The following is the table definition for DISPATCH_MAPPING:


create table DISPATCH_MAPPING 
(
  customer_priority varchar2(256),
  targetService varchar2(256),
  soapPayload varchar2(1024)
);




The DISPATCH_MAPPING table is populated as shown in Example 43-2:


Example 43-2 DISPATCH_MAPPING Table


 INSERT INTO DISPATCH_MAPPING (customer_priority, targetService, soapPayload)
 VALUES ('0001', 'system/UCGetURI4DynamicRouting_proxy1', '<something/>');
 INSERT INTO DISPATCH_MAPPING (customer_priority, targetService, soapPayload)
 VALUES ('0002', 'system/UCGetURI4DynamicRouting_proxy2', '<something/>');







	
Note:

The third column in the table (soapPayload) is not used in this scenario.









Executing the fn-bea:execute-sql for Example 3

If the XQuery in Example 43-1 is executed as a result of a proxy service receiving the request message in Example 43-3 (the value of <customer_pri> in the request message is 0001), the URI returned for the dynamic route scenario is


system/UCGetURI4DynamicRouting_proxy1


(See also Example 43-2.)


Example 43-3 Example Request Message $body


<m:Request xmlns:m="http://www.bea.com/alsb/example"> 
<m:customer_pri>0001</m:customer_pri>
</m:Request>








43.2.5.2 Example 2: Getting XMLType Data from a Database

Data Type mappings that the XQuery engine generates or supports for the supported databases can be found in the Appendix H, "XQuery-SQL Mapping Reference." Note that the XMLType column type in SQL is not supported. However, you can access the data in an XMLType column by using the getStringVal() method of the XMLType object to convert it to a String value.

The following scenario outlines a procedure you can use to select data from an XMLType column in an Oracle database.

	
Use an assign action in a proxy service message flow to assign the results of the following XQuery to a variable ($result).


Example 43-4 Get XMLType Data from a Database


fn-bea:execute-sql(
    'ds.myJDBCDataSource', 
    'Rec', 
    'SELECT a.purchase_order.getStringVal() purchase_order from datatypes a'
)


where:




	
ds.myJDBCDataSource is the JNDI name to the data source


	
Rec is the $rowElemName—therefore, Rec is the QName given to each element of the resulting element sequence


	
select a.purchase_order.getStringVal() ... is the SQL statement that uses the getStringVal() method of the XMLType object to convert it to a String value


	
datatypes is the table from which the value of the XML is read (the datatypes table in this case contains one row)




	
Note:

The following is the table definition for the dataty.pes table:


create table datatypes 
(
  purchase_order xmltype
);













	
Use a replace action to replace the node contents of $body with the results of the fn-bea:execute-sql() query (assigned to $result in the preceding step):


Replace [ node contents ] of [ undefined XPath ] in [ body ] with 
[ $result/purchase_order/text() ]


The following listing shows $body after the replacement.




	
Note:

The datatypes table contains one row (with the purchase order data); the row contains the XML represented in Example 43-5.













Example 43-5 $body After XML Content is Replaced with Result of fn-bea:execute-sql()


<soap-env:Body>
  <openuri:orders xmlns:openuri="http://openuri.com/"> 
    <openuri:order> 
      <openuri:customerID>123</openuri:customerID> 
      <openuri:orderID>123A</openuri:orderID> 
    </openuri:order> 
    <openuri:order> 
      <openuri:customerID>345</openuri:customerID> 
      <openuri:orderID>345B</openuri:orderID> 
    </openuri:order> 
    <openuri:order> 
      <openuri:customerID>789</openuri:customerID> 
      <openuri:orderID>789C</openuri:orderID> 
    </openuri:order> 
  </openuri:orders> 
</soap-env:Body>










43.2.6 fn-bea:serialize()

You can use the fn-bea:serialize() function if you need to represent an XML document as a string instead of as an XML element. For example, you may want to exchange an XML document through an EJB interface and the EJB method takes String as argument. The function has the following signature:


fn-bea:serialize($input as item()) as xs:string








43.3 Creating and Using Custom XPath Functions

You can create and use your own custom XPath functions in both inline XQuery expressions and in XQuery resources. For more information, see "Creating and Using Custom XPath Functions" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.









45 Roles in Oracle Service Bus


This chapter describes the default security roles in Oracle Service Bus and shows how they correspond to Oracle WebLogic Server default roles.

Oracle Service Bus supports various roles. The role assigned to a user determines the tasks that a user can perform. You can assign roles to users to secure resources and services in the Oracle Service Bus Administration Console by restricting access.

This chapter includes the following sections:

	
Section 45.1, "Default Roles in Oracle Service Bus"


	
Section 45.2, "Relation Between Roles in WLS and Roles in Oracle Service Bus"


	
Section 45.3, "How to Create Roles in Oracle Service Bus"




You can also restrict the user interfaces that should be made available to a given role depending on the privileges of the role.



45.1 Default Roles in Oracle Service Bus

By default, IntegrationAdmin, IntegrationDeployer, IntegrationMonitor, IntegrationOperator are predefined roles in Oracle Service Bus. The following section describes the various roles available in Oracle Service Bus and their functionality.



45.1.1 IntegrationAdmin

The IntegrationAdmin role is an administrative security role. As an IntegrationAdmin, you can access Oracle Service Bus Administration Console. Users assigned to this role can access all resources and services in Oracle Service Bus. This role is granted to users requiring administrator privileges in Oracle Service Bus Administration Console.

In Oracle Service Bus, you can assign the IntegrationAdmin role by assigning the IntegrationAdmins parent group when you create or reconfigure a user. For more information about creating a user in Oracle Service Bus, see Section 25.3, "Adding Users.".

Users who are assigned this role can perform the following tasks in Oracle Service Bus Administration Console.

	
Create or commit session


	
Create, edit, or delete resources and projects


	
View the available users and groups in Oracle Service Bus


	
View and configure monitoring, reporting, and tracing for business and proxy services


	
Import or export resources


	
View and configure UDDI registries


	
Publish and import resources from registries









45.1.2 IntegrationDeployer

The IntegrationDeployer role is assigned to users who deploy services. An IntegrationDeployer can access Oracle Service Bus Administration Console to create and deploy resources and services. Also in this role, you can access the existing resources and services in the Oracle Service Bus.

When a user is created or reconfigured in Oracle Service Bus, IntegrationDeployer role is granted by assigning the IntegrationDeployers parent group. For more information about how to create a user in the Oracle Service Bus, see Section 25.3, "Adding Users."

Users who are assigned this role can perform all tasks that can be performed by a user in the IntegrationAdmin role. For more information about tasks performed by an user in the IntegrationAdmin role, see Section 45.1.1, "IntegrationAdmin."






45.1.3 IntegrationMonitor

The IntegrationMonitor role is granted to users who monitor resources and services in Oracle Service Bus Administration Console. Users assigned to this role can also monitor violations to Service Level Agreements (SLAs), and the alerts from the message flow pipeline.

When a user is created or reconfigured in Oracle Service Bus Administration Console, the IntegrationMonitor role is assigned to users by assigning the IntegrationMonitors parent group. For more information about how to create a user in Oracle Service Bus Administration Console, see Section 25.3, "Adding Users."

Users who are assigned this role can perform the following tasks:

	
View dashboard for SLA alerts and pipeline alerts


	
Use SmartSearch to view business services, proxy services, alert destination and SLA alert rules


	
View details of existing users and groups


	
View details of resources









45.1.4 IntegrationOperator

The IntegrationOperator role is granted to users, who perform day-to-day operations in Oracle Service Bus Administration Console. IntegrationOperators can perform the day-to-day operations on the resources in Oracle Service Bus Administration Console. This role can also perform certain monitoring tasks and session management.

When a user is created or reconfigured in Oracle Service Bus Administration Console, the IntegrationOperator role is granted by assigning the IntegrationOperators parent group. For more information about how to create a user in Oracle Service Bus Administration Console, see Section 25.3, "Adding Users."

Users who are assigned this role can perform the following tasks:

	
View configuration details of all resources


	
View and configure monitoring, tracing, logging, and reporting for business services and proxy services


	
Edit and update dashboard settings


	
Add, update, and delete alert rules


	
Add, view, delete, and edit alert destinations


	
View and purge SLA alerts for business services and proxy services


	
View and purge pipeline alerts for proxy services


	
Use SmartSearch to view and edit operational settings for business services, proxy services, alert destination, and SLA alert rules


	
Use global settings to enable or disable monitoring, pipeline alerting, SLA alerting, reporting, and logging at a global level


	
View the status of all the servers associated with the domain


	
View and purge message reports


	
View the UDDI registries that have been configured for the domain


	
View, the auto-publish status and auto-import status of business services and proxy services


	
View security configurations of users and groups




For more information about tasks you can perform in each of these roles, see "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.








45.2 Relation Between Roles in WLS and Roles in Oracle Service Bus

Roles in Oracle Service Bus Administration Console are related to corresponding roles in the Oracle WebLogic Server Administration Console. Table 45-1 gives different roles available in Oracle Service Bus Administration Console and the corresponding roles in the Oracle WebLogic Server Administration Console.


Table 45-1 Relationship Between Roles in WLS and Roles in Oracle Service Bus

	Roles in Oracle Service Bus	Roles in WLS
	
IntegrationAdmin

	
Administrator


	
IntegrationDeployer

	
Deployer


	
IntegrationMonitor

	
Monitor


	
IntegrationOperator

	
Operator








Users belonging to the Administrator role in Oracle WebLogic Server are automatically included in the IntegrationAdmin group in Oracle Service Bus Administration Console. The converse however, is not true.




	
Note:

A user can also be associated with multiple roles. For example, a user can be associated with IntegrationAdmin role in Oracle Service Bus Administration Console must posses the Administrator role in Oracle Service Bus to access the Oracle WebLogic Server Administration Console.














45.3 How to Create Roles in Oracle Service Bus

You can create new roles in Oracle Service Bus if you possess Administrator role in the Oracle WebLogic Server Administration Console. An administrator can create new roles from the Global Roles page and customize the role by editing the conditions for the new role in the Global Role Conditions page. For more information about creating and customizing roles, see Section 25.11, "Adding Roles."









27 Configuration


This chapter describes how to find and update operational settings in the Oracle Service Bus (OSB) Administration Console, as well as configure global setting such as monitoring, alerts, reporting, logging, and result cache. This chapter also describes how to set display options in the OSB Administration Console.

You use the Configuration module to locate and manage proxy services, business services, alert destinations, SLA alert rules, and the runtime tracing for proxy services.

You can specify operational settings for all services, at the service and global level, and use the global settings to turn on and off monitoring, SLA alerts, and, for proxy services only, pipeline message reporting and pipeline message logging.



27.1 Finding and Updating Operational Settings

Use the Smart Search page to easily locate proxy services, business services, alert destinations, and SLA alert rules. Additionally, you can use the Smart Search page to specify service-specific operational settings, with the following exceptions: you cannot set an aggregation interval or specify an alerting or logging severity level. For more information, see Section 26.8, "Configuring Operational Settings for Proxy Services" and Section 26.9, "Configuring Operational Settings for Business Services."

The runtime effects of the service-level settings depend on their corresponding global settings. You must enable both the global and the service-level settings for a service to be completely enabled at runtime. Additionally, the service State must also be enabled. See Section 27.2, "Enabling Global Settings."

You can enable or disable operational settings only from within a session.



27.1.1 Finding All Services (Proxy and Business Services)

To find all proxy and business services:

	
Select Operations > Smart Search.


	
From the Type list, select All Services, then click Search. The Summary of All Services page displays the information shown in Table 27-1.


	
To restrict the number of items in the list or locate specific services:

	
Click the Open icon to display additional search filters. If you specify multiple search criteria, only results that match all the criteria will be returned.


	
Filter by service name. In the Name field, enter the name of the search target or enter wildcard characters (use * and ? as wildcard characters to perform a more general search), then click Search.

This search method is preferable if the name of the service is unique across all projects and paths.


	
Filter by service path. In the Path field, enter the path of the search target, which is the project name and the name of the folder in which services reside. You can use * and ? as wildcard characters to perform a more general search. All the services that reside in that path are displayed.

The format for the Path field is as follows:


project-name/root-folder/ . . ./parent-folder


If a service is directly under the project, the format is as follows:


project-name


	
Filter by service name and path. This search method is preferable if there is more than one service with the same name that reside in different paths.


	
Filter by service state. From the State list, select the state of the service: Enabled or Disabled, then click Search. Select All to ignore the service state filter criteria.


	
Filter by service monitoring. From the Monitoring list, select the monitoring status of the service: Enabled or Disabled, then click Search. Select All to ignore the service monitoring filter criteria.


	
Filter by service's SLA Alerts setting. From the SLA Alerts list, select the SLA alerts setting of the service: Enabled or Disabled, then click Search. Select All to ignore the service SLA alerts filter criteria.








Table 27-1 Services Summary Information

	Property	Description
	
Name

	
The name assigned to the service. The name is a link to the Operational Settings page. See Section 26.8, "Configuring Operational Settings for Proxy Services" or Section 26.9, "Configuring Operational Settings for Business Services."


	
Path

	
The project associated with the service. If the service resides in a project folder, this folder is also listed. The path is displayed in the format:


project-name/root-folder/ . . ./parent-folder


The path is a link to the corresponding path in the Project Explorer.


	
Type

	
The parent service type: proxy service or business service.


	
State

	
The state of the service: Enabled or Disabled.


	
Monitoring

	
The monitoring status of the service: Enabled or Disabled.


	
SLA Alerts

	
The SLA alerts status: Enabled or Disabled, and the level enabled at and above: Normal (N), Warning (W), Minor (Mn), Major (Mj), Critical (C), or Fatal (F).


	
Pipeline Alerts

	
For proxy services only:

The pipeline alerts status: Enabled or Disabled, and the level enabled at and above: Normal (N), Warning (W), Minor (Mn), Major (Mj), Critical (C), or Fatal (F).


	
Reports

	
For proxy services only:

The message reporting status of the service: Enabled or Disabled.


	
Logs

	
For proxy services and Split-Joins only:

The logging status: Enabled or Disabled, and the level enabled at and above: Debug (D), Info (I), Warning (W), or Error (E).


	
Tracing

	
For proxy services and Split-Joins only:

The runtime tracing status of the proxy service: Enabled or Disabled.


	
Caching

	
For business services only. Whether result caching is Enabled or Disabled.


	
Actions

	
For proxy services: The Edit Message Flow icon is a link to the pipeline for that proxy service.








You can use this page also to do the following:

	
To remove the search filter and display all services, click View All.


	
To discard your changes and refresh the page with the currently stored settings using the same search criteria, click Reset.


	
From within a session, to enable or disable any service-level settings, select or clear the check box next to it and click Update.




	
Note:

The runtime effects of the service-level settings depend on their corresponding global settings. You must enable both the global and the service-level settings for a service to be completely enabled at runtime. Additionally, SLA Alerts depends on both the global and service-level Monitoring states—both must be enabled for SLA alerts to be enabled at runtime. See Section 27.2, "Enabling Global Settings."

In addition, the service State must also be enabled.










	
To customize your view of the operational settings information, click the Table Customizer icon. See Section 2.2, "Customizing Table Views."









27.1.2 Finding Proxy Services

To find proxy services:

	
Select Operations > Smart Search.


	
From the Type list, select Proxy Services, then click Search. The Summary of Proxy Services page displays the information shown in Table 27-2.


	
To restrict the number of items in the list or locate specific proxy services:

	
Click the Open icon to display additional search filters. If you specify multiple search criteria, only results that match all the criteria will be returned.


	
Filter by proxy service name and path. In the Name and Path fields, enter the name and path of the search target, then click Search. The path is the project name and the name of the folder in which the proxy service resides. You can use * and ? as wildcard characters to perform a more general search.


	
Filter by service state. From the State list, select the proxy service state: Enabled or Disabled, then click Search. Select All to ignore the service state filter criteria.


	
Filter by service monitoring. From the Monitoring list, select the monitoring status of the proxy service: Enabled or Disabled, then click Search. Select All to ignore the service monitoring filter criteria.


	
Filter by service's SLA Alerts setting. From the SLA Alerts list, select the SLA alerts setting of the proxy service: Enabled or Disabled, then click Search. Select All to ignore the service SLA alerts filter criteria.


	
Filter by service's pipeline alerts setting. From the Pipeline Alerts list, select the pipeline alerts setting of the proxy service: Enabled or Disabled, then click Search. Select All to ignore the service pipeline alerts filter criteria.


	
Filter by services with message reports. From the Message Reports list, select the message reports status of the proxy service: Enabled or Disabled, then click Search. Select All to ignore the service message reports filter criteria.


	
Filter by services with logging. From the Logs list, select the logging status of the proxy service: Enabled or Disabled, then click Search. Select All to ignore the service logging filter criteria.


	
Filter by services with runtime tracing. From the Tracing list, select the runtime tracing status of the proxy service: Enabled or Disabled, then click Search. Select All to ignore the service tracing filter criteria.








Table 27-2 Proxy Services Summary Information

	Property	Description
	
Name

	
The name assigned to the proxy service. The name is a link to the Operational Settings page. See Section 26.8, "Configuring Operational Settings for Proxy Services."


	
Path

	
The project associated with the proxy service. If the service resides in a project folder, this folder is also listed. The path is displayed in the format:


project-name/root-folder/ . . ./parent-folder


The path is a link to the corresponding path in the Project Explorer.


	
Type

	
The parent service type: proxy service.


	
State

	
The state of the proxy service: Enabled or Disabled.


	
Monitoring

	
The monitoring status of the proxy service: Enabled or Disabled.


	
SLA Alerts

	
The SLA alerts status: Enabled or Disabled, and the level enabled at and above: Normal (N), Warning (W), Minor (Mn), Major (Mj), Critical (C), or Fatal (F).


	
Pipeline Alerts

	
The pipeline alerts status: Enabled or Disabled, and the level enabled at and above: Normal (N), Warning (W), Minor (Mn), Major (Mj), Critical (C), or Fatal (F).


	
Reports

	
The message reports status of the service: Enabled or Disabled.


	
Logs

	
The logging status: Enabled or Disabled, and the level enabled at and above: Debug (D), Info (I), Warning (W), or Error (E).


	
Tracing

	
The runtime tracing status of the proxy service: Enabled or Disabled.


	
Actions

	
The Edit Message Flow icon is a link to the pipeline for that proxy service.








You can use this page also to do the following:

	
To remove the search filters and display all proxy services, click View All.


	
To discard your changes and refresh the page with the currently stored settings using the same search criteria, click Reset.


	
From within a session, to enable or disable any service-level settings, select or clear the check box next to it and click Update.




	
Note:

The runtime effects of the service-level settings depend on their corresponding global settings. You must enable both the global and the service-level settings for a service to be completely enabled at runtime. Additionally, SLA Alerts depends on both the global and service-level Monitoring states—both must be enabled for SLA alerts to be enabled at runtime. See Section 27.2, "Enabling Global Settings."

In addition, the service State must also be enabled.










	
To customize your view of the operational settings information, click the Table Customizer icon. See Section 2.2, "Customizing Table Views."









27.1.3 Finding Business Services

To find business services:

	
Select Operations > Smart Search.


	
From the Type list, select Business Services, then click Search. The Summary of Business Services page displays the information shown in Table 27-3.


	
To restrict the number of items in the list or locate specific business services:

	
Click the Open icon to display additional search filters. If you specify multiple search criteria, only results that match all the criteria will be returned.


	
Filter by business service name and path. In the Name and Path fields, enter the name and path of the search target, then click Search. The path is the project name and the name of the folder in which the business service resides. You can use * and ? as wildcard characters to perform a more general search.


	
Filter by service state. From the State list, select the business service state: Enabled or Disabled, then click Search. Select All to ignore the service state filter criteria.


	
Filter by service monitoring. From the Monitoring list, select the monitoring status of the business service: Enabled or Disabled, then click Search. Select All to ignore the service monitoring filter criteria.


	
Filter by business service's SLA alerts setting. From the SLA Alerts list, select the SLA alerts setting of the business service: Enabled or Disabled, then click Search. Select All to ignore the service SLA alerts filter criteria.


	
Filter by Message Tracing. Select whether you want to filter on business services that have message tracing Enabled or Disabled, then click Search. Select All to ignore the message tracing filter criteria.


	
Filter by Caching. Select whether you want to filter on business services that have result caching Enabled or Disabled, then click Search. Select All to ignore the result caching filter criteria.








Table 27-3 Business Services Summary Information

	Property	Description
	
Name

	
The name assigned to the business service. The name is a link to the Operational Settings page. See Section 26.9, "Configuring Operational Settings for Business Services."


	
Path

	
The project associated with the business service. If the service resides in a project folder, this folder is also listed. The path is displayed in the format:


project-name/root-folder/ . . ./parent-folder


The path is a link to the corresponding path in the Project Explorer.


	
Type

	
The parent service type: business service.


	
State

	
The state of the business service: Enabled or Disabled.


	
Monitoring

	
The monitoring status of the business service: Enabled or Disabled.


	
SLA Alerts

	
The SLA alerts status: Enabled or Disabled, and the level enabled at and above: Normal (N), Warning (W), Minor (Mn), Major (Mj), Critical (C), or Fatal (F).


	
Msg. Tracing

	
Whether message tracing is enabled or disabled for business services.


	
Caching

	
Whether result caching is enabled or disabled for business services.








You can use this page also to do the following:

	
To remove the search filter and display all business services, click View All.


	
To discard your changes and refresh the page with the currently stored settings using the same search criteria, click Reset.


	
From within a session, to enable or disable any service-level settings, select or clear the check box next to it and click Update.




	
Note:

The runtime effects of the service-level settings depend on their corresponding global settings. You must enable both the global and the service-level settings for a service to be completely enabled at runtime. Additionally, SLA Alerts depends on both the global and service-level Monitoring states—both must be enabled for SLA alerts to be enabled at runtime. See Section 27.2, "Enabling Global Settings."

In addition, the service State must also be enabled.










	
To customize your view of the operational settings information, click the Table Customizer icon. See Section 2.2, "Customizing Table Views."









27.1.4 Finding Split-Joins

To find Split-Joins:

	
Select Operations > Smart Search.


	
From the Type list, select Split-Joins, then click Search. The Summary of Split-Joins page displays the information shown in Table 27-4.


	
To restrict the number of items in the list or locate specific business services:

	
Click the Open icon to display additional search filters. If you specify multiple search criteria, only results that match all the criteria will be returned.


	
Filter by Split-Join name and path. In the Name and Path fields, enter the name and path of the search target, then click Search. The path is the project name and the name of the folder in which the Split-Join resides. You can use * and ? as wildcard characters to perform a more general search.


	
Filter by Split-Joins with logging. From the Logs list, select the logging status of the Split-Join: Enabled or Disabled, then click Search. Select All to ignore the logging filter criteria.


	
Filter by execution tracing. From the Execution Tracing list, select the execution tracing status of the Split-Join: Enabled or Disabled, then click Search. Select All to ignore the service logging filter criteria.








Table 27-4 Split-Join Summary Information

	Property	Description
	
Name

	
The name assigned to the Split-Join. The name is a link to the Operational Settings page. See Section 10.3, "Editing Split-Joins."


	
Path

	
The project associated with the Split-Join. If the Split-Join resides in a project folder, this folder is also listed. The path is displayed in the format:


project-name/root-folder/ . . ./parent-folder


The path is a link to the corresponding path in the Project Explorer.


	
Type

	
The parent service type: Split-Join.


	
Logs

	
The logging status: Enabled or Disabled, and the level enabled at and above: Debug (D), Info (I), Warning (W), or Error (E).


	
Execution Tracing

	
The runtime tracing status of the Split-Join: Enabled or Disabled.








You can use this page also to do the following:

	
To remove the search filter and display all Split-Joins, click View All.


	
To discard your changes and refresh the page with the currently stored settings using the same search criteria, click Reset.


	
From within a session, to enable or disable any service-level settings, select or clear the check box next to it and click Update.




	
Note:

The runtime effects of the Split-Join-level settings depend on their corresponding global settings. You must enable both the global and the service-level settings for a service to be completely enabled at runtime.










	
To customize your view of the operational settings information, click the Table Customizer icon. See Section 2.2, "Customizing Table Views."









27.1.5 Finding Alert Destinations

To find alert destinations:

	
Select Operations > Smart Search.


	
From the Type list, select Alert Destinations, then click Search. The Summary of Alert Destinations page displays the information shown in Table 27-5


	
To restrict the number of items in the list or locate specific alert destinations:

	
Click the Open icon to display additional search filters. If you specify multiple search criteria, only results that match all the criteria will be returned.


	
Filter by alert destination name and path. In the Name and Path fields, enter the name and path of the search target, then click Search. The path is the project name and the name of the folder in which the alert destination resides. You can use * and ? as wildcard characters to perform a more general search.


	
Filter by alert destination target. In the Target multi-select box, select one or more alert destination targets: SNMP Trap, Reporting, Alert Logging, email, or JMS, then click Search. Only alert destinations with at least one of the selected targets will be displayed. Select no alert destination targets to ignore the alert destination filter criteria.


	
Filter by search pattern. In the Search Pattern (Any String) text box, specify any string, then click Search. The system uses the string to search all the Description fields of the alert destinations, as well as the specific detailed fields of the email and JMS destinations. If the string appears in any of the alert destination fields, the alert destinations matching the search criteria are displayed.








Table 27-5 Alert Destinations Summary Information

	Property	Description
	
Name

	
The name of the alert destination resource. This field is a link to the View Alert Destination - Configuration page. See Section 6.1, "Locating Alert Destinations."


	
Path

	
The project associated with the alert destination. If the alert destination resides in a project folder, this folder is also listed. The path is displayed in the format:


project-name/root-folder/ . . ./parent-folder


The path is a link to the corresponding path in the Project Explorer.


	
Options

	
Click the Delete icon to delete a specific alert destination. A Deletion Warning icon is displayed when other resources reference this resource. You can delete the resource with a warning confirmation. This might result in conflicts due to unresolved references to the deleted resource. See Section 6.5, "Deleting Alert Destinations."








You can use this page also to do the following:

	
To remove the search filter and display all alert destinations, click View All.


	
To delete a specific alert destination if not referenced by other resources, select the check box next to it and click Delete.


	
To customize your view of the operational settings information, click the Table Customizer icon. See Section 2.2, "Customizing Table Views."









27.1.6 Finding SLA Alert Rules

To find SLA alert rules:

	
Select Operations > Smart Search.


	
From the Type list, select SLA Alerts, then click Search. The Summary of SLA Alert Rules page displays the information shown in Table 27-6.


	
To restrict the number of items in the list or locate specific SLA alert rules:

	
Click the Open icon to display additional search filters. If you specify multiple search criteria, only results that match all the criteria will be returned.


	
Filter by alert rule name. In the Name field, enter the name of the search target or enter wildcard characters (use * and ? as wildcard characters to perform a more general search), then click Search.

This search method is preferable if the name of the alert rule is unique across all projects and paths.


	
Filter by parent service path. In the Path field, enter the path of the parent service, which is the project name and the name of the folder in which parent service resides. You can use * and ? as wildcard characters to perform a more general search. All alert rules whose parent services reside in that path are displayed.

The format for the Path field is as follows:


project-name/root-folder/ . . ./parent-folder


If a service is directly under the project, the format is as follows:


project-name


	
Filter by parent service. In the Parent Service field, click Browse to display the Select Service page. Select the parent service from the list and click Submit. Click Clear to remove the parent service filter criteria, or click Search.




	
Note:

Your selection in the Parent Service field restricts your choices in the Service Type field.










	
Filter by parent service type. From the Service Type list, select Proxy Services or Business Services, then click Search. Select All Services to ignore filtering by parent service type criteria.




	
Note:

Your selection in the Service Type field restricts your choices in the Parent Service field.










	
Filter by rule state. From the Rule State list, select the state of the alert rule: Enabled or Disabled, then click Search. Select All to ignore the rule state filter criteria.


	
Filter by severity. From the Severity list, select to restrict SLA alerts rules to the specified level, then click Search.

Select the or above check box to restrict your search to the specified severity level or above (listed from the most inclusive to the most restrictive level): Normal, Warning, Minor, Critical, and Fatal.








Table 27-6 SLA Alert Rules Summary Information

	Property	Description
	
Name

	
The name assigned to this alert rule. The name is a link to the Alert Rule Configuration page. See Section 26.24, "Viewing Alert Rule Configurations."


	
SLA State

	
The status of the alert rule: Enabled or Disabled.


	
Description

	
Note: This field is hidden by default.

A description of the alert rule.


	
Service Name

	
The name of the parent service. The name is a link to the SLA Alert Rules page. See Section 26.21, "Viewing Alert Rules."


	
Path

	
The project associated with the parent service of the alert rule. If the parent service of the alert rule resides in a project folder, this folder is also listed. The path is displayed in the format:


project-name/root-folder/ . . ./parent-folder


The path is a link to the corresponding path in the Project Explorer.


	
Severity

	
The severity of the alert that is triggered by this rule: Normal, Warning, Minor, Major, Critical, or Fatal.


	
Aggr. Interval

	
The length of the aggregation interval in terms of hours and minutes.


	
Expiration Date

	
The date when this alert rule is no longer in effect.


	
Stop Processing

	
Note: This field is hidden by default.

Displays Yes or No.


	
Frequency

	
The frequency of this alert:

	
Every Time


	
Notify Once











You can use this page also to do the following:

	
To remove the search filter and display all SLA Alert Rules, click View All.


	
To discard your changes and refresh the page with the currently stored settings using the same search criteria, click Reset.


	
From within a session, to enable or disable an SLA Alert Rule, select or clear the check box next to it and click Update.


	
To customize your view of the operational settings information, click the Table Customizer icon. See Section 2.2, "Customizing Table Views."











27.2 Enabling Global Settings

You can enable or disable all global settings only from within a session.

This section includes the following topics:

	
Section 27.2.1, "Enabling Global Monitoring of Services"


	
Section 27.2.2, "Disabling Global Monitoring of Services"


	
Section 27.2.3, "Enabling SLA Alerts Globally"


	
Section 27.2.4, "Disabling SLA Alerts Globally"


	
Section 27.2.5, "Enabling Pipeline Alerts Globally"


	
Section 27.2.6, "Disabling Pipeline Alerts Globally"


	
Section 27.2.7, "Enabling Message Reporting Globally"


	
Section 27.2.8, "Disabling Message Reporting Globally"


	
Section 27.2.9, "Enabling Logging Globally"


	
Section 27.2.10, "Disabling Logging Globally"


	
Section 27.2.11, "Enabling Result Caching Globally"


	
Section 27.2.12, "Disabling Result Caching Globally"






27.2.1 Enabling Global Monitoring of Services

To turn monitoring for all services on at the domain level:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Select the Enable Monitoring check box for the system to start collecting monitoring statistics for all services whose monitoring is enabled at the service level.


	
Click Update to save all of the settings on this page.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









27.2.2 Disabling Global Monitoring of Services

To turn monitoring for all services off at the domain level:




	
Note:

If you disable monitoring for all services, all statistics collected so far for those services are deleted as well. These statistics cannot be restored using the session Undo function. You can use Undo to enable monitoring again for the services, but the deletion of the statistics is irreversible.









	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Clear the Enable Monitoring check box for the system to stop collecting monitoring statistics for all services in your configuration.




	
Note:

This option overrides the Enable Service Monitoring option that you can select for specific business and proxy services. See Section 26.9, "Configuring Operational Settings for Business Services" and Section 26.8, "Configuring Operational Settings for Proxy Services."

This option also overrides the Enable SLA Alerts option. If you disable monitoring at the global level, SLA alerts will also be disabled at runtime as well, even though the corresponding Enable SLA Alerts check box may be selected. See Section 27.2.3, "Enabling SLA Alerts Globally."










	
Click Update. The monitoring configuration is saved in the current session.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









27.2.3 Enabling SLA Alerts Globally

Although you can configure SLA Alerts independently from Monitoring, there is an interaction between the two settings at runtime. If global monitoring is enabled, SLA alerts can be enabled or disabled. However, if global monitoring is disabled then SLA alerts will be effectively disabled because SLA alert rule conditions depend on monitoring statistics being evaluated.

To turn SLA alerts for all services on at the domain level:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Select the Enable SLA Alerts check box for the system to start evaluating alert rules for all services in your configuration.


	
Click Update to save all of the settings on this page.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









27.2.4 Disabling SLA Alerts Globally

To turn SLA alerts for all services off at the domain level:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Clear the Enable SLA Alerts check box for the system to stop evaluating alert rules for all services in your configuration.




	
Note:

This option overrides any SLA Alerts settings that you can select for specific business and proxy services. See Section 26.9, "Configuring Operational Settings for Business Services" and Section 26.8, "Configuring Operational Settings for Proxy Services."










	
Click Update. The SLA alerts configuration is saved in the current session.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









27.2.5 Enabling Pipeline Alerts Globally

For proxy services, to turn pipeline alerts for all proxy services on at the domain level:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Select the Enable Pipeline Alerts check box for the system to start executing any pipeline alert actions for proxy services.

Pipeline Alerts has no dependency on global Monitoring.


	
Click Update to save all of the settings on this page.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









27.2.6 Disabling Pipeline Alerts Globally

For proxy services, to turn pipeline alerts for all proxy services off at the domain level:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Clear the Enable Pipeline Alerts check box for the system to stop executing any pipeline alert actions for proxy services.




	
Note:

This option overrides any Pipeline Alerts settings that you can select for specific proxy services. See Section 26.8, "Configuring Operational Settings for Proxy Services."










	
Click Update. The pipeline alerts configuration is saved in the current session.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









27.2.7 Enabling Message Reporting Globally

This option controls proxy service pipeline Report actions on the message context only. It does not effect SLA alerts or pipeline alerts targeted to the reporting framework.

To turn message reporting for all proxy services on at the domain level:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Select the Enable Reporting check box to start any pipeline Report actions for all proxy services.


	
Click Update to save all of the settings on this page.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









27.2.8 Disabling Message Reporting Globally

For proxy services, to turn message reporting for all proxy services off at the domain level:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Clear the Enable Reporting check box to stop any pipeline Report actions for all proxy services.




	
Note:

This option overrides any Message Reporting settings that you can select for specific proxy services. See Section 26.8, "Configuring Operational Settings for Proxy Services."










	
Click Update. The message reporting configuration is saved in the current session.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









27.2.9 Enabling Logging Globally

If you select Enable Logging, pipeline Log action messages are sent to the WebLogic Server logging service. To be able to view them, you must configure WebLogic Server to forward these messages to the domain log.

To turn logging output for all proxy services on at the domain level:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Select the Enable Logging check box to start any pipeline Log actions for all proxy services.


	
Click Update to save all of the settings on this page.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









27.2.10 Disabling Logging Globally

For proxy services, to turn logging output for all proxy services off at the domain level:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Clear the Enable Logging check box to stop any pipeline Log actions for all proxy services.




	
Note:

This option overrides any Logging settings that you can select for specific proxy services. See Section 26.8, "Configuring Operational Settings for Proxy Services."










	
Click Update. The logging configuration is saved in the current session.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.









27.2.11 Enabling Result Caching Globally

If you invoke business services whose results seldom change, result caching improves business service performance by returning cached results to the client instead of waiting for the results of a service invocation.

Before configuring result caching for individual business services, you must first enable results caching globally using the following steps. The default setting for result caching is enabled.

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Select the Enable Result Caching check box.


	
Click Update to save all of the settings on this page.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.




For information on configuring result caching for business services, see Section 19.2.23, "Message Handling Configuration Page."






27.2.12 Disabling Result Caching Globally

When you disable result caching globally, Oracle Service Bus flushes the entire cache, removing cached results for all business services with result caching enabled. The default setting for result caching is enabled.

To disable result caching at the domain level:

	
If you have not already done so, click Create to create a new session or click Edit to enter an existing session. See Section 3.1, "Using the Change Center."


	
Select Operations > Global Settings.


	
Clear the Enable Result Caching check box.




	
Note:

This setting overrides any result caching configured on individual business services.










	
Click Update. The configuration is saved in the current session.


	
Alternatively, click Reset at any time during the session to discard your changes and refresh the page with the currently stored settings.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.











27.3 Setting User Preferences

Use this page to customize and persist your Administration Console display options and settings. You can update (change) your User Preferences without activating a change session.

Table 27-7 describes the options and controls on the page.


Table 27-7 User Preferences - Options and Controls

	To...	Do This...
	
Change your Home Page, the page that opens when you launch the Administration Console

	
From the first list, select any main menu choice: Operations, Resource Browser, Project Explorer, Security Configuration, or System Administration.

From the second list, select any one of the sub-menu choices. (The contents of the sub-menus dynamically change based on your first menu selection.)


	
Display Search Filters

	
Select Yes or No.

By default, search filters are not displayed (closed). By selecting Yes, search filters are always displayed (open).


	
Display Stage Annotations

	
Select Yes or No.

By default, pipeline stage annotations are not displayed (closed). By selecting Yes, stage annotations are always displayed (open).


	
Display Resource Metadata

	
Select Yes or No.

By default, resource metatdata sections are displayed (open). By selecting No, resource metatdata sections are not displayed (closed).


	
Change how often the Administration Console updates the display of data on the Dashboard

	
From the Dashboard Refresh Rate list, select No Refresh, 1, 2, 3, 5, 10, 20, 30 or 60 minutes as the refresh rate for the Dashboard.

The default rate is No Refresh, but you can select another predefined time. For example, if you select 5 minutes, the Dashboard is updated with data every 5 minutes.

Caution: By selecting a dashboard refresh rate interval other than the default (No Refresh), the browser refreshes the Dashboard at regular intervals. This prevents your session from timing out, even without you interacting with the Administration Console. Oracle recommends that you use the Dashboard refresh rate feature with caution. You should never leave an Administration Console session unattended. While your Administration Console session is active others can gain access to it from your computer, without re-authentication.


	
Change the time interval for displaying historical data for alerts on the Dashboard

	
From the Alert History Duration list, select 30 minutes, 1, 2, 3, or 6 hours as the time interval for displaying historical alert data. The default is 30 minutes (displays alerts received within the last 30 minutes) but you can select another predefined duration. For example, if you select 1 hour, the Dashboard displays the alerts received within the last hour.















E SNMP Components


This chapter provides guidelines for creating and using Simple Network Management Protocol (SNMP) resources in Oracle Service Bus.

SNMP is an application-layer protocol that allows the exchange of information on the management of a resource across a network. SNMP lets you to monitor a resource and, if required, take some action based on the data obtained from the resource.

For detailed information on SNMP, see the Oracle Fusion Middleware SNMP Management Guide for Oracle WebLogic Server.



E.1 Creating and Using SNMP Agents

This section provides guidelines on creating and targeting SNMP agents in an existing Oracle WebLogic Domain to trap SNMP messages generated by Oracle Service Bus.

For instructions on creating and targeting SNMP agents, see the following topics in the Oracle Fusion Middleware Oracle WebLogic Server Administration Console Online Help:

	
Create SNMP agents


	
Target SNMP agents


	
Create trap destinations






E.1.1 Guidelines for Creating and Targeting SNMP Agents for Oracle Service Bus

You can create SNMP agents that are either domain-scoped or server-scoped. Domain-scoped agents, which are targeted to the domain rather than to an individual server, are for backward compatibility and are being deprecated. Oracle recommends that you create server-scoped agents.

When creating and targeting an SNMP server-scoped agent for Oracle Service Bus, use the following guidelines:

Targeting the Agent

When targeting an SNMP agent to Oracle Service Bus, target only the Oracle Service Bus Admin Server. Only agents targeted to the Admin Server receive alerts from Oracle Service Bus. Agents targeted to Managed Servers do not receive SNMP messages.

Creating a Trap Destination

Enter the following settings:

	
Name: alsbDestination-0


	
Community: weblogic


	
Host and Port: Set the values to point to the host and port where the SNMP manager is listening for these alerts, such as localhost and 163.




To Start Listening for Traps

	
In a command window, change directories to WL_ORACLE_HOME/server/bin, and run the following command:


setWLSEnv.cmd(.sh)





	
Run the following Java command to start the Oracle WebLogic Server SNMP command line utility, which listens for traps and prints them on the server console (using 163 as the listen port for traps):


java weblogic.diagnostics.snmp.cmdline.Manager SnmpTrapMonitor -p 163


From then on, the traps generated within Oracle Service Bus should reach the running command line utility listening for traps.




	
Note:

On Solaris, port numbers 0 to 1023 are reserved for root login. If you want to use ports 161 and 163 (as used in this procedure), you may have to start the server and command line utility using root login. To avoid this problem, and to avoid using the root login, specify port numbers above 1023 for both the SNMP agent and the SNMP manager command.






















D JMX Monitoring API


This chapter describes the Java Management Extensions (JMX) Monitoring API in Oracle Service Bus (OSB), which provides external access to OSB monitoring data.

The primary purpose of the JMX Monitoring API is to provide efficient, lower-level APIs supporting bulk operations. It does this using JMX as a transport. This API is not a high-level API compatible with JMX-based tools. However, if you are developing client software, you may want to develop high-level JMX APIs that support JMX-based tooling.



D.1 Description

The JMX monitoring API makes use of JMX as a transport only. It exposes a public MBean to provide all the required operations to get monitoring data (statistical information) for any monitored service and its components. It also exposes a set of public POJO objects required to carry out operations provided by the MBean. There is no need for third-party client software to know the intricacies of the hierarchy inherent in the statistical information stored in the Oracle Service Bus monitoring system.

Using these APIs, customers can integrate their monitoring/management systems with Oracle Service Bus to do the following:

	
Identify services enabled for monitoring.


	
Get detailed statistical information for a specific service, for its components, or for both.


	
Reset statistics accumulated since the last reset.









D.2 Concepts

The public JMX APIs are modeled by a single instance of ServiceDomainMBean, which has operations to check for monitored services and retrieve data from them. A public set of POJOs provide additional objects and methods that, along with ServiceDomainMbean, provide a complete API for monitoring statistics.

The following sections provide brief descriptions of the POJOs and MBean. The Java API Reference provides detailed descriptions. There is also a detailed description of statistics that are reported for resources.

Be sure to read the important notes at the end of this chapter.



D.2.1 Public POJO Objects

The following POJO objects are exposed as part this API.

	
Section D.2.1.1, "ResourceType"


	
Section D.2.1.2, "ServiceResourceStatistic"


	
Section D.2.1.3, "ResourceStatistic"


	
Section D.2.1.4, "StatisticValue"


	
Section D.2.1.5, "StatisticType"






D.2.1.1 ResourceType

This object represents all types of resources that are enabled for service monitoring. There are four enum constants representing types: SERVICE, FLOW_COMPONENT, URI, and WEBSERVICE_OPERATION.

See com.bea.wli.monitoring.ResourceType in the Oracle Fusion Middleware Java API Reference for Oracle Service Bus.






D.2.1.2 ServiceResourceStatistic

This object represents all business and proxy service resource types and the statistics associated with them. There are methods to get statistics for all resources or for a specified one.

See com.bea.wli.monitoring.ServiceResourceStatistic in the Oracle Fusion Middleware Java API Reference for Oracle Service Bus.






D.2.1.3 ResourceStatistic

This object represents a resource for which statistics collection is supported. There are methods to get the name of the resource, the type, and the statistics.

See com.bea.wli.monitoring.ResourceStatistic in the Oracle Fusion Middleware Java API Reference for Oracle Service Bus.






D.2.1.4 StatisticValue

This object represents a statistic value for a resource. The monitoring system currently supports the following types of statistic values, both nested classes:

	
CountStatistic


	
IntervalStatistic


	
StatusStatistic




StatisticValue is an abstract class so that concrete objects representing count and interval statistic values can be derived from it. It includes getName() and getType() methods.

See com.bea.wli.monitoring.StatisticValue in the Oracle Fusion Middleware Java API Reference for Oracle Service Bus.






D.2.1.5 StatisticType

This object represents predefined types of statistics. There are three enum types: STATUS, COUNT, and INTERVAL.

See com.bea.wli.monitoring.StatisticValue in the Oracle Fusion Middleware Java API Reference for Oracle Service Bus.








D.2.2 ServiceDomainMBean

This is the only MBean exposed as part of the public JMX API. It provides methods to find monitored service and get and reset statistics.

See com.bea.wli.monitoring.ServiceDomainMBean in the Oracle Fusion Middleware Java API Reference for Oracle Service Bus.






D.2.3 Statistics Details

The following sections provide detailed information about statistics reported for each resource type.



D.2.3.1 Statistics details for Resource Type - SERVICE

A service is an inbound or outbound endpoint that is configured within Oracle Service Bus. It may have an associated WSDL, security settings, and so on.

The following statistics are reported for this resource type.


Table D-1 SERVICE Statistics

	Statistic Name	Type
	
message-count

	
count


	
error-count

	
count


	
failover-count

	
count


	
wss-error

	
count


	
response-time

	
interval


	
validation-errors

	
count


	
failure-rate

	
count


	
success-rate

	
count


	
sla-severity-warning

	
count


	
sla-severity-major

	
count


	
sla-severity-minor

	
count


	
sla-severity-normal

	
count


	
sla-severity-fatal

	
count


	
sla-severity-critical

	
count


	
sla-severity-all

	
count


	
pipeline-severity-warning

	
count


	
pipeline-severity-major

	
count


	
pipeline-severity-minor

	
count


	
pipeline-severity-normal

	
count


	
pipeline-severity-fatal

	
count


	
pipeline-severity-critical

	
count


	
pipeline-severity-all

	
count


	
throttling-time

	
interval


	
uri-offline-count

	
count


	
hit-count

	
count








The statistics sla-severity-warning, sla-severity-major, sla-severity-minor, sla-severity-normal, sla-severity-fatal, sla-severity-critical, and sla-severity-all are collected for both proxy services and business services.

The statistics pipeline-severity-warning, pipeline-severity-major, pipeline-severity-minor, pipeline-severity-normal, pipeline-severity-fatal, pipeline-severity-critical, and pipeline-severity-all are collected only for proxy services.




	
Note:

Statistic "wss-error" provides Web Service security violations counts. It is applicable to both business and proxy services.

Statistic "validation errors" is only applicable to proxy service; it is not returned for a business service.

Statistic "failover-count" is only applicable to business service; it is not returned for a proxy service.

When the statistics of a Managed Server are retrieved from a cluster domain using the ServiceDomainMBean the statistics for proxy services will not contain sla-severity-normal, sla-severity-minor, sla-severity-major, sla-severity-warning, sla-severity-critical, sla-severity-fatal, sla-severity-all.














D.2.3.2 Statistics details for Resource Type–FLOW_COMPONENT

Statistics are collected for the following two types of components that can be present in the flow definition of a proxy service.

	
Pipeline-pair node


	
Route node




Pipelines are one-way processing paths consisting of stages that are executed sequentially against the current message. Stages are used to perform activities such as transformation, logging and publishing.

There are three categories of pipelines: request, response, and error.

The pipeline-pair node ties together a single request and a single response pipeline into one top-level element.

A routing node consists of a set of routes. A route identifies a target service and includes some additional configuration options that determines how the message will be packaged and sent to that service. A routing node will result in at most one route being selected as part of request processing.

The following statistics are reported for this resource type.


Table D-2 FLOW_COMPONENT Statistics

	Statistic Name	Type
	
elapse-time

	
interval


	
message-count

	
count


	
error-count

	
count











	
Note:

Statistics for pipeline and route nodes are returned as statistics for flow components. enum value ResourceType.FLOW_COMPONENT represents both pipeline and route nodes. Thus there is no way for a client to check if the returned flow component is a pipeline or route node. The name of the flow component, however, may suggest the type.














D.2.3.3 Statistics details for Resource Type – WEBSERVICE_OPERATION

This resource type provides statistical information pertaining to WSDL operations. Statistics are reported for each defined operation.

The following statistics are reported.


Table D-3 WEBSERVICE_OPERATION Statistics

	Statistic Name	Type
	
elapsed-time

	
interval


	
message-count

	
count


	
error-count

	
count












D.2.3.4 Statistics details for Resource Type – URI

This resource type provides statistical information pertaining to endpoint URI for a business service. Statistics are reported for each defined Endpoint URI. The following statistics are reported.


Table D-4 Statistics for Endpoint URI

	Statistic Name	Type
	
message-count

	
count


	
error-count

	
count


	
response-time

	
interval


	
status

	
status














D.2.4 Caveats

Be aware of the following:

	
A client program will not know about newly added services that have monitoring turned on, or services modified to turn on monitoring, unless it periodically checks for such changes.


	
Reset operations should not be performed too frequently. Oracle recommends that reset intervals be greater than 15 minutes.


	
If statistics are reset while proxy or business services are running, the following TransactionConflictException can occur. This is most likely to occur if statistics are reset at system startup.


<BEA-382016> <Failed to instantiate router for service...>


	
Oracle strongly discourages using this API in a concurrent manner with more than one thread or process. This is because a reset performed in one thread or process is not visible to another threads or processes. This caveat also applies to resets performed from the Monitoring Dashboard of the Oracle Service Bus Administration Console, as such resets are not visible to this API.









D.2.5 Performance

Performance should be better than or equivalent to that observed in the Monitoring Dashboard of the Oracle Service Bus Administration Console.








D.3 API Usage Example

The sample program in this section demonstrates how to use the JMX Monitoring API.

The following steps describe how statistics can be retrieved for a proxy service that is enabled for monitoring.

	
Get ServiceDomainMBean from the MBean Server.


	
Get the references for monitored proxy services using the getMonitoredProxyServiceRefs operation of the ServiceDomainMBean.


	
Identify the references of the desired proxy service from the retrieved references.


	
Get ServiceResourceStatistics using the getProxyServiceStatistics operation of the ServiceDomainMBean of the desired proxy service.


	
Get all ResourceStatistic objects using the operations of ServiceResourceStatistic.


	
For each retrieved ResourceStatistic object, get StatisticValue objects using the getStatistics operation and print statistical information.


	
Repeat process as necessary.






D.3.1 Sample Program

The following sample program explains how to:

	
Find by type services enabled for monitoring.


	
Set a resource-type filter.


	
Retrieve by type statistics for one or more services.


	
Extract statistics from the ServiceResourceStatistics object.


	
Save retrieved statistics in the proper format.


	
Reset statistics for one or more services.




To run this program, include the following JAR files in the classpath: 

	
weblogic.jar


	
sb-kernel-api.jar


	
com.bea.common.configfwk_version.jar


	
com.bea.core.management.core_version.jar


	
com.bea.core.management.jmx_version.jar




You may need to reset the default values for SERVER_NAME, HOSTNAME, PORT, USERNAME, or PASSWORD in the code below for your environment.




	
Note:

If you need to get the Status statistics for each end point of a business service, set the SERVER_NAME attribute in a cluster environment. If you are running on a single node, Status statistics are returned even if you do not set this property.









For performance reasons, avoid extracting and resetting statistics for a large number of services too often. See Section D.2.4, "Caveats." See Example D-1 for a sample program.


Example D-1 Sample Program to Retrieve Statistics for a Proxy Service that is Enabled for Monitoring


package tests.monitoring;

import com.bea.wli.config.Ref;
import com.bea.wli.monitoring.*;
import weblogic.management.jmx.MBeanServerInvocationHandler;

import javax.management.MBeanServerConnection;
import javax.management.MalformedObjectNameException;
import javax.management.ObjectName;
import javax.management.remote.JMXConnector;
import javax.management.remote.JMXConnectorFactory;
import javax.management.remote.JMXServiceURL;
import javax.naming.Context;
import java.io.File;
import java.io.FileWriter;
import java.io.IOException;
import java.lang.reflect.InvocationHandler;
import java.lang.reflect.Method;
import java.lang.reflect.Proxy;
import java.net.MalformedURLException;
import java.util.*;
import java.text.SimpleDateFormat;

/**
   * This class provides sample code showing how to use
   * ServiceDomainMBean.
   * It shows how to:
   * 1. Find business and proxy services enabled for monitoring.
   * 2. Get statistics for one or more business and proxy services.
   * 3. Perform reset operation on one or more business and proxy services.
   * 4. Handle exceptions.
   * It uses a timer to retrieve statistics, save them in a file, and
   * perform resets in a recursive manner.
*/

public class ServiceStatisticsRetriever {
     private ServiceDomainMBean serviceDomainMbean = null;
     private String serverName = null;

     /**
       * Retrieve statistics for all business services being monitored in the
      * domain and reset statistics for the same.
      * @throws Exception
      */

     void getAndResetStatsForAllMonitoredBizServices() throws Exception {
          Ref[] serviceRefs =
               serviceDomainMbean.getMonitoredBusinessServiceRefs();

          // Create a bitwise map for desired resource types.
          int typeFlag = 0;
          typeFlag = typeFlag | ResourceType.SERVICE.value();
          typeFlag = typeFlag | ResourceType.WEBSERVICE_OPERATION.value();
          typeFlag = typeFlag | ResourceType.URI.value();

          HashMap<Ref, ServiceResourceStatistic> resourcesMap = null;
          HashMap<Ref, ServiceResourceStatistic> resourcesMapOnSingle
               Server = null;
          // Get cluster-level statistics.
          try {
               // Get statistics.
               System.out.println("Now trying to get statistics for -" +
                    serviceRefs.length + " business services...");
               resourcesMap =
                    serviceDomainMbean.getBusinessServiceStatistics
                         (serviceRefs, typeFlag, serverName);
               // Reset statistics.
               long resetRequestTime =
                    serviceDomainMbean.resetStatistics (serviceRefs);

               // Save retrieved statistics.
               String fileName = "BizStatistics_" +
                    new SimpleDateFormat("yyyy_MM_dd_HH_mm").
                         format(new Date(System. currentTimeMillis()))
                              + ".txt";
               saveStatisticsToFile(resourcesMap, resetRequestTime,
                    fileName);
          }
          catch (IllegalArgumentException iae) {
               System.out.println("===============================\n");
               System.out.println("Encountered IllegalArgumentException...
                    Details:");
               System.out.println(iae.getMessage());
               System.out.println("Check if proxy ref was passed OR
                    flowComp " +
                    "resource was passed OR bitmap is invalid..." +
                    "\nIf so correct it and try again!!!");
               System.out.println("==================================\n");
               throw iae;
          }
          catch (DomainMonitoringDisabledException dmde) {
               /** Statistics not available as monitoring is turned off at
                    domain level.
                */
               System.out.println("==================================\n");
               System.out.println("Statistics not available as
                    monitoring " +
               "is turned off at domain level.");
               System.out.println("==============================\n");
               throw dmde;
          }
          catch (MonitoringException me) {
               // Internal problem... May be aggregation server is
                    crashed...
               System.out.println("================================\n");
               System.out.println("ERROR: Statistics is not available...
                   " +
                    "Check if aggregation server is crashed...");
               System.out.println("=================================\n");
               throw me;
          }
     }
     /**
      * Retrieve statistics for all proxy services being monitored in the
      * domain and reset statistics for the same.
      * @throws Exception
      */
     void getAndResetStatsForAllMonitoredProxyServices() throws Exception {
          Ref[] serviceRefs =
               serviceDomainMbean.getMonitoredProxyServiceRefs();
          // Create a bitwise map for desired resource types.
          int typeFlag = 0;
          typeFlag = typeFlag | ResourceType.SERVICE.value();
          typeFlag = typeFlag | ResourceType.FLOW_COMPONENT.value();
          typeFlag = typeFlag | ResourceType.WEBSERVICE_OPERATION.value();

          HashMap<Ref, ServiceResourceStatistic> resourcesMap = null;
          
          // Get cluster-level statistics.
          try {
               // Get statistics.
               System.out.println("Now trying to get statistics for -" +
                    serviceRefs.length + " proxy services...");
               resourcesMap = serviceDomainMbean.getProxyServiceStatistics
                    (serviceRefs,typeFlag, null);

               // Reset statistics.
               long resetRequestTime =
                    serviceDomainMbean.resetStatistics(serviceRefs);

               // Save retrieved statistics.
               String fileName = "ProxyStatistics_" +
                    new SimpleDateFormat("yyyy_MM_dd_HH_mm").
                         format(new Date(System.currentTimeMillis())) +
                              ".txt";
               saveStatisticsToFile(resourcesMap, resetRequestTime,
                    fileName);
          }
          catch (IllegalArgumentException iae) {
               System.out.println("===================================\n");
              System.out.println("Encountered IllegalArgumentException...
                    Details:");
              System.out.println(iae.getMessage());
                  System.out.println("Check if business ref was passed OR bitmap
                    is " + "invalid...\nIf so correct it and try again!!!");
               System.out.println("===================================\n");
                    throw iae;
          }


          catch (DomainMonitoringDisabledException dmde) {
               /** Statistics not available as monitoring is turned off at the
              * domain level.
              */
               System.out.println("===================================\n");
              System.out.println("Statistics not available as monitoring
                   " +
                    "is turned off at domain level.");
               System.out.println("===================================\n");
              throw dmde;
          }
          catch (MonitoringException me) {
               // Internal problem ... May be aggregation server is
                    crashed ...
               System.out.println("===================================\n");
                System.out.println("ERROR: Statistics is not available... " +
                    "Check if aggregation server is crashed...");
               System.out.println("===================================\n");
              throw me;
          }
     }

     /**
      * Saves statistics of all services from the specified map.
      * @param statsMap Map containing statistics for one or more services
      * of the same type; i.e., business or proxy.
      * @param resetReqTime Reset request time. This information will be
      * written at the end of the file, provided it is not zero.
      * @param fileName Statistics will be saved in a file with this name.
      * @throws Exception
      */
     private void saveStatisticsToFile(
          HashMap<Ref, ServiceResourceStatistic> statsMap,
               long resetReqTime, String fileName) throws Exception {
          if (statsMap == null) {
               System.out.println("\nService statistics map is null...
                    Nothing to save.\n");
          }
          if (statsMap.size() == 0) {
               System.out.println("\nService statistics map is empty...
                    Nothing to save.\n");
          }
          FileWriter out = new FileWriter(new File(fileName));

          out.write("*********************************************\n");
          out.write("This file contains statistics for " + statsMap.size()
               + " services.\n");
          out.write("***********************************************\n");

          Set<Map.Entry<Ref, ServiceResourceStatistic>> set =
               statsMap.entrySet();
          
          System.out.println(new StringBuffer().append("\nWriting stats to
               the file - ").append(fileName).append("\n").toString());

          // Print statistical information of each service
          for (Map.Entry<Ref, ServiceResourceStatistic> mapEntry : set) {
               out.write(new StringBuffer().
                        append("\n\n======= Pirnting statistics for service ").
                    append(mapEntry.getKey().getFullName()).
                    append("=======\n").toString());

                   ServiceResourceStatistic serviceStats = mapEntry.getValue();
               out.write(new StringBuffer().
                    append("Statistic collection time is - ").
                    append(new Date(serviceStats.getCollectionTimestamp
                         ())).
                    append("\n").toString());

               ResourceStatistic[] resStatsArray = null;
               try {
                    resStatsArray = serviceStats.getAllResourceStatistics
                         ();
               }
               catch (MonitoringNotEnabledException mnee) {
                    // Statistics not available
                    out.write("WARNING: Monitoring is not enabled for  " +
                         "this service... Do someting...");
                    out.write("=====================================\n");
                    continue;
               }
               
               catch (InvalidServiceRefException isre) {
                    // Invalid service
                    out.write("ERROR: Invlaid Ref. May be this service is
                         " +
                         "deleted. Do something...");
                    out.write("======================================\n");
                    continue;
               }

               catch (MonitoringException me) {
                    // Statistics not available
                    out.write("ERROR: Failed to get statistics for this
                         service... " + "Details: " + me.getMessage());
                    me.printStackTrace();
                    out.write("======================================\n");
                    continue;
               }
               for (ResourceStatistic resStats : resStatsArray) {
                    // Print resource information
                    out.write("\nResource name: " + resStats.getName());
                    out.write("\tResource type: " +
                         resStats.getResourceType().toString());

                    // Now get and print statistics for this resource
                          StatisticValue[] statValues = resStats.getStatistics();
                    for (StatisticValue value : statValues) {
                         out.write("\n\t\tStatistic Name - " +
                              value.getName ());
                         out.write("\n\t\tStatistic Type - " +
                              value.getType().toString());

                         // Determine statistics type
                           if ( value.getType() == StatisticType.INTERVAL ) {
                              StatisticValue.IntervalStatistic is =
                               (StatisticValue.IntervalStatistic)value;

                              // Print interval statistics values
                              out.write("\n\t\t\t\tCount Value
                                    - " + is.getCount());
                              out.write("\n\t\t\t\tMin Value - " +
                                    is.getMin());
                              out.write("\n\t\t\t\tMax Value - " +
                                    is.getMax());
                              out.write("\n\t\t\t\tSum Value - " +
                                    is.getSum());
                              out.write("\n\t\t\t\tAve Value - " +
                                    is.getAverage());
                         }
                         else if ( value.getType() == StatisticType.
                              COUNT ) {
                              StatisticValue.CountStatistic cs =
                                   (StatisticValue.CountStatistic)
                                        value;

                              // Print count statistics value
                              out.write("\n\t\t\t\tCount Value - " +
                                    cs.getCount());
                         }
                         else if ( value.getType() == StatisticType.STATUS
                              ){
                              StatisticValue.StatusStatistic ss =
                                   (StatisticValue.StatusStatistic)value;
                              // Print count statistics value
                              out.write("\n\t\t\t\t Initial Status - " +
                                    ss.getInitialStatus());
                              out.write("\n\t\t\t\t Current Status - " +
                                    ss.getCurrentStatus());

                         }
                    }
               }
               out.write("\n=========================================\n");
          }
          if (resetReqTime > 0) {
               // Save reset request time.
               out.write("\n*****************************************\n");
                 out.write("Statistics for all these services are RESET.\n");
               out.write("RESET request time is " +
                    new SimpleDateFormat("MM/dd/yyyy HH:mm:ss").
                         format(new Date(resetReqTime)));
               out.write("\n****************************************\n");
          }

          // Flush and close file.
          out.flush();
          out.close();
     }

     /**
      * Init method.
      *
      * @param props Properties required for initialization.
      * @throws Exception
      */
     private void init(HashMap props) throws Exception {
          Properties properties = new Properties();
          properties.putAll(props);
          getServiceDomainMBean(properties.getProperty("HOSTNAME"),
               Integer.parseInt(properties.getProperty("PORT", "7001")),
               properties.getProperty("USERNAME"),
               properties.getProperty("PASSWORD"));
          serverName = properties.getProperty("SERVER_NAME");
     }


     /**
       * Gets an instance of ServiceDomainMBean from the weblogic server.
       *
       * @param host
       * @param port
       * @param username
       * @param password
       * @throws Exception
       */
     private void getServiceDomainMBean(String host, int port, String
               username, String password) throws Exception {
          InvocationHandler handler =
               new ServiceDomainMBeanInvocationHandler(host, port,
                    username,password);
          Object proxy = Proxy.newProxyInstance(
               ServiceDomainMBean.class.getClassLoader(),
               new Class[]{ServiceDomainMBean.class}, handler);
          serviceDomainMbean = (ServiceDomainMBean) proxy;
     }

     /**
      * Invocation handler class for ServiceDomainMBean class.
      */
     public static class ServiceDomainMBeanInvocationHandler
               implements InvocationHandler {
          private String jndiURL =
               "weblogic.management.mbeanservers.domainruntime";
          private String mbeanName = ServiceDomainMBean.NAME;
          private String type = ServiceDomainMBean.TYPE;
     
          private String protocol = "t3";
          private String hostname = "localhost";
          private int port = 7001;
          private String jndiRoot = "/jndi/";

          private String username = "weblogic";
          private String password = "weblogic";

          private JMXConnector conn = null;
          private Object actualMBean = null;

          public ServiceDomainMBeanInvocationHandler(String hostName, int
               port, String userName, String password) {
               this.hostname = hostName;
               this.port = port;
               this.username = userName;
               this.password = password;
          }

          /**
            * Gets JMX connection
            * @return JMX connection
            * @throws IOException
            * @throws MalformedURLException
            */
          public JMXConnector initConnection()
                    throws IOException, MalformedURLException {
               JMXServiceURL serviceURL = new JMXServiceURL(protocol,
                    hostname, port, jndiRoot + jndiURL);
               Hashtable<String, String> h = new Hashtable<String,
                    String>();

               if (username != null)
                    h.put(Context.SECURITY_PRINCIPAL, username);
               if (password != null)
                    h.put(Context.SECURITY_CREDENTIALS, password);

               h.put(JMXConnectorFactory.PROTOCOL_PROVIDER_PACKAGES,
                    "weblogic.management.remote");
               return JMXConnectorFactory.connect(serviceURL, h);
          }

          /**
            * Invokes specified method with specified params on specified
            * object.
            * @param proxy
            * @param method
            * @param args
            * @return
            * @throws Throwable
            */
          public Object invoke(Object proxy, Method method, Object[] args)
                    throws Throwable {
               try {
                    if (conn == null) {
                         conn = initConnection();
                         }
                    if (actualMBean == null) {
                         actualMBean =
                              findServiceDomain(conn.getMBeanServer
                              Connection(),mbeanName, type, null);
                     }
                    Object returnValue = method.invoke(actualMBean, args);

                    return returnValue;
               }
               catch (Exception e) {
                    throw e;
               }
          }
          /**
           * Finds the specified MBean object
           *
           * @param connection - A connection to the MBeanServer.
           * @param mbeanName - The name of the MBean instance.
           * @param mbeanType - The type of the MBean.
           * @param parent - The name of the parent Service. Can be NULL.
            * @return Object - The MBean or null if the MBean was not found.
           */




          public Object findServiceDomain(MBeanServerConnection connection,
               String mbeanName,
               String mbeanType,
               String parent) {
               ServiceDomainMBean serviceDomainbean = null;
               try {
               ObjectName on =
                    new ObjectName(ServiceDomainMBean.OBJECT_NAME);
               serviceDomainbean = (ServiceDomainMBean)
                    MBeanServerInvocationHandler.
                         newProxyInstance(connection, on);
               }
               catch (MalformedObjectNameException e) {
                    e.printStackTrace();
                    return null;
               }
               return serviceDomainbean;
          }
     }
     /**
      * Timer task to keep retrieving and resetting service statistics.
      */
     static class GetAndResetStatisticsTask extends TimerTask {
          private ServiceStatisticsRetriever collector;

          public GetAndResetStatisticsTask(ServiceStatisticsRetriever col
               ){collector = col;
          }

          public void run() {
                  System.out.println("\n**********************************");
                System.out.println("Retrieving statistics for all monitored
                    " + "business services.");





               try {
                         collector.getAndResetStatsForAllMonitoredBizServices();
                   System.out.println("Successfully retrieved and reset
                         statistics for " +
                         "all monitored \n business services at " +
                         new SimpleDateFormat("MM/dd/yyyy HH:mm:ss").
                                format(new Date(System.currentTimeMillis())));
               } catch (Exception e) {
                    System.out.println("Failed to retrieve and reset
                         statistics for all " + "monitored business
                         service...");
                    e.printStackTrace();
               }
               System.out.println("**********************************\n");

               System.out.println("\n**********************************");
               System.out.println("Retrieving statistics for all
                    monitored proxy services.");
               try {
                    collector.getAndResetStatsForAllMonitoredProxy
                         Services();
                    System.out.println("Successfully retrieved and reset
                         statistics " +
                         "for all monitored \nproxy services at " +
                         new SimpleDateFormat("MM/dd/yyyy HH:mm:ss").
                                format(new Date(System.currentTimeMillis())));
               } catch (Exception e) {
                    System.out.println("Failed to retrieve and reset
                         statistics " + "for all monitored proxy service
                              ...");
                    e.printStackTrace();
               }
               System.out.println("*********************************\n");
          }
     }



     /**
        * The main method to start the timer task to extract, save, and reset
       * statistics for all monitored business and proxy services. It uses
       * the following system properties.
       * 1. hostname - Hostname of admin server
       * 2. port - Listening port of admin server
       * 3. username - Login username
       * 4. password - Login password
       * 5. period - Frequency in hours. This will be used by the timer
       * to determine the time gap between two executions.
       *
       * @param args Not used.
       */
     public static void main(String[] args) {
          try {
               Properties p = System.getProperties();

               HashMap map = new HashMap();

               map.put("HOSTNAME", p.getProperty("hostname","localhost"));
               map.put("PORT", p.getProperty("port", "7001"));
               map.put("USERNAME", p.getProperty("username", "weblogic"));
               map.put("PASSWORD", p.getProperty("password", "weblogic"));
               //set a server name if you want to get the uri status
                    statistics
                    in a cluster
               map.put("SERVER_NAME", p.getProperty("server_name","AdminServer"));
               
               ServiceStatisticsRetriever collector =
                    new ServiceStatisticsRetriever();
               String periodStr = p.getProperty("period", "1");
               int periodInHour = Integer.parseInt(periodStr);
               long periodInMilliSec = periodInHour * 60 * 60 * 1000;
 




               collector.init(map);

               // Start timer.
               Timer timer = new Timer();
               timer.scheduleAtFixedRate(
                    new GetAndResetStatisticsTask(collector),
                    0, periodInMilliSec);
          }
          catch (Exception e) {
               e.printStackTrace();
          }
     }
}













1 Interoperability Scenarios and Considerations


This chapter lists products, standards, and technologies supported by Oracle Service Bus (OSB), including Oracle and third-party products, protocols, and Web services standards such as SOAP and WS-Security.

This section includes information about Oracle Service Bus interoperability. It includes the following topics:

	
Section 1.1, "Supported Configurations"


	
Section 1.2, "Supported Standards and Implementations"


	
Section 1.3, "Platform Interoperability"


	
Section 1.4, "Platform Interoperability Limitations"






1.1 Supported Configurations

For support information on vendor operating systems, JDK, hardware, and database support, see Oracle Fusion Middleware Supported System Configurations at http://www.oracle.com/technetwork/middleware/ias/downloads/fusion-certification-100350.html.






1.2 Supported Standards and Implementations

Oracle Service Bus supports the following standards and implementations.


Table 1-1 Supported Standards and Implementations

	Standard/Implementation	Version
	
Email Servers

	
	
Microsoft Windows IIS SMTP Server


	
Sol/Apache SMTP Server





	
FTP Servers

	
	
Microsoft Windows IIS FTP Server


	
Sol/Apache FTP Server


	
ProFTPD Server

Note: ProFTPD Server is certified with the SFTP Transport and JCA FTP Adapter, but not with the FTP Transport.





	
Security Providers

	
For WebLogic Server 9.2 and later, Oracle Service Bus supports the following security providers:

Oracle WebLogic Server Security Providers

	
WebLogic Server default authentication provider


	
WebLogic Server default credential mapper


	
WebLogic Server PKI credential mapper/provider


	
WebLogic Server Java KeyStores (JKS)


	
WebLogic Server default User Name Token and X509 Token handlers


	
WebLogic Server XACML authorization provider


	
WebLogic Server XACML Role Mapping provider




Oracle Platform Security Providers

	
WebLogic SAML Identity Assertion Provider V2


	
WebLogic SAML Credential Mapping Provider V2





	
Web Services

	
	
WSDL 1.1


	
SOAP 1.1 and 1.2


	
SOAP w/ (MIME) Attachments (SwA)


	
SOAP Message Transmission Optimization Mechanism (MTOM) with XML-binary Optimized Packaging (XOP)


	
Universal Description, Discovery, and Integration version 3 (UDDI v3)


	
WS-ReliableMessaging 1.0


	
WS-Addressing 1.0


	
XACML 2.0


	
WS-Inspection


	
Web Services Interoperability Basic Profile (WS-I BP) 1.1


	
Web Services Interoperability Basic Security Profile (WS-I BSP) 1.0




WS-I Basic Security Profile: Oracle Service Bus complies with the Basic Security Profile specifications (see supported versions above) from the Web Services Interoperability Organization (WS-I) and considers it to be the baseline for Web Services interoperability.

However, in some cases, Oracle Service Bus does not reject SOAP/HTTP messages that are not WS-I compliant. This enables you to build implementations with service endpoints which are not strictly WS-I compliant.

When you configure a proxy service or business service, you can use the Oracle Service Bus Administration Console to specify whether you want Oracle Service Bus to enforce WS-I compliance for the service. When you configure WS-I compliance for a proxy service, WS-I compliance checks are performed when the proxy service receives a message as a response from an invoked service with a Service Callout, a route node, or on a proxy service.

For information about the types of messages to which the compliance checks are applied and the nature of those checks, see Section 37.16, "WS-I Compliance."


	
Web Services Security

	
Security using Oracle WSM Policies

	
WS-Security 1.0 and 1.1


	
WS-Security: Username Token Profile 1.1


	
WS-Security: X.509 Token Profile 1.1


	
WS-Security: SAML Token Profile 1.1 (with SAML 1.1 in 11.1.1.3), (with SAML 2.0 in 11.1.1.4)


	
WS-Security: Kerberos Token Profile 1.1


	
Policy Advertisement and recognition:


	
WS-Policy 1.2 (11.1.1.3), 1.5 (11.1.1.4)


	
WS-PolicyAttachment 1.2 (11.1.1.3), 1.5 (11.1.1.4)


	
WS-SecurityPolicy 1.1 (11.1.1.3); 1.2 and 1.3 (11.1.1.4)




Java/Oracle Platform Security Providers (Login Modules)

	
SAML Login Module


	
SAML 2 Login Module


	
Kerberos Login Module


	
Digest Authenticator Login Module


	
X509 Certificate Login Module


	
WSS Digest Login Module


	
User Authentication Login Module


	
User Assertion Login Module




Security using WLS 9.x Policies

	
WS-Security 1.0


	
WS-Security: Username Token Profile 1.0


	
WS-Security: X.509 Token Profile 1.0


	
WS-Security: SAML Token Profile 1.0 (with SAML 1.0 and 1.1)


	
Policy Advertisement and recognition:


	
WS-Policy 1.0 and 1.2 only for WS Transport, which supports WS-ReliableMessaging 1.0


	
WS-PolicyAttachment 1.0 and 1.2 only for WS Transport, which supports WS-ReliableMessaging 1.0


	
WS-SecurityPolicy - WebLogic Server-proprietary format that is based on the assertions described in the December 18, 2002 draft version of the Web Services Security Policy Language (WS-SecurityPolicy 1.0) specification; and 1.2 only for WS Transport, which supports WS-ReliableMessaging 1.0, to define Transport-level Security assertions only.





	
HTTP

	
1.01.1


	
EJB

	
	
2.1


	
3.0





	
SNMP

	
	
SNMPv1


	
SNMPv2c





	
WebLogic JMS

	
WebLogic Server

	
8.1 SP4-SP6


	
9.0, 9.1, 9.2


	
10.0


	
10.3.x





	
Third-party JMS

	
Any JMS provider that implements the JMS specification is supported through Oracle WebLogic Server as a foreign JMS provider.


	
Microsoft .NET 1.1 with SOAP 1.1

	
Style-encoding: document-literal, rpc-encoded

	
Oracle Service Bus supports document-literal and interoperates with .NET services.


	
Oracle Service Bus interoperates with .NET rpc-encoded services in cases of inbound and outbound (routing/publish). In these cases, interoperability is possible regardless of parameter types.


	
Oracle Service Bus Service Callouts may fail to interoperate with .NET rpc-encoded services.




Note: DIME attachments is not supported by Oracle Service Bus.

.NET 1.1 Security Configurations Limitations

The following security configurations in the .NET 1.1 framework are not interoperable with the Oracle Service Bus message-level security:

	
Signing the message body from WebLogic to .NET WSE 2.0 (Webservices Security Extension) is interoperable. However, by default, WSE requires additional headers-for example, WS-Addressing and timestamp. Therefore, to make Oracle Service Bus message-level security for .NET Web services interoperable, you must remove all of the message predicate other than the message body from .NET security policy configuration


	
To ensure Oracle Service Bus interoperability with .NET, the replay detection attribute, <replayDetection>, must be set to disabled on the .NET side.




See also Section 1.4.1, ".NET Interoperability Limitations."


	
Microsoft .NET 2.0 with SOAP 1.1 and SOAP 1.2

	
See Section 1.4.1, ".NET Interoperability Limitations."


	
Microsoft .NET 3.0 with SOAP 1.1 and SOAP 1.2

	
See Section 1.4.1, ".NET Interoperability Limitations."


	
Microsoft .NET 3.5 with SOAP 1.1 and SOAP 1.2

	
See Section 1.4.1, ".NET Interoperability Limitations."


	
WebLogic JMS Client for Microsoft .Net (for .Net C# client applications)

	
See Oracle Fusion Middleware Using the WebLogic JMS Client for Microsoft .NET for Oracle WebLogic Server.












1.3 Platform Interoperability

See the Oracle Service Bus Release Notes for the latest information about patches or updates that may be required to support your interoperability scenarios.

Oracle Service Bus interoperates with the platforms described in the following tables.


Table 1-2 Oracle WebLogic Family Platforms

	Interoperability	Version
	
Oracle WebLogic Server

	
	
10.3.5 (runtime only)


	
10.3.6





	
Oracle SOA Suite

	
	
11.1.1.3 and later





	
WS-* and JMS interoperability with WebLogic Platform

	
	
8.1 SP4-SP6 (except WS-Security


	
9.0, 9.1, 9.2 (except WS-Security)


	
10.0 (except WS-Security)


	
10.3.x





	
Web Services for Remote Portlets (WSRP) with Oracle WebLogic Portal

	
	
9.2


	
10.0


	
10.2


	
10.3.x





	
Oracle WebLogic Portal

	
	
8.1 SP6


	
9.2


	
10.0


	
10.2


	
10.3





	
WebLogic Integration

	
	
8.1 SP6


	
9.2


	
10.2


	
10.3





	
MQ event generator and control in WebLogic Integration

	
	
8.1 SP4 or later


	
9.2












Table 1-3 Oracle Family Platforms

	Interoperability	Version
	
Oracle Service Bus

	
	
2.6


	
2.6 RP1


	
3.0


	
10gR3 (10.3)


	
10.3.1


	
11.1.1.3 and later





	
Oracle Enterprise Pack for Eclipse (OEPE)

	
11.1.1.8.0 on Eclipse 3.7.1


	
Oracle Enterprise Repository

	
	
2.6


	
3.0 RP1


	
10.3


	
11.1.1.3 and later





	
Oracle Service Registry

	
	
3.0


	
11.1.1.3





	
Oracle Enterprise Security

	
	
3.0


	
10.3





	
Oracle Web Services Manager

	
	
10.1.3.x and later


	
11.1.1





	
Oracle BPEL Process Manager

	
	
10.1.3.4.x and later





	
Oracle JDeveloper (for developing adapter artifacts)

	
	
11.1.1.3 and later





	
Oracle JCA Adapter for AQFoot 1  Foot 2 

	
	
11.1.1.3 and later





	
Oracle JCA Adapter for DatabaseFootref 1 Footref 2

	
	
11.1.1.3 and later





	
Oracle Adapter for Oracle ApplicationsFootref 1 Footref 2

	
	
11.1.1.3 and later





	
Oracle JCA Adapter for Files/FTPFootref 1 Footref 2

	
	
11.1.1.3 and later





	
Oracle JCA Adapter for SocketsFootref 1 Footref 2

	
	
11.1.1.3 and later





	
Oracle BAM Adapter (Business Activity Monitoring)Footref 1 Footref 2

	
	
11.1.1.3 and later





	
PeopleSoft (Oracle Application Adapters)

	
	
11.1.1.4 and later





	
SAP R/3 (Oracle Application Adapters

	
	
11.1.1.4 and later





	
Siebel (Oracle Application Adapters

	
	
11.1.1.4 and later





	
J.D. Edwards (Oracle Application Adapters

	
	
11.1.1.4 and later





	
Oracle Data Service Integrator

	
	
2.5


	
3.0 (on WebLogic Server 9.2)


	
3.01 (on WebLogic Server 9.2)


	
3.2 (on WebLogic Server 10.0.1)


	
10g Release 3





	
Oracle Tuxedo/WebLogic Tuxedo Connector

	
	
8.1


	
9.x


	
10.0











Footnote 1 You must develop these adapters using Oracle JDeveloper 11.1.1.3 or later with Oracle SOA plug-ins installed.

Footnote 2 These adapters are installed by default with Oracle Service Bus. Other adapters must be downloaded and installed separately from Oracle Software Delivery Cloud and require additional licensing.


Table 1-4 Third-Party Platforms

	Interoperability	Version
	
IBM WebSphere MQ

	
	
7.0


	
7.0.1.8




Supported with SOAP 1.1, not SOAP 1.2.See Section 1.4.3, "WebSphere Interoperability Limitations."

Note: Versions 5.3 and 6.0 are no longer supported by IBM. These versions are deprecated in Oracle Service Bus.


	
IBM WebSphere EJB/RMI

	
6.0


	
IBM WebSphere WS

	
6.1 (Fixpack 15)

Supported with SOAP 1.1, not SOAP 1.2.See Section 1.4.3, "WebSphere Interoperability Limitations."


	
Tibco Enterprise Message Service

	
All versions that meet the JMS 1.2 specification through Oracle WebLogic Server


	
Apache Axis

	
	
1.2.1


	
1.4.1




Supported with SOAP 1.1, not SOAP 1.2.See Section 1.4.2, "Apache Axis Interoperability Limitations."


	
BMC Patrol

	
http://www.softwareinnovations.co.uk/products/patrol.html












1.4 Platform Interoperability Limitations

This section describes interoperability limitations with different platforms.



1.4.1 .NET Interoperability Limitations

	
.NET clients that need to communicate with Oracle Service Bus using basic authentication must send the authentication information in the first request. Otherwise, the invocation fails because Oracle Service Bus does not challenge the .NET client for credentials.


	
Oracle Service Bus interoperability with .NET using Basic Authentication works successfully when configured with Windows 2003/IIS 6.0; however, interoperability with .NET using Basic Authentication on Windows XP/IIS 5.1 is not supported.


	
Message-level security interoperability for .NET clients works only with SOAP 1.1. The WSE Soap Protocol Factory does not support security with SOAP 1.2. See "Message-Level Security with .Net 2.0" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.









1.4.2 Apache Axis Interoperability Limitations

Unresolved references when you import RPC-encoded Axis-generated WSDLs

When you import an RPC encoded WSDL, generated by Axis, into Oracle Service Bus, you may experience a warning message indicating that the WSDL contains references that must be resolved.

If you open the structural view of the imported WSDL in the View a WSDL page in the Oracle Service Bus Administration Console, unresolved schema imports are displayed in the Imports section.

This issue does not affect your ability to use the WSDL in the Oracle Service Bus environment. You can eliminate the warning by removing unresolved schemas from the WSDL file.

SOAPAction attribute in Axis-generated WSDLs initialized to empty string

The WSDL generated by Axis have the SOAPAction attribute initialized to an empty string. Configuring an Oracle Service Bus business service with this WSDL, causes invocations to this web service to fail generating a "No SOAPAction" fault.

To work around the issue and ensure successful web service invocations from Oracle Service Bus to Axis, you must configure a transport header in the proxy service message flow Specifically, you must add a Set Transport Headers request action in the message flow route and enable the Pass all headers through Pipeline option.

This issue also causes invocations from the Oracle Service Bus Test Console to fail (and generates a "No SOAPAction" fault) even when the workaround is in place. To make Test Console invocations work, you must set the SOAPAction HTTP header in the Set Transport Header request action in the message flow route.

HTTP response and status code for one-way operations

For both document literal and RPC encoded types of web services, on invocation of a one-way operation, Axis is expected to send an empty HTTP response with status code 202 OK to the client. However, Axis sends an non-empty HTTP response with status code 200 OK. The body of this HTTP response contains an empty SOAP envelope.

This causes the Oracle Service Bus proxy or business service to send the same 200 OK response code to their clients violating the expected results.

HTTP response and status code for nne-way operations generating a fault

For both document literal and RPC encoded types of web services, on invocation of a one-way operation generating a fault, Axis is expected to send an empty HTTP response with status code 202 OK to the client. However, Axis sends a non-empty HTTP response with status code 500 Internal Server Error with an empty SOAP envelope as a body.

This causes the Oracle Service Bus proxy or business service to send the same 500 Internal Server Error response to their clients violating the expected results.






1.4.3 WebSphere Interoperability Limitations

HTTP response and status code for one-way operations

For both document literal and RPC encoded types of web services, on invocation of a one-way operation, WebSphere is expected to send an empty HTTP response with status code 202 OK to the client. However, WebSphere sends an non-empty HTTP response with status code 200 OK. The body of this HTTP response contains an empty SOAP envelope.

This causes the Oracle Service Bus proxy or business service to send the same 200 OK response code to their clients violating the expected results.











25 Security Configuration


This chapter describes how to create users, groups, and roles for use in Oracle Service Bus inbound security and administrative security.

Inbound transport-level security and message-level security use the user, group, and role data to authenticate inbound client requests. It applies access control policies to determine which authenticated users are authorized to use proxy services and business services.

Administrative security uses the user, group, and role data to determine which authenticated users are authorized to create or modify Oracle Service Bus configuration data or to monitor Oracle Service Bus performance. For more information, see Section 25.1, "Understanding Users, Groups, Security Roles and Policies.". See also "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.




	
Note:

You cannot export users, groups, or roles when you export a configuration because these objects are located in security provider stores. You must create these objects again when you import the exported configuration or use WebLogic Server tools (if available) to export and import them.











25.1 Understanding Users, Groups, Security Roles and Policies

This section includes the following topics:

	
Section 25.1.1, "Users"


	
Section 25.1.2, "Groups"


	
Section 25.1.3, "Roles"


	
Section 25.1.4, "Access Control Policies"


	
Section 25.1.5, "Security Configuration Data and Sessions"






25.1.1 Users

Users are entities that can be authenticated. A user can be a person or a software entity, such as a Web Services client. You must give each user a unique identity (name) within a security realm.

Typically, the users that you create fall into two categories:

	
Client users who can access your proxy services or business services.

If you create a large number of client users, consider organizing them into security groups.


	
Administrative users who can use the Oracle Service Bus Administration Console to create or modify proxy services, business services, and other Oracle Service Bus resources.

Oracle Service Bus uses role-based security for its administrative functions. Instead of giving access privileges directly to users, Oracle Service Bus gives administrative privileges only to security roles. To give administrative privileges to a user, you place the user in one of the default security groups, which is in one of the pre-defined security roles.









25.1.2 Groups

To facilitate administering a large number of users, you can organize users into named groups. Then, instead of giving access privileges or role identities to individual users, you give privileges or identities to groups.



25.1.2.1 Administrative Security Groups

Oracle Service Bus provides default security groups to facilitate giving users access to administrative functions such as creating proxy services. Each group is in one of the pre-defined Oracle Service Bus security roles that have been granted administrative privileges.

For more information, see "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.








25.1.3 Roles

A security role is an identity that can be granted to a user or group based on conditions in the runtime environment. When you create access control policies, you can grant access to a role, group, or user.

For example, you can create two of your groups, MyCustomersEast and MyCustomersWest. You create a security role named PrivilegedCustomer and create conditions so that the MyCustomersWest group is in the role from 8am to 8pm EST, while the MyCustomersEast group is in the role from 8pm to 8am EST. Then you create an access control policy for a proxy service that gives the PrivilegedCustomer role access to the service. Different users will have access at different times depending on whether they are in the MyCustomersEast and MyCustomersWest group.



25.1.3.1 Administrative Security Roles

Oracle Service Bus provides four, pre-defined security roles (plus four pre-defined roles from WebLogic Server) that give administrative privileges. You cannot change the access privileges for the Oracle Service Bus administrative security roles, but you can change the conditions under which a user or group is in one of the roles.

For more information about these roles and the privileges available for each role, see "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.








25.1.4 Access Control Policies

An access control policy specifies conditions under which users, groups, or roles can access a proxy service. For example, you can create a policy that always allows users in the GoldCustomer role to access a proxy service and that allows users in the SilverCustomer role to access the proxy service only after 12pm on weeknights.

For all proxy services, you can create a transport-level policy, which applies a security check when a client attempts to establish a connection with the proxy service. Only requests from users who are listed in the transport-level policy are allowed to proceed.

A message-level access control policy applies a security check when a client attempts to invoke a proxy service with message-level security. You can create a message-level access control policy in the following cases:

	
For proxy services that are active Web Service security intermediaries


	
For proxy services that have message level custom authentication




Only users who are listed in the message-level policy are allowed to invoke the operation.






25.1.5 Security Configuration Data and Sessions

Users, groups, and roles are persisted in security providers, which are not governed by Oracle Service Bus sessions. Therefore, you can create or modify this data when you are in or out of a session. Any additions or modifications to this data take effect immediately and are available to all sessions. If you discard a session in which you added or modified the data, the security data is not discarded.

Access control policies are persisted in authorization providers. And there is now a reference to them in the Oracle Service Bus repository.

Access control policies are managed within an Oracle Service Bus design session and not outside the session. Because the changes are made within a session, you can commit or discard the changes as with other resources.

Although ACLs can be managed from the Oracle Service Bus Administration Console, you can change policies outside Oracle Service Bus. However, changing policies outside of Oracle Service Bus can make the reference in Oracle Service Bus out-of-date and invalid.

Therefore, for consistent management, either completely manage ACLs outside of Oracle Service Bus sessions (using the authorization provider MBeans or third-party authorization provider tools) or completely manage them from within Oracle Service Bus sessions. Any combination of the two approaches can result in an inconsistent view of policies.








25.2 Locating Users

To locate users:

	
Select Security Configuration > Users. The Summary of Users page displays the information shown in Table 25-1. For a more detailed description of the properties, see Section 25.4, "Editing Users."


	
To restrict the number of items in the list or locate a specific user, you can filter by user name. Enter part or all of the user name in the Name field and click Search.

You can use the asterisk (*) wildcard character. (Other wildcard characters are not supported.)

Click View All to remove the search filters and display all users.





Table 25-1 Users Information

	Property	Description
	
User Name

	
The name assigned to the user. The name is a link to the View User Details page. See Section 25.4, "Editing Users."


	
Group Membership

	
The name of the group to which this user belongs. The name is a link to the View Group Details page. See Section 25.8, "Editing Groups."


	
Authentication Provider

	
The authentication provider for this user.


	
Options

	
Click the Delete icon to delete a specific user. See Section 25.5, "Deleting Users."












25.3 Adding Users

To add users:

	
Log in to the Oracle Service Bus Administration Console as a user with WebLogic Server Admin privileges. Only users in the Admin role can modify security configuration data. See "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Select Security Configuration to display the Summary of Users page.


	
Click Add New to display the Create a New User - General Configuration page.

You can add a user from inside or outside a session.


	
In the User Name field, enter a unique name. This is a required field.


	
In the Password field, enter a password. This is a required field.




	
Note:

Authentication providers can impose a minimum password length. For a user defined in the WebLogic Authentication provider, the default minimum password length is 8 characters. You can customize this setting using the WebLogic Server Administration Console. (The WebLogic Authentication provider is configured in the default security realm with the name DefaultAuthenticator.)










	
In the Confirm Password field, enter the same password you entered for the Password field. This is a required field.


	
In the Authentication Provider field, select the authentication provider for this user.

If multiple authentication providers are configured in the security realm, they will appear in the list. Select the authentication provider database that should store information for the new user.


	
In the Group Membership field, select a group for this user.

	
Select a group from the Available Groups field.


	
Click the arrow to move the group into the Current Groups field.





	
Click Save to create the user.

Oracle Service Bus Administration Console saves the user and the user becomes available immediately to all sessions. If you are in a session when you add the user and then you discard the session, Oracle Service Bus Administration Console does not delete the new user.









25.4 Editing Users

Use the View User Details page to view and change details of a specific user.

	
Log in to the Oracle Service Bus Administration Console as a user with WebLogic Server Admin privileges. Only users in the Admin role can modify security configuration data. See "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Locate the user. See Section 25.2, "Locating Users."


	
Click the user name. The View User Details page displays the information shown in Table 25-2.


Table 25-2 User Details

	Property	Description
	
User Name

	
The name of this user


	
Authentication Provider

	
The authentication provider that contains this user definition.


	
Group Membership

	
The name of the group to which this user belongs.








	
To edit the user details, click Reconfigure to display the Edit User Details page.

You can edit user details from inside or outside a session.


	
Make the appropriate changes to the New Password, Confirm Password, and Group Membership fields. See Section 25.3, "Adding Users" for descriptions of the fields.

You cannot change the User Name field.


	
Click Save Changes to update the user.

Oracle Service Bus Administration Console updates the user details and the update becomes available immediately to all sessions. If you are in a session when you update the user and then you discard the session, Oracle Service Bus Administration Console does not delete the updates.









25.5 Deleting Users

Use the Summary of Users page to delete a selected user or multiple users.

	
Log in to the Oracle Service Bus Administration Console as a user with WebLogic Server Admin privileges. Only users in the Admin role can modify security configuration data. See "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Select Security Configuration to display the Summary of Users page.


	
Select the user you want to delete. You can select multiple users if necessary.

You can delete a user from inside or outside a session.


	
Click Delete. A message prompting you to confirm that you want to delete the user is displayed.


	
To delete the user, click OK.

Oracle Service Bus Administration Console deletes the user. If you are in a session when you delete the user and then you discard the session, Oracle Service Bus Administration Console does not delete the updates.


	
Alternatively, you can click the Delete icon in the Options column of the user you want to delete.









25.6 Locating Groups

To locate groups:

	
Select Security Configuration > Groups. The Summary of Groups page displays the information shown in Table 25-3. For a more detailed description of the properties, see Section 25.8, "Editing Groups."


	
To restrict the number of items in the list or locate a specific group, you can filter by group name. Enter part or all of the group name in the Name field and click Search.

You can use the asterisk (*) wildcard character. (Other wildcard characters are not supported.)

Click View All to remove the search filters and display all groups.





Table 25-3 Group Information

	Property	Description
	
Group Name

	
The name of the group. The name is a link to the View Group Details page. See Section 25.8, "Editing Groups."


	
Group Membership

	
The group to which this group belongs. The name is a link to the View Group Details page. See Section 25.8, "Editing Groups."


	
Authentication Provider

	
The authentication provider that contains this group definition.


	
Delete

	
Click the Delete icon to delete a specific group. See Section 25.9, "Deleting Groups."












25.7 Adding Groups

To add groups:

	
Log in to the Oracle Service Bus Administration Console as a user with WebLogic Server Admin privileges. Only users in the Admin role can modify security configuration data. See "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Select Security Configuration > Groups to display the Summary of Groups page.


	
Click Add New.

You can add a group from inside or outside a session.


	
In the Group Name field, enter a unique name.

Do not enter spaces or special characters. This is a required field.


	
In the Authentication Provider field, select the authentication provider.


	
In the Group Membership field, select a group to which this group belongs.

	
Select a group from the Available Groups field.


	
Click the arrow to move the group into the Current Groups field.





	
Click Save to create the group.

Oracle Service Bus Administration Console saves the group and the group becomes available immediately to all sessions. If you are in a session when you add the group and then you discard the session, Oracle Service Bus Administration Console does not delete the new group.









25.8 Editing Groups

Use the View Group Details page to view and change details of a specific group.

	
Log in to the Oracle Service Bus Administration Console as a user with WebLogic Server Admin privileges. Only users in the Admin role can modify security configuration data. See "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Locate the group. See Section 25.6, "Locating Groups."


	
Click the group name. The View Group Details page displays the information shown in Table 25-4.


Table 25-4 Group Details

	Property	Description
	
Group Name

	
The name of this group.


	
Authentication Provider

	
The authentication provider that contains this group definition.


	
Groups

	
The group to which this group belongs.








	
To edit the group details, click Reconfigure to display the Edit Group Details page.

You can edit group details from inside or outside a session.


	
Make the appropriate changes to the Group Membership field. See Section 25.7, "Adding Groups" for descriptions of the field.

You cannot change the Group Name field.


	
Click Save Changes to update the group.

Oracle Service Bus Administration Console updates the group details and the update becomes available immediately to all sessions. If you are in a session when you update the group and then you discard the session, Oracle Service Bus Administration Console does not delete the updates.









25.9 Deleting Groups

Use the Summary of Groups page to delete a selected group or multiple groups.

	
Log in to the Oracle Service Bus Administration Console as a user with WebLogic Server Admin privileges. Only users in the Admin role can modify security configuration data. See "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Select Security Configuration to display the Summary of Groups page.


	
Select the group you want to delete. You can select multiple groups if necessary.

You can delete groups from inside or outside a session.


	
Click Delete. A message prompting you to confirm that you want to delete the group is displayed.


	
To delete the group, click OK.

Oracle Service Bus Administration Console deletes the group. If you are in a session when you delete the group and then you discard the session, Oracle Service Bus Administration Console does not un-delete the group.


	
Alternatively, you can click the Delete icon in the Options column of the group you want to delete.









25.10 Locating Roles

To locate roles:

	
Select Security Configuration > Roles. The Global Roles page displays the information shown in Table 25-5. For a more detailed description of the properties, see Section 25.12, "Editing Roles."


	
To restrict the number of items in the list or locate a specific role, scroll through the pages. Use the page controls above or below the table.





Table 25-5 Role Information

	Property	Description
	
Role Name

	
The name of the role. The name is a link to the View Role Details page. See Section 25.12, "Editing Roles."


	
Provider Name

	
The authentication provider for this group.












25.11 Adding Roles

To add roles:

	
Log in to the Oracle Service Bus Administration Console as a user with WebLogic Server Admin privileges. Only users in the Admin role can modify security configuration data. See "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Select Security Configuration > Roles to display the Global Roles page.


	
Click New.

You can add a role from inside or outside a session.


	
In the Role Name field, enter a unique name. This is a required field.

Be sure that there are no spaces or < > characters in the security role name. Security role names are case sensitive. The Oracle convention is that all security role names are singular.


	
To create the role, click OK.

Oracle Service Bus Administration Console saves the role and the role becomes available immediately to all sessions. If you are in a session when you add the role and then you discard the session, Oracle Service Bus Administration Console does not delete the new role.

When you click OK to create the role, the next step is to define the conditions under which the role applies.


	
Continue in Section 25.11.1, "Defining Role Conditions."






25.11.1 Defining Role Conditions

To define role conditions:

	
On the Global Roles page, click the name of the new global role to display the Global Role Conditions page.


	
Under Role Conditions, click Add Condition.

The following prompt is displayed:

Choose the predicate you wish to use as your new condition


	
Choose a predicate from the list box. Typically, you choose Group. When a group is used to create a security role, the security role can be granted to all members of the group (that is, multiple users).


	
Click Next. Depending on what you chose for your condition predicate, do one of the following steps, described in Table 25-6.


Table 25-6 Condition Predicate Options

	Condition Predicate...	Complete These Steps...
	
If you selected Group, enter one or more arguments that define the group or groups that should hold this role

	
	
In the Group Argument Name field, enter an argument that defines the group.


	
Click Add.


	
If necessary, repeat steps 1 and 2 until you have finished adding arguments. You can click Remove to remove the arguments from the list.


	
Click Finish.





	
If you selected User, enter one or more arguments that define the user or users that should hold this role

	
	
In the User Argument Name field, enter an argument that defines the user.


	
Click Add.


	
If necessary, repeat steps 1 and 2 until you have finished adding arguments. You can click Remove to remove the arguments from the list.


	
Click Finish.





	
If you selected Server is in development mode, Allow access to everyone or Deny access to everyone

	
Click Finish.


	
If you selected a time-constrained predicate such as Access occurs between specified hours, select start and end times and a GMT offset

	
	
In the Starting Time field, enter the earliest permissible time in the format hh:mm:ss AM|PM. For example, enter 12:45:00 AM.


	
In the Ending Time field, enter the latest permissible time in the format hh:mm:ss AM|PM. For example, enter 12:45:00 AM.


	
In the GMT offset field, enter the time ahead of GMT in the format GMT+hh:mm, or behind GMT in the format GMT-hh:mm. For example, Eastern Standard Time in the USA is GMT-5:00.


	
Click Finish.





	
If you selected Context element defined, enter a context element name

	
	
In the Context element name field, enter the name of the context element.


	
Click Finish.





	
If you selected Context element's value equals a numeric constant, Context element's value is greater than a numeric constant, or Context element's value is less than a numeric constant, enter a context element name and a numeric value to compare it against

	
	
In the Context element name field, enter the name of the context element the value of which is to be evaluated.


	
In the Numeric Value field, enter a numeric value.


	
Click Finish.





	
If you selected Context element's value equals a string value, enter a context element name and a string value to compare it against

	
	
In the Context element name field, enter the name of the context element the value of which is to be evaluated.


	
In the String Value field, enter the string value that you want to compare.


	
Click Finish.





	
If you selected a time-constrained predicate such as Access occurs before or Access occurs after

	
	
In the Date field, enter a date in the format mm/dd/yy. For example, enter 1/1/04. You can add an optional time in the format hh:mm:ss AM|PM. For example, you can enter 1/1/04 12:45:00 AM.


	
Click Finish.





	
If you selected the time-constrained predicate Access occurs on specified days of the week, select the day of the week and a GMT offset

	
	
In the Day of week field, enter the day of the week.


	
In the GMT offset field, enter the time ahead of GMT in the format GMT+hh:mm, or behind GMT in the format GMT-hh:mm. For example, Eastern Standard Time in the USA is GMT-5:00.


	
Click Finish.





	
If you selected a time-constrained predicate such as Access occurs on a specified day of the month, Access occurs before a specified day of the month, or Access occurs after a specified day of the month

	
	
In the Day of the Month field, enter the ordinal number of the day within the current month with values in the range from -31 to 31. Negative values count back from the end of the month, so the last day of the month is specified as -1. 0 indicates the day before the first day of the month.


	
In the GMT offset field, enter the time ahead of GMT in the format GMT+hh:mm, or behind GMT in the format GMT-hh:mm. For example, Eastern Standard Time in the USA is GMT-5:00.


	
Click Finish.











	
If necessary, repeat the steps to add expressions based on different role conditions. In the Role Conditions section, you can do the following steps, described in Table 25-7, to modify the expressions.


Table 25-7 Role Conditions Options

	To...	Complete These Steps...
	
Change the ordering of the selected expression.

	
Click Move Up and Move Down.


	
Merge or unmerge role conditions and switch the highlighted and or statements between expressions.

	
Click Combine and Uncombine.


	
Make a condition negative; for example, NOT Group Operators excludes the Operators group from the role.

	
Click Negate.


	
Delete a selected expression.

	
Click Remove.








	
When all the expressions in the Role Conditions section are correct, click Save.


	
To end the session and deploy the configuration to the runtime, click Activate under Change Center.











25.12 Editing Roles

Use the View Role Details page to view and change details of a specific role.

	
Log in to the Oracle Service Bus Administration Console as a user with WebLogic Server Admin privileges. Only users in the Admin role can modify security configuration data. See "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Locate the role. See Section 25.10, "Locating Roles."


	
Click the role name. The View Role Details page displays the information shown in Table 25-8.


Table 25-8 Role Details

	Property	Description
	
Name

	
The name of the role.


	
Role Conditions

	
The conditions which determine membership in this role.








You can change role details from inside or outside a session.


	
Perform one of the following steps, described in Table 25-9.


Table 25-9 Role Options

	To...	Complete This Step...
	
Change the ordering of the selected expression.

	
Click Move Up and Move Down.


	
Merge or unmerge role conditions and switch the highlighted and or statements between expressions.

	
Click Combine and Uncombine.


	
Make a condition negative; for example, NOT Group Operators excludes the Operators group from the role.

	
Click Negate.


	
Delete a selected expression.

	
Click Remove.








	
Click Save.

Oracle Service Bus Administration Console updates the role and the update becomes available immediately to all sessions. If you are in a session when you update the role and then you discard the session, Oracle Service Bus Administration Console does not delete the updates.









25.13 Deleting Roles

To delete roles:

	
Log in to the Oracle Service Bus Administration Console as a user with WebLogic Server Admin privileges. Only users in the Admin role can modify security configuration data. See "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Select Security Configuration > Roles to display the Global Roles page.


	
Select the role you want to delete. You can select multiple roles if necessary.

You can delete roles from inside or outside a session.


	
Click Delete. A message prompting you to confirm that you want to delete the role is displayed.


	
To delete the role, click OK.

Oracle Service Bus Administration Console deletes the role. If you are in a session when you delete the role and then you discard the session, Oracle Service Bus Administration Console does not un-delete the role.









25.14 Locating Access Control Policies

The Security page provides a link to the access control policies for a proxy service in the current Oracle Service Bus domain.

This page lists does not list proxy services that you have created in session but have not yet activated. To edit access control policies for a new proxy service, first activate the session in which you created the proxy service.

	
To locate the access control policies for a new proxy service, activate the session in which you created the proxy service.


	
In the Access Control column select the name of the proxy service from Transport Access Control, or the name of the proxy service or a particular operation from Message Access Control.









25.15 Editing Transport-Level Access Policies

Use the View Policy Details page to edit the transport-level access control policy of a proxy service. The page displays the information shown in Table 25-10.


Table 25-10 Policy Details

	Property	Description
	
Proxy Service Name

	
Displays the name of the proxy service name for which you selected Transport Access Control on the Security page.


	
Providers

	
Displays the authorization providers that are configured for the security realm.


	
Policy Conditions

	
Displays the conditions that determine for which users the proxy service will process requests.








	
Log in to the Oracle Service Bus Administration Console as a user with WebLogic Server Admin privileges. Only users in the Admin role can modify security configuration data. See "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Locate the access policy. See Section 25.14, "Locating Access Control Policies."


	
On the Security page, in the Transport Access Control column, click the name of the proxy service. The policy editor is displayed.

You can edit an access control policy from inside a session.


	
In the Authorization Providers field, select an authorization provider. Oracle recommends that you select the XACMLAuthorizer.




	
Note:

Oracle Service Bus has deprecated support for the WebLogic Default Authorization provider. Instead, Oracle recommends that you use the WebLogic XACML Authorization provider.










	
Add policy conditions. See Section 25.17, "Adding Policy Conditions."


	
When you have finished entering conditions in the Policy Conditions section, click Save.









25.16 Editing Message-Level Access Policies

Use the View Policy Details page to edit the message-level access control policy of a proxy service that is a Web Service and is configured to require message-level security. The page displays the information shown in Table 25-11.


Table 25-11 Policy Details

	Property	Description
	
Proxy Service Name

	
Displays the name of the proxy service name for which you selected View Policies on the Access Control for Proxy Services page.


	
Providers

	
Displays the authorization providers that are configured for the realm.


	
Operation

	
Lists the operation in the proxy service that can be secured.


	
Policy Conditions

	
Displays the conditions that determine which users can invoke the operations that are selected under Service Operations.








	
Log in to the Oracle Service Bus Administration Console as a user with WebLogic Server Admin privileges. Only users in the Admin role can modify security configuration data. See "Configuring Administrative Security" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Locate the access policy. See Section 25.14, "Locating Access Control Policies."


	
On the Security page, in the Message Access Control column, click the name of the proxy service or the particular operation in that proxy service. The policy editor is displayed.

You can edit an access control policy from inside a session.


	
In the Authorization Providers field, select an authorization provider. Oracle recommends that you select the XACMLAuthorizer.




	
Note:

Oracle Service Bus has deprecated support for the WebLogic Default Authorization provider. Instead, Oracle recommends that you use the WebLogic XACML Authorization provider.










	
Add policy conditions. See Section 25.17, "Adding Policy Conditions."


	
When you have finished entering conditions in the Policy Conditions section, click Save.









25.17 Adding Policy Conditions

To add policy conditions:

	
Access the policy editor for an access control policy. See Section 25.15, "Editing Transport-Level Access Policies" or Section 25.16, "Editing Message-Level Access Policies."


	
In the policy editor, under Policy Conditions, click Add Condition.

The following prompt is displayed:

Choose the predicate you wish to use as your new condition


	
Select a predicate from the list.


	
Click Next. Depending on what you chose for your condition predicate, do one of the following steps, shown in Table 25-12.


Table 25-12 Condition Predicate Options

	If You Selected...	Complete These Steps...
	
Role

(For transport-level security, this condition applies only if the proxy service uses a protocol that enables a client to supply credentials.)

	
	
In the Role Argument Name field, enter the role to which you want to grant access.

If you have not already created the role that you entered in this field, you can do so after you finish creating access control policies. See Section 25.11, "Adding Roles." If you do not create this role, then no one will be granted access.


	
Click Add.


	
If necessary, repeat steps 1 and 2 until you have finished adding arguments. You can click Remove to remove the arguments from the list.


	
Do one of the following:

To save the arguments and return to the predicate list, click Finish.

To discard the changes and return to the predicate list, click Back.

To discard the changes and return to the View Policy Details page, click Cancel.





	
Group

(For transport-level security, this condition applies only if the proxy service uses a protocol that enables a client to supply credentials.)

	
	
In the Group Argument Name field, enter the group to which you want to grant access.

If you have not already created the group that you entered in this field, you can do so after you finish creating access control policies. See Section 25.7, "Adding Groups." If you do not create this group, then no one will be granted access.


	
Click Add.


	
If necessary, repeat steps 1 and 2 until you have finished adding arguments. You can click Remove to remove the arguments from the list.


	
Do one of the following:

To save the arguments and return to the predicate list, click Finish.

To discard the changes and return to the predicate list, click Back.

To discard the changes and return to the View Policy Details page, click Cancel.





	
User

(For transport-level security, this condition applies only if the proxy service uses a protocol that enables a client to supply credentials.)

	
	
In the User Argument Name field, enter the user to which you want to grant access.

If you have not already created the user that you entered in this field, you can do so after you finish creating access control policies. See Section 25.3, "Adding Users." If you do not create this user, then no one will be granted access.


	
Click Add.


	
If necessary, repeat steps 1 and 2 until you have finished adding arguments. You can click Remove to remove the arguments from the list.


	
Do one of the following:

To save the arguments and return to the predicate list, click Finish.

To discard the changes and return to the predicate list, click Back.

To discard the changes and return to the View Policy Details page, click Cancel.





	
Access occurs on specified days of the week

	
	
In the Day of week field, enter the day of the week.


	
In the GMT offset field, enter the time ahead of GMT in the format GMT+hh:mm, or behind GMT in the format GMT-hh:mm. For example, Eastern Standard Time in the USA is GMT-5:00.


	
Do one of the following:

To save the arguments and return to the predicate list, click Finish.

To discard the changes and return to the predicate list, click Back.

To discard the changes and return to the View Policy Details page, click Cancel.





	
Access occurs between specified hours

	
	
In the Starting Time field, enter the earliest permissible time in the format hh:mm:ss AM|PM. For example, enter 12:45:00 AM.


	
In the Ending Time field, enter the latest permissible time in the format hh:mm:ss AM|PM. For example, enter 12:45:00 AM.


	
In the GMT offset field, enter the time ahead of GMT in the format GMT+hh:mm, or behind GMT in the format GMT-hh:mm. For example, Eastern Standard Time in the USA is GMT-5:00.


	
Do one of the following:

To save the arguments and return to the predicate list, click Finish.

To discard the changes and return to the predicate list, click Back.

To discard the changes and return to the View Policy Details page, click Cancel.





	
Access occurs before or Access occurs after

	
	
In the Date field, enter a date in the format mm/dd/yy. For example, enter 1/1/04. You can add an optional time in the format hh:mm:ss AM|PM. For example, you can enter 1/1/04 12:45:00 AM.


	
In the GMT offset field, enter the time ahead of GMT in the format GMT+hh:mm, or behind GMT in the format GMT-hh:mm. For example, Eastern Standard Time in the USA is GMT-5:00.


	
Do one of the following:

To save the arguments and return to the predicate list, click Finish.

To discard the changes and return to the predicate list, click Back.

To discard the changes and return to the View Policy Details page, click Cancel.





	
Access occurs on a specified day of the month, Access occurs before a specified day of the month, or Access occurs after a specified day of the month

	
	
In the The day of the month field, enter the ordinal number of the day within the current month with values in the range from -31 to 31. Negative values count back from the end of the month, so the last day of the month is specified as -1. 0 indicates the day before the first day of the month.


	
In the GMT offset field, enter the time ahead of GMT in the format GMT+hh:mm, or behind GMT in the format GMT-hh:mm. For example, Eastern Standard Time in the USA is GMT-5:00.


	
Do one of the following:

To save the arguments and return to the predicate list, click Finish.

To discard the changes and return to the predicate list, click Back.

To discard the changes and return to the View Policy Details page, click Cancel.





	
Context element's value equals a string constant

(Applies only to transport-level security. A context element is a parameter/value pair that a container such as a Web container can optionally provide to a security provider. Context elements are not available for message-level access control policies.)

	
	
In the Context element name field, enter the name of the context element for which to evaluate the value. For possible values, see "Context Properties Are Passed to Security Providers" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
In the String Value field, enter the string value that you want to compare.


	
Do one of the following:

To save the arguments and return to the predicate list, click Finish.

To discard the changes and return to the predicate list, click Back.

To discard the changes and return to the View Policy Details page, click Cancel.





	
Context element's value is greater than a numeric constant, Context element's value equals a numeric constant, or Context element's value is less than a numeric constant

(Applies only to transport-level security. A context element is a parameter/value pair that a container such as a Web container can optionally provide to a security provider. Context elements are not available for message-level access control policies.)

	
	
In the Context element name field, enter the name of the context element for which to evaluate the value. For possible values, see "Context Properties Are Passed to Security Providers" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
In the Numeric Value field, enter a numeric value.


	
Do one of the following:

To save the arguments and return to the predicate list, click Finish.

To discard the changes and return to the predicate list, click Back.

To discard the changes and return to the View Policy Details page, click Cancel.





	
Context element defined

(Applies only to transport-level security. A context element is a parameter/value pair that a container such as a Web container can optionally provide to a security provider. Context elements are not available for message-level access control policies.)

	
	
In the Context element name field, enter the name of the context element. For possible values, see "Context Properties Are Passed to Security Providers" in the Oracle Fusion Middleware Developer's Guide for Oracle Service Bus.


	
Do one of the following:

To save the arguments and return to the predicate list, click Finish.

To discard the changes and return to the predicate list, click Back.

To discard the changes and return to the View Policy Details page, click Cancel.





	
Deny access to everyone, Allow access to everyone or Server is in development mode

	
Click Finish.

Alternatively, you can click Cancel to discard the changes and return to the View Policy Details page.








	
If necessary, repeat steps 3-5 to add expressions based on different policy conditions. In the Policy Conditions section, you can do the following steps, shown in Table 25-13, to modify the expressions.


Table 25-13 Policy Conditions Options

	To...	Complete These Steps...
	
Change the ordering of the selected expression.

	
Select the check box associated with the condition, then click Move Up and Move Down.


	
Merge or unmerge policy conditions and switch the highlighted and or statements between expressions.

	
Select the check box associated with the appropriate conditions, then click Combine and Uncombine.


	
Make a condition negative; for example, NOT Group Operators excludes the Operators group from the policy.

	
Select the check box associated with the condition, then click Negate.


	
Delete a selected expression.

	
Select the check box associated with the condition, then click Remove.










Related Topics

See "Security Policy Conditions" in Oracle Fusion Middleware Securing Resources Using Roles and Policies for Oracle WebLogic Server.









51 Managing Operational Settings Using Smart Search


This chapter describes how to use Smart Search in Oracle Service Bus. Smart Search lets you locate and manage resources such as proxy services, business services, alert rules for Service Level Agreements (SLA) violations, and alert destinations.

You can use Smart Search to find resources based on various criteria regardless of your role in Oracle Service Bus. For more information about tasks, which can be performed by each role Oracle Service Bus, see Chapter 45, "Roles in Oracle Service Bus."

You can also use results of a search to change the operational settings at the service level. For effectively enabling or disabling any operational setting, you must enable or disable the setting both at the global level and the service level. For more information, see Section 46.7.1, "How to Configure the Operational Settings for a Service."

You can access Smart Search from the Configuration module on the Operations navigator bar (see Figure 51-1).


Figure 51-1 Accessing Smart Search

[image: Description of Figure 51-1 follows]
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There are the two levels of smart search available in Oracle Service Bus–basic search and advanced search. Using basic search you can search using the following basic criteria–Type, Name, and Path. Using advanced search, you can use additional filters to customize your search for each type. The following sections describe:

	
Section 51.1, "Using Basic Search"


	
Section 51.2, "Using Advanced Search"


	
Section 51.4, "Managing Operational Settings for Proxy Services"


	
Section 51.5, "Managing Operational Settings for Business Services"


	
Section 51.6, "Managing Operational Settings for Split-Joins"


	
Section 51.7, "Managing Operational Settings for Alert Destinations"


	
Section 51.8, "Managing Operational Settings for SLA Alert Rules"






51.1 Using Basic Search

Basic Search helps you to search for resources using basic criteria such as resource type or the name of a resource. Table 51-1 describes the basic criteria you can use with the search functionality.


Table 51-1 Criteria for Basic Search

	Criteria	Usage
	
Type

	
This search criterion is mandatory. Use the Type field to specify the type of resource. The field has the following options:

	
All Services: Choose this type when you search for both proxy services and business services.


	
Proxy Services: Choose this type when you search for proxy services only.


	
Business Services: Choose this type when you search for business services only.


	
Alert Destinations: Choose this type when you search for alert destinations.


	
SLA Alert Rules: Choose this type when you search for SLA alert rules.




Note: To view all the resources of a given type, choose the resource type in the Type field and click View All.


	
Name

	
Optional. Enter the name of specific resource you want to find.


	
Path

	
Optional. Enter a path in the Path field to specify a location (path) of the resource.








You can use any one or a combination of these criteria.






51.2 Using Advanced Search

Use the advanced search if you want to configure your search with additional criteria. To use these filters, click Open Advanced Search Filters icon.The following sections describe the usage of advanced search filters in smart search functionality to manage operational settings.






51.3 Managing Operational Settings for All Services

You can search for proxy services and business services in the Oracle Service Bus Administration Console using filters in Smart Search. This section describes finding, viewing, and editing proxy services and business services.



51.3.1 Finding Services Using Search Filters

Table 51-2 describes the usage advanced filters to customize your search for both proxy services and business services.


Table 51-2 Using Advanced Filters to Find Proxy Services and Business Services

	Filter	Usage
	
Service State

	
Choose Enabled or Disabled from the. Choose All to ignore this filter.


	
Service Monitoring

	
Choose Enabled or Disabled from the. Choose All to ignore this filter


	
Service SLA Alerts

	
Choose Enabled or Disabled from the. Choose All to ignore this filter.


	
Service Message Tracing

	
Choose Enabled or Disabled from the. Choose All to ignore this filter.








Click Search to find all services using the set criteria or click View All to view all the services.






51.3.2 Viewing and Editing Operational Settings

You can view results of the search for proxy service and business service in the Summary of All Services table.

Use this table to enable or disable services, monitoring, and SLA alerting functionality for both business service and proxy services. You can also use this to enable or disable message tracing, pipeline alerting, message reporting, execution tracing, and pipeline logging for proxy services. To enable or disable select the check box in the appropriate field and click Update.

The runtime effects of these settings also depend on corresponding settings at the global level. For more information about Global Settings, see Section 46.7.2, "How to Configure the Operational Settings at the Global Level." You can update the information for one or more services concurrently using this table.

The following information is displayed for all services:


Table 51-3 Understanding Summary of All Services

	Property	Description
	
Name

	
The name assigned to the service. The name is a link to the View Proxy Service page for proxy services or View Business Services page for business services.


	
Path

	
The project associated with the service. If the service resides in a project folder, this folder is also listed. The path is displayed in the format:

project-name/root-folder/ . . ./parent-folder

The path is a link to the corresponding path in the Project Explorer.


	
Type

	
The type of the parent service: proxy service or business service.


	
State

	
The state of the service–Enabled or Disabled.


	
Monitoring

	
The monitoring status of the service. Enabled or Disabled, and the level enabled at and above:

	
Service Monitoring


	
Pipeline Monitoring


	
Action Monitoring





	
SLA Alerts

	
The SLA alerting status. Enabled or Disabled, and the level enabled at and above:

	
Normal (N)


	
Warning (W)


	
Minor (Mn)


	
Major (Mj)


	
Critical (C)


	
Fatal (F)





	
Msg. Tracing

	
The message tracing status–Enabled or Disabled.


	
Pipeline Alerts

	
For proxy services only.

The pipeline alerting status–Enabled or Disabled, and the level enabled at and above:

	
Normal (N)


	
Warning (W)


	
Minor (Mn)


	
Major (Mj)


	
Critical (C)


	
Fatal (F)





	
Reports

	
For proxy services only.

The message reporting status of the service: Enabled or Disabled.


	
Logs

	
For proxy services only.

The logging status–Enabled or Disabled, and the severity level at which it is enabled–Debug (D), Info (I), Warning (W), or Error (E).


	
Exe. Tracing

	
For proxy services and Split-Joins only.

The tracing status–Enabled or Disabled


	
Caching

	
For business services only. Whether result caching is enabled or disabled.


	
Actions

	
For proxy services: The View Message Flow icon is a link to the pipeline for that proxy service.








Click Reset to discard any changes in the summary table and refresh the page with currently stored settings.




	
Note:

You can edit the operational settings depending on the privileges of your role. For more information about roles, see Chapter 45, "Roles in Oracle Service Bus."
















51.4 Managing Operational Settings for Proxy Services

You can search for proxy services in the Oracle Service Bus Administration Console using filters in Smart Search. This section describes finding, viewing, and editing proxy services.



51.4.1 Finding Proxy Services Using Search Filters

Table 51-4 describes advanced filters to customize your search for proxy services.


Table 51-4 Using Advanced Filters to Search for Proxy Services

	Filter	Usage
	
State

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
Monitoring

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
SLA Alerts

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
Message Tracing

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
Pipeline Alerts

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
Reports

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
Logs

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
Execution Tracing

	
Choose Enabled or Disabled. Choose All to ignore this filter.








Click Search to find all proxy services using the set criteria or click View All to view all the services.






51.4.2 Viewing and Editing Operational Settings

You can view results of the search for proxy service in the Summary of Proxy Services table.

The Summary of Proxy Services view displays State, Monitoring, SLA Alerts, Message Tracing, Pipeline Alerts, Reports, Logs, Execution Tracing, Path, Type, Name, and Actions. For more information about the fields displayed in the summary of proxy services, see Section 51.3.2, "Viewing and Editing Operational Settings."

Use this table to enable or disable proxy services, monitoring, and SLA alerting, message tracing, pipeline alerting, message reporting, pipeline logging, and execution tracing. To enable or disable click the check box in the appropriate field and click Update. The runtime effects of these settings also depend on corresponding settings at the global level. For more information about Global Settings, see Section 46.7.2, "How to Configure the Operational Settings at the Global Level." You can update the information for one or more proxy services concurrently using this table.

Click Reset to discard any changes in the summary table and refresh the page with currently stored settings.




	
Note:

You can edit the pipeline message flow depending on the privileges of your role. For more information about roles, see Chapter 45, "Roles in Oracle Service Bus."
















51.5 Managing Operational Settings for Business Services

You can search for business services in the Oracle Service Bus Administration Console using filters in Smart Search. This section describes finding, viewing, and editing business services.



51.5.1 Finding Business Services Using Search Filters

Table 51-5 describes the filters you can use to customize your search for business services.


Table 51-5 Using Advanced filters to Search for Business Services

	Filters	Usage
	
Service State

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
Monitoring

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
SLA Alerts

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
Message Tracing

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
Caching

	
Choose Enabled or Disabled. Choose All to ignore this filter.








Click Search to find all services using the set criteria or click View All to view all the services.






51.5.2 Viewing and Editing Operational Settings

You can view results of the search for business service in the Summary of Business Services table.

The Summary of Business Services view displays State, Monitoring, SLA Alerts, Message Tracing, Name, Path, and Type. For more information about the fields displayed in the summary of business services, see Section 51.3.2, "Viewing and Editing Operational Settings."

Use this table to enable or disable services, monitoring, SLA alerts, and message tracing. To enable or disable, select the check box in the appropriate field and click Update. The runtime effects of these settings also depend on corresponding settings at the global level. For more information about Global Settings, see Section 46.7.2, "How to Configure the Operational Settings at the Global Level." You can update the information for one or more business services concurrently using this table.

Click Reset to discard any changes in the summary table and refresh the page with currently stored settings.




	
Note:

You can edit the operational settings for a business service depending on the privileges of your role. For more information about roles, see Chapter 45, "Roles in Oracle Service Bus."
















51.6 Managing Operational Settings for Split-Joins

You can search for Split-Joins in the Oracle Service Bus Administration Console using filters in Smart Search. This section describes finding, viewing, and editing Split-Joins.



51.6.1 Finding Split-Joins Using Search Filters

Table 51-6 describes the filters you can use to customize your search for Split-Joins.


Table 51-6 Using Advanced filters to Search for Split-Joins

	Filters	Usage
	
Logs

	
Choose Enabled or Disabled. Choose All to ignore this filter.


	
Execution Tracing

	
Choose Enabled or Disabled. Choose All to ignore this filter.








Click Search to find all services using the set criteria or click View All to view all the services.






51.6.2 Viewing and Editing Operational Settings

You can view results of the search for Split-Joins in the Summary of Split-Joins table.

The Summary of Split-Joins view displays Name, Path, Type, Logs, and Execution Tracing. Use this table to view the Split-Join configuration details, modify operational settings, and enable/disable logs and execution tracing. To enable or disable, select the check box in the appropriate field and click Update. The runtime effects of these settings also depend on corresponding settings at the global level. For more information about Global Settings, see Section 46.7.2, "How to Configure the Operational Settings at the Global Level." You can update the information for one or more Split-Joins concurrently using this table.

Click Reset to discard any changes in the summary table and refresh the page with currently stored settings.




	
Note:

You can edit the operational settings for a Split-Join depending on the privileges of your role. For more information about roles, see Chapter 45, "Roles in Oracle Service Bus."
















51.7 Managing Operational Settings for Alert Destinations

You can search for alert destinations in the Oracle Service Bus Administration Console using advanced filters in Smart Search. You can view and delete alert destinations using smart search.



51.7.1 Finding Alert Destinations using Search Filters

Table 51-7 describes the filters you can use to customize your search for alert destinations.


Table 51-7 Using Advanced Filters to Search for Alert destinations

	Filter	Usage
	
Target

	
You can choose from one of the following options:

	
SNMP Trap


	
Reporting


	
Email


	
JMS




Only alert destinations with at least one of the selected targets are displayed. By default Target filter is not applied.


	
Search Pattern

	
The system uses the string to search all the Description fields of the Alert Destinations, as well as the specific detailed fields of the email and JMS destinations. If the string appears in any of the Alert Destination fields, the Alert Destinations matching the search criteria are displayed.

Click Search to find all alert destinations using the set criteria or click View All to view all the alert destinations. For more information about alert destinations, see Section 46.6.7, "What are Alert Destinations?."












51.7.2 Viewing and Deleting Alert Destinations

You can view results of the search for alert destinations in the Summary of Alert Destinations table.

Table 51-8 describes the information is provided in the Summary of Alert Destination table.


Table 51-8 Summary of Alert Destination

	Column Name	Description
	
Name

	
This displays the names of the alert destinations that satisfy the search criteria.


	
Path

	
This displays the location of the resource in the Oracle Service Bus domain.


	
Options

	
This displays the actions that can be performed on the alert destination. You can delete an alert destination from this field.








You can delete one or more alert destination concurrently using this table.To delete an alert destination click the check box associated with the alert destination and click Delete.




	
Notes:

To create an alert destination click the path to view the corresponding project folder. Select Alert Destination in Create Resource to create a new alert destination.

To reconfigure or view the details of an alert destination click the alert destination to go to the Alert destination configuration page.
















51.8 Managing Operational Settings for SLA Alert Rules

You can search for SLA alert rules in the Oracle Service Bus Administration Console using additional filters in Smart Search. This section describes finding, viewing, and configuring alert rules using smart search.



51.8.1 Finding SLA Alert Rules Using Search Filters

Table 51-9 describes the filters you can use to customize your search for SLA ALert Rules:


Table 51-9 Using Advanced Filters to Search for SLA Alert Rules

	Filters	Usage
	
Parent Service

	
You can base the search for SLA alert rules on the proxy service or business service associated with the SLA alert rule. Use this filter to override the path specified in the basic search.


	
Service Type

	
You can specify the type of the parent service criterion. The parent service can be one of the following options:

	
All Services: The parent service is either a proxy service or a business service.


	
Proxy Services


	
Business Service




Note: When you specify the value for Service Type, Parent Service is reset.


	
Rule State

	
You can customize the search based on the state of the SLA alert rule. The SLA alert rule can be in either of the following states:

	
Enabled: Use this to search for all the SLA alert rules that are enabled.


	
Disabled: Use this to search for all the SLA alert rules that are disabled.




Choose All to ignore this filter.


	
Severity

	
You can customize the search based on the severity of the SLA alerts. To do so, set the level of severity in the Severity field.








Click Search to find all services using the set criteria or click View All to view all the services.




	
Note:

Select the or above check box to restrict your search to the specified severity level or above (listed from the most inclusive to the most restrictive level): Normal, Warning, Minor, Major, Critical, and Fatal. For example, to search for alert rules with severity levels equal to Major, Critical, and Fatal set severity equal to Major and click the check box associated with or above.














51.8.2 Viewing and Configuring SLA Alert Rules

You can view results of the search for SLA alert rules in the SLA Alert Rules table. You can update the information for one or more alert rule concurrently using this table. To enable or disable the alert rule select the associated check box and click Update.

Click Reset to discard any changes in the summary table and refresh the page with currently stored settings.

Table 51-10 describes information displayed in the SLA Alert Rules Summary table:


Table 51-10 SLA Alert Summary Table

	Property	Description
	
Name

	
The name of the alert rule. Click the name to go to the View Alert Rule Details page. For more information, see Section 46.8.2, "How to Lookup or Edit Existing Alert Rules."


	
SLA State

	
The status of the alert rule: Enabled or Disabled.


	
Description

	
This field is hidden by default.

A description of the alert rule.


	
Service Name

	
The name of the parent service. The name is a link to the Operational Settings page.


	
Path

	
The project associated with the parent service of the alert rule. If the parent service of the alert rule resides in a project folder, this folder is also listed. The path is displayed in the format:

project-name/root-folder/ . . ./parent-folder

The path is a link to the corresponding path in the Project Explorer.


	
Severity

	
The severity of the alert that is triggered by this rule: Normal, Warning, Minor, Major, Critical, or Fatal.


	
Aggr Interval

	
The aggregation interval in terms of hours and minutes.


	
Expiration Date

	
The date when this alert rule is no longer in effect.


	
Stop Processing

	
Displays Yes or No.

This field is hidden by default.


	
Frequency

	
The frequency of this alert:

	
Every Time


	
Notify Once














	
Note:

You can enable or disable an alert rule depending on the privileges of your role. For more information about roles, see Chapter 45, "Roles in Oracle Service Bus." For more information about enabling and disabling alert rules, see Section 46.7.1, "How to Configure the Operational Settings for a Service."



















Part I


Console Help for Oracle Service Bus

This part provides the topics of the Oracle Service Bus Administration Console online help system for managing Oracle Service Bus at runtime. Chapters include:

	
Chapter 2, "Introduction to Oracle Service Bus"


	
Chapter 3, "Change Center"


	
Chapter 4, "Working with Projects, Folders, and Resources"


	
Chapter 5, "XML Schemas"


	
Chapter 6, "Alert Destinations"


	
Chapter 7, "WSDLs"


	
Chapter 8, "JARs"


	
Chapter 9, "MQ Connections"


	
Chapter 10, "Split-Joins"


	
Chapter 11, "XQuery Transformations"


	
Chapter 12, "Custom WS-Policies"


	
Chapter 13, "JCA Bindings"


	
Chapter 14, "XML Documents"


	
Chapter 15, "XSL Transformations"


	
Chapter 16, "MFLs"


	
Chapter 17, "Service Accounts"


	
Chapter 18, "Service Key Providers"


	
Chapter 19, "Business Services: Creating and Managing"


	
Chapter 20, "Proxy Services: Creating and Managing"


	
Chapter 22, "Proxy Services: Message Flow"


	
Chapter 21, "Proxy Services: Actions"


	
Chapter 23, "Proxy Services: XQuery and XPath Editors"


	
Chapter 24, "Proxy Services: Error Handlers"


	
Chapter 25, "Security Configuration"


	
Chapter 26, "Monitoring"


	
Chapter 27, "Configuration"


	
Chapter 28, "Reporting"


	
Chapter 29, "Import/Export"


	
Chapter 30, "UDDI"


	
Chapter 31, "Global Resources"


	
Chapter 32, "Customization"


	
Chapter 33, "Test Console"








