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Oracle Enterprise Manager Grid Control (Grid Control) is a management solution that provides a centralized, integrated framework for managing different versions of Oracle products and some third-party products in the enterprise. Grid Control automates day-to-day maintenance requirements for an enterprise grid such as software installation, patching, upgrading, workload balancing, and security.
This Release Notes document is one of the documents that is bundled with 10.2.0.3.0 Grid Control.
This document contains the following sections:
This section addresses the known issues pertaining to this release.
This section covers all installation and upgrade issues in general.
If you are doing an additional OMS install pointing to a repository whose key is not present, then you will see following message:
"The emkey for securing the current Management Service does not exist in the repository you have specified. From the first Oracle Management Service install, execute "emctl prepare repository -new_oms_install" before proceeding with this install."
In the this message, the command that needs to be executed is incorrect. Therefore, follow these steps instead:
emkey.ora
into /OH/sysman/config/
./emctl config emkey -emkeyfile /OH/sysman/config/emkey.ora
(Bug 5658897)
While performing an Agent Download Install using the agentdownload.linux x86_64 script, at the end of the installation, the following error is displayed:
error: db4 error(5) from dbcursor->c_get: Input/output error
This error is harmless and can be ignored. The Management Agent gets installed successfully and works fine.
(Bug 5761062)
During installation of OMS and Agent, CCR configuration page is not displayed. Due to this, the users can not configure the CCR at the time of installation.As a workaround, after the installation is complete, configure the CCR manually by executing $ORACLE_HOME/ccr/bin/setupCCR -s <csi> <metalink-id> <country-code>.
Cannot install Agent on SLES10 (4th option ) using 10203 full shiphome. The workaround is to use the Agent download shiphome to install the agent on SLES10.
This section covers issues that related to the Agent Deploy application.
For more information about Management Agent deployment, refer to the Management Agent Deployment Best Practices document available at:
http://www.oracle.com/technology/products/oem/pdf/10gr2_agent_deploy_bp.pdf
If you have existing SSH setup on some machines and if you are using the sshConnectivity.sh script to do a new setup manually, then to restore the old setup, you need to perform the following steps manually:
mv $HOME/.ssh/identity.pub.ri.bak $HOME/.ssh/identity.pub
mv $HOME/.ssh/identity.ri.bak $HOME/.ssh/identity
mv $HOME/.ssh/known_hosts.ri.bak $HOME/.ssh/known_hosts
mv $HOME/.ssh/config.ri.bak $HOME/.ssh/config
chmod 644 $HOME/.ssh/identity.pub
chmod 600 $HOME/.ssh/identity
chmod 644 $HOME/.ssh/known_hosts
chmod 644 $HOME/.ssh/config
For more information, refer to the Management Agent Deployment Best Practices document available at:
http://www.oracle.com/technology/products/oem/pdf/10gr2_agent_deploy_bp.pdf
(Bug 5484944)
Silent installation of Agent fails on 9.x cluster node or the inventory has entries for 9.x cluster install. During the silent install, the installation aborts with the following message, "SEVERE: Abnormal program termination. An internal error has occurred." The workaround is to install the agent using OUI or use Agent download shiphome to complete the installation in silent mode.
(Bug 5734514)
DEFAULT WEBSITE EM Website CREATION FAILED : ORA-01403: no data foundORA-01403: no data foundBEGIN*ERROR at line 1:ORA-20999: CREATE DEFAULT WEBSITE FAILED : ORA-01403: no data foundORA-06512: at line 224During installtion of GC , Agent configuration may fail with above error. This is due to the delay in uploading the data to oms.Retry the configurtaion assistant after few minutes.
(Bug 4290464 )
CHECKSSHEQUIVALENCE fails While trying to deploy the agent using Agent Push method. Workaround : Please make sure that follwoing paramters are set properly.
This section addresses OMS and Management Agent-related issues.
While configuring Server Load Balancer between Grid Control console and Management Service as described in the Section 3.6.2 of Oracle® Enterprise Manager Advanced Configuration 10g Release 2 (10.2), the Management Service redirects the client browser to a Management Service host bypassing the Server Load balancer.
For example, in a Grid Control deployment with three Oracle Management Services (say on omshost1.example.com, omshost2.example.com, omshost3.example.com) and a Server Load Balancer (slbhost.example.com), the client browser request for http(s)://slbhost.example.com[:port]/em gets redirected to http(s)://omshost[1,2,3][:port]/em.
To prevent the browser from bypassing the load balancer when a URL is redirected, edit the *|ServerName|* directive defined in the Oracle HTTP Server configuration file at $ORACLE_HOME/sysman/config/httpd_em.conf to match the name of the server load balancer host. So, for the example above, the directive should look as follows :
This workaround has to be done in addition to the configuration defined in Section 3.6.2.3 "Configuring Oracle HTTP Server When Using a Server Load Balancer for the Grid Control Console" of the Oracle® Enterprise Manager Advanced Configuration 10g Release 2 (10.2).
Also, note that in a multi-OMS setup, this workaround has to be done for all the Management Services.
(Bug 5692755)
There is a memory leak in the Management Agent that is amplified while monitoring iAS targets, or more generally, when a lot of HTTP requests are sent to the Management Agent. The leak is in the xdk code that is used by the Management Agent and is tracked by bug 5573534.
To resolve this issue, apply the one-off patch for bug 5573534.
(Bug 5575154, 5573534)
According to the "The Energy Policy Act of 2005" beginning 2007, the Daylight Saving Time has been extended by one month and the schedule for the states of the United States that adopt daylight saving time will use the following rules:
Start: Second Sunday in March
End: First Sunday in November
Time: 2 am local time
The new rules have been incorporated in jdk "1.5.0_06". The details can be found at this site:
http://bugs.sun.com/bugdatabase/view_bug.do?bug_id=6317178
Oracle recommends that you apply the patch to reflect this change. Otherwise, it can cause unexpected behavior in the Grid Control, especially with the job system. This includes jobs being scheduled an hour later than expected.
For more information, see Metalink Note:359145.1 titled "Impact of 2007 USA daylight savings changes on the Oracle database" on the OracleMetalink site.
(Bug 5351247)
You cannot unsecure a Management Agent if the OMS is secured and locked.
(Bug 5531324)
The translated online help is not available for the following:
Target Metrics: Oracle Content DB Metrics, Voicemail and Fax Recording Service, JBoss Application Server Metrics, Oracle BPEL Process Manager Metrics, IBM WebSphere MQ Queue Manager Metrics, Identity Manager Server Target Metrics, Identity Manager Repository Target Metrics, Access Manager - Identity Server Metrics, Access Manager - Access Server Metrics, Siebel Server Target Metrics, Siebel Component Metrics, Siebel Gateway Target Metrics, and Siebel Component Group Target Metrics.
Application Server Management: Managing Oracle BPEL Process Manager, Managing IBM WebSphere MQ Queue Manager, Managing Identity Federation Server, Managing JBoss Application Server, Managing Identity Manager, Managing Access Manager - Access and Identity Servers, Managing JBoss Partition, and Managing IBM WebSphere MQ Cluster.
Target Policies: Secure Configuration for Oracle Database, Secure Configuration for Oracle Real Application Cluster Database, and Secure Configuration for Oracle Listener.
Management Operations: Managing Data Exchange, Managing Management Connectors, Managing Policy Groups, and Managing Siebel Targets.
(Bug 5715773)
This section addresses the connector framework issues.
Oracle recommends that you run the following PL/SQL procedure as the repository owner (SYSMAN) periodically. For normal load, run the procedure weekly. If there are large numbers of tickets created everyday, then run it daily.
To run the procedure, login to the repository database as SYSMAN through SQLPLUS and run the following command:
execute mgmt_cntr_tt.clean_up_old_ticket_recs;/
(Bug 5700394)
This section addresses enterprise integration issues.
After deleting a data exchange hub, the underlying sessions associated with the hub are deleted, but the underlying jobs associated with the outbound data exchange sessions are not deleted. This problem exists only for outbound data exchange sessions and not for inbound ones. On the contrary, these jobs are still scheduled and run.
To resolve this issue, delete the sessions if any before deleting the hub. Alternatively, navigate to the Jobs page and delete all the jobs corresponding to the outbound sessions.
(Bug 5664615)
This section addresses Database management issues.
While executing "db2gc", you may see the error the following error in the terminal session window.
This error occurs only when the charset encoding setting of the terminal session window is not UTF8-based, and if you choose to rename the current target display name to another one that includes multibyte and native language-based characters.
To resolve this issue, do these:
(Bug 5724384)
The db2gc utility does not migrate metric customizations to GridControl for RAC database targets. After the target migration, review the All Metrics page to customize Metric Thresholds and (or) Collection Frequency as needed.
(Bug 5709028)
You may face errors while performing the "Add Instance" operation of a RAC Database. To workaround this problem, add "+ASM2.instance_number=2" to the init.ora
file of source node, stop the ASM instance with "srvctl stop asm -n destination_node_name" and start it again with "srvctl start asm -n destination_node_name", and then instance2 can be started normally with "srvctl stop instance -d RAC_DB_NAME -i Destination_INSTANCE_NAME".
(Bug 5260570)
If you have any 9i series RAC Database on Microsoft Windows, then you cannot start or stop these targets from the Cluster Database Home Page of the Grid Control console.
However, starting and stopping is possible at instance level. So if you have multiple database instances within a cluster, then you can navigate to the home page of any of those database instances, and then start or stop them.
(Bug 5730084)
This section addresses application server management issues.
In order to see accurate values on the "mod_oc4j Metrics Page" for a version 10.1.3.0 Oracle HTTP Server, you must patch your Oracle Application Server 10.1.3.0 installation with patch 5161311 and patch 5088239 available on OracleMetalink site. For additional information, refer to the patches' ReadMes.
(Bug 5042008)
Grid Control fails to discover some installations of Oracle Application Server release 9.0.4. This is due to an internal error that occurs during the discovery, and this is likely to happen when Oracle Process Connect component is present in the application server instance. However, no error message is displayed.
(Bug 5735044)
If you have upgraded your OMS to 10.2.0.3, but have left the Management Agent as 10.2.0.2 or any other previous release, then for the Oracle BPEL Process Manager target, that is BPEL Process Manager release 10.1.3.1, will always show "Down" status. Also, on the Processes page, the processes will not get listed.
To resolve this issue and view the processes on the Processes page, upgrade the Management Agent to 10.2.0.3.
To view the correct status, do one of these:
${OH}/sysman/admin/metadata/oracle_integrationbpm.xml
(agent OH)
<Filter COLUMN_NAME="opmn_process_type" OPERATOR="CONTAINS">OC4J_BPEL</Filter>
<Filter COLUMN_NAME="opmn_process_type" OPERATOR="CONTAINS">home</Filter>
emctl reload agent
(Bug 5708626, 5704583)
As a Grid Control admin user, when you try to configure 10.1.3.1 OC4J to enable the end-to-end tracing feature by clicking Enable Logging on the Manage OC4J Data Collection page, you are redirected to the Application Server Control.
The desired behavior is that after you login to Application Server Control, you should be redirected to the OC4J Trace Property Configuration Page. Instead, you are re-directed to the Application Server Control Topology Page, where you have to manually drill down to get to the appropriate page. This problem is applicable to Application Server 10.1.3.1 Release.
To workaround this issue, after you login to Application Server Control, on the Topology page, select the appropriate OC4J instance, click the Administration tab, click Edit Server Properties, and then scroll down to the bottom of the page and click Trace Properties.
(Bug 5439369)
When you try the deployment procedure using Grid Control to restart the web tier, the procedure may end successfully with the message that the web tier has been restarted, but it may not actually restart the web tier.
To resolve this issue, you have to modify the directive manuallymanagedclusterconfig.pl
before executing of the deployment procedure.
To modify the directive manuallymanagedclusterconfig.pl
, follow these steps:
manuallymanagedclusterconfig.pl
to display the contents. In the function parseCommandLineParams()
, change line number 135, that is $hmpParams{"INSTALL_BASE"} = "true";
to $hmpParams{"INSTALL_BASE"} = $ARGV[ $i + 1 ];
Similarly, change line number 140, that is $hmpParams{"VIRTUAL_HOST"} = "true";
to $hmpParams{"VIRTUAL_HOST"} = $ARGV[ $i + 1 ];
manuallymangedclusterconfig.pl
. manuallymangedclusterconfig.pl
that was saved in step 9. (Bug 5684224)
This section addresses identity management issues.
When you access the Infrastructure Performance tab of an Identity Federation System, and select Real Time: Manual Refresh from the View Data menu to view metric information at real time, the charts appear but the data is not depicted.
(Bug 5700277)
Internal exception is found while associating discovered Oracle Identity Manager targets with existing Identity Manager system. Therefore, the discovery of Oracle Identity Manager components fails to complete.
To resolve this issue, discover the Oracle Identity Manager components by associating them with new Identity Manager system. You can then add these components to an existing system from the Systems tab of the Grid Control console.
(Bug 5751839)
This section addresses Siebel application management issues.
The Beacon Enhancement functionality is not being supported on Microsoft Internet Explorer 7 browser, as Siebel does not support this browser currently for High Interactive applications.
For more information on the support provided, refer to this site:
http://supportweb.siebel.com/support/private/content/knowledgedocs/enu/SOD/IE7-SOD.pdf
Refer to the "Planned Support for Microsoft Internet Explorer 7 on Windows XP SP2" section. According to this document, the support for High Interactivity applications on Microsoft Internet Exxplorer 7 will be provided in early CYQ207.
(Bug 5724954)
The Management Agent performs the remote playback functionality. For this, it spawns a browser and replays the recorded script. The Management Agent runs as a Windows service using the system account credentials. If the system account does not have appropriate privileges or permissions, then this functionality is not permitted.
This particular issue is faced with beacons on Microsoft Windows 2003 Server. So, on these hosts, the status of the application is always shown "Down", and the metrics collected do not have any values. This issue is not faced on Microsoft Windows 2000 and Microsoft Windows XP hosts.
(Bug 5676927)
In Grid Control 10.2.0.3.0 release, support is not provided for monitoring a Siebel server when the total number of enabled Siebel components and component groups in that server is more than 70.
(Bug 5724329)
When there are multiple Siebel server installations, if the siebel home directories on which the servers are installed are different on different machines, then you may face issues while starting and stopping the components of a Siebel server.
Make sure that the installation directories of the siebel servers are identical across all machines. Otherwise, as a workaround, perform your start/stop operations from the server manager utility.
For information about using the server manager utility, refer to the following document available at:
(Bug 5747767)
The navigation in View Configuration Page for Siebel targets, that is for Siebel Server, Siebel Gateway Server, and Siebel components, does not work.
To resolve this issue, use the "Show All" option from the navigation menu.
(Bug 5702824)
Manually added services do not get reflected in the services dashboard. To resolve this issue, follow these steps:
(Bug 5718696)
Grid Control cannot handle two Siebel Enterprises with identical names.
(Bug 5654804)
SARM metrics are not getting collected in Siebel 7.7 and 7.8 environments as SARM query executables are not bundled with Siebel 7.7 and 7.8 versions. To resolve this issue, apply the one-off patch for bug 5684381.
(Bug 5684381)
The charts that appear on the Siebel Enterprise Home Page show incorrect values.
(Bug 5747754)
This section addresses host management issues.
After applying the 10.2.0.3 patch on OMS, Grid Control might report 99% memory utilization for the target host.
To resolve this problem, select Deployment and click Refresh Host Configuration on that page. Now, select the related host from the Available Hosts and click Refresh Hosts.
(Bug 5141414)
Administration Tab is shown for the Microsoft Windows host targets, even though this feature is supported for RedHat(RHEL4) and Suse Linux (sles9) hosts only. This issue will be addressed in the next Patch Set.
(Bug 5689719)
In case of Full agent install or Patch agent install on RHEL4 or sles9, the UI asks you to install the required components and patches, even if the YaST patch for Suse is already installed.
To resolve this issue, follow these steps:
Full agent install on RHEL4 or sles9
Bounce the agent by running the following commands:
emctl stop agent
emctl start agent
Patch agent install on RHEL4 or sles9
Bounce the agent by running the following commands:
emctl stop agent
emctl start agent
Change the permissions in $ORACLE_HOME/sysman/admin/scripts as follows:
chmod 755 EM*.ycp
chmod 755 DiscoverYast2.pl
chmod 755 RunYast.sh
(Bug 5718456)
On the Network Card page, changing the Name Server IP address under Global DNS Settings does not work. This issue will be fixed in the next Patch Set.
(Bug 5724608)
This section addresses third-party application server monitoring issues.
While monitoring BEA WebLogic Managed Server targets, you may face metric collection errors. You may see an error message like:
This error is caused when a Management Agent is used to monitor one application server target that is compatible with one version of JMX, and another application server target that is compatible with another version of JMX. For example, when you monitor BEA WebLogic release 8.1 and BEA WebLogic release 9 using the same Management Agent, you will see this error.
To resolve this issue, do not use the same Management Agent for monitoring both these targets. Have one Management Agent monitor one target and another one monitor another target.
(Bug 5458460)
After discovering IBM WebSphere Application Server, IBM WebSphere Application Server Cell, or BEA WebLogic Server Domain, restart the Management Agent. This is required only when you are discovering these third-party application server for the first time.
(Bug 4451228)
If IBM MQ Series is installed on Microsoft Windows non-English edition, or on Linux with characterset of OS locale that is neither 'iso88591' nor 'UTF8', then discovering MQ target from Grid Control fails.
To resolve this issue, install IBM MQ Series on Microsoft Windows English edition or on Linux with OS locale using characterset 'iso88591' or 'utf8'. For example, en_US.iso88591 and zh_CN.utf8.
(Bug 5722258)
This section addresses network appliance filer management issues.
While adding a target on the Agent home page, you may choose to test the connection. While doing so, the test may be successful and you may be able to add the target to Grid Control. However, when you return to that target's home page, you will see metric collection error for the response metric.
To resolve this issue, when test connection is successful, remove and re-enter the encrypted password before adding the target to Grid Control.
(Bug 5642074)
Our goal is to make Oracle products, services, and supporting documentation accessible, with good usability, to the disabled community. To that end, our documentation includes features that make information available to users of assistive technology. This documentation is available in HTML format, and contains markup to facilitate access by the disabled community. Accessibility standards will continue to evolve over time, and Oracle is actively engaged with other market-leading technology vendors to address technical obstacles so that our documentation can be accessible to all of our customers. For more information, visit the Oracle Accessibility Program Web site at
http://www.oracle.com/accessibility/
Accessibility of Code Examples in Documentation
Screen readers may not always correctly read the code examples in this document. The conventions for writing code require that closing braces should appear on an otherwise empty line; however, some screen readers may not always read a line of text that consists solely of a bracket or brace.
Accessibility of Links to External Web Sites in Documentation
This documentation may contain links to Web sites of other companies or organizations that Oracle does not own or control. Oracle neither evaluates nor makes any representations regarding the accessibility of these Web sites.
TTY Access to Oracle Support Services
Oracle provides dedicated Text Telephone (TTY) access to Oracle Support Services within the United States of America 24 hours a day, seven days a week. For TTY support, call 800.446.2398.
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