
[image: Oracle Corporation]




Oracle® Database

High Availability Best Practices

11g Release 1 (11.1)

B28282-02

December 2009




Oracle Database High Availability Best Practices 11g Release 1 (11.1)

B28282-02

Copyright © 2005, 2009, Oracle and/or its affiliates. All rights reserved.

Primary Authors: Lawrence To, Viv Schupmann

Contributors: Andrew Babb, Janet Blowney, Larry Carpenter, Timothy Chien, Jay Davison, Senad Dizdar, Ray Dutcher, Mahesh Girkar, Stephan Haisley, Holger Kalinowski, Nitin Karkhanis, Frank Kobylanski, Joydip Kundu, Barb Lundhild, Roderick Manalac, Pat McElroy, Robert McGuirk, Joe Meeks, Markus Michalewicz, Valarie Moore, Michael Nowak, Darryl Presley, Michael T. Smith, Vinay Srihari, Lawrence To, Douglas Utzig, James Viscusi, Vern Wagman, Steve Wertheimer, Shari Yamaguchi

This software and related documentation are provided under a license agreement containing restrictions on use and disclosure and are protected by intellectual property laws. Except as expressly permitted in your license agreement or allowed by law, you may not use, copy, reproduce, translate, broadcast, modify, license, transmit, distribute, exhibit, perform, publish, or display any part, in any form, or by any means. Reverse engineering, disassembly, or decompilation of this software, unless required by law for interoperability, is prohibited.

The information contained herein is subject to change without notice and is not warranted to be error-free. If you find any errors, please report them to us in writing.

If this software or related documentation is delivered to the U.S. Government or anyone licensing it on behalf of the U.S. Government, the following notice is applicable:

U.S. GOVERNMENT RIGHTS Programs, software, databases, and related documentation and technical data delivered to U.S. Government customers are "commercial computer software" or "commercial technical data" pursuant to the applicable Federal Acquisition Regulation and agency-specific supplemental regulations. As such, the use, duplication, disclosure, modification, and adaptation shall be subject to the restrictions and license terms set forth in the applicable Government contract, and, to the extent applicable by the terms of the Government contract, the additional rights set forth in FAR 52.227-19, Commercial Computer Software License (December 2007). Oracle USA, Inc., 500 Oracle Parkway, Redwood City, CA 94065.

This software is developed for general use in a variety of information management applications. It is not developed or intended for use in any inherently dangerous applications, including applications which may create a risk of personal injury. If you use this software in dangerous applications, then you shall be responsible to take all appropriate fail-safe, backup, redundancy, and other measures to ensure the safe use of this software. Oracle Corporation and its affiliates disclaim any liability for any damages caused by use of this software in dangerous applications.

Oracle is a registered trademark of Oracle Corporation and/or its affiliates. Other names may be trademarks of their respective owners.

This software and documentation may provide access to or information on content, products, and services from third parties. Oracle Corporation and its affiliates are not responsible for and expressly disclaim all warranties of any kind with respect to third-party content, products, and services. Oracle Corporation and its affiliates will not be responsible for any loss, costs, or damages incurred due to your access to or use of third-party content, products, or services.



Contents

List of Figures

List of Tables

Preface

	Audience
	Documentation Accessibility
	Related Documents
	Conventions


1 Introduction to High Availability Best Practices

	1.1 Oracle Database High Availability Architecture
	1.2 Oracle Database High Availability Best Practices
	1.3 Oracle Maximum Availability Architecture
	1.4 Operational Best Practices


2 Configuring for High Availability

	2.1 Configuring Storage
	2.1.1 Evaluate Database Performance and Storage Capacity Requirements
	2.1.2 Use Oracle Storage Grid
	2.1.2.1 Oracle Storage Grid Best Practices for Unplanned Outages
	2.1.2.2 Oracle Storage Grid Best Practices for Planned Maintenance



	2.1.3 Use Automatic Storage Management (ASM) to Manage Database Files
	2.1.4 Use ASMLib On Platforms Where It Is Available
	2.1.5 Use a Simple Disk and Disk Group Configuration
	2.1.6 Use Disk Multipathing Software to Protect from Path Failure
	2.1.7 Use Redundancy to Protect from Disk Failure
	2.1.8 Use Clustered Automatic Storage Management (ASM) to Enable the Storage Grid
	2.1.9 Configure a Separate Automatic Storage Management (ASM) Home
	2.1.10 Allow Automatic Memory Management with MEMORY_TARGET Parameter
	2.1.11 Ensure Disks in the Same Disk Group Have the Same Characteristics
	2.1.12 Use SYSASM for ASM Authentication
	2.1.13 Use a Single Command to Mount Multiple Disk Groups
	2.1.14 Use a Single Command to Add or Remove Storage
	2.1.15 Use Failure Groups When Using ASM Redundancy
	2.1.16 Increase Allocation Units for Large Databases
	2.1.17 Use Disk Labels
	2.1.18 Check Disk Groups for Imbalance
	2.1.19 Set Rebalance to the Maximum Limit That Will Not Affect Service Levels
	2.1.20 Use ASMCMD to Ease Manageability of ASM
	2.1.21 Use Oracle Recovery Manager or Oracle Data Guard to Migrate to ASM
	2.1.22 Set the DISK_REPAIR_TIME Disk Group Attribute Appropriately
	2.1.23 Proactively Mine Vendor Logs for Disk Errors



	2.2 Configuring Oracle Database 11g
	2.2.1 Recommendations for High Availability and Fast Recoverability
	2.2.1.1 Enable ARCHIVELOG Mode
	2.2.1.2 Configure the Size of Redo Log Files and Groups Appropriately
	2.2.1.3 Use a Flash Recovery Area
	2.2.1.4 Enable Flashback Database
	2.2.1.5 Use Fast-Start Fault Recovery to Control Instance Recovery Time
	2.2.1.6 Configure to Protect from Data Corruption
	2.2.1.7 Use the Data Recovery Advisor
	2.2.1.8 Set DISK_ASYNCH_IO
	2.2.1.9 Set LOG_BUFFER to at Minimum of 8 MB
	2.2.1.10 Use Automatic Shared Memory Management
	2.2.1.11 Disable Parallel Recovery for Instance Recovery



	2.2.2 Recommendations to Improve Manageability
	2.2.2.1 Use Data Recovery Adviser to Detect, Analyze and Repair Data Failures
	2.2.2.2 Use Automatic Performance Tuning Features
	2.2.2.3 Use a Server Parameter File
	2.2.2.4 Use Automatic Undo Management
	2.2.2.5 Use Locally Managed Tablespaces
	2.2.2.6 Use Automatic Segment Space Management
	2.2.2.7 Use Temporary Tablespaces and Specify a Default Temporary Tablespace
	2.2.2.8 Use Resumable Space Allocation
	2.2.2.9 Use Database Resource Manager






	2.3 Configuring Oracle Database 11g with Oracle Clusterware
	2.3.1 Oracle Clusterware Best Practices
	2.3.1.1 Oracle Clusterware Release Compatibility
	2.3.1.2 Capacity Planning
	2.3.1.3 Use a Local Home for ASM, Oracle Database, and Oracle Clusterware
	2.3.1.4 Out-of-Place Patch Set Installation with Cloning
	2.3.1.5 Client Configuration and Migration
	2.3.1.6 Use Separate Home Directory Locations for ASM and Oracle Database
	2.3.1.7 Run the Listener Out of the Most Recent Oracle Home or ASM Home
	2.3.1.8 Ensure Services are Highly Available
	2.3.1.9 Connect to Database Using Services and Virtual Internet Protocol (VIP) Address
	2.3.1.10 Use Client-Side and Server-Side Load Balancing
	2.3.1.11 Mirror Oracle Cluster Registry (OCR) and Configure Multiple Voting Disks
	2.3.1.12 Regularly Back Up OCR to Tape or Offsite
	2.3.1.13 Verify That Oracle Clusterware and Oracle RAC Use the Same Interconnect Network



	2.3.2 Cold Failover Cluster Best Practices



	2.4 Configuring Oracle Database 11g with Oracle RAC
	2.4.1 Understand the Instance Recovery Target and Optimize (if Required)
	2.4.2 Maximize the Number of Processes Performing Transaction Recovery
	2.4.3 Ensure Asynchronous I/O Is Enabled
	2.4.4 Redundant Dedicated Connection Between the Nodes



	2.5 Configuring Oracle Database 11g with Oracle RAC on Extended Clusters
	2.5.1 Spread the Workload Evenly Across the Sites in the Extended Cluster
	2.5.2 Configure the Nodes to Be Within the Proximity of a Metropolitan Area
	2.5.3 Use Host-Based Storage Mirroring with ASM Normal or High Redundancy
	2.5.4 Add a Third Voting Disk to Host the Quorum Disk
	2.5.5 Additional Deployment Considerations for Extended Clusters



	2.6 Configuring Oracle Database 11g with Oracle Data Guard
	2.6.1 Determine Which Type of Standby Database Is Best for Your Application
	2.6.2 Choose the Appropriate Level of Data Protection
	2.6.3 Implement Multiple Standby Databases
	2.6.4 General Configuration Best Practices for Data Guard
	2.6.4.1 Use Recovery Manager to Create Standby Databases
	2.6.4.2 Enable Flashback Database for Reinstatement After Failover
	2.6.4.3 Use FORCE LOGGING Mode
	2.6.4.4 Use the Data Guard Broker
	2.6.4.5 Use a Simple, Robust Archiving Strategy and Configuration
	2.6.4.6 Use Standby Redo Logs and Configure Size Appropriately



	2.6.5 Redo Transport Services Best Practices
	2.6.5.1 Conduct Performance Assessment with Proposed Network Configuration
	2.6.5.2 Best Practices for Primary Database Throughput
	2.6.5.3 Best Practices for Network Configuration and Highest Network Redo Rates
	2.6.5.4 Best Practices for Redo Transport Compression



	2.6.6 Log Apply Services Best Practices
	2.6.6.1 Redo Apply Best Practices for Physical Standby Databases
	2.6.6.2 SQL Apply Best Practices for Logical Standby Databases



	2.6.7 Role Transition Best Practices
	2.6.7.1 Switchovers
	2.6.7.2 Failovers



	2.6.8 Best Practices for Snapshot Standby Database
	2.6.9 Best Practices for Deploying Multiple Standby Databases
	2.6.10 Best Practices for Real-Time Query (Oracle Active Data Guard Option)
	2.6.10.1 Enabling Real-Time Query On a Consistent Standby Database
	2.6.10.2 Monitoring Real-Time Query



	2.6.11 Recommendations for Protecting Data Outside of the Database
	2.6.12 Assess Data Guard Performance



	2.7 Configuring Backup and Recovery
	2.7.1 Use Oracle Database Features and Products
	2.7.1.1 Use Recovery Manager to Back Up Database Files
	2.7.1.2 Use Oracle Secure Backup for Backups to Tape
	2.7.1.3 Use Restore Points



	2.7.2 Configuration and Administration
	2.7.2.1 Understand When to Use Backups
	2.7.2.2 Determine a Backup Frequency
	2.7.2.3 Use an RMAN Recovery Catalog
	2.7.2.4 Create Backups in NOCATALOG Mode and RESYNC CATALOG Afterwards
	2.7.2.5 Enable Block Change Tracking for Incremental Backups
	2.7.2.6 Enable Autobackup for the Control File and Server Parameter File
	2.7.2.7 Offload Backups to a Physical Standby Database



	2.7.3 Backup to Disk
	2.7.4 Backup to Tape
	2.7.4.1 Create Tape Backups from the Flash Recovery Area
	2.7.4.2 Create Fast Tape Backups Using Oracle Secure Backup
	2.7.4.3 Maintain Offsite Backups



	2.7.5 Backup and Recovery Maintenance
	2.7.5.1 Regularly Check Database Files for Corruption
	2.7.5.2 Periodically Test Recovery Procedures
	2.7.5.3 Regularly Backup the Recovery Catalog Database






	2.8 Configuring Oracle Streams
	2.8.1 Preparing Oracle Streams Configurations
	2.8.2 Finalizing and Verifying the Oracle Streams Configuration



	2.9 Configuring Fast Connection Failover
	2.9.1 Configure JDBC and OCI Clients for Failover
	2.9.2 Configure Client Failover in an Oracle RAC Environment
	2.9.3 Configure Failover in an Oracle Data Guard Environment
	2.9.4 Prevent Login Storms



	2.10 Using Oracle Enterprise Manager Grid Control


3 Monitoring Using Oracle Grid Control

	3.1 Overview of Monitoring and Detection for High Availability
	3.2 Using Oracle Grid Control for System Monitoring
	3.2.1 Oracle Grid Control Home Page
	3.2.2 Set Up Default Notification Rules for Each System
	3.2.3 Use Database Target Views to Monitor Health, Availability, and Performance
	3.2.4 Use Event Notifications to React to Metric Changes
	3.2.5 Use Events to Monitor Data Guard System Availability



	3.3 Managing the High Availability Environment with Oracle Grid Control
	3.3.1 Check Oracle Grid Control Policy Violations
	3.3.2 Use Grid Control to Manage Oracle Patches and Maintain System Baselines
	3.3.3 Manage Database Availability with the High Availability Console
	3.3.4 Configure High Availability Solutions with MAA Advisor





4 Managing Unscheduled Outages

	4.1 Overview of Unscheduled Outages
	4.1.1 Managing Unscheduled Outages on the Primary Site
	4.1.2 Managing Unscheduled Outages on the Standby Site



	4.2 Recovering from Unscheduled Outages
	4.2.1 Complete Site Failover
	4.2.1.1 When to Use Complete Site Failover
	4.2.1.2 Best Practices for Complete Site Failover
	4.2.1.3 Repair Solution



	4.2.2 Database Failover with a Standby Database
	4.2.2.1 When To Perform a Data Guard Failover
	4.2.2.2 Best Practices for Implementing Fast-Start Failover
	4.2.2.3 Best Practices for Performing Manual Failover



	4.2.3 Oracle RAC Recovery for Unscheduled Outages
	4.2.3.1 Automatic Instance Recovery for Failed Instances
	4.2.3.2 Automatic Service Relocation
	4.2.3.3 Oracle Cluster Registry



	4.2.4 Application Failover
	4.2.5 ASM Recovery After Disk and Storage Failures
	4.2.5.1 ASM Instance Failure
	4.2.5.2 ASM Disk Failure
	4.2.5.3 Data Area Disk Group Failure
	4.2.5.4 Flash Recovery Area Disk Group Failure



	4.2.6 Recovering from Data Corruption (Data Failures)
	4.2.6.1 Use Data Recovery Advisor to Automate Failure Diagnosis and Repair
	4.2.6.2 Use Data Guard to Recover From Data Corruption and Data Failure
	4.2.6.3 Use RMAN Block Media Recovery
	4.2.6.4 Use RMAN Data File Media Recovery
	4.2.6.5 Re-Create Objects Manually



	4.2.7 Recovering from Human Error
	4.2.7.1 Resolving Table Inconsistencies
	4.2.7.2 Resolving Row and Transaction Inconsistencies
	4.2.7.3 Resolving Database-Wide Inconsistencies
	4.2.7.4 Resolving One or More Tablespace Inconsistencies



	4.2.8 Recovering Databases in a Distributed Environment



	4.3 Restoring Fault Tolerance
	4.3.1 Restoring Failed Nodes or Instances in Oracle RAC
	4.3.1.1 Recovering Service Availability
	4.3.1.2 Considerations for Client Connections After Restoring an Oracle RAC Instance



	4.3.2 Restoring a Standby Database After a Failover
	4.3.2.1 Reinstating the Original Primary Database After a Fast-Start Failover
	4.3.2.2 Reinstating a Standby Database Using Enterprise Manager After a Failover



	4.3.3 Restoring ASM Disk Groups after a Failure
	4.3.4 Restoring Fault Tolerance After Planned Downtime on Secondary Site or Cluster
	4.3.5 Restoring Fault Tolerance After a Standby Database Data Failure
	4.3.6 Restoring Fault Tolerance After the Primary Database Was Opened Resetlogs
	4.3.7 Restoring Fault Tolerance After Dual Failures





5 Managing Scheduled Outages

	5.1 Overview of Scheduled Outages
	5.1.1 Managing Scheduled Outages on the Primary Site
	5.1.2 Managing Scheduled Outages On the Secondary Site



	5.2 Eliminating or Reducing Downtime for Scheduled Outages
	5.2.1 Site, Hardware, and Software Maintenance Using Database Switchover
	5.2.1.1 When to Perform a Data Guard Switchover
	5.2.1.2 Best Practices for Configuring Data Guard Switchover
	5.2.1.3 How to Perform Data Guard Switchover



	5.2.2 Online Patching
	5.2.3 Oracle RAC Database Patches
	5.2.3.1 Best Practices to Minimize Downtime for All Database Patch Upgrades
	5.2.3.2 Best Practices to Minimize Downtime for Database Rolling Upgrades



	5.2.4 Storage Maintenance
	5.2.4.1 Migrating to ASM Storage
	5.2.4.2 Adding and Removing Storage
	5.2.4.3 Upgrading ASM Nodes



	5.2.5 Database Upgrades
	5.2.5.1 Database Upgrade Assistant
	5.2.5.2 Data Guard SQL Apply or Transient Logical Standby Database
	5.2.5.3 Oracle Streams
	5.2.5.4 Transportable Tablespaces



	5.2.6 Database Platform or Location Migration
	5.2.6.1 Physical Standby Databases for Platform Migration
	5.2.6.2 Transportable Database for Platform Migration
	5.2.6.3 Oracle Streams for Platform Migration
	5.2.6.4 Oracle Data Pump for Platform Migration
	5.2.6.5 Transportable Tablespaces for Platform Migration
	5.2.6.6 Data Guard Redo Apply (Physical Standby Database) for Location Migration



	5.2.7 Oracle Streams for Online Database Upgrade
	5.2.8 Oracle Streams for Online Application Upgrades
	5.2.9 Data Reorganization and Redefinition
	5.2.10 System Maintenance





6 Migrating to an MAA Environment

	6.1 Moving Your Configuration to MAA
	6.2 Using Oracle Enterprise Manager Grid Control
	6.3 Using Manual Step-by-Step Instructions
	6.3.1 Converting a Single-Instance Database to an Oracle RAC Database
	6.3.2 Adding an Oracle Data Guard Configuration to an Oracle RAC Primary Database
	6.3.2.1 Creating an Oracle RAC Physical Standby Database for an Oracle RAC Primary Database
	6.3.2.2 Creating a Single-instance Standby Database for an Oracle RAC Primary
	6.3.2.3 Creating an Oracle RAC Logical Standby for an Oracle RAC Primary Database








A Database SPFILE and Oracle Net Configuration File Samples

	A.1 SPFILE Samples
	A.2 Oracle Net Configuration Files
	A.2.1 SQLNET.ORA Example for All Hosts Using Dynamic Instance Registration
	A.2.2 LISTENER.ORA Example for All Hosts Using Dynamic Instance Registration
	A.2.3 TNSNAMES.ORA Example for All Hosts Using Dynamic Instance Registration





Glossary

Index



List of Figures

	2-1 Allocating Entire Disks
	2-2 Partitioning Each Disk
	3-1 Oracle Grid Control Home Page
	3-2 Setting Notification Rules for Availability
	3-3 Setting Notification Rules for Metrics
	3-4 Database Home Page
	3-5 Monitoring a Primary Database in the HA Console
	3-6 Monitoring the Standby Database in the HA Console
	3-7 MAA Advisor Page in Oracle Grid Control
	4-1 Network Routes Before Site Failover
	4-2 Network Routes After Site Failover
	4-3 Enterprise Manager Reports Disk Failures
	4-4 Enterprise Manager Reports ASM Disk Groups Status
	4-5 Enterprise Manager Reports Pending REBAL Operation
	4-6 Partitioned Two-Node Oracle RAC Database
	4-7 Oracle RAC Instance Failover in a Partitioned Database
	4-8 Nonpartitioned Oracle RAC Instances
	4-9 Fast-Start Failover and the Observer Are Successfully Enabled
	4-10 Reinstating the Original Primary Database After a Fast-Start Failover
	5-1 Using a Transient Logical Standby Database for Database Rolling Upgrade
	5-2 Database Object Reorganization Using Oracle Enterprise Manager




List of Tables

	2-1 Parameter Values Set by the DB_ULTRA_SAFE Initialization Parameter
	2-2 Determining the Appropriate Data Protection Mode
	2-3 Archiving Recommendations
	2-4 Parallel Recovery Coordinator Wait Events
	2-5 Parallel Recovery Slave Wait Events
	2-6 Comparing Fast-Start Failover and Manual Failover
	2-7 Minimum Recommended Settings for FastStartFailoverThreshold
	2-8 Comparing Backup Options
	2-9 Typical Wait Times for Client Failover
	3-1 Recommendations for Monitoring Space
	3-2 Recommendations for Monitoring the Alert Log
	3-3 Recommendations for Monitoring Processing Capacity
	3-4 Recommended Notification Rules for Metrics
	3-5 Recommendations for Setting Data Guard Events
	4-1 Recovery Times and Steps for Unscheduled Outages on the Primary Site
	4-2 Recovery Steps for Unscheduled Outages on the Secondary Site
	4-3 Types of ASM Failures and Recommended Repair
	4-4 Recovery Options for Data Area Disk Group Failure
	4-5 Recovery Options for Flash Recovery Area Disk Group Failure
	4-6 Non Database Object Corruption and Recommended Repair
	4-7 Flashback Solutions for Different Outages
	4-8 Summary of Flashback Features
	4-9 Additional Processing When Restarting or Rejoining a Node or Instance
	4-10 Restoration and Connection Failback
	4-11 SQL Statements for Starting Standby Databases
	4-12 SQL Statements to Start Redo Apply and SQL Apply
	4-13 Queries to Determine RESETLOGS SCN and Current SCN OPEN RESETLOGS
	4-14 SCN on Standby Database is Behind RESETLOGS SCN on the Primary Database
	4-15 SCN on the Standby is Ahead of Resetlogs SCN on the Primary Database
	4-16 Re-Creating the Primary and Standby Databases
	5-1 Scheduled Outages
	5-2 Solutions for Scheduled Outages on the Primary Site
	5-3 Managing Scheduled Outages on the Secondary Site
	5-4 Database Upgrade Options
	5-5 Platform and Location Migration Options
	6-1 Starting Configurations Moving to an MAA Environment
	A-1 Generic Parameters for Primary, Physical Standby, and Logical Standby Databases
	A-2 Oracle RAC Parameters for Primary, Physical Standby, and Logical Standby
	A-3 Data Guard Parameters for Primary, Physical Standby, and Logical Standby
	A-4 Data Guard Broker Parameters for Primary, and Physical and Logical Standbys
	A-5 Data Guard (No Broker) Parameters for Primary, and Physical and Logical Standby
	A-6 Data Guard Parameters for Primary and Physical Standby Database Only
	A-7 Data Guard Parameters for Primary and Logical Standby Database Only
	A-8 Data Guard Parameters for Primary Database, Physical Standby Database, and Logical Standby Database: Maximum Availability or Maximum Protection Modes
	A-9 Data Guard Parameters for Primary Database, Physical Standby Database, and Logical Standby Database: Maximum Performance Mode




Preface

This book provides high availability best practices for configuring and maintaining your Oracle Database system and network components.


Audience

This book is intended for chief information technology officers and architects, as well as administrators that perform the following database, system, network, and application tasks:

	
Plan data centers


	
Implement data center policies


	
Maintain high availability systems


	
Plan and build high availability solutions





Documentation Accessibility

Our goal is to make Oracle products, services, and supporting documentation accessible to all users, including users that are disabled. To that end, our documentation includes features that make information available to users of assistive technology. This documentation is available in HTML format, and contains markup to facilitate access by the disabled community. Accessibility standards will continue to evolve over time, and Oracle is actively engaged with other market-leading technology vendors to address technical obstacles so that our documentation can be accessible to all of our customers. For more information, visit the Oracle Accessibility Program Web site at http://www.oracle.com/accessibility/.


Accessibility of Code Examples in Documentation

Screen readers may not always correctly read the code examples in this document. The conventions for writing code require that closing braces should appear on an otherwise empty line; however, some screen readers may not always read a line of text that consists solely of a bracket or brace.


Accessibility of Links to External Web Sites in Documentation

This documentation may contain links to Web sites of other companies or organizations that Oracle does not own or control. Oracle neither evaluates nor makes any representations regarding the accessibility of these Web sites.


Deaf/Hard of Hearing Access to Oracle Support Services

To reach Oracle Support Services, use a telecommunications relay service (TRS) to call Oracle Support at 1.800.223.1711. An Oracle Support Services engineer will handle technical issues and provide customer support according to the Oracle service request process. Information about TRS is available at http://www.fcc.gov/cgb/consumerfacts/trs.html, and a list of phone numbers is available at http://www.fcc.gov/cgb/dro/trsphonebk.html.


Related Documents

For more information, see the Oracle database documentation set. These books may be of particular interest:

	
Oracle Database High Availability Overview


	
Oracle Data Guard Concepts and Administration and Oracle Data Guard Broker


	
Oracle Database Storage Administrator's Guide


	
Oracle Clusterware Administration and Deployment Guide


	
Oracle Real Application Clusters Administration and Deployment Guide


	
Oracle Database Backup and Recovery User's Guide


	
Oracle Database Administrator's Guide


	
The Oracle High Availability Best Practice white papers that can be downloaded from the Oracle Technology Network (OTN) at

http://www.otn.oracle.com/goto/maa


	
The Oracle Enterprise Manager documentation library on OTN at

http://www.oracle.com/technology/documentation/oem.html





Conventions

The following text conventions are used in this document:


	Convention	Meaning
	boldface	Boldface type indicates graphical user interface elements associated with an action, or terms defined in text or the glossary.
	italic	Italic type indicates book titles, emphasis, or placeholder variables for which you supply particular values.
	monospace	Monospace type indicates commands within a paragraph, URLs, code in examples, text that appears on the screen, or text that you enter.







1 Introduction to High Availability Best Practices

Implementing Oracle best practices can provide high availability for the Oracle database and related technology.

This chapter contains these topics:

	
Oracle Database High Availability Architecture


	
Oracle Database High Availability Best Practices


	
Oracle Maximum Availability Architecture


	
Operational Best Practices






1.1 Oracle Database High Availability Architecture

Designing and implementing a high availability architecture can be a daunting task given the broad range of Oracle technologies and deployment options. A successful effort begins with clearly defined and thoroughly understood business requirements. Thorough analysis of the business requirements enables you to make intelligent design decisions and develop an architecture that addresses your business needs in the most cost effective manner. The architecture you choose must achieve the required levels of availability, performance, scalability, and security. Moreover, the architecture should have a clearly defined plan for deployment and ongoing management that minimizes complexity and business risk.

Once your business requirements are understood, you should begin designing your high availability architecture by reading the Oracle Database High Availability Overview to get a high-level view of the various Oracle high availability solutions that comprise the Oracle Maximum Availability Architecture (MAA). This should result in an architecture that can be validated and fully vetted by using the best practices that are documented in this book.






1.2 Oracle Database High Availability Best Practices

Oracle high availability best practices help you deploy a highly available architecture throughout your enterprise. Having a set of technical and operational best practices helps you achieve high availability and reduces the cost associated with the implementation and ongoing maintenance. Also, employing best practices can optimize usage of system resources.

By implementing the high availability best practices described in this book, you can:

	
Reduce the implementation cost of an Oracle Database high availability system by following detailed guidelines on configuring your database, storage, application failover, backup and recovery as described in Chapter 2, "Configuring for High Availability"


	
Avoid potential downtime by monitoring and maintaining your database using Oracle Grid Control as described in Chapter 3, "Monitoring Using Oracle Grid Control"


	
Recover quickly from unscheduled outages caused by computer failure, storage failure, human error, or data corruption as described in Chapter 4, "Managing Unscheduled Outages"


	
Eliminate or reduce downtime that might occur due to scheduled maintenance such as database patches or application upgrades as described in Chapter 4, "Managing Unscheduled Outages"









1.3 Oracle Maximum Availability Architecture

Oracle Maximum Availability Architecture (MAA) is a best practices blueprint based on proven Oracle high availability technologies and recommendations. MAA involves high availability best practices for all Oracle products—Oracle Database, Oracle Application Server, Oracle Applications, Oracle Collaboration Suite, and Oracle Grid Control.

Some key attributes of MAA include:

	
Considering various business service level agreements (SLA) to make high availability best practices as widely applicable as possible


	
Using database grid servers and storage grid with low-cost storage to provide highly resilient, lower cost infrastructure


	
Using results from extensive performance impact studies for different configurations to ensure that the high availability architecture is optimally configured to perform and scale to business needs


	
Giving the ability to control the length of time to recover from an outage and the amount of acceptable data loss from any outage


	
Evolving with each Oracle version and is completely independent of hardware and operating system




For more information on MAA and documentation on best practices for all components of MAA, visit the MAA Web site at:


http://www.otn.oracle.com/goto/maa






1.4 Operational Best Practices

One of the best ways to reduce downtime is incorporating operational best practices. You can often prevent problems and downtime before they occur by rigorously testing changes in your test environment, following stringent change control policies to guard your primary database from harm, and having a well-validated repair strategy for each outage type.

A monitoring infrastructure such as Grid Control is essential to quickly detect problems. Having an outage and repair decision tree and an automated repair facility reduces downtime by eliminating or reducing decision and repair times.

Key operational best practices include the following:

	
Document and communicate service level agreements (SLA)


	
Create test environments

A good test environment accurately mimics the production system to test changes and prevent problems before they can affect your business. Testing best practices should include thorough functional testing of the applications for correctness and replication of the production workload as a whole to ensure that system performance is acceptable.


	
Establish change control and security procedures

Change control and security procedures maintain the stability of the system and ensure that no changes are incorporated in the primary database unless they have been rigorously evaluated on your test systems.


	
Set up and follow security best practices

The biggest threat to corporate data comes from employees and contractors with internal access to networks and facilities. Corporate data can be at grave risk if placed on a system or database that does not have proper security measures in place. A well-defined security policy can help protect your systems from unwanted access and protect sensitive corporate information from sabotage. Proper data protection reduces the chance of outages due to security breaches.


	
Use Grid Control or another monitoring infrastructure to detect and react to potential failures and problems before they occur

	
Monitor system, network, and database statistics


	
Monitor performance statistics


	
Create performance thresholds as early warning indicators of system or application problems





	
Use MAA recommended repair strategies and create an outage and repair decision tree for crisis scenarios using the recommended MAA matrix


	
Automate and optimize repair practices to minimize downtime by following MAA best practices








2 Configuring for High Availability

This chapter describes Oracle configuration best practices for Oracle Database and related components.

This chapter contains these topics:

	
Configuring Storage


	
Configuring Oracle Database 11g


	
Configuring Oracle Database 11g with Oracle Clusterware


	
Configuring Oracle Database 11g with Oracle RAC


	
Configuring Oracle Database 11g with Oracle RAC on Extended Clusters


	
Configuring Oracle Database 11g with Oracle Data Guard


	
Configuring Backup and Recovery


	
Configuring Oracle Streams


	
Configuring Fast Connection Failover


	
Using Oracle Enterprise Manager Grid Control







2.1 Configuring Storage

This section describes best practices for configuring a fault-tolerant storage subsystem that protects data while providing manageability and performance. These practices apply to all Oracle Database high availability architectures described in Oracle Database High Availability Overview.



2.1.1 Evaluate Database Performance and Storage Capacity Requirements

Characterize your database performance requirements using different application workloads. Extract statistics during your target workloads by gathering the beginning and ending statistical snapshots. Some examples of target workloads include:

	
Average load


	
Peak load


	
Batch processing


	
Application workloads such as batch processing, Online Transaction Processing (OLTP), decision support systems (DSS) and reporting, Extraction, Transformation, and Loading (ETL)





Evaluating Database Performance Requirements

You can gather the necessary statistics by using Automatic Workload Repository (AWR) reports or by querying the GV$SYSSTAT view. Along with understanding the database performance requirements, you must evaluate the performance capabilities of a storage array. You can use the DBMS_RESOURCE_MANAGER.CALIBRATE_IO PL/SQL procedure to determine the maximum capacity of your storage array.


Choosing Storage

When you understand the performance and capacity requirements, choose a storage platform to meet those requirements. One example solution is Oracle Exadata Storage Servers that offer excellent performance and availability characteristics. Each Exadata cell can be viewed as a unit of I/O performance and capacity. Therefore, the only decision that must be made is how many cells are required.






2.1.2 Use Oracle Storage Grid

The Oracle Storage Grid is implemented using either Oracle Automatic Storage Management (ASM) and Oracle Exadata Storage Server Software or ASM and third-party storage. The Oracle Storage Grid with Exadata seamlessly supports MAA-related technology, improves performance, provides unlimited I/O scalability, is easy to use and manage, and delivers mission-critical availability and reliability to your enterprise. The following sections provide best practice recommendations for Oracle Storage Grid using Exadata.



2.1.2.1 Oracle Storage Grid Best Practices for Unplanned Outages

Use the following list to protect storage against unplanned outages:

	
Set the DB_BLOCK_CHECKSUM initialization parameter to TYPICAL (default) or FULL

Makes sure the checksum is stored in the database blocks so that when it is received by Exadata Cell the Hardware Assisted Resilient Data (HARD) check can be performed on the blocks.


	
Choose ASM redundancy type (NORMAL or HIGH) based on your desired protection level and capacity requirements

The NORMAL setting stores two copies of ASM extents, while the HIGH setting stores three copies of ASM extents. Normal redundancy provides more usable capacity and high redundancy provides more protection.


	
Ensure the ASM default disk repair timer is set correctly

You can set a disk repair timer attribute on your disk group to specify how long disks remain offline before being dropped. The default disk repair time is 3.6 hours. The appropriate setting for your environment depends on how long you expect a typical transient type of failure to persist.


	
Monitor the ASM disk group balance to prevent allocation failures

You should monitor the disk group balance to avoid allocation failures. Allocation failures are possible if the disk group becomes out of balance. ASM generally ensures that the disk group stays balanced, but in some rare cases (such as a failed rebalance operation) the disk group can become imbalanced. Because disk group imbalance can cause performance or space exhaustion problems, it is an operational best practice to periodically check it.


	
Ensure I/O performance can be sustained after an outage

Ensure that you have enough Exadata cells to support your service-level agreement I/O requirements if a failure occurs. For example, a typical case for a Storage Grid with n cells would be to ensure that n-1 cells could support the application service levels (for example, to handle a cell failure).









2.1.2.2 Oracle Storage Grid Best Practices for Planned Maintenance

Use the following list of best practices for planned maintenance

	
Size I/O for performance first, and then set it for capacity

When building your Oracle Storage Grid, make sure you have enough Exadata Cells to support I/O's per second and MB/second to meet your service-level requirements. Then, make sure you also have enough capacity. This order is important because you do not want to buy enough Exadata Cells to support capacity but then find the system cannot meet your performance requirements.


	
Add Exadata cells to scale the Oracle Storage Grid

When you scale out or add performance to your Exadata system, add Exadata Cells. Exadata scales linearly. When you understand the amount of I/O resource available to you in Exadata Cells, then you know how many Exadata cells are necessary.


	
Employ Exadata configuration automation

Take advantage of the following Oracle Exadata Storage Server tools and features to automate and simplify configuration tasks:

	
CELLCLI commands

	
CREATE CELLDISK ALL—This CELLCLI command automatically creates celldisks on all available logical unit numbers (LUNs).


	
CREATE GRIDDISK ALL PREFIX=prefix—This CELLCLI command automatically creates grid disks on all available Exadata cell disks.

Note that the name you provide for prefix should be the same as the disk group name. For example, to create grid disks for your ASM disk group DATA, use the CREATE GRIDDISK ALL PREFIX='DATA' command. Because no size is specified in this example, the grid disk consumes the whole cell disk.





	
ASM automated failure group naming

When creating ASM failure groups on Oracle Exadata Storage Server, grid disks in the same Oracle Exadata Storage Server cell are automatically placed in the same ASM failure group. There is no need to specify the failure group during disk group creation, which simplifies the CREATE DISKGROUP syntax.


	
DCLI utility

Oracle Exadata Storage Server includes the DCLI utility on each cell. You can use the Dcli utility to execute commands or scripts in parallel across a defined set of cells. The Dcli tool simplifies any operations that must be run across a subset or all cells. Configuration of SSH user equivalency across all cells is an important prerequisite for optimizing the use of DCLI commands. DCLI provides the -k option to automate the distribution of SSH private keys into the AUTHORIZED_KEYS file.


	
db.iscsi.sh script

The /opt/oracle.cellos/db.iscsi.sh script is available on the database servers to completely automate the error prone process of iSCSI configuration, iSCSI device creation, and udev configuration. You can run this script on any Oracle Database Machine during the initial configuration. When complete, the iSCSI devices are available in the /dev/ocr* directory. (Note that these devices are used for the Oracle Clusterware OCR and voting device.)





	
Perform the following steps to use ASM disk resynchronization for Exadata Cell planned maintenance:

	
Take offline the failure group that corresponds with the Exadata cell.

This includes specifying the amount of offline time in the OFFLINE clause if the default DISK_REPAIR_TIME is not adequate. For example:


ALTER DISKGROUP diskgroup_name 
OFFLINE DISKS IN FAILGROUP failure group name 
DROP AFTER integer in hours or minutes


	
Perform the platform planned maintenance.


	
Place online the failure group that corresponds with the Exadata cell. For example:


ALTER DISKGROUP diskgroup_name ONLINE DISKS IN FAILGROUP failure group name




ASM tracks all of the changed extents while the failure group is offline and resynchronizes them when the failure group comes back online. Make sure that the time for planned maintenance operations does not exceed the disk repair time. Otherwise, the disks are dropped and must be re-added.


	
Set ASM power limit higher for faster rebalancing

After performing planned maintenance (for example, to add or remove storage), it is necessary to subsequently perform a rebalance to spread data across all of the disks. There is power limit associated with the rebalance. You can set a power limit from 1 and 11 to specify how many processes perform the rebalance. If you do not want the rebalance to impact applications, then set the power limit low. However, if you want the rebalance to finish as quickly as possible, then set the power limit high. To determine the default power limit for rebalances, check the value of the ASM_POWER_LIMIT initialization parameter in the ASM instance.


	
Set I/O Resource Management (IORM) to manage and meet service-level requirements. See the Oracle Exadata Storage Server Software User's Guide for instructions about setting up and configuring IORM.







	
See Also:

	
Oracle Database Storage Administrator's Guide


	
Oracle Exadata Best Practices in My Oracle Support (formerly OracleMetalink) note 757552.1


	
Oracle Exadata Storage Server Software User's Guide for instructions about setting up and configuring IORM


	
The MAA white paper "Best Practices for Migrating to Oracle Exadata Storage Server" at http://www.otn.oracle.com/goto/maa



















2.1.3 Use Automatic Storage Management (ASM) to Manage Database Files

ASM is a vertical integration of both the file system and the volume manager built specifically for Oracle database files. ASM extends the concept of stripe and mirror everything (SAME) to optimize performance, while removing the need for manual I/O tuning (distributing the data file layout to avoid hot spots). ASM helps manage a dynamic database environment by letting you grow the database size without shutting down the database to adjust the storage allocation. ASM also enables low-cost modular storage to deliver higher performance and greater availability by supporting mirroring and striping.

Moreover, ASM manages the storage in the Exadata cell. For Exadata cells, ASM provides data protection against drive and cell failures, the best possible performance, and extremely flexible configuration and reconfiguration options. ASM automatically distributes the data across the Exadata Storage servers, and transparently and dynamically redistributes data when Exadata Storage servers are added or removed from the storage grid.

The recommended practice is to use ASM to manage all of your database files. You can phase ASM into your environment by initially supporting only the flash recovery area.




	
See Also:

	
Chapter 16 "Migrating Databases to and from ASM with Recovery Manager" in the Oracle Database Backup and Recovery User's Guide


	
The MAA white papers "Migration to Automatic Storage Management (ASM)" and "Best Practices for Creating a Low-Cost Storage Grid for Oracle Databases" at http://www.otn.oracle.com/goto/maa


	
Oracle Database Storage Administrator's Guide for more information about configuring ASM

















2.1.4 Use ASMLib On Platforms Where It Is Available

To improve manageability use ASMLib on platforms where it is available. ASMLib is a support library for ASM. Although ASMLib is not required to run ASM, using ASMLib is beneficial because ASMLib:

	
Eliminates the need for every Oracle process to open a file descriptor for each ASM disk, thus improving system resource usage.


	
Simplifies the management of disk device names, makes the discovery process simpler, and removes the challenge of having disks added to one node and not be known to other nodes in the cluster.


	
Eliminates the impact when the mappings of disk device names change upon system reboot.







	
See Also:

Oracle ASMLib Web site at
http://www.oracle.com/technology/tech/linux/asmlib/index.html














2.1.5 Use a Simple Disk and Disk Group Configuration

When using ASM for database storage, you should create at least two disk groups: one disk group for the database area and another disk group for the flash recovery area:

	
The database area contains active database files, such as data files, control files, online redo log files, standby redo log files, broker metadata files, and change tracking files used for RMAN incremental backups. For example:


CREATE DISKGROUP DATA DISK    
'/devices/lun01','/devices/lun02','/devices/lun03','/devices/lun04';


	
The flash recovery area contains recovery-related files, such as a copy of the current control file, a member of each online redo log file group, archived redo log files, RMAN backup sets, and flashback log files. For example:


CREATE DISKGROUP RECO DISK    
'/devices/lun05','/devices/lun06','/devices/lun07','/devices/lun08',
'/devices/lun09','/devices/lun10','/devices/lun11','/devices/lun12';


	
If using ASMLib in a Linux environment, then create the disks using the ORACLEASM CREATEDISK command:


/etc/init.d/oracleasm createdisk lun1 /devices/lun01


	
Then, create the disk groups. For example:


CREATE DISKGROUP DATA DISK    
'ORCL:lun01','ORCL:lun02','ORCL:lun03','ORCL:lun04';




To simplify file management, use Oracle managed files to control file naming. Enable Oracle managed files by setting these initialization parameters: DB_CREATE_FILE_DEST and DB_CREATE_ONLINE_LOG_DEST_n.


DB_CREATE_FILE_DEST=+DATA
DB_CREATE_ONLINE_LOG_DEST_1=+RECO


You have two options when partitioning disks for ASM use:

	
Allocate entire disks to the database area and flash recovery area disk groups


	
Partition each disk into two partitions, one for the database area and another for the flash recovery area





Figure 2-1 Allocating Entire Disks

[image: Description of Figure 2-1 follows]






Figure 2-1 illustrates allocating entire disks. The advantages of this option are:

	
Easier management of the disk partitions at the operating system level because each disk is partitioned as just one large partition.


	
Quicker completion of ASM rebalance operations following a disk failure because there is only one disk group to rebalance.




The disadvantage of this option is:

	
Less I/O bandwidth, because each disk group is spread over only a subset of the available disks.





Figure 2-2 Partitioning Each Disk

[image: Description of Figure 2-2 follows]






The second partitioning option is illustrated in Figure 2-2. It requires partitioning each disk into two partitions: a smaller partition on the faster outer portion of each drive for the database area, and a larger partition on the slower inner portion of each drive for the flash recovery area. The ratio for the size of the inner and outer partitions depends on the estimated size of the database area and the flash recovery area.

The advantage of this approach is:

	
Higher I/O bandwidth is available, because both disk groups are spread over all available spindles. This advantage is considerable for the database area disk group for I/O intensive applications.


	
There is no need to create a separate disk group with special, isolated storage for online redo logs or standby redo logs if you have sufficient I/O capacity.




The disadvantages are:

	
A double disk failure may result in the loss of both disk groups, requiring the use of a standby database or tape backups for recovery.


	
An ASM rebalance operation following a disk failure is longer, because both disk groups are affected.


	
Higher initial administrative efforts are required to partition each disk properly.







	
See Also:

	
Oracle Database Backup and Recovery User's Guide for details about setting up and sizing the flash recovery area


	
Oracle Database Storage Administrator's Guide for details about ASM

















2.1.6 Use Disk Multipathing Software to Protect from Path Failure

Disk multipathing software aggregates multiple independent I/O paths into a single logical path. The path abstraction provides I/O load balancing across host bus adapters (HBA) and nondisruptive failovers when there is a failure in the I/O path. You should use disk multipathing software with ASM.

When specifying disk names during disk group creation in ASM, use the logical device representing the single logical path. For example, when using Device Mapper on Linux 2.6, a logical device path of /dev/dm-0 may be the aggregation of physical disks /dev/sdc and /dev/sdh. Within ASM, the ASM_DISKSTRING parameter should contain /dev/dm-* to discover the logical device /dev/dm-0, and that logical device is necessary during disk group creation:


asm_diskstring='/dev/dm-*'

CREATE DISKGROUP DATA DISK
'/dev/dm-0','/dev/dm-1','/dev/dm-2','/dev/dm-3';






2.1.7 Use Redundancy to Protect from Disk Failure

When setting up redundancy to protect from hardware failures, there are two options to consider:

	
Storage array based RAID


	
ASM redundancy




If you are using a high-end storage array that offers robust built-in RAID solutions, then Oracle recommends that you configure redundancy in the storage array by enabling RAID protection, such as RAID1 (mirroring) or RAID5 (striping plus parity). For example, to create an ASM disk group where redundancy is provided by the storage array, first create the RAID-protected logical unit numbers (LUNs) in the storage array, and then create the ASM disk group using the EXTERNAL REDUNDANCY clause:


CREATE DISKGROUP DATA EXTERNAL REDUNDANCY DISK
    '/devices/lun1','/devices/lun2','/devices/lun3','/devices/lun4';


If the storage array does not offer the desired level of redundancy, or if you must configure redundancy across multiple storage arrays, then use ASM redundancy. ASM provides redundancy with the use of failure groups, which are defined during disk group creation. ASM redundancy can be either normal redundancy, where extents are two-way mirrored, or high redundancy, where extents are three-way mirrored. After a disk group is created, the redundancy level cannot be changed.

Failure group definition is specific to each storage setup, but you should follow these guidelines:

	
If every disk is available through every I/O path, as would be the case if using disk multipathing software, then keep each disk in its own failure group. This is the default ASM behavior if creating a disk group without explicitly defining failure groups.


CREATE DISKGROUP DATA NORMAL REDUNDANCY DISK
    '/devices/diska1','/devices/diska2','/devices/diska3','/devices/diska4',
    '/devices/diskb1','/devices/diskb2','/devices/diskb3','/devices/diskb4';


	
For an array with two controllers where every disk is seen through both controllers, create a disk group with each disk in its own failure group:


CREATE DISKGROUP DATA NORMAL REDUNDANCY 
  DISK
   '/devices/diska1','/devices/diska2','/devices/diska3','/devices/diska4',
   '/devices/diskb1','/devices/diskb2','/devices/diskb3','/devices/diskb4';


	
If every disk is not available through every I/O path, then define failure groups to protect against the piece of hardware that you are concerned about failing. Here are some examples:

	
For an array with two controllers where each controller sees only half the drives, create a disk group with two failure groups, one for each controller, to protect against controller failure:


CREATE DISKGROUP DATA NORMAL REDUNDANCY 
  FAILGROUP controller1 DISK
   '/devices/diska1','/devices/diska2','/devices/diska3','/devices/diska4'
  FAILGROUP controller2 DISK
   '/devices/diskb1','/devices/diskb2','/devices/diskb3','/devices/diskb4';


	
For a storage network with multiple storage arrays, you want to mirror across storage arrays, then create a disk group with two failure groups, one for each array, to protect against array failure:


CREATE DISKGROUP DATA NORMAL REDUNDANCY 
  FAILGROUP array1 DISK
   '/devices/diska1','/devices/diska2','/devices/diska3','/devices/diska4'
  FAILGROUP array2 DISK
   '/devices/diskb1','/devices/diskb2','/devices/diskb3','/devices/diskb4';







When determining the proper size of a disk group that is protected with ASM redundancy, enough free space must exist in the disk group so that when a disk fails ASM can automatically reconstruct the contents of the failed drive to other drives in the disk group while the database remains online. The amount of space required to ensure ASM can restore redundancy following disk failure is in the column REQUIRED_MIRROR_FREE_MB in the V$ASM_DISKGROUP view. The amount of free space that you can use safely in a disk group (taking mirroring into account) and still be able to restore redundancy after a disk failure is in the USABLE_FILE_MB column in the V$ASM_DISKGROUP view. The value of the USABLE_FILE_MB column should always be greater than zero. If USABLE_FILE_MB falls below zero, then add more disks to the disk group.






2.1.8 Use Clustered Automatic Storage Management (ASM) to Enable the Storage Grid

You can use clustered ASM with both Oracle single-instance databases and Oracle Real Application Clusters (Oracle RAC). In an Oracle RAC environment, there is one ASM instance for each node, and the ASM instances communicate with each other on a peer-to-peer basis. Only one ASM instance is required and supported for each node regardless of the number of database instances on the node. Clustering ASM instances provides fault tolerance, flexibility, and scalability to your storage pool.




	
See Also:

Oracle Database Storage Administrator's Guide for more information about clustered ASM












2.1.9 Configure a Separate Automatic Storage Management (ASM) Home

Installing ASM in its own home directory enables you to keep the ASM home separate from the database home directory. By using separate home directories, you can upgrade and patch ASM and the Oracle Database software independently, and you can deinstall Oracle Database software without affecting the ASM instance, thus increasing availability.




	
See Also:

Oracle Database 2 Day + Real Application Clusters Guide for information about installing ASM in a home directory separate from the home directory used by Oracle Database












2.1.10 Allow Automatic Memory Management with MEMORY_TARGET Parameter

Use the MEMORY_TARGET initialization parameter in the ASM instance to automate and simplify manageability of ASM process memory consumption. This is the only parameter that you must set for complete ASM memory management. Oracle recommends that you use automatic memory management for ASM.

Automatic memory management is enabled by default on an ASM instance, even when the MEMORY_TARGET parameter is not explicitly set. The default value used for MEMORY_TARGET is acceptable for most environments.

If you do not set a value for MEMORY_TARGET, but you do set values for other memory related parameters, Oracle internally calculates the optimum value for MEMORY_TARGET based on those memory parameter values. You can also increase MEMORY_TARGET dynamically, up to the value of the MEMORY_MAX_TARGET parameter, just as you can do for the database instance.




	
See Also:

Oracle Database Storage Administrator's Guide for information about memory-related initialization parameters for ASM












2.1.11 Ensure Disks in the Same Disk Group Have the Same Characteristics

Although ensuring that all disks in the same disk group have the same size and performance characteristics is not required, doing so provides more predictable overall performance and space utilization. When possible, present physical disks (spindles) to ASM as opposed to Logical Unit Numbers (LUNs) that create a layer of abstraction between the disks and ASM.

If the disks are the same size, then ASM spreads the files evenly across all of the disks in the disk group. This allocation pattern maintains every disk at the same capacity level and ensures that all of the disks in a disk group have the same I/O load. Because ASM load balances workload among all of the disks in a disk group, different ASM disks should not share the same physical drive.




	
See Also:

Oracle Database Storage Administrator's Guide for complete information about administering ASM disk groups












2.1.12 Use SYSASM for ASM Authentication

The ASM instance is managed by a privileged role called SYSASM, which grants full access to ASM disk groups. Using SYSASM enables the separation of authentication for the storage administrator and the database administrator. By configuring a separate operating system group for ASM authentication, you can have users that have SYSASM access to the ASM instances and do not have SYSDBA access to the database instances.




	
See Also:

Oracle Database Storage Administrator's Guide for information about authentication to access ASM instances












2.1.13 Use a Single Command to Mount Multiple Disk Groups

Mounting multiple disk groups in the same command ensures that disk discovery is only run once, thereby increasing performance. Disk groups that are specified in the ASM_DISKGROUPS initialization parameter are mounted automatically at ASM instance startup. To mount disk groups manually, use the ALTER DISKGROUP...MOUNT statement and specify the ALL keyword:


ALTER DISKGROUP ALL MOUNT;





	
See Also:

Oracle Database Storage Administrator's Guide for information about mounting and dismounting disk groups












2.1.14 Use a Single Command to Add or Remove Storage

ASM permits you to add or remove disks from your disk storage system while the database is operating. When you add a disk to a disk group, ASM automatically redistributes the data so that it is evenly spread across all disks in the disk group, including the new disk. The process of redistributing data so that it is also spread across the newly added disks is known as rebalancing. By executing storage maintenance commands in the same command, you ensure that only one rebalance is required to incur minimal impact to database performance.




	
See Also:

Oracle Database Storage Administrator's Guide for information about












2.1.15 Use Failure Groups When Using ASM Redundancy

Using failure groups to define a common failure component ensures continuous access to data when that component fails. For maximum protection, use at least three failure groups for normal redundancy and at least five failure groups for high redundancy. Doing so allows ASM to tolerate multiple failure group failures and avoids the confusing state of having ASM running without full redundancy.




	
Note:

If you have purchased a high-end storage array that has redundancy features built in, then use those features from the vendor to perform the mirroring protection functions and set the ASM diskgroup to external redundancy. Along the same lines, use ASM normal or high redundancy with low-cost storage.












2.1.16 Increase Allocation Units for Large Databases

For large databases over 10 TB that run Oracle Database 10g, increase the ASM allocation unit to 16 MB and the stripe size to 1 MB. Doing this provides faster ASM file opens and efficiently supports the deployment of very large databases with sizes in the range from 10 TB to 1 PB. For more information about this procedure, see support note 368055.1 at http://support.oracle.com/.

If you have advanced the COMPATIBLE initialization parameter to Oracle Database 11g Release 1 (11.1), there is no need to increase the ASM allocation unit because Oracle Database 11g provides variable sized extents. Variable size extents enable support for larger ASM data files, reduce SGA memory requirements for very large databases, and improve performance for file CREATE and OPEN operations.






2.1.17 Use Disk Labels

Disk labels ensure consistent access to disks across reboots. ASMLib is the preferred tool for disk labeling.






2.1.18 Check Disk Groups for Imbalance

You should periodically check disk groups for imbalance. Occasionally, disk groups can become unbalanced if certain operations fail, such as a failed rebalance operation. Periodically checking the balance of disk groups and running a manual rebalance, if needed, ensures optimal ASM space utilization and performance.

Use the following methods to check for disk group imbalance:

	
To check for an imbalance on all mounted disk groups, run the script available in support note 367445.1 at http://support.oracle.com/


	
To check for an imbalance from an I/O perspective, query the statistics in the V$ASM_DISK_IOSTAT view before and after running a large SQL*Plus statement. For example, if you run a large query that performs only read I/O, the READS and READ_BYTES columns should be approximately the same for all disks in the disk group.









2.1.19 Set Rebalance to the Maximum Limit That Will Not Affect Service Levels

Higher ASM rebalance power limits make a rebalance operation run faster but can also affect application service levels. Rebalancing takes longer with lower power values, but consumes fewer processing and I/O resources that are shared by other applications, such as the database.

Set the power limit to the highest value that does not affect the application service levels. If the POWER clause is not specified in an ALTER DISKGROUP statement, or when rebalance is run implicitly when you add or drop a disk, then the rebalance power defaults to the value of the ASM_POWER_LIMIT initialization parameter. You can adjust the value of this parameter dynamically.




	
See Also:

Oracle Database Storage Administrator's Guide for more information about rebalancing ASM disk groups












2.1.20 Use ASMCMD to Ease Manageability of ASM

Use the ASMCMD utility to ease the manageability of day-to-day storage administration. The ASMCMD is a command-line utility that you can use to view and manipulate files and directories in ASM disk groups. ASMCMD can list the contents of disk groups, perform searches, create and remove directories and aliases, display space usage, and more. You cannot use ASMCMD to create or drop disk groups, or to add or drop disks in a disk group. You must use SQL*Plus commands to perform these operations.






2.1.21 Use Oracle Recovery Manager or Oracle Data Guard to Migrate to ASM

Use Oracle Recovery Manager (RMAN) to migrate to ASM with very little downtime. You can also use Oracle Data Guard to migrate to ASM with even less downtime (occurs in approximately the same amount of time it takes to perform a switchover).




	
See Also:

Oracle Database Backup and Recovery User's Guide for complete information about performing ASM data migration












2.1.22 Set the DISK_REPAIR_TIME Disk Group Attribute Appropriately

The DISK_REPAIR_TIME disk group attribute specifies how long a disk remains offline before ASM drops the disk. If a disk is made available before the DISK_REPAIR_TIME parameter has expired, the storage administrator can issue the ONLINE DISK command and ASM resynchronizes the stale data from the mirror side. In Oracle Database 11g, the online disk operation does not restart if there is a failure of the instance on which the disk is running. You must reissue the command manually to bring the disk online.

Set the DISK_REPAIR_TIME disk group attribute to the maximum amount of time before a disk is definitely considered to be out of service.




	
See Also:

Oracle Database Storage Administrator's Guide for information about restoring the redundancy of an ASM disk group after a transient disk path failure












2.1.23 Proactively Mine Vendor Logs for Disk Errors

You should proactively mine vendor logs for disk errors and have ASM move data off the bad disk spots. Disk vendors usually provide disk-scrubbing utilities that notify you if any part of the disk is experiencing problems, such as a media sense error. When a problem is found, use the ASMCMD REMAP command to move ASM extents from the bad spot to a good spot.

Note that this is only applicable for data that is not accessed by the database or ASM instances, because in that case ASM automatically moves the extent experiencing the media sense error to a different location on the same disk. In other words, use the ASMCMD REMAP command to proactively move data from a bad disk spot to a good disk spot before that data is accessed by the application.




	
See Also:

Oracle Database Storage Administrator's Guide for information about the ASMCMD command-line utility














2.2 Configuring Oracle Database 11g

The best practices discussed in this section apply to Oracle Database release 11g architectures that are described in Oracle Database High Availability Overview:

	
Oracle Database


	
Oracle Database with Oracle Clusterware


	
Oracle Database with Oracle Real Application Clusters (Oracle RAC)


	
Oracle Database with Oracle RAC on Extended Clusters


	
Oracle Database with Oracle Data Guard


	
Oracle Database with Oracle Clusterware and Data Guard


	
Oracle Database with Oracle RAC and Oracle Data Guard


	
Oracle Database with Oracle Streams




The recommendations described in this section are identical for both the primary and standby databases in Oracle Data Guard configurations. It is necessary to adopt these practices to reduce or avoid outages, reduce risk of corruption, and improve recovery performance.

This section contains general best practices for configuring the database:

	
Recommendations for High Availability and Fast Recoverability


	
Recommendations to Improve Manageability






2.2.1 Recommendations for High Availability and Fast Recoverability

Use the following best practices to reduce recovery time and increase database availability and redundancy:

	
Enable ARCHIVELOG Mode


	
Configure the Size of Redo Log Files and Groups Appropriately


	
Use a Flash Recovery Area


	
Enable Flashback Database


	
Use Fast-Start Fault Recovery to Control Instance Recovery Time


	
Configure to Protect from Data Corruption


	
Use the Data Recovery Advisor


	
Set DISK_ASYNCH_IO


	
Set LOG_BUFFER to at Minimum of 8 MB


	
Use Automatic Shared Memory Management


	
Disable Parallel Recovery for Instance Recovery






2.2.1.1 Enable ARCHIVELOG Mode

ARCHIVELOG mode enables online database backup and is necessary to recover the database to a point in time later than what has been restored. Features such as Oracle Data Guard and Flashback Database require that the production database run in ARCHIVELOG mode.




	
See Also:

Oracle Database Administrator's Guide for more information about using automatic archiving












2.2.1.2 Configure the Size of Redo Log Files and Groups Appropriately

Use Oracle log multiplexing to create multiple redo log members in each redo group, one in the data area and one in the flash recovery area. This protects against a failure involving the redo log, such as a disk or I/O failure for one member, or a user error that accidentally removes a member through an operating system command. If at least one redo log member is available, then the instance can continue to function.




	
Note:

Do not multiplex the standby redo logs.







All online redo log files should be the same size and configured to switch approximately once an hour during normal activity. They should not switch more frequently than every 20 minutes during peak activity.

There should be a minimum of four online log groups to prevent the logwriter process from waiting for a group to be available following a log switch. A group might be unavailable because a checkpoint has not yet completed or because the group has not yet been archived.




	
See Also:

	
Oracle Database Administrator's Guide for more information about managing redo logs


	
Oracle Data Guard Concepts and Administration for more information about online, archived, and standby redo log files


	
Section 2.6, "Configuring Oracle Database 11g with Oracle Data Guard"

















2.2.1.3 Use a Flash Recovery Area

The flash recovery area is Oracle managed disk space that provides a centralized disk location for backup and recovery files.

The flash recovery area is defined by setting the following database initialization parameters:

	
DB_RECOVERY_FILE_DEST

This parameter specifies the default location for the flash recovery area.


	
DB_RECOVERY_FILE_DEST_SIZE

This parameter specifies (in bytes) the hard limit on the total space to be used by database recovery files created in the recovery area location.




The Oracle Suggested Backup Strategy described in the Oracle Database 2 Day DBA recommends using the flash recovery area as the primary location for recovery. When the flash recovery area is properly sized, files needed for repair are readily available. The minimum recommended disk limit is the combined size of the database, incremental backups, all archived redo logs that have not been copied to tape, and flashback logs.




	
Note:

Do not configure the archived redo log files for Oracle Streams capture to reside solely in the flash recovery area. Instead, configure a separate log archive destination that is independent of the flash recovery area for the Oracle Streams capture process for the database.
This is necessary because the archived redo log files in the flash recovery area may be removed automatically due to lack of disk space or RMAN may remove logs that no longer meet the backup retention policies, even though the log files are still required by Oracle Streams.












	
See Also:

Oracle Database Backup and Recovery User's Guide for detailed information about sizing the flash recovery area and setting the retention period












2.2.1.4 Enable Flashback Database

Flashback Database provides an efficient alternative to point-in-time recovery for reversing unwanted database changes. Flashback Database enables you to rewind an entire database backward in time, reversing the effects of database changes within a time window. The effects are similar to database point-in-time recovery (DBPITR). You can flash back a database by issuing a single RMAN command or a SQL*Plus statement instead of using a complex procedure.

When configuring and enabling Flashback Database:

	
Ensure that the production database is running in ARCHIVELOG mode.


	
Ensure there is sufficient I/O bandwidth available to the flash recovery area to maintain flashback write throughput.

During normal run-time activities, Flashback Database buffers and writes the before images of data blocks into the flashback logs that reside in the flash recovery area. If flashback writes are slow (as indicated by the flashback free buffer waits wait event), then database throughput is affected. The amount of disk writes caused by Flashback Database varies depending on the workload and application profile. For a typical OLTP workload that is using a flash recovery area with sufficient disk spindles and I/O throughput, the overhead incurred by Flashback Database is less than two percent.


	
If you have a standby database, then set the DB_FLASHBACK_RETENTION_TARGET initialization parameter to the same value on both the primary and standby databases.


	
For large databases, set the LOG_BUFFER initialization parameter to at least 8 MB to ensure the database allocates maximum memory (typically 16 MB) for writing Flashback Database logs.




Flashback Database can return a primary or standby database to a point in time before a role transition. In addition, you can use guaranteed restore points to flash back a database to a point in time before a RESETLOGS operation, thus providing more flexibility in detecting and correcting human errors.

Flashback Database or guaranteed restore points are required when using:

	
Fast-start failover—Requires Flashback Database so that the broker can automatically reinstate the primary database following an automatic failover. Bystander standby databases that may be disabled after a failover can only be reinstated when Flashback Database is enabled.


	
Snapshot standby database—Requires a guaranteed restore point to convert the snapshot standby database back to a physical standby database.




Flashback Database is optional but recommended when performing rolling database upgrades. You should create a guaranteed restore point before performing an upgrade to fall back in case the upgrade fails. Using this method to restore the database to the pre-upgrade state is substantially quicker than using the downgrade procedure. However, note that flashing back the database to the pre-upgrade state is practical only when no application data changes have been made.

In general, the performance effect of enabling Flashback Database is minimal. However, there are some application profiles that may require special tuning or additional considerations. See support note 565535.1 at http://support.oracle.com/ for additional Flashback Database considerations and specific application use cases.

There are several data analysis methods for monitoring the Flashback Database workload on your system such as using Automatic Workload Repository (AWR), or querying the V$FLASHBACK_DATABASE_STAT or the V$SYSSTAT views. For example, you can use AWR to compare AWR snapshots collected before and after the time that you enabled Flashback Database. You can also review AWR snapshots to pinpoint system usage caused by flashback logging. See the "Monitoring Flashback Database Performance Impact" section in the Oracle Database Backup and Recovery User's Guide for more monitoring and tuning techniques.




	
See Also:

	
The following sections in Oracle Database Backup and Recovery User's Guide for more information about guaranteed restore points and Flashback Database:

"Configuring Oracle Flashback Database and Restore Points"

"Configuring the Environment for Optimal Flashback Database Performance"

















2.2.1.5 Use Fast-Start Fault Recovery to Control Instance Recovery Time

The fast-start fault recovery feature reduces the time required to recover from a crash. It also makes the recovery bounded and predictable by limiting the number of dirty buffers and the number of redo records generated between the most recent redo record and the last checkpoint.

With this feature, the FAST_START_MTTR_TARGET initialization parameter simplifies the configuration of recovery time from instance or system failure. This parameter specifies a target for the expected recovery time objective (RTO), which is the time (in seconds) that it should take to start the instance and perform cache recovery. When you set this parameter, the database manages incremental checkpoint writes in an attempt to meet the target. If you have chosen a practical value for this parameter, then you can expect your database to recover, on average, in approximately the number of seconds you have chosen.

Outage testing (such as for node or instance failures) during peak loads is recommended.




	
See Also:

	
Oracle Database Backup and Recovery User's Guide for more information about fast-start fault recovery


	
The MAA white paper "Optimizing Availability During Unplanned Outages Using Oracle Clusterware and RAC" for more best practices

















2.2.1.6 Configure to Protect from Data Corruption

By default, Oracle always validates the data blocks that it reads from disk. You should also consider one or more of the following methods to provide additional prevention and detection against corruptions caused by underlying disks, storage systems, or the I/O system:

	
Use Data Guard and Configure the DB_ULTRA_SAFE Initialization Parameter


	
Configure Data Recovery Advisor


	
Configure Oracle Recovery Manager (RMAN)


	
Configure Oracle Secure Backup


	
Use ASM Redundancy





Use Data Guard and Configure the DB_ULTRA_SAFE Initialization Parameter

Use Data Guard and configure the DB_ULTRA_SAFE initialization parameter on both the primary and standby systems for the most comprehensive data corruption prevention and detection.

	
On the primary database, set the DB_ULTRA_SAFE=DATA_AND_INDEX initialization parameter to prevent and detect data corruptions in a timely manner, and thus provide critical data protection and high availability for the Oracle Database.

The DB_ULTRA_SAFE initialization parameter also controls other data protection behavior in Oracle Database, such as requiring ASM to perform sequential mirror write I/Os.

Table 2-1 describes the values that the DB_ULTRA_SAFE parameter automatically assigns to the DB_BLOCK_CHECKING, DB_BLOCK_CHECKSUM, or DB_LOST_WRITE_PROTECT parameters.


Table 2-1 Parameter Values Set by the DB_ULTRA_SAFE Initialization Parameter

	When you set DB_ULTRA_SAFE to ...	Then ...
	
DATA_AND_INDEX (recommended)

	
	
DB_BLOCK_CHECKING is set to FULL.


	
DB_LOST_WRITE_PROTECT is set to TYPICAL.


	
DB_BLOCK_CHECKSUM is set to FULL.





	
DATA_ONLY

	
	
DB_BLOCK_CHECKING is set to MEDIUM.


	
DB_LOST_WRITE_PROTECT is set to TYPICAL.


	
DB_BLOCK_CHECKSUM is set to FULL.














	
Note:

When you set the DB_ULTRA_SAFE parameter, it automatically integrates and controls the behavior (described in Table 2-1) of the following initialization parameters:
	
DB_BLOCK_CHECKING detects and prevents data block corruptions.

Block checking prevents memory and data corruptions, but it incurs some performance overhead on every block change. For many applications, the block changes are a small percentage compared to the blocks read (typically less than five percent), so the overall effect of enabling block checking is small.


	
DB_BLOCK_CHECKSUM detects redo and data block corruptions and can prevent most corruptions from happening on the physical standby database.

Redo and data block checksums detect corruptions on the primary database and protect the standby database. This parameter requires minimal CPU resources.


	
DB_LOST_WRITE_PROTECT detects stray and lost writes.

Lost write protection enables a physical standby database to detect lost write corruptions on both the primary and physical standby database.




However, if you explicitly set the DB_BLOCK_CHECKING, DB_BLOCK_CHECKSUM, or DB_LOST_WRITE_PROTECT parameters in the initialization parameter file, then the DB_ULTRA_SAFE parameter has no effect and no changes are made to the parameter values. Thus, if you specify the DB_ULTRA_SAFE parameter, do not explicitly set these underlying parameters.










	
On physical standby databases, specify the DB_BLOCK_CHECKSUM and DB_LOST_WRITE_PROTECT parameters:

	
Set DB_BLOCK_CHECKSUM=FULL

If DB_BLOCK_CHECKSUM is set to FULL, then both disk corruption and in-memory corruption are detected and the block is not written to disk, thus preserving the integrity of the physical standby database. This parameter has minimal effect on Redo Apply performance.


	
Set DB_LOST_WRITE_PROTECT=TYPICAL

Lost write protection prevents corruptions—due to stray or lost writes on the primary—from being propagated and applied to the standby database. Setting this parameter has a negligible effect on the standby database. Moreover, setting the DB_LOST_WRITE_PROTECT initialization parameter is recommended over employing the HARD solution, because HARD does not provide full stray and lost write protection and redo application validation.




A standby database is a database that is decoupled from the primary database and on which redo data is checked and verified. Redo Apply and SQL Apply processes perform another layer of validation on the standby database that can detect stray or lost writes and corrupted blocks caused by hardware, software, or network issues. Most of these issues cannot be detected on the primary database or may remain hidden on the primary database for a long period.


	
Enable the DB_BLOCK_CHECKING initialization parameter.

Consider setting the DB_BLOCK_CHECKING parameter only on the primary database. Enabling DB_BLOCK_CHECKING on the standby database incurs a much higher overhead and can dramatically reduce Redo Apply performance. Testing is recommended to measure the effect on your environment.




	
Note:

Although enabling the DB_BLOCK_CHECKING parameter is recommended, doing so can significantly reduce the throughput of Redo Apply processes by as much as 50%.
During MAA internal testing, Redo Apply throughput doubled in Oracle Database 11g and reached 100 MB/sec for batch workloads and 50 MB/sec for OLTP workloads. The throughput dropped by 50% after enabling the DB_BLOCK_CHECKING parameter. However, for cases where the reduced throughput can still surpass peak redo rates on the primary database, enabling DB_BLOCK_CHECKING parameter is still advised to provide additional data corruption protection.













Configure Data Recovery Advisor

Configure Data Recovery Advisor to quickly diagnose and repair data failures for non Oracle RAC primary databases. Data Recovery Advisor periodically scans for data corruptions. See "Use the Data Recovery Advisor".


Configure Oracle Recovery Manager (RMAN)

Configure Oracle Recovery Manager (RMAN) to automate the backup and management of recovery-related files, calculate checksums when taking backups to ensure that all blocks being backed up are validated, and detect physical and logical corruptions. Periodically use the RMAN BACKUP VALIDATE CHECK LOGICAL... scan to detect corruptions. See "Configuring Backup and Recovery".


Configure Oracle Secure Backup

Configure Oracle Secure Backup to integrate tape backup and management into your environment to provide local and remote data protection. See "Create Fast Tape Backups Using Oracle Secure Backup".


Use ASM Redundancy

Use ASM redundancy for disk groups to provide mirrored extents that can be used by the database in the event an I/O error or corruption is encountered. For continued protection in the event of a failure, ASM redundancy provides the ability to move an extent to a different area on a disk if an I/O error occurs. The ASM redundancy mechanism is useful if you have some bad sectors returning media sense errors.






2.2.1.7 Use the Data Recovery Advisor

Use the Data Recovery Advisor for non-Oracle RAC primary databases to quickly diagnose data failures, determine and present appropriate repair options, and execute repairs at the user's request. Data Recovery Advisor reduces downtime by eliminating confusion and automating detection and repair. It can diagnose failures based on symptoms, such as:

	
Components that are not accessible because they do not exist, do not have the correct access permissions, are taken offline, and so on


	
Physical corruptions such as block checksum failures, invalid block header field values, and so on


	
Logical corruptions caused by software bugs


	
Incompatibility failures caused by an incorrect version of a component


	
I/O failures such as a limit on the number of open files exceeded, channels inaccessible, network or I/O errors, and so on


	
Configuration errors such as an incorrect initialization parameter value that prevents the opening of the database




If failures are diagnosed, then they are recorded in the Automatic Diagnostic Repository (ADR). Data Recovery Advisor intelligently determines recovery strategies by:

	
Generating repair advice and repairing failures only after failures have been detected by the database and stored in ADR


	
Aggregating failures for efficient recovery


	
Presenting only feasible recovery options


	
Indicating any data loss for each option




Typically, Data Recovery Advisor presents both automated and manual repair options. If appropriate, you can choose to have Data Recovery Advisor automatically perform a repair, verify the repair success, and close the relevant repaired failures.




	
See Also:

The chapter about diagnosing and repairing failures with Data Recovery Advisor in the Oracle Database Backup and Recovery User's Guide












2.2.1.8 Set DISK_ASYNCH_IO

Under most circumstances, Oracle Database automatically detects if asynchronous I/O is available and appropriate for a particular platform, and enables asynchronous I/O through the DISK_ASYNCH_IO initialization parameter. However, for optimal performance, it is always a best practice to ensure that asynchronous I/O is actually being used. Query the V$IOSTAT_FILE view to determine whether asynchronous I/O is used:


SQL> select file_no,filetype_name,asynch_io from v$iostat_file;


To explicitly enable asynchronous I/O, set the DISK_ASYNCH_IO initialization parameter to TRUE:


ALTER SYSTEM SET DISK_ASYNCH_IO=TRUE SCOPE=SPFILE SID='*';


Note that if you are using ASM, it performs I/O asynchronously by default.






2.2.1.9 Set LOG_BUFFER to at Minimum of 8 MB

For large production databases, set the LOG_BUFFER initialization parameter to a minimum of 8 MB. This setting ensures the database allocates maximum memory for writing Flashback Database logs. If the database is configured to transport redo data to a standby database asynchronously, then you should size the LOG_BUFFER parameter large enough to accommodate the processes involved in the network send.






2.2.1.10 Use Automatic Shared Memory Management

Automatic Shared Memory Management (ASMM) to improve memory management. By setting the SGA_TARGET parameter to a nonzero value, the shared pool, large pool, Java pool, streams pool, and buffer cache are automatically and dynamically resized, as needed. See the Oracle Database Administrator's Guide for more information.






2.2.1.11 Disable Parallel Recovery for Instance Recovery

When the value of RECOVERY_ESTIMATED_IOS in the V$INSTANCE_RECOVERY view is small (for example, < 5000), then the overhead of parallel recovery may outweigh any benefit. This typically occurs with a very aggressive setting of FAST_START_MTTR_TARGET. In this case, set RECOVERY_PARALLELISM to 1 to disable parallel recovery.








2.2.2 Recommendations to Improve Manageability

Use the following best practices to improve Oracle Database manageability:

	
Use Data Recovery Adviser to Detect, Analyze and Repair Data Failures


	
Use Automatic Performance Tuning Features


	
Use a Server Parameter File


	
Use Automatic Undo Management


	
Use Locally Managed Tablespaces


	
Use Automatic Segment Space Management


	
Use Temporary Tablespaces and Specify a Default Temporary Tablespace


	
Use Resumable Space Allocation


	
Use Database Resource Manager






2.2.2.1 Use Data Recovery Adviser to Detect, Analyze and Repair Data Failures

Data Recovery Advisor automatically diagnoses data failures, determines and presents appropriate repair options, and executes repairs at the user's request. In this context, a data failure is a corruption or loss of persistent data on disk. By providing a centralized tool for automated data repair, Data Recovery Advisor improves the manageability and reliability of an Oracle database and thus helps reduce the MTTR.




	
Note:

In the current release, Data Recovery Advisor only supports single-instance databases. Oracle RAC and Oracle Data Guard databases are not supported.










	
See Also:

The chapter about "Diagnosing and Repairing Failures with Data Recovery Advisor" in the Oracle Database Backup and Recovery User's Guide












2.2.2.2 Use Automatic Performance Tuning Features

Effective data collection and analysis is essential for identifying and correcting performance problems. Oracle provides several tools that gather information regarding database performance.

The Oracle Database automatic performance tuning features include:

	
Automatic Workload Repository (AWR)


	
Automatic Database Diagnostic Monitor (ADDM)


	
SQL Tuning Advisor


	
SQL Access Advisor


	
Active Session History Reports (ASH)




When using AWR, consider the following best practices:

	
Set the AWR automatic snapshot interval to 10-20 minutes to capture performance peaks during stress testing or to diagnose performance issues.


	
Under usual workloads a 60-minute interval is sufficient.









2.2.2.3 Use a Server Parameter File

The server parameter file (SPFILE) enables a single, central parameter file to hold all database initialization parameters associated with all instances of a database. This provides a simple, persistent, and robust environment for managing database parameters. An SPFILE is required when using the broker.




	
See Also:

	
Oracle Database Administrator's Guide for information about managing initialization parameters with an SPFILE


	
Oracle Real Application Clusters Administration and Deployment Guide for information on initialization parameters with Real Application Clusters


	
Oracle Data Guard Broker for information on other prerequisites for using the broker


	
Appendix A, "Database SPFILE and Oracle Net Configuration File Samples"

















2.2.2.4 Use Automatic Undo Management

With automatic undo management, the Oracle Database server effectively and efficiently manages undo space, leading to lower administrative complexity and cost. When Oracle Database internally manages undo segments, undo block and consistent read contention are eliminated because the size and number of undo segments are automatically adjusted to meet the current workload requirement.

To use automatic undo management, set the following initialization parameters:

	
UNDO_MANAGEMENT

Set this parameter to AUTO.


	
UNDO_RETENTION

Specify the desired time in seconds to retain undo data. Set this parameter to the same value on all instances.


	
UNDO_TABLESPACE

Specify a unique undo tablespace for each instance.




Advanced object recovery features, such as Flashback Query, Flashback Version Query, Flashback Transaction Query, and Flashback Table, require automatic undo management. The success of these features depends on the availability of undo information to view data as of a previous point in time.

By default, Oracle Database automatically tunes undo retention by collecting database usage statistics and estimating undo capacity needs. Unless you enable retention guarantee for the undo tablespace (by specifying the RETENTION GUARANTEE clause on either the CREATE DATABASE or the CREATE UNDO TABLESPACE statement), Oracle Database may reduce the undo retention below the specified UNDO_RETENTION value.




	
Note:

By default, ongoing transactions can overwrite undo data even if the UNDO_RETENTION parameter setting specifies that the undo data should be maintained. To guarantee that unexpired undo data is not overwritten, you must enable RETENTION GUARANTEE for the undo tablespace.







If there is a requirement to use Flashback technology features, the best practice recommendations is to enable RETENTION GUARANTEE for the undo tablespace and set a value for UNDO_RETENTION based on the following guidelines:

	
Establish how long it would take to detect when erroneous transactions have been carried out. Multiply this value by two.


	
Use the Undo Advisor to compute the minimum undo tablespace size based on setting UNDO_RETENTION to the value recommended in step 1.


	
If the undo tablespace has the AUTOEXTEND option disabled, allocate enough space as determined in step 2 or reduce the value of the UNDO_RETENTION parameter.


	
If the undo tablespace has the AUTOEXTEND option enabled, make sure there is sufficient disk space available to extend the datafiles to the size determined in step 2. Make sure the autoextend MAXSIZE value you specified is large enough.







	
See Also:

The section about "Computing the Minimum Undo Tablespace Size Using the Undo Advisor" in Oracle Database 2 Day DBA







With the RETENTION GUARANTEE option, if the tablespace is configured with less space than the transaction throughput requires, then the following sequence of events occurs:

	
If you have an autoextensible file, then the file automatically grows to accommodate the retained undo data.


	
A warning alert reports the disk is at 85% full.


	
A critical alert reports the disk is at 97% full.


	
Transactions receive an out-of-space error.







	
See Also:

Oracle Database Administrator's Guide for more information about the UNDO_RETENTION setting and the size of the undo tablespace












2.2.2.5 Use Locally Managed Tablespaces

Locally managed tablespaces perform better than dictionary-managed tablespaces, are easier to manage, and eliminate space fragmentation concerns. Locally managed tablespaces use bitmaps stored in the data file headers and, unlike dictionary managed tablespaces, do not contend for centrally managed resources for space allocations and de-allocations.




	
See Also:

Oracle Database Administrator's Guide for more information about locally managed tablespaces












2.2.2.6 Use Automatic Segment Space Management

Automatic segment space management simplifies space administration tasks, thus reducing the chance of human error. An added benefit is the elimination of performance tuning related to space management. It facilitates management of free space within objects such as tables or indexes, improves space utilization, and provides significantly better performance and scalability with simplified administration. The automatic segment space management feature is enabled by default for all tablespaces created using default attributes.




	
See Also:

Oracle Database Administrator's Guide for more information on segment space management












2.2.2.7 Use Temporary Tablespaces and Specify a Default Temporary Tablespace

Temporary tablespaces improve the concurrency of multiple sort operations, reduce sort operation overhead, and avoid data dictionary space management operations. This is a more efficient way of handling temporary segments, from the perspective of both system resource usage and database performance.

The best practice is to specify a default temporary tablespace for the entire database to ensure that temporary segments are used for the most efficient sort operations, whether individual users have been assigned a temporary tablespace.


	To Specify a Default Temporary Tablespace ...	Then ...
	When creating the database ...	Use the DEFAULT TEMPORARY TABLESPACE clause of the CREATE DATABASE statement
	After database creation ...	Use the ALTER DATABASE statement






Using the default temporary tablespace ensures that all disk sorting occurs in a temporary tablespace and that other tablespaces are not mistakenly used for sorting.




	
See Also:

Oracle Database Administrator's Guide for more information about managing tablespaces












2.2.2.8 Use Resumable Space Allocation

Resumable space allocation provides a way to suspend and later resume database operations if there ar