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CHAPTER

About This Document

This document describes how to configure and manage a WebL ogic Server domain.

The document is organized as follows:

Chapter 1, “Overview of WebLogic System Administration.” provides an
overview of WebL ogic Server system administration tools and capabilities.

Chapter 2, “Overview of WebL ogic Server Domains.” provides general
information about WebL ogic Server domains.

Chapter 3, “Overview of Node Manager.” describes Node Manager, a
stand-alone Java application that you use to remotely control and monitor
WebL ogic Server instances.

Chapter 4, “Configuring, Starting, and Stopping Node Manager.” describes how
to use the Node Manager.

Chapter 5, “ Setting Up a WebL ogic Server as a Windows Service.” describes
how to run WebL ogic Server automatically on the Windows platform.

Chapter 6, “Server Lifecycle.” describes the operational phases of a WebL ogic
Server instance, from start up to shut down.

Chapter 7, “Configuring WebL ogic Server Web Components.” describes how to
use WebL ogic Server as a Web server.

Chapter 8, “Protecting System Administration Operations.” describes how to
secure access to system adminstration.

Chapter 9, “Monitoring a WebL ogic Server Domain.” describes how to monitor
the runtime state of a WebL ogic Server domain.

Chapter 10, “Recovering Failed Servers.” describes failover procedures for
WebL ogic Server instances.
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m  Chapter 11, “ Configuring Network Resources.” describes how to optimize your
WebL ogic Server domain for your network.

m  Chapter A, “ Starting and Stopping Servers: Quick Reference.” provides quick
procedures for starting WebL ogic Server instances.

Audience

This document is written for system administrators responsible for implementing a
WebL ogic Server installation.

e-docs Web Site

BEA product documentation is available on the BEA corporate Web site. From the
BEA Home page, click on Product Documentation.

How to Print the Document

Y ou can print acopy of this document from a Web browser, one main topic at atime,
by using the File —Print option on your Web browser.

A PDF version of this document is available on the WebL ogic Server documentation
Home page on the e-docs Web site (and al so on the documentation CD). Y ou can open
the PDF in Adobe Acrobat Reader and print the entire document (or a portion of it) in
book format. To access the PDFs, open the WebL ogic Server documentation Home
page, click Download Documentation, and select the document you want to print.

Adobe Acrobat Reader is available at no charge from the Adobe Web site at
http://www.adobe.com.
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Related Information

WebL ogic Server Administration Console Help at
http://e-docs.bea.com/wls/docs81b/Consol eHel p/index.html

Using WebL ogic Server Clusters at
http://e-docs.bea.com/wls/docs81b/cluster/index.html

WebL ogic Server Command Reference at
http://e-docs.bea.com/wls/docs81b/admin_ref/index.html

Contact Us!

Y our feedback on BEA documentation isimportant to us. Send us e-mail at
docsupport@bea.com if you have questions or comments. Y our comments will be
reviewed directly by the BEA professionals who create and update the documentation.

In your e-mail message, please indicate the software name and version you are using,
aswell asthetitle and document date of your documentation. If you have any questions
about this version of BEA WebL ogic Server, or if you have problemsinstalling and

running BEA WebL ogic Server, contact BEA Customer Support through BEA

WebSupport at http://www.bea.com. Y ou can also contact Customer Support by using
the contact information provided on the Customer Support Card, whichisincluded in
the product package.

When contacting Customer Support, be prepared to provide the following information:

Your name, e-mail address, phone number, and fax number
Your company name and company address

Your machine type and authorization codes

The name and version of the product you are using

A description of the problem and the content of pertinent error messages
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Documentation Conventions

The following documentation conventions are used throughout this document.

Convention  Usage
Ctrl+Tab Keysyou press simultaneously.
italics Emphasis and book titles.
nonospace Code samples, commands and their options, Java classes, data types,
t ext directories, and file names and their extensions. Monospace text also
indicates text that the user istold to enter from the keyboard.
Examples:
import java.util.Enumeration;
chrmod u+w *
confi g/ exanpl es/ appl i cati ons
.java
config. xm
fl oat
nonospace Placeholders.
italic Example:
t ext .
String Customer Nane;
UPPERCASE  Device names, environment variables, and logical operators.
MONOSPACE
TEXT Examples:
LPT1
BEA HOME
OR
{1} A set of choicesin asyntax line.

Optional itemsin asyntax line. Example:

java utils.Milticast Test -n name -a address
[-p portnunber] [-t tineout] [-s send]

-XV Configuring and Managing WebL ogic Server



Convention  Usage

[ Separates mutually exclusive choicesin a syntax line. Example:

java webl ogi c. depl oy [Ilist| depl oy| undepl oy| updat €]
password {application} {source}

Indicates one of the following in a command line:

= Anargument can be repeated several timesin the command line.
m  The statement omits additional optional arguments.

m You can enter additional parameters, values, or other information

Indicates the omission of items from a code example or from a syntax line.
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CHAPTER

1

Overview of WebLogic

System Administration

The following sections provide an overview of system administration for WebL ogic

Server:

m “Introduction to System Administration” on page 1-2

m “WebL ogic Server Domains’ on page 1-2

m “System Administration Infrastructure” on page 1-5

m “The Administration Server and Managed Servers’ on page 1-6
m “System Administration Tools’ on page 1-8

m  “Resources You Can Manage in a WebL ogic Server Domain” on page 1-13
m “Starting and Using the Administration Console” on page 1-21
m “Using WebL ogic Server with Web Servers’ on page 1-23

m “Monitoring” on page 1-24

m “Licenses’ on page 1-25
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1  oOverview of WebLogic System Administration

Introduction to System Administration

WebL ogic Server system administration toolsallow you to install, configure, monitor,
and manage one or more WebL ogic Server installations. Y ou a so use the tools to
manage and monitor the applicationshosted on WebL ogic Server. A WebL ogic Server
installation can consist of asingle WebL ogic Server instance or multiple instances,
each hosted on one or more physical machines.

Using the system administration tools, which include an Administration Console,
command line utilities, and an API, you manage services such as security, database
connections, messaging, and transaction processing. Thetoolsal soinclude capabilities
for monitoring the health of the WebL ogic Server environment to ensure maximum
availability for your applications.

WebLogic Server Domains

1-2

The basic administrative unit for WebL ogic Serversiscalled adomain. A domainisa
logically related group of WebL ogic Server resources that are managed as a unit by a
WebL ogic Server instance configured as the Administration Server. A domain
includes one or more WebL ogic Servers and may also include WebL ogic Server
clusters. Clusters are groups of WebL ogic Servers that work together to provide
scalability and high-availability for applications. Applications are also deployed and
managed as part of adomain.

Y ou can organize your domains based on criteria such as:

m Logical divisions of applications. For example, adomain devoted to end-user
functions such as shopping carts and another domain devoted to back-end
accounting applications.

m  Physical location. Domains for different locations or branches of your business.

m  Sze. Domains organized in small units that can be managed more efficiently,
perhaps by different personnel.
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WebLogic Server Domains

Note: All WebLogic Server instances in a domain must run the same version of the
WebL ogic Server software. The Administration Server must also have the
same or later service pack installed as the Managed Serversin its domain. For
example, the Administration Server could be running version 8.1, Service
Pack 1 while the Managed Servers are running version 8.1 without Service

Pack 1.

For more information about domains, see Configuring Domains.

Figure1-1 WebL ogic Server Domain
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1-4

Figure 1-1 depicts a possible configuration of a WebL ogic Server Domain—one of
many possible configurations.

In the depicted domain, there are three physical machines.

Machine A is dedicated as the Administration Server and hosts one instance of

WebL ogic Server. The System Administration Tools communicate with the
Administration Server to perform configuration and monitoring of the servers and
applicationsin the domain. The Administration Server communicates with each of the
Managed Servers on behalf of the System Administration Tools. The configuration for
all the serversin the domain is stored in the configuration repository, theconf i g. xni
file, which resides on the machine hosting the Administration Server.

Machines B and C each host two instances of WebL ogic Server, WebL ogic Servers 1
through 4. These instances are called Managed Servers. The Administration Server
communicates with an instance of Node Manager running on each machineto control
startup and shutdown of the Managed Servers.

WebLogic Servers2 and 4 are part of aWebLogic Cluster (outlined inred). Thiscluster
isrunning an application that responds to HT TP requests routed to the cluster from a
hardware load balancer. (Y ou could also use an instance of WebL ogic Server to
provideload balancing.) Theload balancer processes HT TP requests from the Internet
after they have passed through afirewall. The load balancer and firewall are not part
of thedomain. A replicated copy of objects such as HTTP sessionsis passed between
the two cluster members to provide failover capability.

WebLogic Server 1 runs an application that uses Java Database Connectivity (JDBC)
to access adatabase server running on another physical machine that isnot part of the
WebL ogic Domain.

Note: The pictured domainisonly intended to illustrate the concepts of aWebL ogic
Server domain and how you manage the domain. Many possible
configurations of servers, clusters, and applications are possiblein a
WebL ogic Server domain.
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System Administration Infrastructure

System administration infrastructure in WebL ogic Server isimplemented using the
Java Management Extension (IM X) specification from Sun Microsystems. The IMX
APl models system administration functions with Java objects called MBeans.
Knowledge of thisimplementation as described in this discussion of system
administration infrastructure is not necessary to manage a WebL ogic Server domain.

There are three types of MBeans used to manage a WebL ogic Server domain:
administration, configuration, and runtime Mbeans.

Administration Mbeans contain a set of attributesthat define configuration parameters
for various management functions. All attributes for administration MBeans have
pre-set default values. When the Administration Server starts, it reads afile called
confi g. xm and overrides the default attribute values of the administration MBeans
with any attribute values found in theconfi g. xm file.

Theconfig. xm file, located on the machine that hosts the Administration Server,
provides persistent storage of Mbean attribute values. Every time you change an
attribute using the system administration tools, its value is stored in the appropriate
administration MBean and written to the conf i g. xm file. Each WebL ogic Server
domain hasitsown confi g. xni file.

If you set any configuration attributes on the command line when you start the
Administration Server using the - D arguments, these values override the values set by
the defaults or those read fromthe confi g. xm file. These overridden values are also
persisted to conf i g. xnl file by the Administration Server. For more information
about these command-line arguments, see Configuring Servers.

Configuration Mbeansare copies of Administration Mbeansthat each M anaged Server
usesto initialize its configuration. When you start a Managed Server, the server
receivesacopy of the of all the administration MBeansfrom the Administration Server
and stores them in memory as configuration MBeans. If you override any
configuration attributes when starting a Managed Server, those values override the
values received from the Administration Server but are not writtento theconf i g. xm
file. For more information about starting a Managed Server, see Starting Managed
Servers.
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Runtime Mbeans contai n sets of attributes consisting of runtime information for active
WebL ogic Serversinstances and applications. By retrieving the values of attributesin
these runtime MBeans, you can monitor the running status of a WebL ogic Server
domain.

Mbeans may also contain operations used to execute management functions.

Although users with a knowledge of these Mbeans and the IMX API can create their
own customized management system, most users prefer to use the system
administration tools provided with WebL ogic Server to perform these tasks. These
tools do not require knowledge of the IMX API. For more information, see “System
Administration Tools” on page 1-8.

The Administration Server and Managed
Servers

One instance of WebL ogic Server in each domain is configured as an Administration
Server. The Administration Server provides acentral point for managing aWebL ogic
Server domain. All other WebL ogic Server instancesin adomain are called Managed
Servers. In adomain with only asingle WebL ogic Server instance, that server
functions both as Administration Server and Managed Server.

For atypical production system, BEA recommends that you deploy your applications
only on Managed Servers. This practice allows you to dedicate the Administration
Server to configuration and monitoring of the domain.

For more information, see Starting and Stopping Servers.

Failover for the Administration Server

To prevent the Administration Server from becoming asingle point of failure,
Managed Servers can always function without the presence an Administration Server,
but an Administration Server is required to manage and monitor the domain. By
maintaining backups of theconfi g. xn fileand certain other resourcesfor adomain,
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The Administration Server and Managed Servers

you can replace afailed Administration Server with a backup WebL ogic Server
instance that can assume the role of Administration Server. For moreinformation, see
Starting Administration Servers and Recovering Failed Servers.

Failover for Managed Servers

When aManaged Server starts, it contacts the Administration Server to retrieve its
configuration information. If a Managed Server is unable to connect to the specified
Administration Server during startup, it can retrieve its configuration directly by
reading a configuration file and other files located on the Managed Server’sfile
system.

A Managed Server that startsin thisway isrunning in Managed Server Independence
mode. In this mode, a server uses cached application files to deploy the applications
that are targeted to the server. Y ou cannot change a Managed Server's configuration
until it is able to restore communication with the Administration Server. For more
information, see Recovering Failed Servers.

Domain-Wide Administration Port

Y ou can enable an administration port for use with serversin adomain. The
administration port is optional, but it provides two important capabilities:

m |t enablesyou to start a server in standby state. While in the standby state, the
administration port remains available to activate or administer the server.
However, the server’s other network connections are unavailable to accept client
connections. See Starting and Stopping WebL ogic Server for more information
on the standby state.

m |t enables you to separate administration traffic from application traffic in your
domain. In production environments, separating the two forms of traffic ensures
that critical administration operations (starting and stopping servers, changing a
server’s configuration, and deploying applications) do not compete with
high-volume application traffic on the same network connection.

For more information, see Configuring a Domain-Wide Administration Port.
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Service Packs and WebLogic Server Instances

All WebL ogic Server instancesin a domain must run the same version of the
WebL ogic Server software. The Administration Server must aso have the same or
later service pack installed as the Managed Serversin its domain. For example, the
Administration Server could be running version 8.1, Service Pack 1 while the
Managed Servers are running version 8.1 without Service Pack 1.

System Administration Tools

Using IMX as the underlying architecture, system administration tools are provided
for avariety of management functions. An Administration Server must be running
when you use system administration tools to manage a domain.These tools are
discussed in the next sections.

Security Protections for System Administration Tools

All system administration operations are protected based on the user name used to
access a system administration tool. A user (or the group a user belongs to) must be a
member of one of four security roles. Theserolesgrant or deny auser accessto various
sets of system administration operations. The roles are Admin, Operator, Deployer,
and Monitor. You can aso set a security policy on WebL ogic Server instancesin a
domain. For moreinformation, see“ Protecting System Administration Operations’ on

page 8-1.

System Administration Console

The Administration Console is aWeb Application hosted by the Administration
Server. Y ou can access the Administration Console using a Web browser from any
machine on the local network that can communicate with the Administration Server
(including a browser running on the same machine asthe Administration Server). The
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Administration Console allows you to manage a WebL ogic Server domain containing
multiple WebL ogic Server instances, clusters, and applications. The management
capabilitiesinclude:

m Configuration

m  Stopping and starting servers

m  Monitoring server health and performance

m  Monitoring application performance

m Viewing server logs

m Assistants, which step you through the following tasks:
e Creating JDBC conncection pools and DataSources
e Deploying your applications
e Configuring SSL

Using the Administration Console, system administrators can easily perform all
WebL ogic Server management tasks without having to learn the IMX API or the
underlying management architecture. The Administration Server persists changes to
attributesintheconf i g. xm filefor the domain you are managing.

For more information, see:
m “Starting and Using the Administration Console” on page 1-21

m  Administration Console Online Help at
http://e-docs. bea. coml W s/ docs81b/ Consol eHel p/ i ndex. htni . (The
online help is aso available from the Administration Console by clicking on the
“?" icons.)

Command-Line Interface

The command-line interface allows you to manage a WebL ogic Servers domain when
using the Administration Consoleis not practical or desired—such as when you want
to use scripts to manage your domain, when you cannot use a Web browser to access
the Administration Console, or if you prefer using the command-line interface over a
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JMX

1-10

graphical user interface. Y ou can use only the command-line interface to manage your
domain, or you may use the command-lineinterface in combination with other system
administration tools such as the Administration Console to manage you domain.

The command lineinterfaceinvokesaJavaclasscalled webl ogi c. Adni n. Arguments
for this class provide the ability to perform many common management functions
without the need to learn the IMX API. For more information, see:

m  Commands for Managing the Server Lifecycle

m  WebLogic Server API Reference (Javadocs - See the webl ogi c. managenent
packages.)

If you require more fine-grained control than the webl ogi c. Adni n management
functions provide you can a so use the command line interface to perform set or get
operations directly on Mbean attributes. This feature requires knowledge of the
WebL ogic Server Mbean architecture. For more information, see the following
resources:

m  Commands for Managing WebL ogic Server MBeans

m Javadocs for WebL ogic Server Classes at
http://e-docs. bea. comw s/ docs81b/javadocs/i ndex. htmi .

e Select thewebl ogi c. managenent . confi gur ati on package for
configuration MBeans (to configure a WebL ogic Domain)

e Select thewebl ogi c. managenent . r unt i me package for runtime MBeans
(for monitoring).

m A reference of Mbeans and attributesis provided in the BEA WebL ogic Server
Configuration Reference at
http://e-docs. bea. com W s/ docs81b/ confi g_xnl /i ndex. htm . This
referenceis correlated with the elements representing MBeans in the
config.xn file

Advanced Java programmerswith knowledge of the IMX API from Sun Microsystems
Inc. and WebL ogic Server Mbeans can write their own management components asa
Javaclass.
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System Administration Tools

For more information, see:

m  Programming WebLogic IMX Services at
http://e-docs. bea. coml W s/ docs81b/j mx/i ndex. htm .

m  WebLogic Server API Reference (Javadocs) at
http://e-docs. bea. com’ W s/ docs81b/ j avadocs/ i ndex. ht m . (Seethe
webl ogi c. managenent packages.)

Configuration Wizard

Use the Configuration Wizard to create anew WebL ogic Server domain. Thistool can
create domain configurations for stand-alone servers, Administration Servers with
Managed Servers, and clustered servers. The Configuration Wizard creates the
appropriate directory structure for your domain, abasic confi g. xni file, and scripts
you can use to start the serversin your domain.

Y ou can run the Configuration Wizard either using agraphical user interface (GUI) or
in atext-based command line environment. Y ou can invoke the wizard as an optional
part of the installation process or independently after installation. Y ou can also create
user-defined domain templates for use by the Configuration Wizard.

For more information, see Creating Domains and Servers.

Java Utilities

Utility programs are provided for common tasks such as deploying an application and
testing DBMS configurations. For more information, see Using the WebL ogic Java
Utilities.

Node Manager

Node Manager is a Java program provided with WebL ogic Server that enables you to
start, shut down, restart, and monitor remote WebL ogic Server instances. To enable
these capabilities, you run an instance of Node Manager on each physical machinein
your domain.
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SNMP

Logs

For more information, see Creating Domains and Servers.

WebL ogic Server includes the ability to communicate with enterprise-wide
management systems using Simple Network Management Protocol (SNMP). The
WebL ogic Server SNMP capability enables you to integrate management of

WebL ogic Serversinto an SNMP-compliant management system that givesyou a
single view of the various software and hardware resources of a complex, distributed
system.

For more information, see:

= WebLogic SNMP Management Guide at
http://e-docs. bea. comf W s/ docs81b/ snnpman/ i ndex. ht i .

m  WebLogic SNMP MIB Reference at
http://e-docs. bea. comw s/ docs81b/ snnp/i ndex. htnl .

Many WebL ogic Server operations generate logs of their activity. Each server hasits
ownlog aswell asastandard HTTP access log. These log files can be configured and
used in avariety of waysto monitor the health and activity of your servers and
applications.

For more information, see:
m Logging
m  “Setting Up HTTP Access Logs’ on page 7-14

m  Using WebL ogic Logging Services at
http://e-docs.bea.com/wls/docs81b/logging/index.html.
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Y ou can aso configure a special domain log that contains a definable subset of 1og
messages from all WebL ogic Server instances in adomain. Y ou can modify which
logged messages from alocal server appear in the domain log using the system
administrating tools. Y ou can view this domain log using the Administration Console
or atext editor/viewer.

For more information, see Domain Log Filters at

http://e-docs. bea. coml W s/ docs81b/ Consol eHel p/ domai n_|l og_filters.
htm .

Editing config.xml

Y ou can manage a WebL ogic Server domain by manually editing the persistent store
for configuration, the conf i g. xm . (Other system administration tools automatically
save the configuration to the confi g. xn file.) Because of the difficulty of correctly
editing the XML syntax required in thisfile, this method of configuration is not
recommended but may provide advantages in limited situations.

Note: Do not edit theconfi g. xn file while the Administration Server is running.

For more information, see BEA WebL ogic Server Configuration Reference at
http://e-docs. bea. comw s/ docs81b/ config_xm/index. htm .

Resources You Can Manage in a WebLogic
Server Domain

This section discusses the domain resources you manage with the system
administration tools.
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Servers

The administrative concept of a server represents an instance of WebL ogic Server in
your domain. Using the system administration tools you can:

m  Start and stop servers. (To start and stop servers on a remote machine, you must
have Node Manager installed on the remote machine.) For more information see
“Node Manager” on page 1-11.

m  Configure a server’s connections: ports, HTTP settings, jCom settings, and time
outs.

m  Configure HTTP server functionality and Virtual Hosts
m  Configurelogging and view logs
m  Deploy applications to specific servers

m  Configure WebL ogic Server resources active on the server, such as JDBC
Connection Pools and startup classes.

Clusters

WebL ogic Server clusters allow you to distribute the work load of your application
across multiple WebLogic Server instances. Clusters can improve performance and
provide fail-over should a server instance become unavailable. For example, clusters
provide several ways to replicate objects used in your applications so that data is not
lost in the event of hardware failure.

Y ou can architect combinations of clusters to distribute the work load in away that
provides the best performance for your applications.

Some servicesthat are hosted on asingleinstance of WebL ogic Server can be migrated
from one server to another in the event of server failure. The system administration
tools allow you to control these migrations.

For more information, see Using WebL ogic Server Clusters at
http://e-docs. bea. comw s/ docs81b/cluster/index. htm .
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Machines

The administrative concept of amachine represents the physical machine that hostsan
instance of WebL ogic Server. WebL ogic Server uses machine namesto determine the
optimum server in a cluster to which certain tasks, such as HT TP session replication,
are delegated.

Using the system administration tool syou can define one or more machines, configure
Node Manger for those machines, and assign servers to the machines. For UNIX
machines, you can configure UID and GID information.

For more information, see Using WebL ogic Server Clusters at
http://e-docs. bea. com W s/ docs81b/ cl uster/setup. htm .

Network Channels

JDBC

Network channelsare an optional feature that you can use to configure additional ports
with one or more WebL ogic Server instances or clusters. All servers and clusters that
use anetwork channel inherit the basic port configuration of the channel itself. You
can also customize a channel's port settings on an individual server using channel
fine-tuning. This fine-tuning process creates an additional network resource called a
Network Access Point.

For more information, see Configuring Network Resources at
http://e-docs. bea. coml W s/ docs81b/ adm ngui de/ net work. ht i .

Java Database Connectivity (JDBC) allows Java programs to interact with common
DBM Ss such as Oracle, Microsoft SQL Server, Sybase, and others.

Using the System Administration tools you can manage and monitor connectivity
between WebL ogic Server and your database management system. Connectivity is
usually established through connection pools.

For more information, see JDBC.
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JMS

The JavaMessage Service (IMS) isastandard API for accessing enterprise messaging
systems that allow communication between applications.

Using the system administration tools, you can define configuration attributes to:

Enable IMS
Create IMS servers

Create and/or customize values for IM S servers, connection factories,
destinations (physical queues and topics), distributed destinations (sets of
physical queue and topic members within a cluster), destination templates,
destination sort order (using destination keys), persistent stores, paging stores,
session pools, and connection consumers.

Set up custom JIMS applications.
Define thresholds and quotas.

Enable any desired IM S features, such as server clustering, concurrent message
processing, destination sort ordering, persistent messaging, message paging, flow
control, and load balancing for distributed destinations.

For more information, see Configuring IMS.

WebLogic Messaging Bridge

1-16

A Messaging Bridge transfers messages between two messaging providers. The
providers may be another implementation of WebL ogic IMS or a 3rd party IMS
provider.

For more information, see Using the WebL ogic Messaging Bridge.
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Web Servers and Web Components

WebL ogic Server can perform asafully functional Web server. WebL ogic Server can
server both static files such as HTML files and dynamic files such as Java servlets or
Java ServerPages (JSP). Virtual hosting is also supported.

For more information on managing Web server functionality in WebL ogic Server, see
“Configuring WebL ogic Server Web Components” on page 7-1.

Applications

Application deployment tools, including the Administration Console allow you to
deploy, manage, update, and monitor your applications. The application deployment
tools also allow you to deploy and update applicationsin a cluster of WebL ogic
Servers.

WebL ogic Server uses atwo-phase deployment model that gives you more control
over the deployment process. For more information, see WebL ogic Server
Deployment.

Using the system administration tools you can:

Deploy applications to one or more WebL ogic Servers or clustersin adomain.
Configure runtime parameters for the applications.

Monitor application performance

Configure security parameters

View an application’s deployment descriptor.

Protect access to an application based on security roles or a security policy. For
more information see Setting Protections for WebL ogic Resources at
http://e-docs. bea. com W s/ docs81b/ Consol eHel p/ security_7x. htm #
securitypoli cies.

Application Formats

Y ou deploy applications in one or more of the following J2EE application formats:
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m  Web Applications

m Enterprise JavaBeans (EJB)
m  Enterprise Applications

m  J2EE Connectors

m  Web Services. Web services are deployed as a Web Application that includes a
special deployment descriptor that configures the Web Service.

For more information, see:

m  Developing Applications

m  Assembling and Configuring Web Applications
m  Deploying Applications and Modules

m  Developing WebL ogic Server Applications

m  Programming WebL ogic Enterprise Java Beans
m  Programming WebL ogic J2EE Connectors

m Programming WebL ogic Web Services

m  Defining a Security Policy

m  Setting Protections for WebL ogic Resources

Editing and Creating Deployment Descriptors with WebLogic Builder

1-18

I'n addition to using the Administration Consol e to edit deployment descriptorsyou can
also use the more robust WebL ogic Builder tool that isincluded with your WebL ogic
Server distribution. WebL ogic Builder isa stand-al one graphical tool for assembling a
J2EE application, creating and editing deployment descriptors, and deploying an
application on WebL ogic Server. For moreinformation, see WebL ogic Builder Online
Helpat http://e-docs. bea. com W s/ docs81b/w bui | der/i ndex. htm .
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Startup and Shutdown Classes

JNDI

A startup classis a Java program that is automatically loaded and executed when a
WebL ogic Server is started or restarted and after other server initialization tasks have
completed. A shutdown classis automatically loaded and executed when aWebL ogic
Server is shut down either from the Administration Console or using the

webl ogi ¢. Adni n shutdown command.

Y ou use the system administration tools to register and manage startup and shutdown
classes.

For more information, see Starting and Stopping WebL ogic Server Instances.

The Java Naming and Directory Interface (JNDI) API enables applications to look up
objects—such as Data Sources, EJBs, IMS, and Mail Sessions—by name. Y ou can
view the INDI tree through the Administration Console.

For additional information, see:
= JINDI

m  Programming WebLogic JNDI at
http://e-docs.bea.com/wls/docs81b/jndi/index.html.

Transactions

Y ou use the system administration tool sto configure and enable the WebL ogic Server
Java Transaction API (JTA). The transaction configuration process involves
configuring:

m  Transaction time outs and limits
m Transaction Manager behavior
For more information, see:

m JTA
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XML

Security

= Programming WebLogic JTA

The XML Registry isafacility for configuring and administering the XML resources
of an instance of WebL ogic Server. XML resources in WebL ogic Server include the
parser used by an application to parse XML data, the transformer used by an
application to transform XML data, external entity resolution, and caching of external
entities.

For more information, see Administering WebL ogic Server XML at
http://e-docs. bea. comw s/ docs81b/ xm / xm _admi n. htnl .

The WebL ogic Server security subsystem allows you to plug in third-party security
solutionsand al so provides out-of -the box implementationsfor many common security
systems. Y ou can al so create your own security solution and implement itin WebL ogic
Server.

For backwards compatibility, the security functionality availablein version 6.0 and 6.1
of WebL ogic Server is also supported when running in Compatibility Mode.

Using the administration tools, you can define realms, users, groups, passwords, ACLs
and other security features.

For more information, see:

= Managing WebL ogic Security at
http://e-docs. bea. comf W s/ docs81b/ secnanage/ i ndex. ht i .

m  Using Compatibility Security in Managing WWebLogic Security at
http://e-docs. bea. comw s/ docs81b/ secnmanage/ security6. htm .

m  “Security” in the Administration Console Help at
http://e-docs. bea. comw s/ docs81b/ Consol eHel p/ security_7x. htm .

m  Security Index Page
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Starting and Using the Administration Console

WebLogic Tuxedo Connector

Jolt

Mail

WebL ogic Tuxedo Connector provides interoperability between WebL ogic Server
applications and Tuxedo services. The connector allows WebLogic Server clientsto
invoke Tuxedo services and Tuxedo clients to invoke WebL ogic Server Enterprise
Java Beans (EJBs) in response to a service reguest.

For more information see WebL ogic Tuxedo Connector at
http://e-docs. bea. comw s/ docs8lb/wtc. htm .

Jolt isaJava-based client API that manages requeststo BEA Tuxedo servicesviaaJolt
Service Listener (JSL) running on a Tuxedo server.

For more information, see BEA Jolt at
http://e-docs. bea. com tuxedo/tux80/intermjolt.htm

WebL ogic Server includes the JavaMail API version 1.1.3 reference implementation
from Sun Microsystems.

For more information, see “Using JavaMail with WebL ogic Server Applications’
under Programming Topics at
http://e-docs. bea. coml W s/ docs81b/ programi ng/topics. htmni .

Starting and Using the Administration
Console

This section contains instructions for starting and using the Administration Console.

Configuring and Managing WebL ogic Server 1-21


http://e-docs.bea.com/wls/docs81b/wtc.html
http://e-docs.bea.com/tuxedo/tux80/interm/jolt.htm
http://e-docs.bea.com/wls/docs81b/programming/topics.html

1  oOverview of WebLogic System Administration

Browser Support for the Administration Console

To run the Administration Console, use one of the following Web browsers:
m  Microsoft Internet Explorer, version 5 on Windows

m  Microsoft Internet Explorer, version 6 on Windows

m  Netscape, version 4.7 on Windows or SUnOS

m  Netscape, version 6, on Windows or SunOS

If you use a Web browser that is not on the above list you may experience functional
or formatting problems.

Starting the Administration Console
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1. Start aWebLogic Administration Server. For more information, see Starting

Administration Servers.

2. Open one of the supported Web browsers and open the following URL :

http://host nanme: port/ consol e

Where host nane isthe DNS name or |P address of the Administration Server
and por t isthe address of the port on which the Administration Server is
listening for requests (7001 by default). If you started the Administration Server
using Secure Socket Layer (SSL), you must add s after ht t p as follows:;

https://host nanme: port/consol e

For more information about setting up SSL for system administration, see Server
--> Configuration --> Keystores and SSL.

. When the login page appears, enter the user name and the password you used to

start the Administration Server (you may have specified this user name and
password during the installation process) or enter a user name that belongsto one
of the following security groups: Administrators, Operators, Deployers, or
Monitors. These groups provide various levels of access to system administration
functions in the Administration Console. For more information, see “ Protecting
System Administration Operations’” on page 8-1.
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Using the security system, you can add or delete users to one of these groups to
provide controlled access to the console. For more information, see “ Protecting
System Administration Operations” on page 8-1.

Note: If you haveyour browser configured to send HT TP requeststo aproxy server,
then you may need to configure your browser to not send Administration
Server HTTPrequeststo the proxy. If the Administration Server isonthe same
machine as the browser, then ensure that requests sent to | ocal host or
127. 0. 0. 1 are not sent to the proxy.

Using the Administration Console

For more information on using the Administration Console, see Configuring Y our
Domain Using the Administration Console.

Using WebLogic Server with Web Servers

Y ou can proxy requests from popular Web serversto an instance of WebL ogic Server
or acluster of WebL ogic Servers by using one of the Web server plug-ins. Plug-insare
available for the following Web servers:

m  Netscape Enterprise Server or I1Planet
m  Microsoft Internet Information Server
m Apache

Because these plug-ins operate in the native environment of the Web server,
management of the plug-insis done using the administration facilities of that Web
server.

For more information, see Using WebL ogic Server with Plug-ins at
http://e-docs. bea. comf W s/ docs81b/ pl ugi ns/i ndex. htmi .

Specia servlets are al'so avail able to proxy requests from an instance of WebL ogic
Server to another instance of WebL ogic Server or to acluster of WebL ogic Servers.
For more information, see:
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m  Configure Proxy Plug-ins at
http://e-docs. bea. comf wl s/ docs81b/ pl ugi ns/ http_proxy. htni .

m  Proxying Requests to a WebL ogic Cluster at
http://e-docs. bea. comf W s/ docs81b/ cl ust er/ set up. ht m #pr oxypl ugi
ns.

Monitoring
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The system administration tools contain extensive capabilities for monitoring
WebL ogic Servers, domains, and resources. Using the tools you can monitor:

m  Server health and performance:
e Execute Queues
e Connections
e Sockets
e Threads
e Throughput
e Memory Usage
m Security:
e Locked-out users
e Invalid Logins
e Login attempts
m  Transactions:
e Committed transactions
e Rolledback transactions
= JMS connections and servers
= Webl ogic Messaging Bridge

m  Applications:
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Licenses

e Servlet sessions
e Connector connection pools

e EJB performance
m JDBC connections and connection pools

For more information, see Monitoring a WebL ogic Server Domain at
http://e-docs. bea. coml W s/ docs81b/ adm ngui de/ noni tori ng. ht m

Licenses

WebL ogic Server requires avalid license to function.

An evaluation copy of WebL ogic Server is enabled for 30 days so you can start using
WebL ogic Server immediately. To use WebL ogic Server beyond the 30-day
evaluation period, you will need to contact your salesperson about further evaluation
or purchasing alicense for each IP address on which you intend to use WebL ogic
Server. All WebL ogic Server evaluation products are licensed for use on asingle
server with access allowed from up to three unique client | P addresses.

If you downloaded WebL ogic Server from the BEA Web site, your evaluation license
isincluded with the distribution. The WebL ogic Server installation program allows
you to specify thelocation of the BEA home directory, and installsaBEA licensefile,
|i cense. bea, inthat directory.

For more information, see Installing and Updating a WebL ogic Server License.
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CHAPTER

2 Overview of WebLogic
Server Domains

The following sections describe WebL ogic Server domains and their contents:
m “What IsaDomain?’ on page 2-1

m “Domain Restrictions’ on page 2-7

What Is a Domain?

A domain is the basic administration unit for WebL ogic Server instances. A domain
consists of one or more WebL ogic Server instances (and their associated resources)
that you manage with a single Administration Server. Y ou can define multiple
domains based on different system administrators' responsibilities, application
boundaries, or geographical locations of servers. Conversely, you can use asingle
domain to centralize all WebL ogic Server administration activities.

If you create multiple domains, keep in mind that each domain is represented in a
separate configuration file (conf i g. xm ), and you cannot perform configuration or
deployment tasks in multiple domains at the same time. When you use the
Administration Console to perform a configuration task, the changes you make apply
to the currently selected domain. To make changesin a different domain, you must
select that domain. For this reason, the servers instances, applications, and resources
in one domain should be treated as being independent of servers, applications, and
resourcesin adifferent domain.
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Contents of a Domain

A domain can include multiple WebL ogic Server clusters and non-clustered
WebL ogic Server instances. Strictly speaking, adomain could consist of only one

WebL ogic Server instance—however, in that case that sole server instance would be
an Administration Server, because each domain must have exactly one Administration

Server. Although the scope and purpose of a domain can vary significantly, most
WebL ogic Server domains contain the components described in this section.

The following figure shows a production environment that contains an Administration

Server, three standalone Managed Servers, and a cluster of three Managed Servers.

Domain

Administration
Server

Services

Resourcesf Managed

Managed Managed Managed
Server Server Server
Resources Resources Resources
Services Services Services
Cluster
r—— - - - - - - - — — — — al
| |
Managed Managed
Server Server Server |
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What Is a Domain?

Administration Server

Each WebL ogic Server domain must have one server instance that acts as the
Administration Server. Y ou use the Administration Server, programmatically or via
the Administration Console, to configureall other server instances and resourcesin the
domain.

Role of the Administration Server

Beforeyou start the Managed Serversinadomain, you start the Administration Server.
When you start a standalone or clustered Managed Server, it contacts the
Administration Server for its configuration information. In this way, the
Administration Server operates asthe central control entity for the configuration of the
entire domain.

Y ou can invoke the services of the Administration Server in the following ways:

m  WebLogic Server Administration Console—The Administration Consoleisa
graphical user interface (GUI) to the Administration Server.

m  WebLogic Server Application Programming Interface (API)—You can write a
program to modify configuration attributes using the API provided with
WebL ogic Server.

m  WebLogic Server command-line utility—This utility allows you to create scripts
to automate domain management.

Whichever method is used, the Administration Server for adomain must be running to
modify the domain configuration.

When the Administration Server starts, it loadsthe confi g. xm for the domain. It
looksfor confi g. xm inthe current directory. Unless you specify another directory
when you create adomain, confi g. xnl isstoredin:

BEA HOVE/ user _proj ect s/ mydomai n
where nydonai n isadomain-specific directory, with the same name as the domain.

Each timethe Administration Server starts successfully, and each time you modify the
configuration, a backup configuration file is created. For more information, see
“Backing up config.xml” on page 10-6.
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For more information about the Administration Server and itsrole in the WebL ogic
Server IMX management system, see “ System Administration Tools” in the
Administration Guide.

What Happens if the Administration Server Fails?

The failure of an Administration Server for a domain does not affect the operation of
Managed Serversin the domain. If an Administration Server for adomain becomes
unavailablewhilethe server instancesit manages—clustered or otherwise—are up and
running, those Managed Servers continue to run. If the domain contains clustered
server instances, the load balancing and failover capabilities supported by the domain
configuration remain available, even if the Administration Server fails.

If an Administration Server fails because of a hardware or software failure on its host
machine, other server instances on the same machine may be similarly affected.
However, thefailure of an Administration Server itself doesnot interrupt the operation
of Managed Serversin the domain.

For more information, see “Recovering Failed Servers’ on page 10-1.

Managed Servers and Clustered Managed Servers

2-4

In adomain, server instances other than the Administration Server are referred to as
Managed Servers. Managed Servers host the components and associated resourcesthat
constitute your applications—for example, JSPs and EJBs. When a Managed Server
startsup, it connectsto the domain’ s Administration Server to obtain configuration and
deployment settings.

Note: Managed Serversinadomain can start up independently of the Administration
Server if the Administration Server is unavailable. See “ Recovering Failed
Servers’ on page 10-1 for more information.

Two or more Managed Servers can be configured as a WebL ogic Server cluster to
increase application scalability and availability. In aWebLogic Server cluster, most
resources and services are deployed to each Managed Server (as opposed to asingle
Managed Server,) enabling failover and load balancing. To learn which component
types and services can be clustered—deployed to all server instancesin acluster—see
“What Types of Objects Can Be Clustered?’ in Using WebLogic Server Clusters.
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Y ou can create a non-clustered Managed Server and add it to a cluster by configuring
pertinent configuration parametersfor the server instance and the cluster. Conversely,
you can remove a Managed Server from a cluster by re-configuring the parameters
appropriately. The key difference between clustered and non-clustered Managed
Serversissupport for failover and load balancing—these features are available only in
acluster of Managed Servers.

Y our requirements for scalability and reliability drive the decision on whether or not
to cluster Managed Servers. For example, if your application is not subject to variable
loads, and potential interruptionsin application service are acceptable, clustering may
be unnecessary.

For moreinformation about the benefits and capabilities of aWebL ogic Server cluster,
see “Introduction to WebL ogic Server Clustering” in Using WebL ogic Server Clusters
A single domain can contain multiple WebL ogic Server clusters, as well as multiple
Managed Servers that are not configured as clusters.

Resources and Services

In addition to the Administration Server and Managed Servers, adomain also contains
the resources and services required by Managed Servers and hosted applications
deployed in the domain.

Examples of domain-level resources include:

m  Machine definition identify a particular, physical piece of hardware. A Machine
definition is used to associate a computer with the Managed Server(s) it hosts.
Thisinformation is used by Node Manager in restarting a failed Managed
Server, and by a clustered Managed Server in selecting the best location for
storing replicated session data. For more information about Node Manager, see
“Overview of Node Manager” on page 3-1.

m  Network channels, an optional resource that can be used to define default ports,
protocols, and protocol settings. After creating a network channel, you can
assign it to any number of Managed Servers and clustersin the domain.

See* Configuring Network Resources’” on page 11-1 for more information.

Managed Serversin the domain host their own resources and services. Y ou can deploy
resources and services to selected Managed Servers or to a cluster. Examples of
deployable resources include:

m  application components, such as EJBs
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m connectors, startup classes,
m  JDBC connection pools,

m JMSservers

Common Domain Types

There are two basic types of domains:

m Domain with Managed Servers: A simple production environment can consist
of adomain with several Managed Servers that host applications, and an
Administration Server to perform management operations. In this configuration,
applications and resources are deployed to individual Managed Servers;
similarly, clients that access the application connect to an individual Managed
Server.

Production environments that require increased application performance,
throughput, or availability may configure two or more of Managed Serversas a
cluster. Clustering allows multiple Managed Servers to operate as a single unit to
host applications and resources. For more information about the difference
between a standal one and clustered Managed Servers, see “Managed Servers and
Clustered Managed Servers’ on page 2-4.

m  Sandalone Server Domain: For development or test environments, you may
want to deploy a single application and server independently from serversin a
production domain. In this case, you can deploy a simple domain consisting of a
single server instance that acts as an Administration Server that, and also hosts
the applications you are developing. The examples domain that you can install
with WebL ogic Server is an example of a standalone server domain.

Note: In production environments, BEA recommends that you deploy applications
only on Managed Serversin the domain; the Administration Server should be
reserved for management tasks.
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Domain Restrictions

Many WebL ogic Server installations consist of a single domain that includes all the
Managed Servers required to host applications. If you create more than one domain,
note the following restrictions:

m Each domain requiresits own Administration Server for performing
management activities. When you are using the Administration Console to
perform management and monitoring tasks, you can switch back and forth
between domains, but in doing so, you are connecting to different
Administration Servers.

m  All Managed Serversin acluster must reside in the same domain; you cannot
“split” acluster over multiple domains.

m You cannot share a configured resource or subsystem between domains. For
example, if you create a JDBC connection pool in one domain, you cannot use it
with aManaged Server or cluster in another domain. (Instead, you must create a
similar connection pool in the second domain.)

Domain Directory and config.xml

The configuration of adomain isstored intheconfi g. xm file for the domain.
config. xm specifiesthe name of the domain and the configuration parameter
settings for each server instance, cluster, resource, and service in the domain. The
config.xm for adomain isstored in the domain directory, which you specify when
you create the domain.

The domain directory a so contains default script files that you can use to start the
Administration Server and Managed Servers in the domain. For more information
about these scripts and other methods of starting a server instance, see “ Starting and
Stopping WebL ogic Server.
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Domain Directories Structure

2-8

In prior releases of WebL ogic Server, domain directories were created within the
directory structure of the Weblogic Server installation. With WebL ogic Server 7.0 and
later, you can set up domain directories outside the product installation directory tree,
in any location on the system that can access the Weblogic Server installation and the
JDK.

This new directory structure is more flexible. It allows you to store your application
code in adirectory structure separate from WebL ogic Server executables and related
files—this practice is recommended.

The domain directory structure should have:

m A root directory with the same name as the domain, such asnmydomai n or
pet st or e. Thisdirectory should contain the following:

e The configuration file (usually conf i g. xni ) for the domain.

e Any scriptsyou use to start server instances and establish your environment.

m A subdirectory for storing applications for the domain, typically named
appl i cations.

Note: If you planto usethe WebL ogic Server’ s auto-deployment feature—available
when adomain is running in development mode—the subdirectory for
applications must be named appl i cat i ons. For information about
auto-deployment, see “ Auto-Deployment” in Developing WebLogic Server
Applications.

Y ou can create other directories within the domain directory structure, as desired.
Whenyou start aserver instancein adomain for thefirst time, Weblogic Server creates
the following subdirectoriesin the domain directory:

m dat a for storing security information
m | ogs for storing domain-level logs

m server_nane for each server running in the domain, for storing server-level
logs

m tenp for storing temporary files

For example:
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=] user_projects
=21 mydomain
-] applications

Y ou can use the Configuration Wizard to create and configure domains. At the end of
acustom installation, you are prompted to run the Configuration Wizard. Y ou can also
start the Configuration Wizard from the Start menu or by using a script. For more
information, see Creating Domains and Servers.

When you use the Configuration Wizard to create a domain, it creates the

user _proj ect s directory in the BEA Home directory as a container for your
domains. It also creates aroot directory for the new domain and any other directories
specified in the domain template that you select to create the domain.

A Server’s Root Directory

All instances of WebL ogic Server use aroot directory to store runtime data and to
provide the context for any relative pathnamesin the server’s configuration.

In addition, an Administration Server usesitsroot directory as arepository for the
domain’sconfiguration data(such asconf i g. xm ) and security resources (such asthe
default, embedded LDAP server), while a Managed Server stores replicated
administrative datain isroot directory. (See Figure 2-1.)
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Figure2-1 Root Directory for WebL ogic Server Instances

Root Directory for
Administration Server

Administration Server

config. xnl

Security data

cont ext

Contact Administration Server for
security and configuration data

Root Directory for
Managed Server

— cont ext
|
Runtime and é’ é’ F_L’
replicated data

Managed Server

N

Multiple instances of WebL ogic Server can use the same root directory. However, if
your server instances share aroot directory, make sure that all relative filenames are
unique. For example, if two servers share a directory and they both specify

.\ MyLogFi | e, then each server instance will overwrite the other’s. \ MyLogFi | e.

To determine the root directory for an Administration Server, WebL ogic Server does
the following:

m |f the server’s startup command includes the
- Daebl ogi c. Root Di r ect or y=pat h option, then the value of pat h isthe root

directory.
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If - Daebl ogi c. Root Di r ect or y=pat h is not specified, and if the working
directory (that is, the directory from which you issue the startup command)
containsaconfi g. xm file, then the working directory is the root directory.

If neither of the previous statementsis true, then the server looks for a
config.xm fileinworki ng-directory/config/ domai n-nane. If it finds
config. xn inthisdirectory, then

wor ki ng-di rect ory/ confi g/ domai n- name isthe root directory.

If WebL ogic Server cannot find aconfi g. xm file, then it offersto create one.

If you use the Node Manager to start a Managed Server, the root directory is located
on the computer that hoststhe Node Manager process. To determine the location of the
server’sroot directory, WebL ogic Server does the following:

If you specified aroot directory in the Administration Console on the Server -->
Configuration --> Remote Start tab, then the directory you specified is the root
directory.

If you did not specify aroot directory in the Administration Console, then the
root directory is

W._HOVE\ common\ nodenanager \ server - nane\ server - nane. | og

where W._HOVE is the directory in which you installed WebL ogic Server on the
Node Manager’s host computer.

If you do not use the Node Manager to start a Managed Server (and therefore use the
j ava webl ogi c. Ser ver command or a script that calls that command), WebL ogic
Server does the following to determine the root directory:

If the server’s startup command includes the
- Dwnebl ogi c. Root Di r ect or y=pat h option, then the value of pat h is the root
directory.

If - Dnebl ogi c. Root Di rect or y=pat h is not specified, then the working
directory isthe root directory. For example, if you run the webl ogi c. Ser ver
command fromc: \ conf i g\ MyManagedSer ver, then

c:\confi g\ MyManagedSer ver isthe root directory.

To make it easier to maintain your domain configurations and applications across
upgrades of WebL ogic Server software, it is recommended that the root directory not
be the same as the installation directory for the WebL ogic Server software.
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3 Overview of Node
Manager

The Managed Serversin a production WebL ogic Server environment are often
distributed across multiple machines and geographic locations.

Node Manager is a stand-alone Java utility, provided with WebL ogic Server, that
allows you to perform common operations tasks for a Managed Server, regardless of
its location with respect to its Administration Server. If you run Node Manager on a
machine that hosts Managed Servers, you can start and stop the Managed Servers
remotely. Node Manager can also automatically restart a Managed Server after an
unexpected failure.

The following sections describe Node Manager, its capabilities, and how it fitsinto a
WebL ogic Server environment.

m “Introduction to Node Manager” on page 3-1
m  “Node Manager Architecture and Environment” on page 3-2
m  “Node Manager Capabilities” on page 3-5

For instructions on how to configure and use Node Manager, see “Configuring,
Starting, and Stopping Node Manager” on page 4-1.

Introduction to Node Manager

Node Manager enables you to perform these tasks:
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m  Start and stop remote Managed Servers.

m  Monitor the self-reported health of Managed Servers and automatically kill
server instances whose health state is “failed”.

= Automatically restart Managed Servers that have the “failed” health state, or
have shut down unexpectedly due to a system crash or reboot.

Node Manager Architecture and
Environment

Figure 3-1 illustrates how Node Manager works with other resourcesin your
WebL ogic Server environment to start, stop, and restart Managed Servers.
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Figure3-1 Node Manager Architecture
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Node Manager Runs on Machines that Host Managed
Servers

To take advantage of Node Manager capabilities, you must run a Node Manager
process on each machine that hosts Managed Servers. Y ou can manage multiple
Managed Servers on asingle machinewith one Node Manager process—in Figure 3-1,

the two Managed Servers on Machine C can be controlled by a single Node M anager
process.

Y ou cannot use Node Manager to start or stop an Administration Server. Ina
production environment, there isno need to run Node Manager on amachine that runs
an Administration Server, unless that machine also runs Managed Servers. In a
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development environment, you may wish to run Node Manager on a machine that
hosts an Administration Server and one or more Managed Servers, because doing so
alows you to start and stop the Managed Servers using the Administration Console.

Node Manager Should Run as a Service

The WebL ogic Server installation process installs Node Manager to run as a daemon
on UNIX machines or as a Windows service on Windows-based machines. A key
Node Manager feature is the ability to restart Managed Servers after afailure. If the
failure is a machine crash, running Node Manager as a service ensures that Node
Manager starts up automatically when the machine reboots, and is available to restart
Managed Servers on that machine.

Node Manager is Domain-Independent

A Node Manager process is not associated with a specific WebL ogic domain. Node
Manager resides outside the scope of adomain, and you can use asingle Node
Manager processto start Managed Serversin any WebL ogic Server domain that it can
access—in Figure 3-1, Managed Server 2 and Managed Server 3 could be in separate
domains, and controlled by a single Node Manager process.

Node Manager Clients

34

Y ou can invoke Node Manager’ s capabilities using the WebL ogic Server
Administration Console or IMX clients such as thewebl ogi ¢. Adni n command-line
utility. Typically, Node Manager is called by an Administration Server on aremote
machine. However, Node Manager can be called by local Administration Server as
well—allowing you to issue commands to co-resident Managed Servers using the
Administration Console.
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Node Manager Uses SSL

Communication between Node Manager and Managed Servers, Administration
Servers, or other clientsrequires two-way Secure Socket Layer (SSL) protocol, which
provides authentication and encryption. Node Manager usestwo-way SSL to verify the
identity of Managed Serversthat communicate with it. Y ou cannot use Node Manager
features with an unsecured communication protocol.

Native Support for Node Manager

BEA provides native Node Manager librariesfor Windows, Solaris, HP UX, Linux on
Intel, Linux on Z-Series, and Al X operating systems.

For other UNIX and Linux operating Systems, you must disable the

webl ogi c. nodemanager . nat i veVer si onEnabl ed option at the command line
when starting Node Manager to use the pure Java version. For more information. See
“Node Manager Properties’ on page 4-10.

Native Node Manager is not supported on Open VM S, OS/390, AS400, UnixWare, or
True4 UNIX.

Node Manager Capabilities

The following sections describe Node Manager functionality.

Start Managed Servers

Client requests to start a Managed Server using Node Manager are issued to the
Administration Server for the domain that contains the Managed Server. The
Administration Server dispatches the start command to the Node Manager process on
the machine that hosts the target Managed Server. Node Manager forwards the start
request to the target Managed Server for execution. If the Managed Server does not
respond within 60 seconds, the Node Manager sets the state of the Managed Server to
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UNKNOWN. Node Manager does not retry the start command. If the Managed Server
successfully starts and establishes a connection with Node M anager, the state of the
Managed Server is updated appropriately.

Node Manager starts aManaged Server in itslast runtime state, rather than in the
startup mode configured for the server instance. The startup mode for a server instance
is configured on the Server—>Configuration—>General tab; by default, the startup
mode iSRUNNI NG. Node M anager does not refer to this attribute value when starting a
Managed Server.

When Node Manager startsaManaged Server, it usesthe startup arguments configured
for the Managed Server in the Server—>Configuration—>Remote Start tab.

Note: Node Manager uses the same command arguments that you supply when
starting a Managed Server using a script or at the command line. For
information about startup arguments, see “weblogic.Server Command-Line
Reference” in WebLogic Server Command Reference.

If you do not specify startup arguments for a Managed Server in its Remote Start tab,
Node Manager usesits own properties as defaults to start the Managed Server. (See
“Node Manager Properties’ on page 4-10.) Although the Node Manager property
values may sufficeto boot a Managed Server, to ensure a consistent and reliable boot
process, you should configure startup arguments for each Managed Server.

Node Manager starts a Managed Server in a dedicated process on the target machine,
separate from the Node Manager and Administration Server processes, in the same
directory where the Node Manager processis running.

The messages that would otherwise be output to STDOUT or STDERROR When starting a
Managed Server areinstead displayed in the Administration Console and written to the
Node Manager log file for that server instance. For more information, see “Managed
Server Log Files’ on page 4-13.

Suspend or Stop Managed Servers

3-6

Client requests to stop or suspend a Managed Server using Node Manager are issued
to the Administration Server for the domain that contains the Managed Server. The
Administration Server dispatches the command directly to the target Managed Server.
If the Administration Server cannot reach the target Managed Server, the command is
dispatched to the Node Manager process running on the target Managed Server’'s
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machine. The Node Manager forwards the request to the target Managed Server for
execution. If the Managed Server failsto respond to a shutdown request from the Node
Manager, the Node Manager processitself performs the shutdown.

Shutdown Failed Managed Servers

Node Manager periodically checks the self-reported heath status of Managed Servers
that it has started. (For information about how a Managed Server monitors its health,
see Server Self-Health Monitoring” on page 9-2.) By default, Node Manager issuesa
health query to a Managed Server every 180 seconds.

Node Manager will automatically kill aManaged Server that reportsits health state as
“failed”, if theManaged Server'sAut o Ki | | |f Fail ed attributeistrue. By default,
theAuto Kill 1f Fail ed attributeisfalse. If you want Node Manager to restart a
Managed Server that ishung, set Auto Kill |If Fail ed totrue.

If aManaged Server does not respond to three consecutive health queriesin arow,
Node Manager considersthe Managed Server to be“failed”, and shutsit down, if Aut o
Kill If Failedisset.

For instructions on controlling the frequency with which Node Manager checks the
health state of a Managed Server, see “Configure Monitoring, Shutdown and Restart
for Managed Servers’ on page 4-6.

Restart of Crashed and Failed Managed Servers

By default, Node Manager automatically restarts Managed Server that have crashed,
and Managed Serversthat it killed because their health state was “failed”.

By default, Node Manager will restart aManaged Server no more than 2 times within
aone hour period. You can configure how many times Node Manager will restart a
Managed Serversit controls, and the period of time over which it will do the restarts.
For instructions, see “ Configure Monitoring, Shutdown and Restart for Managed
Servers’ on page 4-6.

Note: If you stop a Node Manager process that is currently monitoring Managed
Servers, do not shut down those Managed Servers while the Node Manager
processis shut down. Node Manager will be unaware of shutdowns performed
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on Managed Serverswhile it was down. When Node Manager isrestarted, if a
Managed Server it was previously monitoring is not running, it will
automatically restart it.

Prerequisites for Automatic Restart of Managed Servers

For Node Manager to restart failed Managed Servers, the behavior must be configured
appropriately, as described in “ Configure Monitoring, Shutdown and Restart for
Managed Servers’ on page 4-6. In addition, the following prerequisites apply:

m A Node Manager process can automatically monitor, shutdown, and restart only
those Managed Serversthat it started. It cannot provide these services for
Managed Servers booted directly from the command line.

m | the event that caused a Manager Server to fail also causes Node Manager to
fail, the Node Manager process on the machine where the Managed Server runs
must be restarted, either by the operating system or manually, to be available to
restart the failed Managed Server.
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CHAPTER

4 Configuring, Starting,

and Stopping Node
Manager

Node Manager is a stand-alone utility you can run on machines that host Managed
Serversthat allowsto you start and stop the Managed Serversremotely. Node M anager
can also automatically restart aManaged Server after an unexpected failure. For afull
discussion of Node Manager functionality, see“Node Manager Capabilities’ on page
3-5.

The following sections describe how to configure and use Node Manager:
m “Configuring Node Manager” on page 4-1

m “Starting and Stopping Node Manager” on page 4-6

m “Troubleshooting Node Manager” on page 4-13

Configuring Node Manager

This section describes the default configuration for Node Manager after installation,
and the tasks required to configure Node Manager for a production environment.
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Default Configuration

Node Manager is ready-to-run after WebL ogic Server installation if you run Node
Manager and the Administration Server on the same machine, and use the
demonstration SSL configuration. By default, the following behaviors will be
configured:

m  You can start a Managed Server using Node Manager, viathe Administration
Console. If aManaged Server does not respond to the start command within 60
seconds, Node Manager sets the server’s state to UNKNOWN. This does not affect
the target server instances's ability to start up and communicate with Node
Manager. If the target server’s startup process takes longer than 60 seconds,
Node Manager will still accept messages from the server instance, and reset the
server instance’s state as appropriate. However, Node Manager will not re-issue
the start command.

m  Node Manager will monitor the Managed Serversthat it has started—it will
check the self-reported health status of each Managed Server every 180 seconds.
If aManaged Server does not respond to three consecutive health inquiries,
Node Manager considers the Managed Server “failed”.

m  Automatic shutdown of Managed Serversis disabled. Node Manager will not
kill Managed Server processes that are failed.

m  Automatic restart of Managed Serversis enabled. Node Manager will restart:
e Managed Serversthat it killed, and

e Managed Servers that were running when afailure condition resulted in an
system reboot

up to two times within a 60 minute interval.

Configuration Checklist

This section summarizes the tasks required to configure Node Manager for a
production environment, and tailor its behavior.

m Configure Node Manager to accept commands from remote hosts—In a
production environment, Node Manager must accept commands from remote
hosts. To enable this, perform these tasks:
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a. “Set Up the Node Manager Hosts File” on page 4-3

b. “Reconfigure Startup Service” on page 4-4

¢. “Update nodemanager.properties’ on page 4-4

d. “Configure aMachine to Use Node Manager” on page 4-5

e. “Configure Managed Server Startup Arguments’ on page 4-5

f. “Ensure Administration Server Addressis Defined” on page 4-5

m Configure Node Manager for production security components—BYy default
Node Manager runs with demonstration security components. To use production
security components, “ Configure SSL for Node Manager” on page 4-6.

m Tailor monitoring and restart behavior—To change Node Manager’s
monitoring, shutdown and restart behaviors, see “ Configure Monitoring,
Shutdown and Restart for Managed Servers’ on page 4-6.

Set Up the Node Manager Hosts File

Node Manager accepts commands from Administration Servers running on the same
machine and on trusted hosts. Trusted hosts are identified by | P address or DNS name
inthe nodemanager . host s file, whichisinstalled in the

W__HOME\conmon\ nodenmanager \ conf i g directory, where W._HOVE is the top-level
installation directory for WebL ogic Server.

Note:  You can specify a different name and location for the trusted hosts file using
the webl ogi c. nodemanager . t r ust edHost s command-line argument. For
more information, see “Node Manager Properties’ on page 4-10.

By default, nodemanager . host s isempty. To add trusted hosts, edit the file with a

text editor, and add one line for each trusted host on which an Administration Server
runs. If you want Node Manager to accept commands from any host, put an asterisk in
the hostsfile.

If you identify atrusted host by its DNS name, you must enable reverse DNS lookup
when starting Node Manager. By default, reverse DNS lookup is disabled. Y ou can
enable reverse DNS lookup with the command-line argument:

- Dwebl ogi c. nodemanager . rever seDnsEnabl ed=t r ue
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Reconfigure Startup Service

The WebL ogic Server installation process installs Node Manager as a Windows
service, or adaemon on UNIX systems. By default, the service startsup Node Manager
to listen on localhost:5555.

When you configure Node Manager to accept commands from remote systems, you
must uninstall the default Node Manager service, and reinstall the Node Manager
service, specifying a non-localhost Listen Address.

The directory W._HOVE\ ser ver\ bi n (where W._HOME isthe top-level directory for
the WebL ogic Server installation) containsuni nst al | NodeMyr Svc. cnd, ascript for
uninstalling the Node Manager service, andi nst al | NodeMyr Svc. cnd, ascript for
installing Node Manager as a service.

1. Deletethe service using uni nst al | NodeMyr Svc. cnd.

2. Editinstal | NodeMyr Svc. cnd to specify Node Manager’s Listen Address and
Listen Port.

Notes: If you identify Node Manager’s Listen Address by |P address (except for the
localhost address, 127.0.0.1), you must disable Host Name Verification on
remote Administration Servers, or other clientssuch aswebl ogi ¢. Adni n, that
will access Node Manager.

Make the same editsto uni nst al | NodeMyr Svc. cnd as you make to
i nst al | NodeMgr Svc. cnmd, so that you can successfully uninstall the service
in the future, as desired.

3. Runinstal | NodeMyr Svc. cnd to re-install Node Manager as a service, listening
on the updated address and port.

Update nodemanager.properties

4-4

If Node Manager must accept commands from remote clients, and you will start Node
Manager from the command line, add the Node Manager’ s Listen Address and Listen
Port to the nodemanager . properti es file. Update nodemanager . properties on
each system on which Node Manager will run. For more information on
nodemanager . properti es, see “Node Manager Properties’ on page 4-10.

To obtain your own digital certificate and private key and configure SSL for a
production environment, follow the instructionsin “ Configuring the SSL Protocol” in
Managing WebLogic Security.
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Configure a Machine to Use Node Manager

If Node Manager must accept commands from remote clients, you must create a
machine definition for each machine that runs a Node Manager process.

A machine definition associates a particular machine with the server instancesit hosts,
and specifies the connection attributes for the Node Manager process on that machine.

Y ou can create a machine definition using the Machine-->Configuration-->Node
Manager tab in the Administration Console. Enter the DNS name or |P address upon
which Node Manager listensin the Listen Address box. If you identify the Listen
Address by |P address (except for the localhost address, 127.0.0.1), you must disable
Host Name Verification on remote Administration Servers, or other clients such as
webl ogi c. Adni n, that will access Node Manager.

Note: If host name verification is disabled, and you specify the Listen Address of
the Administration Server by its | P address, you must still include that 1P
addressin nodemanager . host s.

For more information on disabling host name verification, see “Using a Hosthame
Verifier” in Managing WebL ogic Security. For instructions on configuring amachine,
see “ Configuring aMachine” in Administration Console Online Help.

Configure Managed Server Startup Arguments

Specify the startup arguments that Node Manager will use to start a Managed Server
in the Server—>Configuration—>Remote Start tab for the Managed Server. If you do
not specify startup arguments for aManaged Server in this fashion, Node Manager
usesitsown properties asdefaultsto start the Managed Server. Although these defaults
are sufficient to boot a Managed Server, to ensure a consistent and reliable boot
process, configure startup arguments for each Managed Server. For instructions, see
“Configure Startup Arguments for Managed Servers’ in Administration Console
Online Help.

Ensure Administration Server Address is Defined

Make sure that a Listen Addressis defined for each Administration Server that will
connect to the Node Manager process. If the Listen Address for a Administration
Server is not defined, when Node Manager starts a Managed Server it will direct the
target server to contact localhost for its configuration information.

Configuring and Managing WebL ogic Server 4-5


http://e-docs.bea.com/wls/docs81b/secmanage/ssl.html#host_name_verifier
http://e-docs.bea.com/wls/docs81b/secmanage/ssl.html#host_name_verifier
http://e-docs.bea.com/wls/docs81b/ConsoleHelp/machines.html
http://e-docs.bea.com/wls/docs81b/ConsoleHelp/servers.html#Configure_Startup_Arguments_for_Managed_Servers

4 Configuring, Starting, and Stopping Node Manager

Set the Listen Address using the Server-->Configuration-->General tab in the
Administration Console.

Configure SSL for Node Manager

Communi cation between Node M anager and an Administration Server usesthe Secure
Socket Layer (SSL) protocol, configured for two-way SSL.

Authentication requires use of the public key infrastructure, including a
password-protected private key and a user identify certificate.

The default WebL ogic Server installation includes demonstration key and certificate
filesthat allow you to use SSL communication out of the box. The files—

Denol dentity.j ks, DenoTrust . j ks, and deno. crt set up—areinstalled in
W.SHone/ server/ | i b. No additional configuration is necessary if you are using the
sample key and certificate files.

Configure Monitoring, Shutdown and Restart for Managed Servers

Node Manager’ s default monitoring shutdown and restart behaviors are described in
“Default Configuration” on page 4-2. To reconfigure the behavior, see “ Configure
Monitoring, Shutdown and Restart for Managed Servers’ in Administration Console
Online Help.

Note: These features are available when the conditions described in
“Prerequisitesfor Automatic Restart of Managed Servers’ on page 3-8 are
met.

Starting and Stopping Node Manager

These sections describe methods of starting Node Manager, required environment
variables, and command line arguments.

m “Starting Node Manager as a Service” on page 4-7
= “Starting Node Manager with Commands or Scripts’ on page 4-7
m “Node Manager Environment Variables’ on page 4-9
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m “Node Manager Properties’ on page 4-10

Starting Node Manager as a Service

The WebL ogic Server installation process automatically installs Node Manager as a
service, so that it starts up automatically when the system boots. This behavior is
appropriate for aproduction environment, asit ensuresthat Node Manager isavailable
to restart Managed Servers after a machine reboot.

Starting Node Manager with Commands or Scripts

Although running Node Manager asan operating system service isrecommended, you
can also start Node Manager manually at the command prompt or with a script. The
environment variables Node Manager requires are described in “Node Manager
Environment Variables’ on page 4-9. Command line options are described in “Node
Manager Properties’ on page 4-10.

Sample start scripts for Node Manager are installed in the W._HOVE\ ser ver\ bi n
directory, where W._ HOVE isthe top-level installation directory for WebL ogic Server.
Usest art NodeManager . cimd on Windows systems and st ar t NodeManager . sh on
UNIX systems.

The scripts set the required environment variables and start Node Manager in
W._HOVE/ common/ nodenmanager . Node Manager uses this directory as aworking
directory for output and log files. To specify adifferent working directory, edit the start
script with atext editor and set the value of the NODEMGR_HOME variableto the desired
directory.

Edit the sample start script to make sure that the command qualifiers set the correct
listen address and port number for your Node Manager process.

Command Syntax for Starting Node Manager

In WebL ogic Server 8.1, Node Manager properties can be provided on the command
line, or defined in the nodemanager . properti es file, which isinstalled in the
directory where you start Node Manager. Values supplied on the command line
override the valuesin nodemanager . pr operti es.
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Properties that are specific to a server instance are specified on the
The syntax for starting Node Manager is:

java [java_property=value ...] -D nodemanager_property=val ue]
-D server _property=val ue] webl ogi c. NodeManager

Note: WebLogic Server 8.1 provides a new wrapper to
webl ogi c. nodeManager . NodeManager . The new wrapper is
webl ogi c. NodeManager

Inthe command line, aj ava_pr operty indicatesadirect argument to thej ava
executable, such as- s or - nx. If you did not set the CLASSPATH environment
variable, use the - cl asspat h option to identify required Node Manager classes.

Node Manager communicateswith its clients using two-way SSL. The Administration
Server SSL configuration applies to the domain as awhole. After configuring the
Administration Server, each Node Manager instance that you run in the domain must
specify startup arguments that identify the keystore, password, and certificate filesto
use for SSL communication:

B webl ogi c. nodenanager . keyFi |l e

B webl ogi c. nodenanager . keyPasswor d

® webl ogi c. nodenmanager.certificateFile

B webl ogi c.security. SSL. trustedCAKeyStore

B webl ogi c. nodenanager . ssl Host NaneVeri fi cati onEnabl ed

For exampl e, to start Node Manager using the SSL configuration provided with the
sample SSL certificate and key files:

j ava. exe - Xms32m - Xnx200m - cl asspat h %UCLASSPATHY% - Dbea. hone=c: \ bea
- Dwebl ogi c. nodenanager . keyFi | e=e: \ bea\ user _donai ns\ nydomai n\ denok
ey. pem

- Dnebl ogi c. security. SSL. t rust edCAKeySt or e=e: \ bea\ webl ogi c700\ serv
er\lib\cacerts

- Dwebl ogi c. nodenanager. certificateFi | e=e: \ bea\ user _domai ns\ nydona
i n\denocert. pem

-DOj ava. security. policy=e:\webl ogi c700\ server\Ii b\webl ogi c. policy

- Dwebl ogi c. nodenanager . ssl Host NaneVeri fi cati onEnabl ed=f al se

webl ogi c. NodeManager
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Note: If you run Node Manager on a UNIX operating system other than Solaris or
HP UX, you cannot have any white space charactersin any of the parameters
that will be passed to thej ava command line when starting Node Manager.
For example, this command fails due to the space character in the name “bi g
iron”.

- Dwebl ogi c. Name="bi g iron"

See“Node Manager Properties’ on page 4-10 for information about all Node M anager
command-line arguments.

Node Manager Environment Variables

Before starting Node Manager, you must set several environment variables. You can
set the environment variablesfor adomain in astart script or onthecommandline. The
sample start scripts provided with WebL ogic Server—st ar t NodeManager . cnd for
Windows systems and st ar t NodeManager . sh for UNIX systems—set the required
variables, which are listed in the following table.

Environment  Description
Variable

JAVA_HOMVE Root directory of JDK that you are using for Node Manager. For
example:
set JAVA HOVE=c: \ bea\j dk131
Node Manager has the same JDK version requirements as WebL ogic
Server.

W._HOVE WebL ogic Server installation directory. For example:
set W._HOVE=c: \ bea\ webl ogi c700

PATH Must include the WebL ogic Server bi n directory and path to your Java
executable. For example:

set
PATH=90._HQOVE% ser ver\ bi n; % AVA_HOVE% bi n; %PATH%
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Environment  Description

Variable

LD LI BRARY_  For HPUX and Solaris systems, must include the path to the native Node
PATH Manager libraries.

(UNIX only) Solaris example:

LD LI BRARY_PATH: $W._HOVE/ server/li b/ sol ari s: $W._HO
VE/ server/1ib/sol aris/oci 816_8

HP UX example:

SHLI B_PATH=$SHLI B_PATH: $W._HOVE/ server/ i b/ hpux11:
$W._HOVE/ server/ | i b/ hpux1l/oci 816_8

CLASSPATH You can set the Node Manager CLASSPATH either as an option on the
j ava command line used to start Node Manager, or as an environment
variable.

Windows NT example:

set
CLASSPATH=. ; 9WW._HOVE% server\li b\webl ogic_sp.jar; %
W._HOVE% server\li b\ webl ogic.jar

Node Manager Properties

The table below describes all Node Manager properties.

Node M anager Description Default
Property

weblogic.nodemanager.  The pathto thecertificatefileused ./config/democert.pem
certificateFile for SSL authentication.

weblogic.nodemanager.  TheJavahomedirectory that Node none
javaHome Manager usesto start Managed
Servers on this machine.

weblogic.security.SSL.  The path to the key storethat holds
trustedCAKeyStore aprivate key.
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Node M anager
Property

Description

Default

weblogic.nodemanager.
ssiHostNameV erificatio
nEnabled

Enablesor disablesAdministration
Server hostname checks against
the nodemanager.hosts file.

Disable only when using the
demonstration certificates, or if
you are specifying Node Manager
Listen Address as an |P address.

weblogic.nodemanager.
keyFile

The path to the private key fileto
use for SSL communication with
the Administration Server.

Jconfig/demokey.pem

weblogi c.nodemanager.
keyPassword

The password used to access the
encrypted private key in the key
file.

password

weblogic.ListenAddress

The address on which Node
Manager listens for connection
requests. Thisargument deprecates
weblogic.nodemanager.listenAddr
€ss.

localhost

weblogic.ListenPort

The TCP port number on which
Node Manager listens for
connection requests. This
argument deprecates
weblogic.nodemanager.listenPort.

5555

weblogic.nodemanager.
nativeV ersionEnabled

For UNIX systems other than
Solarisor HP-UX, set thisproperty
tof al se torun Node Manager in
non-native mode.

true

weblogic.nodemanager.
reverseDnsEnabled

Specifies whether entriesin the
trusted hosts file can contain DNS
names (instead of |P addresses).

false

weblogic.nodemanager.
savedL ogsDirectory

The path to directory where Node
Manager storeslog files. Node
Manager creates a subdirectory in
thesavedLogsDi rectory
named NodeManager Logs.

/NodeManagerL ogs
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Node M anager Description Default
Property
weblogic.nodemanager.  For UNIX systems, specifiesthe /nodemanager.sh
startTemplate path of ascript file used to start

Managed Servers.
weblogic.nodemanager.  The path to the trusted hostsfile ./nodemanager.hosts
trustedHosts that Node Manager uses. See “ Set

Up the Node Manager Hosts File”

on page 4-3.
weblogic.nodemanager.  Root directory of the WebL ogic n‘a
weblogicHome Server installation. Thisis used as

the default value of

- Dwebl ogi c. Root Directory
for serversthat do not have a
configured root directory.

weblogic.nodemanager.  The address on which Node localhost
listenAddress Manager listens for connection
(Deprecated) requests. Use

weblogic.ListenAddressin placeof

this deprecated argument.
weblogic.nodemanager.  The TCP port number on which 5555
listenPort Node Manager listens for
(Deprecated) connection requests. Use

weblogic.ListenPort in place of
this deprecated argument.

Stopping Node Manager

To stop a Node Manager process, close the command shell in which it is running.

If you stop a Node Manager processthat is currently monitoring Managed Servers, do
not shut down those Managed Servers while the Node Manager processis shut down.
Node Manager will be unaware of shutdowns performed on Managed Serverswhileit
was down. When Node Manager isrestarted, if a Managed Server it was previously
monitoring is not running, it will automatically restart it.
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Troubleshooting Node Manager

Thefollowing sections describe how to diagnose and correct Node Manager problems.
Use the Node Manager log files to help troubleshoot problems in starting or stopping
individual Managed Servers. Usethe stepsin “ Correcting Common Problems’ on page
4-14 to solve problems in Node Manager configuration and setup.

Managed Server Log Files

When you start aWebL ogic Server instance, startup or error messages are printed to
STDOUT or STDERROR and to the server log file. Y ou can view the log file by right
clicking on the server in the left pane of the Administration Console and selecting the
option View server log, or by selecting the View server log link on any server tab
page.

If you start a server instance with Node Manager, Node Manager writes these
messages in the NodeManager Logs directory. By default, NodeManager Logs is
created in the directory where you start Node Manager. A separate subdirectory is
created for each Managed Server that Node Manager starts on the machine. Each
subdirectory uses the naming convention donai n_ser ver , which designates the
domain name and Managed Server name, respectively.

Logsfiles stored in the server directory include:

m servernane_pi d —Thisfile saves the process ID of the Managed Server named
server nane. Node Manager uses thisinformation to kill the Managed Server, if
requested by the Administration Server to do so.

m config. xmM —Thisfile saves startup configuration information passed to Node
Manager from the Administration Server when starting a Managed Server.

m servername_out put . | og—Thisfile saves Node Manager startup messages
generated when Node Manager attemptsto start a Managed Server. If anew
attempt is made to start the server, thisfileis renamed by appending _PREV to
thefile name.

m servername_error. | og—Thisfile saves Node Manager error messages
generated when Node Manager attempts to start aManaged Server. If anew
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attempt is made to start the server, thisfileis renamed by appending _PREV to
the file name.

The domain’s Administration Server stores a copy of the Managed Server log filesin
the a directory hame NodeManager C i ent Logs. Thisdirectory is created one
directory level above the Administration Server’sroot directory (by default, the
directory in which you started the server). The NodeManager i ent Logs directory
contains a subdirectory for each Managed Server you attempted to start with Node
Manager. Each log in these subdirectories corresponds to an attempt to carry out some
action, such as starting or killing the server process. The name of the log file includes
atimestamp that indicates the time at which the action was attempted.

Y ou can view the standard output and error messages for a server, aswell as Node
Manager's log messages for a particular Managed Server, on its
Server->Monitoring->Remote Start Output tab.

Node Manager Log Files

Node Manager generates its own log files, which contain Node Manager startup and
status messages. Node Manager log files are placed in the

NodeManager Logs\ NodeManager | nt er nal subdirectory. The log files using the
naming convention NodeManager | nt er nal _t i mest anp, wheret i mest anp
indicates the time at which Node Manager started.

Because Node Manager creates a new log file (with a unique timestamp) each time it
starts, you should periodically remove the NodeManager Logs subdirectory to reclaim
the space used by old log files.

Correcting Common Problems

4-14

The table below describes common Node Manager problems and their solutions
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Symptom

Explanation

Error message: Coul d
not start server
'MyServer' via
Node Manager -
reason: 'Target
machi ne
configuration not
found' .

Y ou have not assigned the Managed Server to a machine.
Follow the stepsin “ Configure aMachine to Use Node
Manager” on page 4-5.

Error message:

<Secur eSocket Li ste
ner: Coul d not
setup context and
create a secure
socket on

172.17. 13. 26: 7001>

The Node Manager process may not be running on the
designated machine. See “ Starting and Stopping Node
Manager” on page 4-6.

| configured self-health
monitoring attributesfor a
server, but Node Manager
doesn’'t automatically
restart the server.

To automatically reboot a server, you must configure the
server’s automatic restart attributes as well as the health
monitoring attributes. See “Configure Monitoring, Shutdown
and Restart for Managed Servers’ on page4-6 and “ Starting and
Stopping Node Manager” on page 4-6.

In addition, you must start Managed Servers using Node
Manager. Y ou cannot automatically reboot servers that were
started outside of the Node Manager process (for example,
servers started directly at the command line).

Configuring and Managing WebLogic Server  4-15



4 Configuring, Starting, and Stopping Node Manager

Symptom Explanation

Applications on the Applications deployed to WebL ogic Server should never make

Managed Server areusing  assumptions about the current working directory. File lookups

the wrong directory for should generally take place relative to the Root Directory

lookups. obtained with the Ser ver MBean. get Root Di r ect ory()
method (this defaultsto the“.” directory). For example, to
perform afile lookup, use code similar to

String rootDir =

Server MBean. get Root Di rectory();

/lapplication root directory

File f = new File(rootDir + File.separator +
"foo.in");

rather than simply:

File f = new File("foo.in");
If an application is deployed to a server that is started using
Node Manager, use the following method calls instead:

String rootDir //application root directory
if ((rootDir =
Server MBean. get Root Directory()) ==
null) rootDir =
Server St art MBean. get Root Di rectory();
File f = new File(rootDir + File.separator +
"foo.in");
The Ser ver St art MBean. get Root Di r ect or y() method
obtains the Root Directory value that you specified when
configuring the server for startup using Node Manager. (This
corresponds to the Root Directory attribute specified the
Configuration->Remote Start page of the Administration
Console)

Node Manager and Managed Server States

Node Manager definesitsown, internal Managed Server statesfor use when restarting
aserver. If Node Manager isconfigured to restart Managed Servers, you may observe
these states in the Administration Console during the restart process.

m FAl LED RESTARTI NG—Indicates that Node Manager is currently restarting a
failed Managed Server.
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m ACTI VATE_LATER—Indicates that MaxRest ar t restart attempts have been made

incurrent Rest art | nt er val , and Node Manager will attempt additional restarts
inthenext Restart | nterval .

B FAl LED NOT_RESTARTABLE—Indicates that the server is Failed, but Node
Manager cannot restart it because the server's Aut oRest art or
Aut oKi | | | f Fai | ed attributeis set to False.
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CHAPTER

5

Setting Up a WebLogic

Server as a Windows

Service

If you want aWebL ogic Server to start automatically when you boot a Windows host,
you can set up the server as a Windows service.

For each server that you set up as a Windows service, WebL ogic Server creates akey
in the Windows Registry under

HKEY_LOCAL_MACHI NE\ SYSTEM Cur r ent Cont r ol Set\ Ser vi ces. Theregistry

entry contains such information as the name of the server and other startup arguments.
When you start the Windows hogt, it passes the information in the registry to the VM.

This section describes the following tasks:

Setting Up aWindows Service

Using aNon-Default VM with a Windows Service
Verifying the Setup

Using the Control Panel to Stop or Restart the Service
Removing a Server as a Windows Service

Changing Startup Credentials for a Server Set Up as a Windows Service
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Setting Up a Windows Service

WebL ogic Server includes a master script,

W._HOME\ ser ver\ bi n\i nst al | Svc. cnd, that you can useto set up aserver instance
asaWindows Service. Instead of invoking thei nst al | Svc. cnd master script
directly, create your own script that supplies valuesfor aset of variables and then calls
thei nstal | Svc. cnd script:

1. Intheroot directory for the domain’s Administration Server (the directory that
containsthe domain’sconfi g. xn file), create ascript that issimilar to the onein
Listing 5-1.

Listing5-1 Script for Setting Up a Server asa Windows Service

@em ER R S S S S S S S O O O O O O O O O O

@em This script sets up a WblLogic Server instance as a Wndows service.
@em |t sets variables to specify the donmain name, server name, and optionally,
@em user credentials, startup node, and argunments for the JVM Then the script
@emcalls the 9W\._HOVE% server\ bin\instal |l Svc.cnd script.

@em EE R IR S S S S S S S O O O O R I O O kO O O

echo off
SETLOCAL

@em Set DOVAIN_NAME to the nane of the domain in which you have defined
@emthe server instance.
set DOVAI N_NAME=nyW.Sdomai n

@em Set USERDOVAI N HOVE to the root directory of the donmain’s Administration
@em Server, which is the directory that contains the domain’s config.xm file.
@em For nore information about the root directories for servers, refer to
@em “A Server’s Root Directory” on page 2-9.

set USERDOMAI N_HOVE=D: \ bea\ user _pr oj ect s\ myW.Sdorai n

@em Set SERVER_NAME to the nane of the existing server instance that you want
@em set up as a Wndows servi ce.
set SERVER_NAME=nyW.Sserver

@em Optional: one way of bypassing the usernane and password pronpt during
@em server startup is to set W.S USER to your system usernanme and W.S PWto
@em your password. The script encrypts the login credentials and stores them
@emin the Wndows registry.

@em The di sadvantage to this nethod is that changing the usernane or password
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@em for the server instance requires you to delete the Wndows service and set
@emup a new one with the new username and password.

@em | f you use a boot identity file to bypass the pronpt, you can change the
@emlogin credentials without needing to nodify the Wndows service. For nore
@em information about bypassing the username and password pronpt, refer to
@em "Bypassing the Pronpt for Usernanme and Password" in the Administration
@em Consol e Online Hel p.

set WLS_USER=

set WS _PW

@em Optional: set Production Mbde. When STARTMODE is set to true, the server
@emstarts in Production Mdde. Wien not specified, or when set to false, the
@em server starts in Devel opnent Mdde. For nore infornmati on about

@ em Devel opnent Mbde and Production Mode, refer to

@em"Starting in Devel opnent Mbde or Production Mbde" in the Administration
@em Consol e Online Help.

set STARTMODE=

@em Set JAVA OPTIONS to the Java argunents you want to pass to the JVM Separate
@emmultiple argunents with a space.

@em|f you are using this script to set up a Managed Server as a W ndows service,
@em you nust include the -Dwebl ogi c. managenent. server argunent, which

@em specifies the host nanme and listen port for the domain’s Administration
@em Server. For exanpl e:

@em set JAVA OPTI ONS=- Dwebl ogi c. managenent . server =http://adm nserver: 7501

@em For nore information, refer to

@em "webl ogi c. Server Configuration Options" in the WebLogi ¢ Server Comrand

@ em Ref erence.

set JAVA OPTI ONS=

@em Optional: set JAVA VMto the java virtual nmachine you want to run.
@ em For exanpl e:

@em set JAVA VMe=-server

set JAVA VME

@em Set MEM ARGS to the nenory args you want to pass to java. For exanple:
@em set MEM ARGS=- Xns32m - Xnx200m
set MEM ARGS=

@em Cal | Wbl ogi c Server service installation script. Replace <W._HOVE> with
@em the absol ute pathnane of the directory in which you installed WbLogic
@em Server. For exanpl e:

@em call "D:\bea\webl ogi c810\server\bin\install Svc. cnd"

call "<W._HOVE>\server\bin\install Svc. cnd"

ENDL OCAL
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. If you set up both an Administration Server and a Managed Server to run as

Windows services on the same computer, you can specify that the Managed
Server starts only after the Administration Server has started by doing the
following:

a. Inatext editor, open the W._HOME\ ser ver\ bi n\i nst al | Svc. cnd master
script.

The last command in this script invokes the beasvc utility.

b. Add the following arguments to the command that invokes the beasvc utility:

e -depend: servi ce_nanes
Comma-separated list of services that must start before this service starts.

o -delay:delay_mlliseconds
Number of milliseconds to delay the VM thread.
The - del ay argument is optional, but recommended to make sure that an
Administration Server hastime to complete its startup cycle before any
Managed Servers start.

For example, the modified beasvc invocation will resemble the following:

"oWN._HOVE% server\ bi n\ beasvc" -install

-svcnane: "beasvc Y%DOVAI N NAVEY% %SERVER NAVEYS

- depend: "beasvc nyDonai n_nyAdm nServer"

-del ay: "800"

-javahone: "% AVA HOVEX% -execdi r: " %JSERDOVAI N_HOVEX
-extrapath: "9W._HOVE% server\ bi n" -password: "9%\LS_ PW6
-cmdl i ne: “CVDLI NEY%

. Save the script and run it from the server’s root directory.

If the script runs successfully, it creates a Windows service named

beasvc DOVAI N_NAME_SERVER_NAME and prints alineto standard out that is
similar to the following:

beasvc nmydonai n_nyserver installed.

. If you modified the W._HOVE\ ser ver\ bi n\i nst al | Svc. cnd master script,

undo your modifications so the script can be used to set up other server instances.

Note: If you use the Domain Configuration Wizard to create adomain and server,

some of the domain templates prompt you to set up the server as a Windows
service. Y ou can choose yesto set up an Administration Server asaWindows
service. However, if you want to set up a Managed Server with adependency,
you must choose no in the wizard and complete the steps in this section.
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Regardless of whether you choose yes or no, if the domain template includes
aprompt for setting up a service, it will create a script named

i nst al | Servi ce. cnd in the server’sroot directory, which is similar to the
script in Listing 5-1, “ Script for Setting Up a Server as a Windows Service,”
on page 5-2.

Using a Non-Default JVM with a Windows Service

If you are not using the JVM installed with WebL ogic Server, you must edit the master
script so that it installs server instances that use a non-default JVM:

1
2.
3.

Create a backup copy of W._HOVE\ server\ bi n\i nstal | Svc. cnd.
Openinstal | Svc. cnd in atext editor.

Edit theset JAVA_ HOVE command to specify the home directory of your VM.
For example, set JAVA_HOVE=C: \ JRocki t\ JRE\ 1. 3. 1

Edit theset JAVA VENDOR command so that it specifies one of the supported
values.

The supported values are listed in the line immediately preceding the set
JAVA VENDOR command.

Verifying the Setup

To verify that you successfully set up aWebL ogic Server asaWindows service, dothe

following:

1. Open acommand window and enter the following command:
set PATH=W._HOVE\ server\ bi n; %ATH%

2. Navigate to the directory immediately above your domain directory. For example,
to verify the setup for BEA_HOVE\ user _donai ns\ nydonzi n, havigate to
BEA HOVE\ user _domai ns.

3. Enter the following command:

beasvc -debug "your Servi ceNane"

For example, beasvc - debug "beasvc nydonai n_nyserver".
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If your setup was successful, thebeasvc - debug command starts your server. If the
script returnsan error similar to the following, make sure that you specified the correct
service name:

Unabl e to open Registry Key .......

Syst eml Current Cont rol Set\ Servi ces\ beasvc

exanpl e_exanpl esServer\ Par aneters

Using the Control Panel to Stop or Restart the Service

After you set up aserver to run asaWindows service, you can use the Service Control
Panel to stop and restart the server:

1. Select Start —Settings —Control Panel.

2. On Windows 2000, open the Administrative Tools Control Panel. Then open the
Services Control Panel.

On Windows NT, open the Services Control Panel directly from the Control
Panel window.

3. Inthe Services Control Panel, find the service that you created. By default, the
service name starts with beasvc.

4. Right-click the service name and sel ect commands from the shortcut menu.

Removing a Server as a Windows Service

To remove a server as a Windows service, do the following:

1. Intheroot directory of the domain’s Administration Server (the directory that
contains the domain'sconf i g. xm file), create a script similar to the onein
Listing 5-2.

Listing 5-2 Script to Remove a Windows Service

@em R R R Sk S S T

@em This script is used to uninstall a WebLogic Server service for a
@em server instance that is defined for the current domain.
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@em The script sinply sets the DOVAI N NAME and SERVER NAME vari ables and calls
@em the 9N._HOVE% server\bi n\uninstall Svc.cnd script.

@em ER IR S O S S S S S O S S O S O O

echo off
SETLOCAL

@em Set DOVAIN_NAME to the nane of the domain that contains the server.
set DOVAI N_NAMVE=nyW.Sdomai n

@em Set SERVER NAME to the nanme of the server that you want to renove as
@em a service.
set SERVER_NAME=nyW.Sser ver

@em Call Wbl ogic Server service uninstallation script. Replace <W._HOMVE> with
@em the absol ute pathnane of the directory in which you installed WbLogic
@em Server. For exanple:

@em call "D:\bea\webl ogi c810\server\ bi n\uni nstal | Svc. cnmd"

call "<W._HOVE>\ server\bin\uninstall Svc. cmd"

ENDL OCAL

2. Saveand run the script.

If the removal script runs successfully, its output in the command window includes a
line similar to the following:
beasvc nmydonmai n_nyserver renoved.

Changing Startup Credentials for a Server Set Up as a
Windows Service

To change passwords or add users for any WebL ogic Server, you must start the server
and use the security realm’s administration tools. If you use the security realm that is
installed with WebL ogic Server, you can use the Administration Console. If you usea
third-party security realm, you must use the administration tools provided in that
realm.

After you changethe security data, you must do the following to change the arguments
that are passed to the server during the startup cycle:
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m |f you set up the Windows service to retrieve usernames and passwords from a
boot identity file, you can overwrite the existing file with a new one that
contains the new username and password. For information about creating a boot
identity file, refer to "Creating a Boot Identity File" in the Administration
Console Online Help.

m |f you set up the Windows service to retrieve usernames and passwords from the
Windows registry, then you must remove the Windows service and create a new
one that uses your new username or password:

a. Uninstall the WebL ogic Server as a Windows service. For more information,
refer to “Removing a Server as a Windows Service” on page 5-6.

b. Inatext editor, open the script that you used the install the service and enter
your new password as the valuefor theset W.S_USER and/or set W.S_PW
directive. WebL ogic encrypts this value in the Windows Registry.

After you run the script, you can remove the password from thisfile.

c. Save and execute the script. Thiswill create a new service with the updated
password.

The WebLogic Server Windows Service Program
(beasvc.exe)

Theinstal | Svc. cnd and uni nst al | Sve. cnd master scripts are convenience
wrappersfor the WebL ogic Server Windows Service program, beasvc. exe. You can
modify those scripts or create your own scripts that invoke beasvc. exe and install
WebL ogic Servers or Node Managers as Windows services. If you want to uninstall a
service, you can invoke beasvc. exe directly without creating a script.

For information on how to install or remove the Node Manager as aWindows service,
see " Starting Node Manager asaWindows Service" in the Configuring and Managing
WebLogic Serve guide.

beasvc. exe islocated in W._HOVE\ ser ver \ bi n and your script can pass any of the
following parameters:

—install
Install the specified service.
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—renove
Remove the specified service.

—svchane: service_nane
The user-specified name of the service to be installed or removed.

—javahone: java_directory
Root directory of the Javainstallation. The start command will be formed by
appending \ bi n\j ava tojava_directory.

—execdir: donmai n_nane
Directory where this startup command will be executed.

—extrapat h: additional _env_settings
Additional path settings that will be prepended to the path applicable to this
command execution.

—hel p
Prints out the usage for the beasvc. exe command.

- depend: servi ce_nanes
Comma-separated list of services that this service depends on.

-del ay: delay_m | 1iseconds
Number of milliseconds to delay the VM thread.

—cmdl i ne: vari abl e
Thej ava command-line parameters to be used when starting a WebL ogic
Server as a Windows service. For example:
-cmdline:"-nms64m - mk64m
-classpath C:\bea\webl ogi c8. 1\ i b\ webl ogi c. j ar
- Dwebl ogi c. Nane=nyser ver webl ogi c. Server"

Win32 systemshavea2K limitation on thelength of the command line. If the classpath
setting for the Windows service startup is very long, the 2K limitation could be
exceeded. To work around this limitation, you can do the following when using the
beasvc command:

1. Placethe classpath valuesin atext file.

2. Place your beasvc command in ascript. In this script, assign the parameters for
the beasvc command to avariable. For the classpath parameter, use the
following syntax:

-classpath @il enane

3. Then, specify the variable as the value of the - cndl i ne parameter. For example:
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set CMDLI NE="-ns64m - mk64m - Dwebl ogi c. Name=nyser ver
- Dbea. honme=\"c:\bea\" -classpath @C: \tenp\mycl asspath. t xt
webl ogi c. Server"

"c:\ bea\ webl ogi c810\ server\ bi n\ beasvc" -install
-svcnane: myserver -cndline: %CVDLI NE%

Run the script.
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6

Server Lifecycle

At any time, aWebL ogic Server instance isin aparticular operating state.
Commands—such as start, stop, and suspend—cause specific changesto the state of a
server instance. The following sections describe WebL ogic Server states, the state
transitions that can occur, and the relationship between commands that you issue and
server state transitions.

m “Lifecycle Overview” on page 6-1
m “WebLogic Server States’ on page 6-2
m “Lifecycle Commands’ on page 6-8

Lifecycle Overview

The series of states through which aWebL ogic Server instance can transitionis called
the server lifecycle. Figure 6-1 illustrates the server lifecycle and the relationships
between WebL ogic Server operating states.
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Figure6-1 The Server Lifecycle

[ Shutdowen ]
Stanchby ]
[ Running

To understand the each state, and the relationships among states, see “WebL ogic
Server States’ on page 6-2.

Failed

—_—

WebLogic Server States

WebL ogic Server displays and stores information about the current state of a server
instance, and state transitions that have occurred since the server instance started up.
Thisinformation is useful to administrators who:
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m  Monitor the availability of server instances and the applications they host.

m Perform data to day operations tasks, including startup and shutdown
procedures.

m  Diagnose problems with application services.

m Plan correction actions, such as migration of services, when a server instance
fails or crashes.

Getting Server State

There are multiple methods of accessing the state of a server instance:

m  Administration Console—Multiple pages display state information:

e The Serverstable on the Servers page displays the current state of each
server instance in the current domain.

e The Server -Monitoring tab displays the state of the current server instance,
and the date and time it entered the state.

e Thelogfilefor aserver, available from the Server L og command on all
Server tabs, includes timestamped messages for state transitions that have
occurred since the server instance was | ast started.

m  Programmatically—You can obtain the state of a server instance
programmatically, using the get St at e () method on the server’s
webl ogi c. managenent . runti me. Ser ver Runt i meMBean. For more
information see “Accessing Runtime Information” in Programming WWebLogic
Management Services with IMX.

m  Command Line Interface—For information about obtaining state information
from acommand line interface, see “GETSTATE” in WebLogic Server
Command-Line Interface Reference.
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Understanding Server State

SHUTDOWN

STARTING

The following sections describe the key states that a server instance can have, the
processing associated with the state, and how the state fits into a sequence of state
transitions.

In the SHUTDOWN state, a server instance is configured but inactive. A server instance
reaches the SHUTDOWN state as a result of a graceful shutdown or forced shutdown.

A graceful shutdown can beinitiated when the server instanceisin the RUNNI NGor the
STANDBY state. The graceful shutdown process consists of the following state
transitions:

RUNNI NG—SUSPENDI NG-STANDBY —SHUTTI NG DOWN —SHUTDOWN

For more information about the graceful shutdown process, see “ Graceful Shutdown”
on page 6-9.

A forced shutdown can beinitiated from any server state. Theforced shutdown process
consists of the following state transitions:

any state-STANDBY —-SHUTTI NG DOWN —SHUTDOWN

For more information about the forced shutdown process, see “Forced Shutdown” on
page 6-13.

For information about issuing stop commands, see “ Starting and Stopping Servers” in
Administration Console Online Help.

Inthe STARTI NG state, aserver instance prepares itself to accept requests and perform
application processing. A server instance cannot accept requests whilein the
STARTI NG state.

When a server instance startsitself, it retrievesits configuration data, startsits
kernel-level services, initializes subsystem-level services, deploys applications, and
loads and runs startup classes. For more information about the startup process, see
“Start” on page 6-8.
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WebLogic Server States

STANDBY

A server instance can enter the STARTI NG state only from the SHUTDOWN state, as a
result of either aStart command or a Start in Sandby command.

SHUTDOWN —-STARTI NG-RUNNI NG

SHUTDOVWN —START! NG-STANDBY

For information about issuing start commands, see “ Starting and Stopping Servers’ in
Administration Console Online Help.

In the STANDBY state, a server hasinitialized all of its services and applications, can
accept administration commands, and can participate in cluster communication.
However, it does not accept requests from external clients.

The server instance can enter the STANDBY if:

Itis started in standby mode. Starting a server in STANDBY state is a method of
keeping a server available asa“hot” backup, especialy in a high-availability
environment. A server instance started in standby can be quickly brought to the
running state, as necessary to replace afailed server instance. Starting a server
instance in standby mode requires a domain-wide administrative port. For more
information, see “ Administration Port Requires SSL” on page 11-9.

You can start a server instance in standby mode using the Sart thisserver in
standby mode command on the Server —Control tab. You can also set a default
startup mode for a server instance on the Server -Configuration -General tab of
the Administration Console. The process of starting a server in standby mode
consists of the following state transitions:

SHUTDOWN —STARTI NG-STANDBY

Shutdown, either gracefully or forcefully.

A server instance transitions through the STANDBY state during any shutdown
process

During the graceful shutdown process, a server instance goes through the
following state transitions:

RUNNI NG —SUSPENDI NG-STANDBY —SHUTTI NG DOWN —-SHUTDOWN

During the forceful shutdown process, a server instance goes through the
following state transitions:
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RESUMING

RUNNING

SUSPENDING

6-6 Configur

any st at e -STANDBY -SHUTDOMN

A server instance enters the RESUM NG state as aresult of the Resumethisserver...
command. A server instance that is resumed from the STANDBY goes through the
following state transitions:

STANDBY —-RESUM NG-RUNNI NG

When aserver instance isin the RUNNI NG state, it offersits servicesto clients and can
operate as afull member of acluster. A server instance can enter the STANDBY if:

m [tisstarted using the Start this server... command. During the regular startup
process, a server instance goes through the following state transitions:

SHUTDOWN —STARTI NG-RUNNI NG

m |tisstarted with the Resume this server... command. During the resume
process, a server instance goes through the following state transitions:

STANDBY —-RESUM NG-RUNNI NG

A server instance enters this state during the graceful shutdown process. Whilein the
SUSPENDI NG state, the server handles in-flight work. The processing a server instance
perform for in-flight work while in the SUSPENDI NG state is described in “In-Flight
Work Processing” on page 6-11. Upon completion of in-flight work, the server
progresses from the SUSPENDI NG state to the SHUTTI NG_DOWN state.

During the graceful shutdown process, a server instance goes through the following
state transitions:

RUNNI NG—SUSPENDI NG-STANDBY —SHUTTI NG DOWN —SHUTDOWN
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SHUTDOWN

FAILED

UNKNOWN

A server instance entersthe shutdown state as aresult of agraceful shutdown or forced
shutdown process.

During the graceful shutdown process, a server instance goes through the following
state transitions:

RUNNI NG —SUSPENDI NG-STANDBY —SHUTTI NG DOWN —-SHUTDOWN

For more information about the graceful shutdown process, see “Graceful Shutdown”
on page 6-9.

During the forced shutdown process, aserver instance goesthrough thefollowing state
transitions:

any state -STANDBY —-SHUTDOWN

For more information about the forced shutdown process, see “Forced Shutdown” on
page 6-13.

A server instance enters the FAI LED state when one or more critical services become
dysfunctional. When a server instance finds one or more critical subsystems have
failed, the server instance setsits state to FAI LED to indicate that the it cannot reliably
host an application.

To recover from the FAI LED state, a server instance must be shutdown and restarted,
either manually, or automatically with Node Manager, if it is configured on the host
machine. For information about automatic restarts, see “ Shutdown Failed Managed
Servers’ on page 3-7.

A server instance can only enter the FAI LED state from the RUNNI NG state:

RUNNI NG—AI LED

If a server instance cannot be contacted, it is considered to be in the UNKNON state.
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States Defined by Node Manager

When Node Manager restarts afailed or killed Managed Server, it defines additional
server states, which are described in “Node Manager and Managed Server States’ on
page 4-16. These states are displayed in the Administration Console, and provide
visibility into the status of the restart process.

For information about Node Manager, see “Overview of Node Manager” on page 3-1.

Lifecycle Commands

This section describes key commands that affect the state of a server instance, and the
processing a server instance performs as aresult of the command. For information
about issuing lifecycle commands, see “ Starting and Stopping Servers’ in
Administration Console Online Help.

Start

When a server instance starts, it:

1. Retrievesits configuration data.

An Administration Server retrieves domain configuration data, including
security configuration data, from the conf i g. xni for the domain.

A Managed Server contacts the Administration Server for its configuration and
security data. If you set up SSL, a Managed Server usesits own set of certificate
files, key files, and other SSL-related files and contacts the Administration
Server for the remaining configuration and security data.

2. Startsitskernel-level services, which include logging and timer services.

Initializes subsystem-level services with the configuration data that it retrieved
in step 2a. These services include the following:
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Lifecycle Commands

m  Security Service = JCA Container

m  RMI Service = JDBC Container

m  Cluster Service m  EJB Container

m  |IOP Service = Web Container

= Naming Service m  Deployment Manager

= RMI Naming Service m  JMSProvider

m  File Service m  Remote Management
m  Transaction Service

3. If you have configured a server instance to use a separate administration port, the
server enables remote configuration and monitoring. For information about
administration ports, see “Administration Port Requires SSL” on page 11-9.

4. Deploys modulesin the appropriate container and in the order that you specify in
the WebL ogic Server Administration Console.

Startup classes that are configured to load before application deployments are
loaded and run after the server instance deploys JDBC connection pools and
before it deploys Web applications and EJBs.

5. Startup classes that are configured to |oad after application deployments are
loaded and run.

Graceful Shutdown

A graceful shutdown gives WebL ogic Server subsystems time to compl ete certain
application processing currently in progress. The work completed isreferred to as
in-flight work. During a graceful shutdown, subsystems complete in-flight work and
suspend themselves in an specific sequence and in a synchronized fashion, so that
back-end subsystems like JDBC connection pools are available when front-end
subsystems are suspending themselves.
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Graceful Shutdown Sequence

The following list shows the order in which subsystems suspend themselves. Each
subsystem compl etesitsin-flight work before the next one commencesits preparation
to suspend.

Non-Transaction RMI Service
Web Container
. Client Initiated Transaction Service

. Remote RMI Service

. Application Service
. EJB Container

1
2.
3
4
5. Timer Service
6
7
8. JMS Provider
9

. JDBC Container

10. Transaction Service

Controlling Graceful Shutdown

Ser ver MBean has two new attributes for controlling the length of the graceful
shutdown process. Their values are displayed and configurable on the
Server -Control —Start/Stop tab:

m |gnore Sessions During Shutdown— If you enable this option WebL ogic Server
will drop al HTTP sessions immediately, rather than waiting for them to
complete or timeout. Waiting for abandoned sessions to timeout can significantly
lengthen the graceful shutdown process, because the default session timeout is
one hour.

m  Graceful Shutdown Timeout—Specifies atime limit for a server instance to
complete a graceful shutdown. If you supply atimeout value, and the server
instance does not compl ete a graceful shutdown within that period, WebL ogic
Server will perform aforced shutdown on the server instance.
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Note: Graceful Shutdown Timeout is adifferent attribute from
Server Li f eCycl eTi meout Val , which applies only to a force shutdown.

In-Flight Work Processing

RMI Subsystem

Web Container

The following sections describe how each subsystem handleswork in process when it
suspends itself during a graceful shutdown.

The RMI subsystem suspendsin three steps. Each step in this process completesbefore
the following step commences.

1. Non-transaction remote regquests arerejected by the Non-Transaction RMI Service.

2. The Client Initiated Transaction Service waits for pending client transactions to
complete.

3. The Remote RMI Service rejects all remote requests with or without transactions.

After these steps are completed, no remote client requests are allowed. Requests with
administrative privileges and internal system calls are accepted.

When aclustered server instance is instructed to prepare to suspend, the RMI system
refuses any in-memory replication calls, to allow other cluster membersto choose new
secondaries.

After the Web Container subsystem isinstructed to prepare to suspend, it rejects new
sessions requests. Existing sessions are handled according to the persistence method:

m  No persistence—Pending sessions with no persistence are allowed to compl ete.

m In-memory replication in a cluster—Sessions with secondary sessions are
immediately suspended. If a primary session does not have a secondary session,
the Web Contains waits until a secondary session is created, or until the session
times out, whichever occursfirst.

m JDBC persistence and file persistence—The Web Container immediately
suspends sessions that are replicated in a database or file store.
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Timer Service

The completion of pending sessionsis optional. To immediate drop all sessions, use
the Ignore Sessions During Shutdown option on the Servers—Control — Start/Stop tab
in the Administration Console, or the - i gnor eSessi ons option with

webl ogi c. Admi n.

The Timer Service cancels al triggers running on application execute queues.
Application execute queues include the default queue and queues configured through
the Execut eQueueMBean.

Application Service

EJB Container

JMS Service

JDBC Service

The Application Service completes pending work in the application queues before
suspending. Application execute queues include the default queue and queues
configured through the Execut eQueueMBean.

The EJB Container suspends MDBs.

The IMS Service marks itself as suspending and waits for its reference count of
pending requests to drop to zero.

The JDBC Service closes idle connections in the connection pools.

Transaction Service

The Transaction Service waits for the pending transaction count in the Transaction
Manager to drop to zero before suspending. Completing all pending transactions can
be alengthy process, depending on the configuredbtransaction timeout.

If agraceful shutdown takes too long because of pending transactions, you can halt it
with aforced shutdown command. A forced shutdown suspends all pending work in
al subsystems.
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Forced Shutdown

A forced shutdown is immediate—WebL ogic Server subsystems suspend all
application processing currently in progress. A forced shutdown can be performed on
aserver instance in any state.

ServerMBean definesthe Ser ver Li f ecycl eTi meout Val attribute, which specifiesa
timeout period for subsystems to suspend themselves. If a subsystem fails to suspend
itself within the timeout period, the server instanceis killed.
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CHAPTER

7

Configuring WebLogic

Server Web
Components

The following sections discuss how to configure WebL ogic Server Web components:

“Overview” on page 7-2

“HTTP Parameters’ on page 7-2

“Configuring the Listen Port” on page 7-4

“Web Applications’ on page 7-5

“Configuring Virtual Hosting” on page 7-7

“How WebL ogic Server Resolves HTTP Requests’ on page 7-10

“Setting Up HTTP Access Logs” on page 7-14

“Preventing POST Denial-of-Service Attacks’ on page 7-22

“Setting Up WebL ogic Server for HTTP Tunneling” on page 7-23

“Using Native I/O for Serving Static Files (Windows Only)” on page 7-25
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Overview

In addition to its ability to host dynamic Java-based distributed applications,

WebL ogic Server isalso afully functional Web server that can handle high volume
Web sites, serving static files such asHTML files and image files as well as servlets
and JavaServer Pages (JSP). WebL ogic Server supportsthe HTTP 1.1 standard.

HTTP Parameters

Y ou can configure the HT TP operating parameters using the Administration Console
for each Server or Virtual Host.

Attribute Description Range of Values Default Value

Default Server Name When WebLogic Server  String Null
redirects arequest, it sets
the host name returned in
theHTTPresponseheader
with the string specified
with Default Server
Name.

Useful when using
firewallsor load balancers
and you want the
redirected request from
the browser to reference
the same host name that
was sent in the original
request.

Enable Keepalives Thisattributesetswhether  Boolean True
ornot HTTPkeep-aliveis  Trye = enabled

enabled False = not enabled
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Attribute

Description

Range of Values

Default Value

Send
Server
Header

If set to false, the server
nameis not sent with the
HTTP response. Useful
for wireless applications
where thereis limited
space for headers.

Boolean
True = enabled
False = not enabled

True

Duration

(Iabeled Keep Alive Secs
on the Virtual Host panel)

The number of seconds
that WebL ogic Server
waits before closing an
inactive HTTP
connection.

Integer

30

HTTPS Duration

(Iabeled HttpsKeep Alive
Secson the Virtual Host
panel)

The number of seconds
that WebL ogic Server
waits before closing an
inactive HTTPS
connection.

Integer

60

WAP Enabled

When selected, the
session |D no longer
includes VM
information. This may be
necessary when using
URL rewriting with WAP
devicesthat limit the size
of the URL to 128
characters. Selecting
WAP Enabled may affect
the use of replicated
sessionsin acluster.

Enabled
Disabled

Disabled

Post Timeout Secs

This attribute sets the
timeout (in seconds) that
WebL ogic Server waits
between receiving chunks
of datain an HTTP POST
data. Used to prevent
denial-of-service attacks
that attempt to overload
the server with POST
data.

Integer
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Attribute

Description

Range of Values

Default Value

Max Post Time

Thisattribute setsthetime
(in seconds) that

WebL ogic Server waits
for chunks of datain an
HTTP POST data.

Integer

0

Max Post Size

Thisattribute setsthe size
of the maximum chunks
of datainan HTTP POST
data.

Integer

External DNS Address

If your systemincludesan
address trand ation
firewall that sits between
the clustered WebL ogic
Serversand aplug-into a
web server front-end,
such asthe Netscape
(proxy) plug-in, set this
attribute to the address
used by the plug-in to talk
to this server.

Configuring the Listen Port

Y ou can specify the port that each WebL ogic Server listens on for HTTP requests.
Although you can specify any valid port number, if you specify port 80, you can omit
the port number from the HT TP request used to access resources over HTTP. For
example, if you define port 80 as the listen port, you can use the form
http://hostname/ nyfile. htm instead of
http://host nanme: port nunber/nyfile.htm .

Y ou define a separate listen port for regular and secure (using SSL) requests. You
definetheregular listen port on the Servers node in the Administration Console, under
the Configuration/General tab, and you define the SSL listen port under the
Connections/SSL tab.
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Web Applications

HTTP and Web Applications are deployed according to the Servlet 2.3 specification
from Sun Microsystems, which describes the use of Web Applications as a
standardized way of grouping together the components of a Web-based application.
These components include JSP pages, HT TP servlets, and static resources such as
HTML pages or image files. In addition, a\Web Application can access externa
resources such as EJBs and JSP tag libraries. Each server can host any number of Web
Applications. Y ou normally use the name of the Web Application as part of the URI
you use to request resources from the Web Application.

By default JSPs are compiled into the servers temporary directory the location for
which is (for aserver: "myserver" and for a webapp: "mywebapp”):
<domain_dir>\myserver\.wlnotdel eté\appname_mywebapp 4344862

The server deletes the temp directory (and thus the default working directory for the
jsps) each timethe server isrestarted. If the JSPs are configured to be precompiled they
will be precompiled each time the server restarts.

To avoid this there are following options:

m Precompile the generated classes into your WEB-INF/classes directory (or ajar
filein WEB-INF/lib).

m  Set aworkingDir for the jsp-descriptor in your weblogic.xml
<jsp-descriptor>

<jsp-param> <param-name>workingDir</param-name>
<param-value>d:\jsp_store</param-value> </jsp-param>

</jsp-descriptor>

After this is done the precomiled classes will not be deleted each time the server
restarts and they will not be recompiled.

For more information, see Assembling and Configuring Web Applications at
http://e-docs. bea. coml W s/ docs81b/ webapp/ i ndex. htm .
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Web Applications and Clustering

Web Applications can be deployed in a cluster of WebL ogic Servers. When a user
requests aresource from aWeb Application, the request isrouted to one of the servers
of the cluster that host the Web Application. If an application uses a session object,
then sessions must be replicated across the nodes of the cluster. Several methods of
replicating sessions are provided.

For more information, see Using WebL ogic Server Clusters at
http://e-docs.bea.com/wls/docs81b/cluster/index.html.

Designating a Default Web Application

7-6

Every server and virtual host in your domain can declare a default Web Application.
The default Web Application respondsto any HTTP request that cannot be resolved to
another deployed Web Application. In contrast to all other Web Applications, the
default Web Application does not use the Web Application name as part of the URI.
Any Web Application targeted to aserver or virtual host can be declared asthe default
Web Application. (Targeting a Web Application is discussed later in this section. For
more information about virtual hosts, see” Configuring Virtual Hosting” on page 7-7).

The examples domain that is shipped with Weblogic Server has a default Web
Application aready configured. The default Web Application inthisdomainis named
Def aul t WebApp and islocated in the appl i cat i ons directory of the domain.

If you declare a default Web Application that fails to deploy correctly, an error is
logged and users attempting to access the failed default Web Application receive an
HTTP 400 error message.

For example, if your Web Application is called shoppi ng, you would use the
following URL to accessaJSP called cart . j sp from the Web Application:

http://host:port/shopping/cart.jsp

If, however, you declared shoppi ng asthedefault Web A pplication, you would access
cart.j sp with thefollowing URL:

http://host:port/cart.jsp

(Where host isthe host name of the machine running WebL ogic Server and port is
the port number where the WebL ogic Server islistening for requests.)
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Configuring Virtual Hosting

To designate adefault Web Application for aserver or virtual host, use the
Administration Console;

1

2
3.
4

© © N o O

10.

11.
12.

In the left pane, expand the Web Application node

. Select your Web Application

In the right pane, select the Targets tab.

. Select the Servers tab and move the server (or virtual host) to the chosen column.

(You can aso target all the serversin a cluster by selecting the Clusters tab and
moving the cluster to the Chosen column.)

Click Apply.

Expand the Servers (or virtual host) node in the left pane.
Select the appropriate server or virtual host.

In the right pane, select the Connections tab

Select the HTTP tab (If you are configuring a virtual host, select the General tab
instead.)

Select aWeb Application from the drop-down list labeled Default Web
Application.

Click Apply.

If you are declaring a default Web Application for one or more managed servers,
repeat these procedures for each managed server.

Configuring Virtual Hosting

Virtual hosting alows you to define host names that servers or clusters respond to.
When you use virtual hosting you use DNSto specify one or more host namesthat map
to the | P address of a WebL ogic Server or cluster and you specify which Web
Applications are served by the virtual host. When used in a cluster, load balancing
allows the most efficient use of your hardware, even if one of the DNS host names
processes more requests than the others.
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For example, you can specify that a Web Application called books responds to
requestsfor the virtual host nameww. books. com and that these requests are targeted
toWebL ogic ServersA,B and C, whileaWeb Application called car s respondsto the
virtual host name www. aut os. com and these requests are targeted to WebL ogic
Servers D and E. Y ou can configure avariety of combinations of virtual host,

WebL ogic Servers, clustersand Web Applications, depending on your application and
Web server requirements.

For each virtual host that you define you can also separately define HTTP parameters
and HTTP access logs. The HTTP parameters and access logs set for avirtual host
override those set for a server. Y ou may specify any number of virtual hosts.

Y ou activate virtual hosting by targeting the virtual host to aserver or cluster of
servers. Virtual hosting targeted to a cluster will be applied to all serversin the cluster.

Virtual Hosting and the Default Web Application

7-8

Y ou can also designate a default Web Application for each virtual host. The default
Web Application for avirtual host respondsto al requests that cannot be resolved to
other Web Applications deployed on same server or cluster as the virtual host.

Unlike other Web Applications, a default Web Application does not use the Web
Application name (also called the context path) as part of the URI used to access
resources in the default Web Application.

For example, if you defined virtual host name www. nmyst or e. comand targeted it to a
server on which you deployed aWeb Application called shoppi ng, you would access
aJSPcaledcart . j sp from the shoppi ng Web Application with the following URI:

http://ww. nyst ore. com shoppi ng/cart.jsp

If, however, you declared shoppi ng asthe default Web Application for thevirtual host
www. my st or e. com you would accesscart . j sp with the following URI:

http://ww. nystore.confcart.jsp

For moreinformation, see“How WebL ogic Server ResolvesHT TP Requests’ on page
7-10.
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Setting Up a Virtual Host

To define avirtua host, use the Administration Console to:

1. Create anew Virtual Host.

a

f.

a.

Expand the Services nodein theleft pane. The node expandsand displaysalist
of services.

Click on the virtual hosts node. If any virtual hosts are defined, the node
expands and displays alist of virtual hosts.

Click on Create a New Virtual Host in the right pane.
Enter a name to represent this virtual host.

Enter the virtual host names, one per line. Only requests matching one of these
virtual host names will be handled by the WebL ogic Server or cluster targeted
by this virtual host.

(Optional) Assign a default Web Application to this virtual host.
Click Create.

2. Definelogging and HTTP parameters:

a

b.

(Optional) Click on the Logging tab and fill in HTTP access | og attributes (For
more information, see “ Setting Up HTTP Access Logs’ on page 7-14.)

Select the HTTP tab and fill in the HTTP Parameters.

3. Define the servers that will respond to this virtual host.

a

b.

C.

Select the Targets tab.
Select the Serverstab. You will see alist of available servers.

Select a server in the available column and use the right arrow button to move
the server to the chosen column.

4. Define the clustersthat will respond to thisvirtual host (optional). You must have
previously defined a WebL ogic Cluster. For more information, see Using
WebL ogic Server Clusters at
http://e-docs. bea. coml W s/ docs81b/ cl uster/index. htm .
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a. Select the Targets tab.
b. Select the Clusterstab. You will see alist of available servers.

c. Select acluster inthe available column and use the right arrow button to move
thecluster to the chosen column. Thevirtual host istargeted on all of the servers
of the cluster.

5. Target Web Applications to the virtual host.
a. Click the Web Applications node in the left panel.
b. Select the Web Application you want to target.
c. Select the Targetstab in the right panel.
d. Select the Virtual Hosts tab.

e. Select Virtual Host in the available column and use the right arrow button to
move the Virtual Host to the chosen column.

How WebLogic Server Resolves HTTP
Requests

When WebL ogic Server receives an HTTP request, it resolves the request by parsing
the various parts of the URL and using that information to determine which Web
Application and/or server should handle the request. The examples below demonstrate
various combinations of requests for Web Applications, virtual hosts, servlets, JSPs,
and static files and the resulting response.

Note: If you packageyour Web Application as part of an Enterprise Application, you
can provide an aternate name for a Web Application that is used to resolve
requests to the Web Application. For more information, see Deploying Web
Applications as Part of an Enterprise Application at
http://e-docs. bea. com w s/ docs81b/ webapp/ depl oynent . ht m #wa
r-ear.
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How WebLogic Server Resolves HTTP Requests

The table below provides some sample URLs and the filethat is served by WebL ogic
Server. TheIndex Directories Checked column refersto the Index Directoriesattribute
that controls whether or not adirectory listing is served if nofileis specifically
requested. Y ou set Index Directories using the Administration Console, on the Web
Applications node, under the Configuration —Files tab.

Table 7-1 Examples of How WebL ogic Server ResolvesURLs

URL Index Thisfileisserved in
Directories  response
Checked?
http://host: port/apples No Welcomefile* defined in
the appl es Web
Application.
http://host: port/apples Yes Directory listing of the top
level directory of the
appl es Web Application.
http://host: port/oranges/ naval Does not Servlet mapped with
matter <url - pattern>of

/ naval intheor anges
Web Application.

There are additional
considerations for servlet
mappings. For more
information, see
Configuring Servlets at
http://e-docs. bea.c
om W s/ docs81b/ weba
pp/

conponents. htm
#confi guring-
servlets.
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Table 7-1 Examples of How WebL ogic Server Resolves URL s

URL Index Thisfileisserved in
Directories  response
Checked?

http://host:port/naval Does not Servlet mapped with
matter <url - pattern>of

/ naval intheor anges
Web Application and

or anges isdefined asthe
default Web Application.

For more information, see
Configuring Servlets at
http://e-docs. bea.c
om w s/ docs81b/ weba
pp/

conmponent s. ht m
#confi guring-

servl ets.
http://host:port/apples/pie.jsp Does not pi e.j sp, fromthe
matter top-level directory of the

appl es Web Application.

http://host: port Yes Directory listing of the top
level directory of the
default Web Application

http://host: port No Welcomefile* from the
default Web Application.
http://host: port/appl es/nyfile.htm Does not nyfile. htm , fromthe
meatter top level directory of the
appl es Web Application.
http://host:port/nyfile.htm Does not nyfile. htm , fromthe
meatter top level directory of the
default Web Application.
http://host: port/appl es/imges/red.gif Does not red. gi f,fromtheimages
matter subdirectory of the

top-level directory of the
appl es Web Application.
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Table 7-1 Examples of How WebL ogic Server Resolves URL s

URL Index Thisfileisserved in

Directories  response

Checked?
http://host:port/nyFile. htm Does not Error 404

matter For more information, see
Wherenyfil e. ht il doesnot exist inthe appl es Web Customizing HTTP Error
Application and a default serviet has not been defined. Responses at

http://e-docs. bea.c
om w s/ docs81b/ weba
pp/ conponents. ht m #
error-page.

http://wwmv. fruit.con No Welcomefile* from the
default Web Application
for avirtual host with ahost
name of
www. fruit.com

http://ww. fruit.con Yes Directory listing of thetop
level directory of the
def aul t WebApplication
for avirtual host with ahost
name of
www. fruit.com

http://ww. fruit.conforanges/nyfile.htm Does not nyfile.htnl,fromthe
matter or anges WebApplication
that istargeted to a virtual
host with host name
www. fruit.com

* For more information, see Configuring Welcome Pages at
http://e-docs. bea. coml W s/ docs81b/ webapp/ conponent s. ht m #wel conme_
pages.
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Setting Up HTTP Access Logs

WebL ogic Server can keep alog of all HTTP transactionsin atext file, in either
common log format or extended log format. Common log format is the default, and
follows a standard convention. Extended log format allows you to customize the
information that is recorded. Y ou can set the attributes that define the behavior of
HTTP access logs for each server or for each virtual host that you define.

For information on setting up HTTP logging for aserver or avirtual host, refer to the
following topicsin the Administration Console online help:

m Specifying HTTP Log File Settings for a Server
m Specifying HTTP Log File Settings for a Virtual Host

Log Rotation

Y ou can also choose to rotate the log file based on either the size of the file or after a
specified amount of time has passed. When either one of these two criteriaare met, the
current access log file is closed and anew access log file is started. If you do not
configure log rotation, the HTTP access log file grows indefinitely. The name of the
access log file includes a numeric portion that isincremented upon each rotation.
Separate HTTP Access logs are kept for each Web Server you have defined.

Common Log Format

The default format for logged HTTP information is the common log format at
http://ww. w3. or g/ Daenon/ User / Conf i g/ Loggi ng. ht m #common- | ogfi | e-
f or mat . This standard format follows the pattern:

host RFC931 aut h_user [day/nmonth/year: hour: m nute: second
UTC of fset] "request" status bytes

where:

host
Either the DNS name or the |P number of the remote client
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RFCO31
Any information returned by IDENTD for the remote client; WebL ogic Server
does not support user identification

aut h_user
If the remote client user sent a userid for authentication, the user name;
otherwise “-"

day/ nont h/ year: hour: m nut e: second UTC of f set
Day, calendar month, year and time of day (24-hour format) with the hours
difference between local time and GMT, enclosed in square brackets

"request”
First line of the HTTP request submitted by the remote client enclosed in
double quotes

stat us
HTTP status code returned by the server, if available; otherwise “-”

byt es
Number of bytes|isted asthe content-length in the HT TP header, not including
the HTTP header, if known; otherwise “-”

Setting Up HTTP Access Logs by Using Extended Log
Format

WebL ogic Server a so supports extended log fileformat, version 1.0, as defined by the
W3C. Thisis an emerging standard, and WebL ogic Server follows the draft
specification from W3C at www. w3. or g/ TR/ WD- 1 ogf i | e. ht nl . The current
definitive reference may be found from the W3C Technical Reports and Publications
page at ww. w3. or g/ pub/ WAV TR.

The extended log format allows you to specify the type and order of information
recorded about each HT TP communication. To enablethe extended log format, set the
Format attribute on the HTTP tab in the Administration Console to Ext ended. (See
“Creating Custom Field Identifiers’ on page 7-18).

Y ou specify what information should be recorded in the log file with directives,
included in the actual log fileitself. A directive beginson anew line and starts with a
#sign. If thelog file does not exist, anew log file is created with default directives.
However, if the log file already exists when the server starts, it must contain legal
directives at the head of thefile.
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Creating the Fields Directive

Thefirst line of your log file must contain adirective stating the version number of the
log file format. Y ou must also include aFi el ds directive near the beginning of the
file:

#Version: 1.0
#Fi el ds: XXXX XXXX XXXX ...

Where each xxxx describes the data fields to be recorded. Field types are specified as
either smpleidentifiers, or may take a prefix-identifier format, as defined in the W3C
specification. Here is an example:

#Fields: date tine cs-nethod cs-uri

This identifier instructs the server to record the date and time of the transaction, the
regquest method that the client used, and the URI of the request for each HTTP access.
Each field is separated by white space, and each record is written to anew line,
appended to the log file.

Note: The#Fi el ds directive must befollowed by anew lineinthelog file, so that the
first log message is not appended to the same line.

Supported Field identifiers

7-16

The following identifiers are supported, and do not require a prefix.

date
Date at which transaction completed, field has type <date>, as defined in the
W3C specification.

tine
Time at which transaction completed, field has type <time>, as defined in the
Wa3C specification.

tine-taken
Time taken for transaction to complete in seconds, field has type <fixed>, as
defined in the W3C specification.

byt es
Number of bytes transferred, field has type <integer>.

Note that the cached field defined in the W3C specification is not supported in
WebL ogic Server.
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The following identifiers require prefixes, and cannot be used alone. The supported
prefix combinations are explained individually.

IP address related fields:
These fields give the | P address and port of either the requesting client, or the
responding server. Thisfield has type <address>, as defined in the W3C
specification. The supported prefixes are:

c-ip
The IP address of the client.

s-ip
The |P address of the server.
DNSrelated fields

These fields give the domain names of the client or the server. Thisfield has
type <name>, as defined in the W3C specification. The supported prefixes are:

c-dns
The domain name of the requesting client.

s-dns
The domain name of the requested server.

sc-status
Status code of the response, for example (404) indicating a“File not found”
status. Thisfield has type <integer>, as defined in the W3C specification.

Sc- comment
The comment returned with status code, for instance “File not found”. This
field has type <text>.

cs- net hod
The request method, for example GET or POST. Thisfield has type <name>,
as defined in the W3C specification.

cs-uri
The full requested URI. Thisfield has type <uri>, as defined in the W3C
specification.

cs-uri-stem
Only the stem portion of URI (omitting query). Thisfield has type <uri>, as
defined in the W3C specification.
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cs-uri-query
Only the query portion of the URI. Thisfield has type <uri>, as defined in the
W3C specification.

Creating Custom Field Identifiers

7-18

Y ou can also create user-defined fields for inclusion in an HTTP access log file that
usesthe extended log format. To create acustom field you identify thefieldinthe ELF
log file using the Fi el ds directive and then you create a matching Java class that
generatesthe desired output. Y ou can create a separate Javaclass for each field, or the
Java class can output multiple fields. A sample of the Java source for such aclassis
included in thisdocument. See“ Java Classfor Creating a Custom ELF Field” on page
7-22.

To create a custom field:

1. Includethefield nameintheFi el ds directive, using the form:
x- myCust onti el d.
Where nyCust onfFi el d isafully-qualified class name.

For moreinformation on the Fi el ds directive, see “Creating the Fields
Directive” on page 7-16.

2. Create aJava class with the same fully-qualified class name as the custom field
you defined with the Fi el ds directive (for example nmyCust onFi el d). Thisclass
defines the information you want logged in your custom field. The Java class
must implement the following interface:

webl ogi c. servl et. | oggi ng. Cust omELFLogger

In your Javaclass, you must implement the ogFi el d() method, which takes a
Ht t pAccount i ngl nf o object and For mat St ri ngBuf f er object asits
arguments:

e UsetheHt t pAccount i ngl nf o object to access HTTP request and response
datathat you can output in your custom field. Getter methods are provided to
access this information. For a complete listing of these get methods, see “ Get
Methods of the HttpAccountinglnfo Object” on page 7-19.

e UsetheFormat Stri ngBuf f er classto create the contents of your custom
field. Methods are provided to create suitable output. For more information
on these methods, see the Javadocs for FormatStringBuffer (see
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http://e-docs. bea. coml W s/ docs81b/j avadocs/ webl ogi c/ servl et/
| oggi ng/ For mat Stri ngBuf fer. htm ).

3. Compilethe Java class and add the class to the CLASSPATH statement used to start
WebL ogic Server. You will probably need to modify the CLASSPATH statements
in the scripts that you use to start WebL ogic Server.

Note: Do not place this classinside of a Web Application or Enterprise
Application in exploded or jar format.

4. Configure WebL ogic Server to use the extended log format. For more
information, see “ Setting Up HTTP Access Logs by Using Extended Log
Format” on page 7-15.

Note: When writing the Java class that defines your custom field, you should not
execute any code that is likely to slow down the system (For instance,
accessing a DBM S or executing significant 1/0 or networking calls.)
Remember, an HTTP access log file entry is created for every HTTP request.

Note: If you want to output more than one field, delimit the fields with atab
character. For moreinformation on delimiting fieldsand other EL F formatting
issues, see Extended Log Format at
http://ww. w3. org/ TR VWD | ogfi |l e-960221. htni .

Get Methods of the HttpAccountingInfo Object

The following methods return various data regarding the HTTP request. These
methods are similar to various methods of j avax. ser vl et . Ser vl et Request ,
javax.servlet.http. Htp. Servl et Request , and

javax.servlet. http. HtpServl et Response.

For details on these methods see the corresponding methods in the Java interfaces
listed in the following table, or refer to the specific information contained in the table.

Table7-2 Getter Methods of HttpAccountinglnfo

Ht t pAccount i ngl nfo Met hods Whereto find information on the methods
Obj ect getAttribute(String nane); javax.servlet.ServletRequest
Enuneration getAttributeNanmes(); javax.servlet.ServletRequest
String get Character Encodi ng(); javax.servlet.ServletRequest

Configuring and Managing WebLogic Server  7-19


http://java.sun.com/products/servlet/2.2/javadoc/javax/servlet/ServletRequest.html
http://java.sun.com/products/servlet/2.2/javadoc/javax/servlet/ServletRequest.html
http://java.sun.com/products/servlet/2.2/javadoc/javax/servlet/ServletRequest.html
http://www.w3.org/TR/WD-logfile-960221.html

I Configuring WebLogic Server Web Components

Table 7-2 Getter Methods of HttpAccountinglnfo

Hi t pAccount i ngl nfo Met hods Whereto find information on the methods
int get ResponseCont ent Lengt h(); javax.servlet.ServletResponse.
setContentL ength()

This method getsthe content length of the response, as set
with the set Cont ent Lengt h() method.

String get Content Type(); javax.servlet.ServletRequest
Local e get Local e(); javax.servlet.ServletRequest
Enurner ati on getLocal es(); javax.servlet.ServletRequest
String getParanmeter(String nane); javax.servlet.ServletRequest
Enuner ati on get Par anet er Names() ; javax.servlet.ServletRequest

String[] getParaneterVal ues(String javax.servlet.ServletRequest

nane) ;

String getProtocol (); javax.servlet.ServletRequest

String get Renot eAddr () ; javax.servlet.ServletRequest

String get Renot eHost () ; javax.servlet.ServletRequest

String get Schene(); javax.servlet.ServletRequest

String get Server Name(); javax.servlet.ServletRequest

int getServerPort(); javax.servlet.ServletRequest

bool ean isSecure(); javax.servlet.ServletRequest

String get AuthType(); javax.servlet.http.Http.ServletRequest
String get ContextPath(); javax.servlet.http.Http.ServletRequest
Cooki e[] get Cooki es(); javax.servlet.http.Http.ServletRequest
| ong get Dat eHeader (String nane); javax.servlet.http.Http.ServletRequest
String getHeader(String nane); javax.servlet.http.Http.ServletRequest
Enuner ati on get Header Names() ; javax.servlet.http.Http.ServletRequest
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Table 7-2 Getter Methods of HttpAccountinglnfo

Ht t pAccount i ngl nfo Met hods Whereto find information on the methods

Enuneration get Headers(String nanme); javax.servlet.http.Http.ServletRequest

int getlntHeader(String nane); javax.servlet.http.Http.ServletRequest
String getMethod(); javax.servlet.http.Http.ServlietRequest
String getPathlnfo(); javax.servlet.http.Http.ServletRequest
String getPathTransl ated(); javax.servlet.http.Http.ServlietRequest
String get QueryString(); javax.servlet.http.Http.ServletRequest
String get Renot eUser () ; javax.servlet.http.Http.ServletRequest
String get Request URI(); javax.servlet.http.Http.ServletRequest
String get Request edSessionld(); javax.servlet.http.Http.ServletRequest
String getServl etPath(); javax.servlet.http.Http.ServletRequest
Princi pal getUserPrincipal (); javax.servlet.http.Http.ServlietRequest
bool ean javax.servlet.http.Http.ServletRequest

i sRequest edSessi onl dFr omCooki e() ;

bool ean javax.servlet.http.Http.ServlietRequest
i sRequest edSessi onl dFr onURL() ;

bool ean javax.servlet.http.Http.ServletRequest
i sRequest edSessi onl dFromrl () ;

bool ean i sRequest edSessi onl dVal i d(); javax.servlet.http.Http.ServletRequest

String getFirstLine(); Returns the first line of the HTTP request, for example:
CET /index.htm HTTP/ 1.0

| ong get | nvokeTi ne(); Returns the length of time it took for the service method
of aservlet to write data back to the client.

i nt get ResponseSt at usCode(); javax.servlet.http.HttpServletResponse

String javax.servlet.http.HttpServletResponse
get ResponseHeader (Stri ng nane);
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Listing 7-1 Java Classfor Creating a Custom ELF Field

i mport webl ogi c. servl et. | oggi ng. Cust onELFLogger ;
i mport webl ogi c. servl et. | oggi ng. For mat Stri ngBuf fer;
i mport webl ogi c. servl et.| oggi ng. Ht t pAccount i ngl nfo;

/* This exanple outputs the User-Agent field into a
customfield called MyCustontield
*

/

public class M/CustonField inplenents CustonELFLogger {

public void | ogField(HttpAccountinglnfo netrics,
Format StringBuffer buff) {
buf f . appendVal ueOr Dash(netri cs. get Header (" User - Agent"));
}

}

Preventing POST Denial-of-Service Attacks

7-22

A Denial-of-Service attack is a malicious attempt to overload a server with phony
reguests. One common type of attack isto send huge amounts of datainan HTTP POST
method. Y ou can set three attributesin WebL ogic Server that help prevent this type of
attack. These attributes are set in the console, under Serversor virtual hosts. If you
define these attributes for avirtua host, the values set for the virtual host override
those set under Servers.

Post Ti neout Secs
Y ou can limit the amount of time that WebL ogic Server waits between
receiving chunks of datain an HTTP POST.

MaxPost Ti meSecs
Limits the total amount of time that WebL ogic Server spends receiving post
data. If thislimit istriggered, a Post Ti meout Except i on isthrown and the
following message is sent to the server log:

Post tine exceeded MaxPost Ti meSecs.
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MaxPost Si ze
Limitsthe number of bytes of datareceived in aPOST from asingle request. If
thislimit istriggered, a MaxPost Si zeExceeded exception is thrown and the
following message is sent to the server log:

POST size exceeded the paraneter MaxPost Size.
An HTTP error code 413 (Request Entity Too Large) is sent back to the client.

If the client isin listening mode, it gets these messages. If the client isnot in
listening mode, the connection is broken.

Setting Up WebLogic Server for HTTP
Tunneling

HTTP tunneling provides away to simulate a stateful socket connection between
WebL ogic Server and aJava client when your only option isto usethe HTTP protocol.
It is generally used to tunnel through an HTTP port in a security firewall. HTTPisa
stateless protocol, but WebL ogic Server provides tunneling functionality to make the
connection appear to be aregular T3Connection. However, you can expect some
performance loss in comparison to anormal socket connection.

Configuring the HTTP Tunneling Connection

Under the HTTP protocol, aclient may only make a request, and then accept areply
from a server. The server may not voluntarily communicate with the client, and the
protocoal is stateless, meaning that a continuous two-way connection is not possible.

WebL ogic HTTP tunneling simulates a T3Connection viathe HTTP protocol,
overcoming these limitations. There are two attributes that you can configure in the
Administration Console to tune a tunneled connection for performance. Y ou access
these attributes in the Servers section, under the Connections and Protocolstabs. It is
advised that you leave them at their default settings unless you experience connection
problems. These properties are used by the server to determine whether the client
connection is still valid, or whether the client is till alive.
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Enabl e Tunnel i ng
Enables or disables HTTP tunneling. HTTP tunneling is disabled by default.

Notethat the server must al so support both the HT TP and T3 protocolsin order
to use HTTP tunneling.

Tunneling dient Ping
When an HTTP tunnel connection is set up, the client automatically sends a
request to the server, so that the server may volunteer a response to the client.
The client may also include instructionsin areguest, but this behavior happens
regardless of whether the client application needs to communicate with the
server. If the server does not respond (as part of the application code) to the
client request within the number of seconds set in this attribute, it does so
anyway. The client accepts the response and automatically sends another
request immediately.

Default is 45 seconds; valid range is 20 to 900 seconds.

Tunneling dient Tineout
If the number of seconds set in this attribute have elapsed since the client last
sent arequest to the server (in response to areply), then the server regards the
client as dead, and terminates the HTTP tunnel connection. The server checks
the elapsed time at the interval specified by this attribute, when it would
otherwise respond to the client’ s request.

Default is 40 seconds; valid range is 10 to 900 seconds.

Connecting to WebLogic Server from the Client

When your client requests a connection with WebL ogic Server, all you needto do in
order to use HTTP tunneling is specify the HTTP protocol in the URL. For example:

Hasht abl e env = new Hasht abl e();
env. put ( Cont ext . PROVI DER_URL, "http://w host: 80");
Context ctx = new Initial Context(env);

Onthe client side, a specia tag is appended to the ht t p protocol, so that WebL ogic
Server knows thisis atunneling connection, instead of aregular HTTP request. Y our
application code does not need to do any extrawork to make this happen.
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The client must specify the port in the URL, even if the port is 80. Y ou can set up your
WebL ogic Server to listen for HTTP requests on any port, although the most common
choiceis port 80 since requests to port 80 are customarily allowed through afirewall.

Y ou specify thelisten port for WebL ogic Server in the Administration Console under
the " Servers’ node, under the “Network” tab.

Using Native 1/0 for Serving Static Files
(Windows Only)

When running WebL ogic Server on Windows NT/2000 you can specify that

WebL ogic Server usethe native operating system call Transmi t Fi | e instead of using
Java methods to serve static files such as HTM files, text files, and image files. Using
native I/O can provide performance improvements when serving larger static files.

Native I/O is enabled by default. You can disableit by clicking on server/tuning and
deselecting the checkbox. When you save this configuration it iswritten to the
config.xml file rather than the web.xml file used when you configure Native |/O
programmatically.

To configure native 1/0 programmatically, add two parametersto the web. xm
deployment descriptor of a Web Application containing the files to be served using
native 1/0. Thefirst parameter, webl ogi c. htt p. nati vel OEnabl ed should be set to
TRUE to enable native 1/O file serving. The second parameter,

webl ogi c. htt p. mi ni nunNat i veFi | eSi ze setsthe minimum file size for using
native 1/0. If the file being served is larger than this value, native 1/O is used. If you
do not specify this parameter, avalue of 400 bytesis used.

Generally, native 1/O provides greater performance gains when serving larger files;
however, as the load on the machine running WebL ogic Server increases, these gains
diminish. You may need to experiment to find the correct value for

webl ogi c. http. m ni nunNati veFi | eSi ze.

The following example shows the compl ete entries that should be added to the
web. xm deployment descriptor. Theseentriesmust be placed intheweb. xni file after
the <di st ri but abl e> element and before <ser vl et > element.
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<context-param>
<param-name>webl ogi c.http.nativel OEnabl ed</param-name>
<param-value>TRUE</param-value>

</context-param>

<context-param>
<param-name>webl ogi c.http.minimumNativeFil eSize</param-name>
<param-value>500</param-value>

</context-param>

For more information on writing deployment descriptors, see Writing Web
Application Deployment Descriptors at
http://e-docs. bea. comf wl s/ docs81b/ webapp/ depl oynent. htm .
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CHAPTER

8

Protecting System

Administration
Operations

To leverage individual skills, many Web development teams divide system
administration responsibilities into distinct roles. Each project might give only one or
two team members permission to deploy components, but allow all team membersto
view theWebL ogic Server configuration. A WebL ogic Server supportsthisrole-based
development by providing four global rolesthat determine access privilegesfor system
administration operations: Admin, Deployer, Operator, and Monitor.

All WebL ogic Server system administration operations are implemented via a set of
MBeans. An M Bean isatype of Java object that is specified in the Java Management
Extensions (IMX). When a user tries to invoke operations on these
system-administration M Beans, the WebL ogic Server determines whether the user
belongsto arolethat is permitted to carry out the operation. For more information on
MBeans that configure WebL ogic Servers, refer to “ System Administration
Infrastructure” on page 1-5.

This topic contains the following sections:
m  Operations Available to Each Role
m Protected User Interfaces

m Permissions for Starting and Shutting Down a WebL ogic Server

Note:  These role-based permissions replace access control lists (ACLS) for securing
WebL ogic Server MBeans, which were used before Release 7.0.
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Operations Available to Each Role

Table 8-1 describes the four global roles that WebL ogic Server uses to determine
access privilegesfor system administration operations, and the permissions granted to
eachrole.

Table 8-1 Global Roles and Permissions

Global Role Permissions

Admin View the server configuration, including the encrypted value of
encrypted attributes.
Modify the entire server configuration.
Deploy applications, EJBs, startup and shutdown classes, J2EE
Connectors, and Web Service components, and edit deployment
descriptors.
Start, resume, and stop servers by default. “Permissionsfor Starting
and Shutting Down aWebL ogic Server” on page 8-8, providesmore
information.

Deployer View the server configuration, except for encrypted attributes.
Deploy applications, EJBs, startup and shutdown classes, J2EE
Connectors, and Web Service components, and edit deployment
descriptors.

Operator View the server configuration, except for encrypted attributes.

Start, resume, and stop servers by default. “Permissionsfor Starting
and Shutting Down aWebL ogic Server” on page 8-8, providesmore
information.

Monitor View the server configuration, except for encrypted attributes.
Thisrole effectively provides read-only access to the
Administration Console, webl ogi ¢. Adni n utility and MBean
APIs.

No user, regardless of role membership, can view the non-encrypted version of an
encrypted attribute.
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Operations Available to Each Role

While you can create any number of additional rolesfor usein your applications, only
therolesin Table 8-1 have permission to view or change the configuration of a
WebL ogic Server. To define arole, use the Administration Console. For more
information, refer to Granting Roles in the Managing WebLogic Security guide.

Default Group Associations

By default, a WebL ogic Server defines four groups that correspond to the four global
roles. By adding a username to one of these groups, the user will also be in the
corresponding global role. (See Table 8-2.)

Table 8-2 Default Group Associations

Members of This Group Areln ThisRole
Administrators Admin

Deployers Deployer

Operators Operator

Monitors Monitor

Membership in agroup is a static identity that a system administrator assigns, while
membership in arole can be dynamically cal culated based on data such as group
membership, username, or the time of day. (See Figure 8-1.)
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Figure8-1 Relationship of Group and Role Membership

Members of Role

« Calculated membership based
on user ID or group ID and
time/date.

« Static list of user IDs
« Static list of additional groups

Members of
Corresponding Group

Static list of group and
user IDs

For example, if you add a user to the group named Deployers, by default the user will
also belong to the Deployer role. Y ou can, however, modify the default definition of
the Deployer role so that auser named User 1 isin the Deployer rolefrom 6am to 6pm,
and a user named User 2 isin the role from 6pm to 6am.

When you use the Configuration Wizard to create WebL ogic Server configuration, the
administrative user that you create is in the Administrators group, and, therefore, the
Adminrole. The Deployers, Operators, and Monitors groups are empty.

For information on creating users and assigning them to roles, refer to Defining Users
and Granting Roles in the Managing WebLogic Security guide.

Protected User Interfaces

8-4

Y ou can use the following user interfaces (Uls) to perform system administration
operations:
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m  The Administration Console. For information about using this Ul, refer to the
Administration Console Online Help.

Note: To usethe Administration Console, you must belong to one of the groups
and roles that are described in Table 8-2. The other user interfaces do not
reguire you to belong to one of the default groups.

m Thewebl ogi c. Adnmi n command. For information about using this Ul, refer to
"weblogic.Admin Command-Line Reference” in the WebLogic Server Command
Line Reference.

m  MBean APIs. For information about using these APIs, refer to the Programming
WebL ogic IMX Services guide.

If you attempt to invoke an operation for which you do not have permission, the
WebL ogic Server instance throws a

webl ogi c. managenent . NoAccessRunt i meExcept i on. The server instance sends
this exception to itslog file, and you can configure a server to send exceptions to
standard out. If you invoke the command from the Administration Console, you seean
Access deni ed error.

Overlapping Permissions for System
Administration MBeans and Policies on
Resources

For afew, specific operations, the MBean permissions described in previous sections
overlap with another security scheme, policieson resources. In these cases, auser must
satisfy both security schemes to invoke the operation.

This section contains the following subsections:
m  Resources and Policies
m  Working with Policies

m  Maintaining a Consistent Security Scheme
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Resources and Policies

8-6

A WebL ogic Server instance, the server’ s subsystems (such as Deployment Manager
and JDBC Container), and the items that the subsystems control (such as Web
applicationsand JDBC connection pools) are called r esour ces. Each WebL ogic Server
resource exposes a set of its operations through its own instance of the

webl ogi c. security. spi. Resour ce interface.

A policy isaset of criteriathat determineswho can accessthe Resour ce interface for
aresource. For example, the Resource interface for a server resource exposes
operations that start, shut down, lock, or unlock the server instance. Y ou can define a
policy that determines who can access the server’ s Resour ce interface and its
methods.

In some cases, the operations that the Resource interface exposes change attributes of
WebL ogic Server MBeans. In these cases, the permissions specified by the policy must
agree with the role-based protections of MBean attributes. (See Figure 8-2.)

Figure8-2 Overlapping Permissionsfor Server Policiesand MBeans

Resour ce Interface Server Policy
2: 2;38) i sAccessAl | owed()
I ock() il
unl ock()
Server MBeans Server

i sUser | nRol e()
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Working with Policies

You can view, create, or modify policies on resources from the Administration
Console. For example, to view the policy on aserver resource, right click the name of
aWebL ogic Server and choose Define Policy. Asillustrated in Figure 8-3, the default
policy for a server resource grants access to the Admin and Operator role.

Figure 8-3 Default Policy for a Server Resource

@ Console .
H @ examples Define Policy > examplesServer > All [}
B Elservers - ’
@myserer

Elciusters Cpen Methods:
Elmachines Open in hesw Window "
Elnetwork Ch IALL

=] ereponmen Clone examplesServer... R . .
DAppIicat Delete examplesServer... P0|ICY COI‘IdItlon.
Heus : User name of the caller
IjWeb Ap Wiewe Server log

Caller is a member of the group
Caller is granted the role
Hours of access are between

Elyeh ge  view JNDitres
= Connec  ¥iew Connections

= Startup  Wiew Sockets

B Elsenices Wiew Execute Queues

DJCOM “iewy Execute Threads .

Hioec Policy Statement:

IjJMS Startiztop this server...

S
DXML Define Rale ...
Qo . .

Elsnme Inherited Policy Statement:
ElwLEc

Caller is granted the role
Admin or Operator

Notethat a server resourceinheritsadefault policy. If you want to change theinherited
policy statement for all WebL ogic Server instancesin adomain, do thefollowing from
the Administration Console:

1. Right-click the Servers node.
2. From the shortcut menu, click Define Policy.
3. Intheright pane, modify the policy and click Apply.

For more information on creating and modifying policies, refer to Setting Protections
for WebL ogic Resources in the Managing WebLogic Security guide.
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Maintaining a Consistent Security Scheme

The default configuration of groups, roles, server policies, and MBean permissions
work together to create a consistent security scheme. Y ou can, however, make
modifications that limit access in ways that you do not intend.

For example, if you add a user to the Operator role but fail to add the Operator roleto
the policy of aserver resource, the Operator can call MBean methods that are used in
the startup and shutdown sequence, but cannot use any server-resource operations to
start or stop a server.

To keep MBean security synchronized with the permissions granted by policies,
consider the following when you create or modify a policy:

m  Consider always giving the Admin role access to aresource.
m  For apolicy on aserver, consider adding the Operator role.

m  For apolicy on adeployable resource (such as an EJB, Application, Connector,
or Startup/Shutdown class), consider adding the Deployer role.

In addition, note that if a user does not belong to one of the four groups described in
Table 8-2, the user cannot log in to the Administration Console.

Permissions for Starting and Shutting Down
a WebLogic Server

8-8

WebL ogic Server enables two techniques for starting and shutting down server
instances, the webl ogi c. Ser ver command and the Node Manager. Because the
underlying components for webl ogi c. Ser ver and Node Manager are different, the
two commands use different authentication methods.

This section contains the following subsections:
m  Permissions for Using the weblogic.Server Command

m  Permissions for Using the Node Manager

Configuring and Managing WebL ogic Server



Permissions for Starting and Shutting Down a WebLogic Server

m  Shutting Down a WebL ogic Server

Permissions for Using the weblogic.Server Command

Thewebl ogi c. Ser ver command, which starts aWebL ogic Server from alocal host
machine, calls methods that are protected by a policy on the server resource. To use
this command, you must satisfy the requirements of the policy on the server.

Some webl ogi c. Ser ver arguments set attributes for MBeans. However, because
these arguments modify an M Bean before the server isin the RUNNI NG state, the policy
on the server resource, not the MBean security scheme, isthe authorizer. For example,
auser in the Operator role can usethe - Dnebl ogi c. Li st enPort argument to change
a server’sdefault listen port, but once the WebL ogic Server is running, the Operator
user cannot change the listen port value.

For more information about webl ogi c. Ser ver, refer to " Starting in Devel opment
Mode or Production Mode" in the Administration Console Online Help.

Permissions for Using the Node Manager

The Node Manager uses both MBeans and the server resource to start aremote server.

If you have configured a Node Manager on the host machine of aremote WebLogic
Server, by default auser in the Admin or Operator role can use the Node Manager to
start the remote server.

Y ou must make sure that any modifications you make to the default security settings
do not prevent a user from being authorized by both MBean security and the server
policy. For example, if you remove the Operator rolefrom aserver policy, the Operator
can gtill call MBean methods but cannot call the server resource.

For information about the Node Manager, refer to "Managing Server Availability with
Node Manager" in the Configuring and Managing WebLogic Server guide.
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Shutting Down a WebLogic Server

Shutting down aWebL ogic Server also involves both MBeans and the server resource.
When you issue a shutdown command, the server first determines whether you are a
member of the Admin or Operator role (per the M Bean security scheme). Then, after
the MBean operations run, the server determines whether the policy on the server
resource authorizes you to shut down the server.

810  Configuring and Managing WebL ogic Server



CHAPTER

O Monitoring a WebLogic
Server Domain

These sections describe WebL ogic Server monitoring capabilities that help you
manage and optimize application availability, performance, and security:

m “Facilitiesfor Monitoring WebL ogic Server” on page 9-1

= “Monitoring WebL ogic Server using the Administration Console” on page 9-5

Facilities for Monitoring WebLogic Server

These sections describe WebL ogic Server facilities for monitoring the health and
performance of a WebL ogic Server domain:

m “Administration Consol€” on page 9-1
m “Server Self-Health Monitoring” on page 9-2

m “Messagesand Log Files’ on page 9-3

Administration Console

TheWebL ogic Server Administration Consol e providesvisibility into abroad array of
configuration and status information.
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The Administration Console obtains information about domain resources from the
domain’s Administration Server. The Administration Server is populated with
Management Beans (MBeans), based on Sun’s Java Management Extension (M X)
standard, which provides the scheme for management access to domain resources.

The Administration Server contains:
m  Configuration MBeans, which control the domain’s configuration, and

m  Run-time MBeans, which provide a snapshot of information about domain
resources, such as VM memory usage. When aresource in the domain—for
instance, a Web application—is instantiated, an run-time MBean instance is
created which collects information about that resource.

When you access a monitoring page for particular resource in the Administration
Console, the Administration Server performsa GET operation to retrieve the current
attribute values.

For details on what datais available on specific console pages, see “Monitoring
WebL ogic Server using the Administration Console” on page 9-5.

Server Self-Health Monitoring

9-2

WebL ogic Server provides a self-health monitoring feature to improve the reliability
and availability of server instancesin a domain. Selected subsystems within each
server instance monitor their health status based on criteria specific to the subsystem.
If an individual subsystem determinesthat it can no longer operatein a consistent and
reliable manner, it registersits health state as “failed” with the host server instance.

Each server instance checks the health state of all its registered subsystems to
determine the overal viability of the server. If one or more critical subsystems have
reached the “failed” state, the server instance marksits own health state as“failed” to
indicate that the it cannot reliably host an application.

When used in combination with Node Manager, server self-health monitoring enables
you to automatically reboot servers that have failed. Thisimproves the overall
reliability of adomain, and requires no direct intervention from an administrator. See
“Node Manager Capabilities” on page 3-5 for more information.

Configuring and Managing WebL ogic Server



Facilities for Monitoring WebLogic Server

Obtaining Server Health Programmatically

Y ou can check the self-reported health state of a server instance programmatically by
calingtheget Heal t hSt at e() method ontheSer ver Runt i neMBean. Similarly, you
can obtain the health state of aregistered WebLogic Server subsystem by calling the
get Heal t hSt at e() method on its MBean. The following MBeans automatically
register their health states with the host server:

m JMBRunt i neMBean
m JMSSer ver Runt i neMBean
m JTARunt i neMBean

B Transacti onResour ceRunt i nreMBean

See the Javadocs for WebL ogic Classes for more information on individual MBeans.

Messages and Log Files

WebL ogic Server records information about events such as configuration changes,
deployment of applications, and subsystem failuresinlog files. Theinformationinlog
filesisuseful for detecting and troubleshooting problems, and monitoring performance
and availability.

For detailed information about log files and the WebL ogic Server logging subsystem,
see “Logging” in Administration Console Online Help.

WebL ogic Server outputs status and error messages to:

m  Standard Out—By default, a WebL ogic Server instance prints all messages of
WARNING severity or higher to standard out—typically the command shell
window in which you are running the server instance. You can control what
messages a server instance writes to standard out using the Server —Logging tab.

If you start a Managed Server with Node Manager, Node Manager redirects the
server instance’s standard out to afile. In this case, you can view the Managed
Server’s output using Domain —Server —-Remote Start Output —View Server output.

m Standard Error—A WebL ogic Server instance writes errors to standard error—
typically the command shell window in which you are running the server
instance.
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If you start a Managed Server with Node Manager, Node Manager redirects the
server instance’s standard error to afile. In this case, you can view the Managed
Server’s output using Domain —Server -Remote Start Output —View Server error output.

Server Logs—Each WebL ogic Server instance writes all messages from its
subsystems and applications to alog file on its host machine. You can configure
logging behavior using the Server L ogging —Server tab. You can view a server
instance’slog file using the View server log link on any server tabs page.

Domain L og—BYy default, each server instance in adomain forwards all
messages from its subsystems and applications to the Administration Server for
the domain. The Administration Server writes a subset of the messages to the
Domain Log. You can control whether or not a server instance sendsits
messages to the Administration Server, and configure filters that control which
messages it sends using the Server L ogging -Domain tab. You can view the
Domain Log using the View domain log link on any domain tab page.

Node Manager L ogs—Node Manager writes startup and status messagesto a
log file in the NodeManager Logs\ NodeManager | nt er nal subdirectory. Node
Manager log files are named NodeManager I nt er nal _t i nest anp, where

ti nmest anp indicates the time at which Node Manager started.

HTTP L ogs—BYy default, each server instance maintainsalog of HTTP
requests. You can disable HTTP logging, or configure logging behavior using
the Server -Logging HTTP tab.

JTA Logs—You can configure a server instance to maintain a JTA transaction
log using the Server -Logging —JTA tab.

JDBC Logs—You can configure a server instance to maintain aJDBC log using
the Server L ogging ~JDBC tab.
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Monitoring WebLogic Server using the
Administration Console

The |eft pane of the Administration Console is atree control, with a node for key
entities you have configured. The following sections list the attributes displays on
monitoring pages in each node:

m “Domain Monitoring Pages” on page 9-5

m “Server Monitoring Pages’ on page 9-6

m “Clusters Monitoring Pages’ on page 9-10

m  “Machines Monitoring Pages’ on page 9-11

m “Deployments Monitoring Pages’ on page 9-12
m  “Services Monitoring Pages’ on page 9-14

Domain Monitoring Pages

Y ou can access one WebL ogic domain at atime using the Administration Console.
The Domain —-Monitoring tab provides access to key configuration attributes and the current
state for the servers and clustersin the current domain. The following table lists the monitoring
pages available for a domain, and the attributes displayed on each page.

Console Page Attributes Displayed

Domain —Monitoring —Server Name
Machine
Listen Address
Listen Port
State

SSL Listen Port
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Console Page Attributes Displayed

Domain -Monitor —Cluster = Name

Cluster Status

Cluster Address
Multicast Address
Multicast Send Delay
Configure Server Count
Good Server Count
Bad Server Count

Other Domain Monitoring Links

Each domain-level monitoring page has links to display:

m  Domain Log—The Domain Log contains messages forwarded by all server
instancesin the domain.

m Domain-wide Security Settings

Server Monitoring Pages

When expanded, the Servers node lists each server instance in the current domain. To
monitor key run-time attributes for aserver instance, click on its name, and choose one
of Monitoring tabs. The monitoring pages available depend on the application objects
deployed to the server instance. The following table lists the monitoring pages available for
aserver instance, and the attributes displayed on each page.
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Console Page

Attributes Displayed

Domain —Server -Monitoring —

State Activation Time

Generdl m  Weblogic Version
m  JDK Vendor
m  JDK Version
m  Operating System
m OSVersion
Domain —Server -Monitoring —
General -Monitor all Active
Queues...
Domain —Server -Monitoring —
Genera —Monitor all Connections...
Domain —Server -Monitoring —
Genera —Monitor al Active
Sockets..
Domain —Server -Monitoring — m |dle Threads
Performance m  Oldest Pending Request
= Throughput
m  QueueLength
= Memory Usage

Domain —Server -Monitoring —
Security

Total Users Locked Out
Total Invalid Logins

Total Login Attempts while
Locked

Total Users Unlocked
Invalid Logins High
Locked Users
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Console Page Attributes Displayed
Domain —Server -Monitoring — = Current Connections
MS = Connections High
m  Tota Connections
m  Current IMS Servers
m  ServersHigh
m  Servers Total
Domain —Server -Monitoring —
JMS
Monitor al Active MS
Connections...
Domain —Server -Monitoring —
MS
Monitor al Active IMS Servers...
Domain —Server -Monitoring —
JMS -Monitor all Pooled IMS
Connections...
Domain —Server -Monitoring — = Total Transactions
JTA m  Tota Committed
= Tota Rolled Back
m  Timeout Rollbacks
m  Resource Rollbacks
m  Application Rollbacks
m  System Rollbacks
m  Tota Heurigtics
m  Tota Transactions Abandoned
m  Average Commit Time
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Console Page

Attributes Displayed

Transaction by Name

m  Pooled Beans Current Count
Beansin Use Current Count
Access Tota Count

Miss Total Count

Cache Access Count

Cache Hit Count

Cache Miss Count

Transactions by Resource

Name

Transactions
Commits
Rollbacks
Heuristics
Heuristic Commits
Heuristic Rollbacks
Mixed Heuristics
Heuristic Hazards

In-Flight JTA

Transaction Id
Name

Status

Seconds Active
Servers
Resources

Domain —Server -Remote Start
Output —View Server output...

If the server instance was started by
Node Manager,

its standard out iswritten to alog file
that can be viewed

with thislink.

Domain —Server -Remote Start
Output —View Server error output...

If the server instance was started by
Node Manager,

its standard err iswritten to alog file
that can be viewed

with thislink.
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Console Page Attributes Displayed

Domain —Server -Remote Start If the server instance was started by

Output -View Node Manager Node Manager,
output... the Node Manager log can be viewed

with thislink.

Domain —Server -Monitoring — Total Nursery Size

JRockit Max Heap Size

Gc Algorithm

Total Garbage Collection Count
GCHandles Compaction
Concurrent

Generational

Incremental

Parallel

Number Of Processors

Total Number Of Threads

Number Of Daemon Threads

Other Server Monitoring Links

Each top level tab page for a server instance—Performance, Security, IMS, JTA— has
links to display:

m  Server Log—The Server Log contains all messages generated by its subsystems
and applications.

m  JINDI Tree—The JNDI tree shows the objects deployed to the current server
instance.

Clusters Monitoring Pages

Thefollowing tableliststhe monitoring pages availablefor acluster, and the attributes displayed
on each page
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Console Page Attributes Displayed
Domain —Cluster -Monitoring m  Number of Serversconfiguredfor
this cluster

m  Number of Serverscurrently
participating in this cluster
Name

State

Servers

Resend Requests
Fragments Received

Lost Multicast Messages

Machines Monitoring Pages

The following table lists the monitoring pages available for a machine, and the attributes

displayed on each page.
Console Page Attributes Displayed
Machine -Monitoring -Node State
Manager Status bea.home

weblogic.nodemanager.javaHome

webl ogic.nodemanager.lisgenAddre
ss

webl ogic.nodemanager.listenPort
m  CLASSPATH

Machine -Monitoring -Node
Manager —-Logs
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Deployments Monitoring Pages

The following table lists the monitoring pages available in the Deployments Node, and the
attributes displayed on each page

Console Page Attributes Displayed

Cache Access Count
m  Cache Hit Count

m  Lock Manager Entries Current
Count

EJB --> Monitoring --> Stateful EJBs

m  Lock Manager Access Count

m  Lock Manager Waiter Total
Count

m  Lock Manager Timeout Total
Count

Pooled Beans Current Count
Beans In Use Current Count

EJB --> Monitoring --> Stateless
EJBs

Waiter Current Count
Pool Timeout Total Count
Access Total Count

Miss Total Count

Pooled Beans Current

Pooled Beans Current Count
Beans In Use Current Count
Pool Timeout Total Count
Access Total Count
JMSConnection Alive

EJB --> Monitoring --> Message
Driven EJBs
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Console Page

Attributes Displayed

EJB --> Monitoring --> Entity EJBs

Pooled Beans Current Count
Beansin Use Current Count
Access Tota Count

Miss Total Count

Cache Access Count

Cache Hit Count

Cache Miss Count

Web
Applications -Monitoring JVeb
Applications

Server

Context Root
Servlets
Sessions
Sessions High
Total Sessions

Web Applications -Monitoring —
Servlets

Servlet Name

Server

Invocation Total Count
Execution Time Average

Web Applications —
Monitoring —Sessions

Web Service --> Monitoring -->
Servlets

Web Service --> Monitoring -->
Sessions

Web Service-->Monitoring -->Web
Services

Connector Modules

EJB Modules
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Services Monitoring Pages

The following table lists the monitoring pages available in the Services node, and the attributes
displayed on each page.

Console Page Attributes Displayed

Server
State
Connections

JDBC —Connection Pools

Waiters

Num Unavailable

Name

Dentinal

Pool Name

Row Prefetch Enabled
Enable Two Phase Commit
Stream Chunk Size

Row Prefetch Size
Deployed

JDBC -DataSources

Name

JNDIName

Client Id

Default Priority

Default Time To Live
Default Redelivery Delay

JMS Connection Factory

JMS Server Name
Store
Temporary Template

Bytes Maximum

Messages Maximum

JMS Topics
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Console Page Attributes Displayed

JM S Queues
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10Recovering Failed
Servers

A variety of events can lead to the failure of a server instance. Often one failure
condition leads to another. Loss of power, hardware malfunction, operating system
crashes, network partitions, and unexpected application behavior can all contribute to
thefailure of aserver instance.

Depending on availability requirements, you may implement a clustered architecture
to minimize the impact of failure events. (For information about failover in a

WebL ogic Server cluster, see “Failover and Replication in a Cluster” in Using
WebLogic Server Clusters.) However, even in a clustered environment, server
instances may fail periodically, and it isimportant to be prepared for the recovery
process.

These topics describe WebL ogic Server features for recovering failed servers
instances, guidelines for backing up the data required for restart, and instructions for
restarting failed server instances:

m “WebL ogic Server Failure Recovery Features’ on page 10-1
m “Backing Up Configuration and Security Data” on page 10-5
m “Restarting Failed Server Instances’ on page 10-10

WebLogic Server Failure Recovery Features

This section describes WebL ogic features that support recovery from failure.
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Automatic Restart for Managed Servers

WebL ogic Server provides self-health monitoring to improve the reliability and
availability of server instancesin a domain. Selected subsystems within each

WebL ogic Server instance monitor their health status based on criteria specific to the
subsystem. (For example, the IM S subsystem monitorsthe condition of the IM Sthread
pool while the core server subsystem monitors default and user-defined execute queue
statistics.) If an individual subsystem determines that it can no longer operatein a
consistent and reliable manner, it registersits health state as “failed” with the host
server.

Each WebL ogic Server instance, in turn, checks the health state of its registered
subsystems to determine its overall viability. If one or more of its critical subsystems
have reached the FAI LED state, the server instance marks its own health state FAI LED
to indicate that it cannot reliably host an application.

When used in combination with Node Manager, server self-health monitoring enables
you to automatically reboot servers that have failed. Thisimproves the overall
reliability of adomain, and requires no direct intervention from an administrator.

For information on this feature, see “Node Manager Capabilities’ on page 3-5. For
instructions to configure Node Manager and automatic restart behaviors, see
“Configuring Node Manager” on page 4-1.

Managed Server Independence Mode

10-2

When aManaged Server starts, it tries to contact the Administration Server to retrieve
its configuration information. If aManaged Server cannot connect to the
Administration Server during startup, it can retrieve its configuration by reading
configuration and security files directly. A Managed Server that startsin thisway is
running in Managed Server Independence (MS) mode. By default, MSI modeis
enabled. For information about disabling MSI mode, see “ Disabling Managed Server
Independence” in Administration Console Online Help.

In Managed Server Independence mode, a Managed Server looks in its root directory
for the following files:

®m nsi - config. xnl —areplicaof the domain'sconfi g. xm . (Evenif the
domain’s configuration file is named something other than confi g. xm , a
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Managed Server in MSI mode always looks for a configuration file named
msi - config. xm .)

m SerializedSystem ni.dat

m boot . properties—an optional filethat contains an encrypted version of your
username and password. For more information, “Bypassing the Prompt for
Username and Password” in the Administration Console Online Help.

MSI Mode and the Managed Servers Root Directory

By default, aserver instance assumesthat itsroot directory isthe directory fromwhich
it was started. For more information about a server’s root directory, refer to “A
Server’s Root Directory” on page 2-9.

If you enable replication of configuration data, as described in “Backing Up Security
Data’ on page 10-8, and if you have started the Managed Server at least once whilethe
Administration Server was running, nsi - confi g. xm and

Seri al i zedSyst em ni . dat will already bein the server’sroot directory.

boot . properti es isnot replicated. If it is not already in the Managed Server’s root
directory, you must copy it there.

If msi - config.xn and Seri al i zedSyst em ni . dat are not in the root directory,
you can either:

m Copyconfig.xm andSerializedSysten ni.dat fromthe Administration
Server’s root directory (or from a backup) to the Managed Server’s root
directory. Then, rename the configuration fileto nsi - confi g. xm , or

m Usethe- Dwebl ogi c. Root Di r ect or y=pat h startup option to specify a
directory that already contains thesefiles.

MSI Mode and the Security Realm
A Managed Server must have accessto asecurity realm to compl eteits startup process.

If you use the security realm that WebL ogic Server installs, then the Administration
Server maintains an LDAP server to store the domain’s security data. All Managed
Serversreplicate this LDAP server. If the Administration Server fails, Managed
Serversrunning in MSI mode use the replicated LDAP server for security services.

If you use athird party security provider, then the Managed Server must be able to
access the security data before it can complete its startup process.
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MSI Mode and SSL

If you set up SSL for your servers, each server requiresits own set of certificate files,
key files, and other SSL-related files. Managed Servers do not retrieve SSL-related
filesfrom the Administration Server (though the domain’ sconfiguration file does store
the pathnames to those files for each server). Starting in MSI Mode does not require
you to copy or move the SSL-related files unless they are located on amachinethat is
inaccessible.

MSI Mode and Deployment

A Managed Server that startsin M S| mode deploys its applications from its staging
directory: ser verroot/ st age/ appNane.

MSI Mode and Managed Server Configuration Changes

If you start aManaged Server in MSI mode, you cannot change its configuration until
it restores communication with the Administration Server.

MSI Mode and Node Manager

Y ou cannot use Node Manager to start a server instance in MSI mode, because Node
Manager requires the presence of the Administration Server. If the Administration
Server is unavailable, you must log onto Managed Server’s host machine to start the
Managed Server.

MSI Mode and Configuration File Replication

10-4

Managed Server Independence mode includes an option that copies the required
configuration files into the Managed Server'sroot directory every 5 minutes. This
option does not replicate aboot identity file. (For more information about boot identity
files, see “Bypassing the Prompt for Username and Password” in Administration
Console Online Help.)

By default, aManaged Server doesnot replicate thesefiles. Depending on your backup
schemes and the frequency with which you update your domain's configuration, this
option might not be worth the performance cost of copying potentially large files
across a network.

Caution: Do not enable file replication for a server that shares an installation or root
directory with another server. Unpredictable errors can occur for both servers.
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To enable a Managed Server to replicate the domain's configuration files, see
“Replicating a Domain's Configuration Files for Managed Server |ndependence” in
Administration Console Online Help.

MSI Mode and Restored Communication with an Administration Server

When the Administration Server starts, it can detect the presence of running Managed
Servers (if - Daebl ogi c. managenent . di scover =t r ue, which is the default setting
for this property).

Upon startup, the Administration Server looks at a persisted copy of thefile
runni ng- managed- servers. xm and notifiesall the Managed Serverslisted in the
file of its presence.

Managed Servers that were started in Managed Server |ndpendence Mode while the
Administration Server was unavailable will not appear in

runni ng- managed- servers. xm . To re-establish a connection between the
Administration Server and such Managed Servers, use the webl ogi c. Admi n

DI SCOVERMANAGEDSERVER command. For more information, see

“DI SCOVERMANAGEDSERVER” in WebL ogic Server Command Reference.

When an Administration Server starts up and contacts a Managed Server running in
MSI mode, the Managed Server deactivates MSI mode and registersitself to the
Administration Server for future configuration change notifications.

Backing Up Configuration and Security Data

Recovery from the failure of a server instance requires accessto the domain’s
configuration and security data. This section describes file backups that WebL ogic
Server performs automatically, and recommended backup procedures that an
administrator should perform.
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Backing up config.xml

By default, an Administration Server stores adomain’s configuration datain afile
called domai n_nane\ confi g. xn , where domai n_nane isthe root directory of the
domain.

Backup confi g. xn toasecurelocation in caseafailure of the Administration Server
rendersthe original copy unavailable. If an Administration Server fails, you can copy
the backup version to adifferent machine and restart and Administration Server onthe
new machine.

WebLogic Server Archives Previous Versions of config.xml

By default, the Administration Server archives up to 5 previous versions of
config. xm inthedonai n- name/ confi gAr chi ve directory.

When you save achange to adomain’s configuration, the Administration Server saves
the previous configuration in domai n- nane\ conf i gAr chi ve\ confi g. xnl #n. Each
time the Administration Server saves afilein the conf i gAr chi ve directory, it
increments the value of the #n suffix, up to a configurable number of copies—5 by
default. Thereafter, each time you change the domain configuration:

m thearchived files are rotated so that the newest file has a suffix with the highest
number,

m the previous archived files are renamed with alower number, and

m theoldest fileis deleted.

Example of Archived config.xml Naming and Rotation

10-6

In the MedRec domain, the current configuration file used by the MedRecServer is
W._HOME\ sanpl es\ server\ confi g\ medr ec\ confi g. xn . If you add a server
instance using the Administration Console, when you click the Create button,
MedRecServer savesthe old confi g. xml fileas

W._HOVE\ sanpl es\ server\ confi g\ medr ec\ confi gArchi ve\ config. xm #2.
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The new file, W._HOVE\ sanpl es\ server\ confi g\ medr ec\ config. xm,
represents the MedRec domain with the new server instance. The previousfile,
W._HOMVE\ sanpl es\ server\ confi g\ nedr ec\ confi gArchi ve\ confi g. xm #2,
containsthe MedRec domain configuration asit was prior to creation of the new server
instance.

The next time you change the configuration, MedRecServer saves the current
config.xn fileasconfig. xn #3. After four changes to the domain, the
conf i gAr chi ve directory contains four files: confi g. xm #2, confi g. xm #3,
config. xnl #4, confi g. xn #5. The next time you change the configuration,
MedRecServer savesthe old confi g. xm asconfi g. xml #5. The previous
config.xm #5 isrenamed asconfi g. xm #4, and so on. Theold confi g. xm #2 is
deleted.

Configuring the Number of Archived config.xml Versions
To configure how many previous versions of the domain configuration are archived:
1. Intheleft pane of the Administration Console, click on the name of the domain.
2. Intheright pane, click the Configuration tab. Then click the General tab.
3. Inthe Advanced Options bar, click Show.

4. Inthe Archive Configuration Count box, enter the number of versionsto save.

5

. Click Apply.

WebLogic Server Archives config.xml during Server Startup

In addition to the filesin domai n- nanme\ conf i gAr chi ve, the Administration Server
createstwo other filesthat back up the domain’s configuration at key pointsduring the
startup process:

m domai n-nane\config-file.xm . origi nal —the configuration file just before
the Administration Server parsesit and adds subsystem data.

m  domai n- name\config-file. xm . boot ed—the configuration file just after the
Administration Server successfully boots. If the confi g. xm becomes
corrupted, you can boot the Administration Server with thisfile.
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Example of Archives of config.xml During Startup

If your domain configuration is stored in conf i g. xm , when you start the domain’s
Administration Server, the Administration Server:

1. Copiesconfig. xml toconfig. xnl .ori gi nal .

2. Parsesconfi g. xnl . Depending on the domain configuration, some WebL ogic
subsystems add configuration information to conf i g. xnl . For example, the
Security service adds MBeans and encrypted data for SSL communication.

3. Copiesthe parsed and modified confi g. xm to MyConfi g. xm . boot ed.

The Administration Server uses the parsed and modified conf i g. xnl . When you
update the domain’ s configuration, it copiesthe old conf i g. xm to
domai n- nane\ conf i gAr chi ve\MyConf i g. xm #2.

Backing Up Security Data

TheWebL ogic Security servicestoresitsconfigurationdataconf i g. xnl file, and also
in an LDAP repository and other files.

Backing Up the WebLogic LDAP Repository

10-8

The default Authentication, Authorization, Role Mapper, and Credential Mapper
providersthat are installed with WebL ogic Server store their datain an LDAP server.
Each WebL ogic Server contains an embedded LDAP server. The Administration
Server contains the master LDAP server which is replicated on al Managed Servers.
If any of your security realms use these installed providers, you should maintain an
up-to-date backup of the following directory tree:

domai n_nane\ adni nServer\ | dap

wheredomai n_nane isthe domain’sroot directory and adni nSer ver isthedirectory
in which the Administration Server stores runtime and security data.

Each WebL ogic Serve hasan LDAP directory, but you only need to back upthe LDAP
dataon the Administration Server—the master LDAP server replicatesthe LDAP data
from each Managed Server when updatesto security dataare made. WebL ogic security
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providers cannot modify security datawhile the domain’s Administration Server is
unavailable. The LDAP repositories on Managed Servers are replicas and cannot be
modified.

Thel dap/l dapfi | es subdirectory contains the datafiles for the LDAP server. The
filesin this directory contain user, group, group membership, policies, and role
information. Other subdirectories under the | dap directory contain LDAP server
message logs and data about replicated LDAP servers.

Do not update the configuration of a security provider while a backup of LDAP data
isin progress. If a change is made—for instance, if an administrator adds a user—
while you are backing up the| dap directory tree, the backupsin thel dapfi | es
subdirectory could become inconsistent. If this does occur, consistent, but potentially
out-of-date, LDAP backups are avail able, asdescribed in“WebL ogic Server BacksUp
LDAP Files’ on page 10-9.

WebLogic Server Backs Up LDAP Files

Once a day, a server suspends write operations and creates its own backup of the
LDAPdata. It archivesthisbackupinazi P filebelow thel dap\ backup directory and
then resumes write operations. This backup is guaranteed to be consistent, but it might
not contain the latest security data.

For information about configuring the LDAP backup, see “Configuring Backups for
the Embedded LDAP Server” in Administration Console Online Help.

Backing Up SerializedSystemlIni.dat and Security Certificates

All serverscreate afile named Seri al i zedSyst eml ni . dat and locateit in the
server’ sroot directory. Thisfile contains encrypted security data that must be present
to boot the server. Y ou must back up thisfile.

If you configured a server to use SSL, you must also back up the security certificates
and keys. The location of these filesis user-configurable.
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Restarting Failed Server Instances

The nature of your applications and user demand determine the steps you take to
restore application service. In particular, these factors influence the recovery process:

Was the failed server instance an Administration Server or a Managed Server?

Can you restart the failed server instance on same machine upon which it was
running when it failed?

What are the network conditions when you restart the server instance? Can the
service instance you are restarting establish communications with its
Administration Server?

Weas the server instance that failed the active host for a migratable servicein a
WebL ogic Server cluster?

Were any changes made to the domain configuration made while the failed
server instance was down?

Was the domain configuration corrupted?

Restarting an Administration Server

The following sections describe how to start an Administration Server after afailur.

Restarting an Administration Server When Managed Servers are not Running

If no Managed Serversin the domain are running when you restart afailed
Administration Server, no special steps are required. Start the Administration Server
asyou normally do. For details, see Starting and Stopping Servers’ in Administration
Console Online Help.
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Restarting an Administration Server When Managed Servers are Running

If the Administration Server shuts down while Managed Servers continue to run, you
do not need to restart the Managed Serversthat are already running in order to recover
management of the domain. The procedure for recovering management of an active
domain depends upon whether you can restart the Administration Server on the same
machine it was running on when the domain was started.

Restarting an Administration Server on the Same Machine

If you restart the WebL ogic Administration Server while Managed Servers continueto
run, by default the Administration Server can discover the presence of the running
Managed Servers.

Note: Make sure that the startup command or startup script does not include
- Duebl ogi c. managerent . di scover =f al se, which disables an
Administration Server from discovering its running Managed Servers. For
more information about - Dnebl ogi c. managenent . di scover, see“Server
Communication” in weblogic.Server Command-Line Reference.

Theroot directory for the domain contains afiler unni ng- managed- servers. xm
whichisalist of the Managed Serversthat the Administration Server knows about.
When the Administration Server starts, it uses this list to check for the presence of
running Managed Servers.

Restarting the Administration Server does not cause Managed Serversto update the
configuration of static attributes. Static attributes are those that a server refersto only
during its startup process. WebL ogic Servers must be restarted to take account of
changes to static configuration attributes. Discovery of the Managed Servers only
enables the Administration Server to monitor the Managed Servers or make runtime
changes in attributes that can be configured while a server is running (dynamic
attributes).

Restarting an Administration Server on Another Machine

If amachine crash prevents you from restarting the Administration Server on the same
machine, you can recover management of the running Managed Servers as follows:

1. Install the WebL ogic Server software on the new administration machine (if this
has not aready been done).
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2. Make your application files available to the new Administration Server by
copying them from backups or by using a shared disk. Your application files
should be available in the same relative location on the new file system as on the
file system of the original Administration Server.

3. Make your configuration and security data available to the new administration
machine by copying them from backups or by using a shared disk. For more
information, refer to “Backing Up Configuration and Security Data’ on page
10-5.

4. Restart the Administration Server on the new machine.

Make sure that the startup command or startup script does not include

- Dwebl ogi c. managenent . di scover =f al se, which disables an Administration
Server from discovering its running Managed Servers. For more information
about - Duebl ogi c. management . di scover, see“ Server Communication” in
weblogic.Server Command-Line Reference.

When the Administration Server starts, it communi cateswith the Managed Serversand
informs them that the Administration Server is now running on a different | P address.

Restarting Managed Servers

The following sections describe how to start Managed Servers after failure. For
recovery considerations related to transactions and IM S, see “ Additional Failure
Topics’ on page 10-14.

Starting a Managed Server When the Administration Server is Accessible

10-12

If the Administration Server is reachable by Managed Server that failed, you can:

m  Restart it manually or automatically using Node Manager—You must configure
Node Manager and the Managed Server to support this behavior. For details, see
“Configure Monitoring, Shutdown and Restart for Managed Servers’ on page
4-6.

m  Start it manually with acommand or script—For instructions, see “ Starting and
Stopping Servers’ in Administration Console Online Help.
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Starting a Managed Server When the Administration Server Is Not Accessible

If aManaged Server cannot connect to the Administration Server during startup, it can
retrieve its configuration by reading locally cached configuration data. A Managed
Server that startsin thisway isrunning in Managed Server Independence (M SI) mode.
For adescription of MSI mode, and thefilesthat aManaged Server must accessto start
up in MSI mode, see “Managed Server |ndependence Mode” on page 10-2.

Note: If theManaged Server that failed was aclustered Managed Server that wasthe
active server for amigratable service at the time of failure, perform the steps
described in “Migrating When the Currently Active Host is Unavailable” in
Using WebLogic Server Clusters. Do not start the Managed Server in MS|
mode.

To start up aManaged Server in MS| mode:

1. Ensurethat thefollowing filesare availablein the Managed Server’sroot directory:
e msi-config.xnm.
e SerializedSystem ni.dat
e boot.properties

If these files are not in the Managed Server’s root directory:

a. Copy the config.xml and Seri al i zedSyst em ni . dat file from the
Administration Server’sroot directory (or from a backup) to the Managed
Server’sroot directory.

b. Renamethe configuration filetonsi - confi g. xn . When you start the server,
it will use the copied configuration files.

Note: Alternatively, you can use the - Daebl ogi c. Root Di r ect or y=pat h
startup option to specify aroot directory that already contains thesefiles.

2. Start the Managed Server at the command line or using a script.

The Managed Server will runin MSI mode until it is contacted by its
Administration Server. For information about restarting the Administration
Server in this scenario, see “Restarting an Administration Server When Managed
Servers are Running” on page 10-11.
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Additional Failure Topics

For information related to recovering IMS data from afailed server instance, see
“Configuring IMS Migratable Targets’ in Programming WebLogic IMS.

For information about transaction recovery after failure, see “Moving a Server to
Another Machine” and “ Transaction Recovery After aServer Fails’ in Administration
Console Online Help.
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CHAPTER

11 Configuring Network
Resources

WebL ogic Server allows you to manage the connection behavior of the server
instances that host applications. Configurable resources, including Network Channels
and domain-wide administration ports, help you effectively utilize the network
features of the machines that host your applications and manage quality of service.

The following sections describe configurable WebL ogic Server network resources,
examples of their use, and the configuration process:

m  “Overview of Network Configuration” on page 11-1
m “Understanding Network Channels’ on page 11-2

m  “Configuring a Channel” on page 11-10

Overview of Network Configuration

For many devel opment environments, configuring WebL ogic Server network
resourcesis simply amatter of identifying a Managed Server’s Listen Address and
Listen Port. However, in most production environments, administrators must balance
finite network resources against the demands placed upon the network. The task of
keeping applications available and responsive can be complicated by specific
application requirements, security considerations, and maintenance tasks, both
planned and unplanned.
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WebL ogic Server allows you to control the network traffic associated with your
applicationsin avariety of ways, and configure your environment to meet the varied
requirements of your applications and end users. Y ou can:

m Designate the NICS and ports used by Managed Servers and for different types
of network traffic.

m Prioritize traffic by server instance or type of traffic.
m  Support multiple protocols and security requirements.
m  Specify connection and message timeout periods.

®m  Impose message size limits.

These and other connection characteristics can be specified by defining a Network
Channel—the primary configurable WebL ogic Server resource for managing network
connections. Y ou can configure a Network Channel with the
Servers-->Protocols-->Channels tab in the Administration Console or by using

Net wor kChannel MBean.

New Network Configuration Features in WebLogic Server

In this version of WebL ogic Server, the functionality of Network Channels has been
enhanced to simplify the configuration process. Network Channel s now encompassthe
featuresthat, in WebL ogic Server 7.x, required both Network Channels and Network
Access Points. In this version of WebL ogic Server, Network Access Points are
deprecated.

Understanding Network Channels

11-2

The sections that follow describe Network Channels and the standard channel s that
WebL ogic Server pre-configures, and discusses common applications for channels.
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What is a Channel?

A Network Channel isaconfigurable resource that defines the attributes of a network
connection to WebL ogic Server. For instance, a Network Channel can define:

The protocol the connection supports.
The listen address.
The listen ports for secure and non-secure communication.

Connection properties such as the login timeout value and maximum message
sizes.

Whether or not the connection supports tunneling.

Whether the connection can be used to communicate with other WebL ogic
Server instances in the domain, or used only for communication with clients.

Rules for Configuring Channels

Follow these guidelines when configuring a channel.

A channel can be assigned to a single server instance.
You can assign multiple channelsto a server instance.

Each channels assigned to a particular server instance must have a unique
combination of Listen Address, Listen Port, and Protocol.

If you assign non-SSL and SSL channels to the same server instance, make sure
that they do not use the same port number.

Custom Channels Can Inherit Default Channel Attributes

If you do not assign a channel to a server instance, it uses WebL ogic Server’s default
channel, which is automatically configured by WebL ogic Server, based on the
attributes in Ser ver MBean or SSLMBean. The default channel is described in “ The
Default Network Channel” on page 11-7.
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Ser ver MBean and SSLMBean represent a server instance and its SSL configuration.

When you configure a server instance’s Listen Address, Listen Port, and SSL Listen
port, using the Server-->Configuration-->General tab, those values are stored in the
Ser ver MBean and SSLMBean for the server instance.

If you do not specify a particular connection attribute in a custom channel definition,
the channel inherits the value specified for the attribute in Ser ver MBean. For
example, if you create achannel, and do not defineits Listen Address, the channel will
use the Listen Address defined in Ser ver MBean. Similarly, if a Managed Server
cannot bind to the Listen Address or Listen Port configured in achannel, the Managed
Server uses the defaults from Ser ver MBean or SSLMBean.

Why Use Network Channels?

Y ou can use Network Channelsto manage quality of service, meet varying connection
requirements, and improve utilization of your systems and network resources. For
example, Network Channels allow you to:

m  Segregate different types of network traffic—You can configure whether or
not a channel supports outgoing connections. By assigning two channelsto a
server instance—one that supports outgoing connections and one that does not—
you can independently configure network traffic for client connections and
server connections, and physically separate client and server network traffic onto
different listen addresses or listen ports.

You can also segregate i nstance administration and application traffic by
configuring a domain-wide administration port. For more information, see
“Administrative Channel” on page 11-7.

m  Support varied application or user requirements on the same M anaged
Server—You can configure multiple channels on a Managed Server to support
different protocols, or to tailor properties for secure vs. non-secure traffic.

m  Prioritize network connectionsthat serversuseto connect to other servers
in a domain—If a server instance has several outbound-capable channels
assigned, you can prioritize each channel with aweighted value. When the
server instance initiates an outgoing connection, the channels with a
higher-weighted value are used before those with lower-weighted channels. You
can use this functionality to ensure that all server-to-server traffic has a
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guaranteed level of throughput, by assigning the highest weighting to an
outbound channel that utilizes afast NIC.

Note:  Network channel weights apply only to internal connections made for remote
references, such as aremote EJB reference or aresource located via JNDI.
Channel weights are not used for connections initiated directly viaa URL.

If you use a Network Channel with a server instance on a multi-homed machine, you
must enter avalid Listen Address either in Ser ver MBean or in the channel. If the
channel and Ser ver MBean Listen Address are blank or specify the localhost address
(IP address 0.0.0.0 or 127.* * *), the server will bind the Network Channel listen port
and SSL listen portsto all available |P addresses on the multi-homed machine. See
“The Default Network Channel” on page 11-7 for information on setting the Listen
Addressin Ser ver MBean.

WebLogic Server and the Channel Selection Process

This section describes how WebL ogic selects among multiple channel to use under
various circumstances.

Prioritizing Outgoing Connections

If aManaged Server has several channels that support outgoing connections, it must
choose which channel to use when connecting to another server instance. WebL ogic
Server first selects channels based on the protocol required for the connection. 1f
multiple channel s have the same protocol support, you can prioritize those channel s by
assigning a different weight to each.

A channel weight is a simple numerical value that can be applied to the

Net wor kChannel MBean. Channel weights are considered only when multiple
channels with the same service level could be used to initiate an outgoing connection.
(If achannel with ahigher service level is currently active, it is used regardless of
channel weights). Higher-val ued weights are sel ected over lower-weighted channelsto
choose a channel for outgoing connections.

In amultihomed system, channel weights allow you to prioritize equivalent channels
based on the known capacity of available network cards.
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Note: The default channel and administration channel, derived from valuesin the
Ser ver MBean and SSLMBean, are always considered for outgoing
connections, and use a default weight of 50.

Handling Channel Failures

Although WebL ogic Server always attempts to use the highest-weighted channels
before lower-weighted ones, a network failure may render the selected channel
unavailable. To handle potential failures, WebL ogic Server selects outgoing channels
using the following a gorithm:

1. WebLogic Server first tries the highest-weighted channel having the required
quality of service.

2. If aconnection cannot be made using the highest-weighted channel, WebL ogic
Server tries the next-highest weighted channel with the required quality of
service.

3. If the connection request fails again, the server continues the connection attempt
using lower-weighted channels, until all channels have been attempted.

4. If the server cannot connect using any available channel, afailure messageis
returned to the calling user.

This algorithm ensures that users receive a connection error message only when all
channels of the required quality of service level have been exhausted. If all channel
combinations are exhausted and another user attempts to initiate an outgoing
connection (or a connection is retried after afailure), WebL ogic Server restarts the
channel selection process, starting with the highest-weighted channel.

Upgrading Quality of Service Levels for RMI

For RM1 lookupsonly, WebL ogic Server may upgrade the servicelevel of an outgoing
connection. For example, if aT3 connection isrequired to perform an RMI lookup, but
an existing channel supports only T3S, thelookup is performed using the T3S channel.

This upgrade behavior does not apply to server requests that use URLSs, since URLs
embed the protocol itself. For example, the server cannot send a URL request
beginning with ht t p: // over achannel that supportsonly https://.
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Standard WebLogic Server Channels

WebL ogic Server provides pre-configured channelsthat you do not have to explicitly
define.

m Default channel—Every Managed Server has a default channel.

m  Administrative channel—If you configure a domain-wide Administration Port,
WebL ogic Server configures an Administrative Channel for each Managed
Server in the domain.

The Default Network Channel

Every WebL ogic Server domain has a default channel that is generated automatically
by WebL ogic Server. The default channel is based on the Listen Address and Listen
Port defined in the Ser ver MBean and SSLMBean. It provides asingle Listen Address,
one port for HTTP communication (7001 by default), and one port for HTTPS
communication (7002 by default). You can configure the Listen Address and Listen
Port using the Configuration-->General tab in the Administration Console; the values
you assign are stored in attributes of the Ser ver MBean and SSLMBean.

The default configuration may meet your needsiif:
m You areinstalling in atest environment that has simple network reguirements.

m Your server usesasingle NIC, and the default port numbers provide enough
flexibility for segmenting network traffic in your domain.

Using the default configuration ensures that third-party administration tools remain
compatiblewith the new installation, because network configuration attributes remain
stored in Ser ver MBean and SSLMBean.

Even if you define and use custom Network Channels for your domain, the default
channel settings remain stored in Ser ver MBean and SSLMBean, and are used if
necessary to provide connections to a server instance.

Administrative Channel
You can define an optional administration port for your domain. When configured, the

administration port isused by each Managed Server in the domain for communication
with the domain’s Administration Server.
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Administration Port Capabilities

An administration port provides these capabilities:

It enables you to start a server in standby state. This allows you to administer a
Managed Server, whileits other network connections are unavailable to accept
client connections. For more information on the standby state, see “STANDBY”
on page 6-5.

It enables you to separate administration traffic from application traffic in your
domain. In production environments, separating the two forms of traffic ensures
that critical administration operations (starting and stopping servers, changing a
server’s configuration, and deploying applications) do not compete with
high-volume application traffic on the same network connection.

It allows you to administer a deadlocked server instance using the

webl ogi c. Adni n command line utility. If you do not configure an
administration port, administrative commands such as THREAD_DUMP and
SHUTDOWN will not work on deadlocked server instances.

If aadministration port is enabled, WebL ogic Server automatically generates an
Administration Channel based on the port settings upon server instance startup.

Administration Port Restrictions

The administration port accepts only secure, SSL traffic, and al connections viathe
port require authentication. Because of these features, enabling the administration port
imposes the following restrictions on your domain:

The Administration Server and all Managed Serversin your domain must be
configured with support for the SSL protocol. Managed Servers that do not
support SSL will be unable to connect with the Administration Server during
startup—you will have to disable the administration port in order to configure
them.

Because all server instances in the domain must enable or disable the
administration port at the same time, you configure the administration port at the
domain level. You can change an individual Managed Server’s administration
port number, but you cannot enable or disable the administration port for an
individual Managed Server. The ability to change the port number is useful if
you have multiple server instances with the same Listen Address.
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m After you enable the administration port, you must establish an SSL connection
to the Administration Server in order to start any Managed Server in the domain.
This applies whether you start Managed Servers manually, at the command line,
or using Node Manager. For instructions to establish the SSL connection, see
“Booting Managed Serversto use Administration Port” on page 11-9.

m After enabling the administration port, all Administration Console traffic must
connect viathe administration port.

Administration Port Requires SSL

The administration port requires SSL, which is enabled by default when you install
WebL ogic Server. If SSL has been disabled for any server instance in your domain,
including the Administration Server and all Managed Servers, re-enable it using the
Server--> Configuration-->General tab in the Administration Console.

Ensure that each server instance in the domain has a configured default listen port or
default SSL listen port. The default ports are those you assign on the
Server-->Configuration-->General tab in the Administration Console. A default port
isrequired inthe event that the server cannot bind to its configured administration port.
If an additional default port is available, the server will continue to boot and you can
change the administration port to an acceptable value.

By default WebL ogic Server is configured to use demonstration certificate files. To
configure production security components, follow the steps in “Configuring the SSL
Protocol” in Managing WebLogic Security.

Configure Administration Port

Enable the administration port as described in “ Enabling the Domain-Wide
Administration Port” in Administration Console Online Help.

After configuring the administration port, you must restart the Administration Server
and all Managed Serversto use the new administration port.
Booting Managed Servers to use Administration Port

To reboot Managed Servers to connect to the Administration Server’s administration
port, the command line or start script must specify theht t ps: // prefix, rather than
http://, asshown below.

- Dwebl ogi c. managenent . server=https://host:adm n_port
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If the hostname in the URL isis not identical to the hostname in the Administration
Server’s certificate, disable hostname verification in the command line or start script,
as shown below:

- Dnebl ogi c. security. SSL. i gnor eHost naneVeri fi cati on=true

Configuring a Channel

Y ou can configure a Network Channel using Servers-->Protocols-->Channelstab in
the Administration Console or using the Net wor kChannel MBean.

For instructions to configure a channel for a non-clustered Managed Server, see
“Configuring a Network Channel” in Administration Console Online Help. To
configure achannel for clustered Managed Servers see, “ Configuring Network
Channels with a Cluster” on page 11-11.

For asummary of key facts about Network Channels, and guidelines related to their
configuration, see “Configuring Channels: Facts and Rules’ on page 11-10.

Configuring Channels: Facts and Rules

Follow these guidelines when configuring a channel.

m  Each channel you configure for a particular server instance must have a unique
combination of Listen Address, Listen Port, and Protocol.

m A channel can be assigned to a single server instance.
m You can assign multiple channelsto a server instance.

m |f you assign non-SSL and SSL channels to the same server instance, make sure
that they do not use the same port number.

m After creating a new channel, you must restart the server instance for the channel
settings to take effect. Similarly, you must restart the server instance for most
channel configuration changes to take effect.
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Configuring a Channel

m  Some protocols do not support particular features of channels. In particular the
COM pratocol does not support SSL or tunneling.

m  You must define a separate channel for each protocol you wish the server
instance to support, with the exception of HTTP.

HTTPisenabled by default when you create a channel, because RMI protocols
typically require HTTP support for downloading stubs and classes. You can
disable HTTP support on the Advanced Options portion of
Servers-->Protocols-->Channels tab in the Administration Console.

m  WebLogic Server usesthe internal channel names . W.Def aul t Channel and
. W.Def aul t Admi nChannel and reservesthe . W prefix for channel names. do
not begin the name of a custom channel with the string . WL.

Configuring Network Channels with a Cluster

To configure a channel for clustered Managed Servers, note the information in
“Configuring Channels: Facts and Rules’ on page 11-10, and follow the guidelines
described in the following follow.

Create the Cluster

If you have not already configured a cluster you can:

m  Usethe Configuration Wizard to create a new, clustered domain, following the
instructionsin “Create a Clustered Domain” in Using WebLogic Clusters, or

m  Usethe Administration Console to create a cluster in an existing domain,
following the instructions “ Configuring a Cluster” in Administration Console
Online Help.

For information and guidelines about configuring a WebL ogic Server cluster, see
“Before You Start” in Using WebLogic Clusters.

Create and Assign the Network Channel

Use theinstructions in “ Configuring a Network Channel” in Administration Console
Online Help to create anew Network Channel for each Managed Server in the cluster.
When creating the new channels:
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m For each channel you want to usein the cluster, configure the channel
identically, including its name, on each Managed Server in the cluster.

m  Make sure that the Listen Port and SSL Listen Port you define for each Managed
Server’s channel are different than the Managed Server’s default listen ports. If
the custom channel specifies the same port as a Managed Server’s default port,
the custom channel and the Managed Server’s default channel will each try to
bind to the same port, and you will be unable to start the Managed Server.

m |f aCluster Address has been configured for the cluster, it will be appear in the
Cluster Address field on the Server-->Protocols-->Network
Channel-->Configuration tab. If a Cluster Address has not been configured,
supply it when configuring the Channel. The Network Channel requires a cluster
address to generate EJB handles and failover addresses for use with the cluster.
for information on cluster addressing, see “ Cluster Address’ in Using WebLogic
Clusters.
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CHAPTER

A Starting and Stopping

Servers: Quick
Reference

The following sections describe simple, frequently used ways to start and shut down
instances of WebL ogic Server:

m “Starting Instances of WebL ogic Server” on page A-2
m  “Shutting Down Instances of WebL ogic Server” on page A-4

For a comprehensive discussion of starting and shutting down WebL ogic Server
instances, refer to " Starting and Stopping Servers.”

Configuring and Managing WebL ogic Server A-1


http://e-docs.bea.com/wls/docs81b/ConsoleHelp/startstop.html

A s tarting and Stopping Servers: Quick Reference

Starting Instances of WebLogic Server

In the following table, W._HOVE refers to the directory in which you installed the
WebL ogic Server software.

Table 11-1 Starting Server Instances

To Start Do The Following
TheMedRecServer sample  Invoke the following command:
server

W._HOWMVE\ sanpl es\ server\confi g\ start MedRecServer. cnd
(Windows)
W._HOME\ sanpl es\ server\confi g\ start MedRecServer. sh (UNIX)

The server starts as an Administration Server in the MedRec domain.

The Examples server

Invoke the following command:

W._HOMVE\ sanpl es\ server\ confi g\ st art Exanpl esServer. cnd
(Windows)

W._HOMVE\ sanpl es\ server\ confi g\ st art Exanpl esServer. sh
(UNIX)

The server starts as an Administration Server in the Examples domain.

An Administration Server
that you create

Invoke the following command:

domai n_di rect ory\ st art WebLogi c. cnd (Windows)

domai n_di rect or y\ st art WebLogi c. sh (UNIX)

wheredonai n_di r ect or y isthedirectory that you specified asthe domain
directory.

Note:  Inadevelopment environment, it is usually sufficient to start an
Administration Server and deploy your applications directly onto the
Administration Server. |n a production environment, you create Managed
Serversto run applications.
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Table 11-1 Sarting Server Instances

To Start Do The Following

A Managed Server thatyou Do the following:
Create . .. .
1. Start the domain’s Administration Server.

2. Configure the Managed Server to communicate with a Node Manager.
For more information, refer to “Configuring a Machine.”

3. Start the Node Manager on the computer that you want to host the
Managed Server.
For more information, refer to " Starting Node Manager."

4. Start the domain’s Administration Console.
For moreinformation, refer to " Starting the Administration Console.”

5. Inleft pane of the Administration Console, expand the Servers folder.

6. Click on the name of the server. (See Figure 11-1.)

Figure11-1 Click on the Name of the Server

@ Console
= @ MedRec
B 3 Servers )
@ MedRecSener Click the na.me

£ clusters % of the servelr
[ machines

(| Deploymeants

[ serices

O Security
[ Damain Log Filters

7. Intheright pane, select the Control tab. Then select the Start/Stop tab.

8. Select Start this server. Then click Yesto confirm and start the server.

For information on the username and password that you use when starting a server,
refer to " Providing Usernames and Passwords to Start a Server."
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Shutting Down Instances of WebLogic
Server

The recommended procedure for shutting down a server is as follows:

1. Start the domain’s Administration Console. For more information, refer to
"Starting the Administration Console"

2. Inleft pane of the Administration Console, expand the Servers folder.

3. Click onthe name of a server. (See Figure 11-1.)

4. Intheright pane, select the Control tab. Then select the Start/Stop tab.

5. Select Shutdown this server. Then click Yesto confirm and shut down the server.

Thisinitiatesagraceful shutdown, inwhich the server notifies subsystemsto compl ete
al in-work requests. After the subsystems complete their work, the server stops.
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