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About This Document

This document describes BEA WebL ogic Server™ clusters, and provides an
introduction to developing clusters with WebL ogic Server 8.1.

The document is organized as follows:

Chapter 1, “Introduction to WebL ogic Server Clustering”

Chapter 2, “Communications in a Cluster”

Chapter 3, “Understanding Cluster Configuration and Application Deployment”
Chapter 4, “Load Balancing in a Cluster”

Chapter 5, “Failover and Replication in a Cluster”

Chapter 6, “Cluster Architectures’

Chapter 7, “ Setting up WebL ogic Clusters’

Chapter 8, “Troubleshooting Common Problems’

Appendix A, “The WebL ogic Cluster API”

Appendix B, “Configuring Alteon™ Hardware with Clusters’

Appendix C, “Configuring BIG-1P™ Hardware with Clusters’.
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Audience

This document is written for application devel opers and administrators who are
deploying Web-based applications on one or more clusters. It is assumed that readers
have afamiliarity with HTTP, HTML coding, and Java programming (servlets, JSP,
or EJB development).

e-docs Web Site

BEA product documentation is available on the BEA corporate Web site. From the
BEA Home page, click on Product Documentation.

How to Print the Document

Xii

Y ou can print acopy of thisdocument from aWeb browser, onefileat atime, by using
the File—>Print option on your Web browser.

A PDF version of this document is available on the WebL ogic Server documentation
Home page on the e-docs Web site (and al so on the documentation CD). Y ou can open
the PDF in Adobe Acrobat Reader and print the entire document (or a portion of it) in
book format. To access the PDFs, open the WebL ogic Server documentation Home
page, click the PDF files button and select the document you want to print.

If you do not have the Adobe Acrobat Reader, you can get it for free from the Adobe
Web site at http://www.adobe.com/.
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Related Information

m “The WebLogic Server EJB Container” in Programming WebLogic Enterprise
JavaBeans

m  Programming WebLogic HTTP Serviets

m  “Deploying and Configuring Web Applications’ in WebLogic Server
Administration Guide

Contact Us!

Y our feedback on the BEA WebL ogic Server documentation isimportant to us. Send
use-mail at docsupport@bea.comif you have questions or comments. Y our comments
will be reviewed directly by the BEA professionals who create and update the

WebL ogic Server documentation.

In your e-mail message, please indicate the software name and version you are using,
aswell asthetitle and document date of your documentation.

If you have any questions about this version of BEA WebL ogic Server, or if you have
problems installing and running BEA WebL ogic Server, contact BEA Customer
Support through BEA WebhSUPPORT at http://www.bea.com. Y ou can also contact
Customer Support by using the contact information provided on the Customer Support
Card, which isincluded in the product package.

When contacting Customer Support, be prepared to provide the following information:
m Your name, email address, phone number, and fax number

m Your company name and company address

m Your machine type and authorization codes

m  The name and version of the product you are using

m A description of the problem and the content of pertinent error messages
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Documentation Conventions

The following documentation conventions are used throughout this document.

Convention Item

boldfacetext  Indicates terms defined in the glossary.

Ctrl+Tab Indicates that you must press two or more keys simultaneously.

italics Indicates emphasis or book titles.

nonospace Indicates code samples, commands and their options, data structures and

t ext their members, data types, directories, and filenames and their extensions.
Monospace text aso indicates text that you must enter from the keyboard.
Examples:

#i ncl ude <iostreamh> void main ( ) the pointer psz
chrmod u+w *
\tux\ dat a\ ap

. doc

tux. doc

Bl TMAP

fl oat
nonospace Identifies significant words in code.
bol df ace Example:
text voi d comit ()
nonospace Identifies variables in code.
italic Example:
t ext .

String expr
UPPERCASE Indicates device names, environment variables, and logical operators.
TEXT Examples:

LPT1

SIGNON

OR
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Convention

Item

{1}

Indicates a set of choicesin asyntax line. The braces themselves should
never be typed.

[]

Indicates optional itemsin a syntax line. The brackets themselves should
never be typed.

Example:

buil dobjclient [-v] [-0 nane | [-f file-list]...
[-] file-list]...

Separates mutually exclusive choicesin a syntax line. The symbol itself
should never be typed.

Indicates one of the following in acommand line:

m  That an argument can be repeated several timesin acommand line

m  That the statement omits additional optional arguments

m  That you can enter additional parameters, values, or other information
The dllipsisitself should never be typed.

Example:

buildobjclient [-v] [-0 nane ] [-f file-list]...
[-1 file-list]...

Indicates the omission of items from a code example or from a syntax line.
The vertical ellipsisitself should never be typed.
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CHAPTER

1 Introduction to

WebLogic Server
Clustering

This section is a brief introduction to WebL ogic Server clusters. It contains the
following information:

m “What IsaWebLogic Server Cluster?’ on page 1-1

m “How Does a Cluster Relate to aDomain?’ on page 1-2

m “What Are the Benefits of Clustering?’ on page 1-3

m “What Arethe Key Capabilities of a Cluster?’ on page 1-4

m “What Types of Objects Can Be Clustered?’ on page 1-5

m “What Types of Objects Cannot Be Clustered?’ on page 1-10

m “What Are the New Clustering Features in WebL ogic Server 8.1?" on page 1-10

What Is a WebLogic Server Cluster?

A WebL ogic Server cluster consists of multiple WebL ogic Server server instances
running simultaneously and working together to provide increased scalability and
reliability. A cluster appearsto clientsto be a single WebL ogic Server instance. The
server instancesthat constitute a cluster can run on the same machine, or be located on

Using WebL ogic Server Clusters 1-1
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different machines. You can increase a cluster’s capacity by adding additional server
instances to the cluster on an existing machine, or you can add machines to the cluster
to host theincremental server instances. Each server instance in acluster must run the
same version of WebL ogic Server.

How Does a Cluster Relate to a Domain?

1-2

A cluster is part of aparticular WebL ogic Server domain.

A domainisan interrelated set of WebL ogic Server resources that are managed as a
unit. A domain includes one or more WebL ogic Server instances, which can be
clustered, non-clustered, or acombination of clustered and non-clustered instances. A
domain can include multiple clusters. A domain also contains the application
components deployed in the domain, and the resources and services required by those
application components and the server instances in the domain. Examples of the
resources and services used by applications and server instances include machine
definitions, optional network channels, connectors, and startup classes.

Y ou can use avariety of criteriafor organizing WebL ogic Server instances into
domains. For instance, you might choose to allocate resources to multiple domains
based on logical divisions of the hosted application, geographical considerations, or
the number or complexity of the resources under management. For additional
information about domains see “Overview of WebL ogic Server Domains’ in
Configuring and Managing WebLogic Server.

In each domain, one WebL ogic Server instance acts asthe Administration Server—the
server instance which configures, manages, and monitorsall other server instancesand
resources in the domain. Each Administration Server manages one domain only. If a
domain contains multiple clusters, each cluster in the domain has the same
Administration Server.

All server instances in a cluster must reside in the same domain; you cannot “split” a
cluster over multiple domains. Similarly, you cannot share a configured resource or
subsystem between domains. For example, if you create a JDBC connection pool in
one domain, you cannot use it with a server instance or cluster in another domain.
(Instead, you must create a similar connection pool in the second domain.)
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What Are the Benefits of Clustering?

Clustered WebL ogic Server instances behave similarly to non-clustered instances,
except that they provide failover and load balancing. The process and tools used to
configure clustered WebL ogic Server instances are the same asthose used to configure
non-clustered instances. However, to achieve the load balancing and failover benefits
that clustering enables, you must adhereto certain guidelinesfor cluster configuration.

To understand how the failover and load balancing mechanisms used in WebL ogic
Server relate to particular configuration options see “L oad Balancing in a Cluster” on
page 4-1, and “Failover and Replication in a Cluster” on page 5-1.

Detailed configuration recommendations are included throughout the instructionsin
“Setting up WebL ogic Clusters’ on page 7-1.

What Are the Benefits of Clustering?

A WebL ogic Server cluster provides these benefits:
m  Scalability

The capacity of an application deployed on a WebL ogic Server cluster can be
increased dynamically to meet demand. You can add server instances to a cluster
without interruption of service—the application continues to run without impact
to clients and end users.

m  High-Availability

In aWebL ogic Server cluster, application processing can continue when a server
instance fails. You “cluster” application components by deploying them on
multiple server instances in the cluster—so, if a server instance on which a
component is running fails, another server instance on which that component is
deployed can continue application processing.

The choice to cluster WebL ogic Server instances is transparent to application
developers and clients. However, understanding the technical infrastructure that
enables clustering will help programmers and administrators maximize the scalability
and availability of their applications.
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What Are the Key Capabilities of a Cluster?

1-4

This section defines, in non-technical terms, the key clustering capabilitiesthat enable
scalability and high availability.

m Failover

Simply put, failover means that when an application component (typically
referred to as an “object” in the following sections) doing a particular “job” —
some set of processing tasks—becomes unavailable for any reason, a copy of the
failed object finishes the job.

For the new object to be able to take over for the failed object:
e There must be a copy of the failed object available to take over the job.

e There must be information, available to other objects and the program that
manages failover, defining the location and operational status of all objects—
so that it can be determined that the first object failed before finishing its job.

e There must be information, available to other objects and the program that
manages failover, about the the progress of jobsin process—so that an object
taking over an interrupted job knows how much of the job was completed
before the first object failed, for example, what data has been changed, and
what stepsin the process were compl eted.

WebL ogic Server uses standards-based communication techniques and
facilities—multicast, |P sockets, and the Java Naming and Directory Interface
(INDI)—to share and maintain information about the availability of objectsin a
cluster. These techniques allow WebL ogic Server to determine that an object
stopped before finishing its job, and where there is a copy of the object to
complete the job that was interrupted.

Information about what has been done on ajob is called state. WebL ogic Server
maintains information about state using techniques called session replication and
replica-aware stubs. When a particular object unexpectedly stops doing its job,
replication techniques enable a copy of the object pick up where the failed object
stopped, and finish the job.

= Load Balancing
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Load balancing is the even distribution of jobs and associated communications
across the computing and networking resources in your environment. For |oad
balancing to occur:

e There must be multiple copies of an object that can do a particular job.

e |nformation about the the location and operational status of all objects must
be available.

WebL ogic Server allows objects to be clustered—deployed on multiple server
instances—so that there are alternative objects to do the same job. WebL ogic
Server shares and maintains the availability and location of deployed objects
using multicast, 1P sockets, and JNDI.

A detailed discussion of how communications and replication techniques are
employed by WebL ogic Server isprovided in “Communicationsin aCluster” on page
2-1.

What Types of Objects Can Be Clustered?

A clustered application or application component is one that is available on multiple
WebL ogic Server instancesin a cluster. If an object is clustered, failover and load
balancing for that object isavailable. Deploy objects homogeneously—to every server
instance in your cluster—to simplify cluster administration, maintenance, and
troubleshooting.

Web applications can consist of different types of objects, including Enterprise Java
Beans (EJBS), servlets, and Java Server Pages (JSPs). Each object type has a unique
set of behaviors related to control, invocation, and how it functions within an
application. For this reason, the methods that WebL ogic Server uses to support
clustering—and hence to provide load balancing and failover—can vary for different
types of objects. Thefollowing types of objects can be clustered in aWebL ogic Server
deployment:

m Serviets
m JSPs
m EJBs
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m Remote Method Invocation (RMI) objects
m JavaMessaging Service (IMS) destinations
m Java Database Connectivity (JDBC) connections

Different object types can have certain behaviorsin common. When thisis the case,
the clustering support and implementation considerationsfor those similar object types
may be same. In the sections that follow, explanations and instructions for the
following types of objects are generally combined:

m  Servletsand JSPs
m EJBsand RMI objects

The sections that follow briefly describe the clustering, failover, and load balancing
support that WebL ogic Server provides for different types of objects.

Servlets and JSPs

1-6

WebL ogic Server provides clustering support for servlets and JSPs by replicating the
HTTP session state of clientsthat access clustered servletsand JSPs. WebL ogic Server
can maintain HTTP session states in memory, afilesystem, or a database.

To enable automatic failover of servlets and JSPs, session state must persist in
memory. For information about how failover works for servlets and JSPs, and for
related requirements and programming considerations, see “HTTP Session State
Replication” on page 5-3.

Y ou can balance the servlet and JSP |oad across a cluster using a WebL ogic Server
proxy plug-in or external load balancing hardware. WebL ogic Server proxy plug-ins
perform round robin load balancing. External load balancerstypically support avariety
of session load balancing mechanisms. For moreinformation, see*“L oad Balancing for
Servlets and JSPs’ on page 4-1.
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EJBs and RMI Objects

Load balancing and failover for EIBsand RMI objectsishandled using replica-aware
stubs, which can locate instances of the object throughout the cluster. Replica-aware
stubs are created for EJBs and RMI objects as aresult of the object compilation
process. EJBs and RMI objects are deployed homogeneously—to all the server
instancesin the cluster.

Failover for EJBs and RMI objects is accomplished using the object’ s replica-aware
stub. When aclient makesacall through areplica-aware stub to aservicethat fails, the
stub detects the failure and retries the call on another replica. To understand failover
support for different types of objects, see “ Replication and Failover for EJBs and
RMIs’ on page 5-14.

WebL ogic Server clusters support multiple algorithms for load balancing clustered
EJBs and RMI objects: round-robin, weight-based, random, round-robin-affinity,
weight-based-affinity, and random-affinity. By default, aWebLogic Server cluster
will use the round-robin method. Y ou can configure a cluster to use one of the other
methods using the Administration Console. The method you select is maintained
within the replica-aware stub obtained for clustered objects. For details, see L oad
Balancing for EJBs and RMI Objects’ on page 4-6.

JDBC Connections

WebL ogic Server allows you to cluster JDBC objects, including data sources,
connection pools and multipools, to improve the availability of cluster-hosted
applications. Each JDBC object you configure for your cluster must exist on each
managed server in the cluster—when you configure the JDBC objects, target them to
the cluster.

m Data Sources—In a cluster, external clients must obtain connections through a
JDBC data source on the INDI tree. The data source uses the WebL ogic Server
RMI driver to acquire a connection. The cluster-aware nature of WebL ogic data
sourcesin external client applications alows a client to request another
connection if the server instance hosting the previous connection fails. Although
not strictly required, BEA recommends that server-side clients also obtain
connections via a data source on the JNDI tree.
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m  Connection Pools—Connection pools are a collection of ready-to-use database

connections. When a connection pool starts up, it creates a specified number of
identical physical database connections. By establishing connections at start-up,
the connection pool eliminates the overhead of creating a database connection
for each application. BEA recommends that both client and server-side
applications obtain connections from a connection pool through a data source on
the INDI tree. When finished with a connection, applications return the
connection to the connection pool.

Multipools—Muultipools are multiplexers for basic connection pools. To the
application they appear exactly as basic pools, but multipools allow you to
establish a pool of connection pooals, in which the connection attributes vary
from connection pool to connection pool. All of the connectionsin agiven
connection pool are identical, but the connections in each connection pool in a
multipool should vary in some significant way such that an expected failure of
one pool will not invalidate another pool in the multipool. Usually these pools
will beto different instances of the same database.

Multipools are only useful if there are multiple distinct database instances that
can equally handle an application connection, and the application system takes
care of synchronizing the databases when application work is distributed among
the databases. In rare cases it may be valuable to have the pools to the same
database instance, but as different users. Thiswould be useful if the DBA
disabled one user, leaving the other user viable.

By default, a clustered multipool provides high availability (DBMS failover). A
multipool can be optionally configured to also provide load balancing.

For more information about JDBC, see “ Creating and Deploying JDBC
Components—Connection Pools, MultiPools, and Data Sources” in the
Administration Console Online Help.

Getting Connections with Clustered JDBC

1-8

To ensure that any JDBC request can be handled equivalently by any cluster member,
each managed server in the cluster must have similarly named/defined pools and, if
applicable, multipools. Data sources, if intended for usein external clients, should be
targeted to the cluster so they are cluster-aware and their connections can be to any
cluster members.

m External Clients Connections—External clients that require a database

connection perform a INDI lookup and obtain areplica-aware stub for the data
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source. The stub for the data source contains alist of the server instances that
host the data source—which should be all of the Managed Serversin the cluster.
Replica-aware stubs contain load balancing logic for distributing the load among
host server instances.

m  Server-Side Client Connections—For server-side use, application code can use a
server-side pool driver directly instead of a INDI lookup and a data source, but
if adatasourceisused, it will be alocal object. A server-side data source will
not go to another cluster member for its IDBC connections. The data source
obtains a connection from the pool it references. The connection is pinned to the
local server instance for the duration of the database transaction, and aslong as
the application code retainsit (until the connection is closed).

Failover and Load Balancing for JDBC Connections

JMS

Clustering your JDBC objects does not enable failover of connections but it can ease
the process of reconnection when a connection fails. In replicated database
environments, multipools may be clustered to support database failover, and
optionally, load balancing of connections. See the following topics for more
information:

m  To understand the behavior of clustered JDBC objects when failures occur, see
“Failover and JDBC Connections’ on page 5-25.

m  Tolearn more about how clustered multipools enable load balancing of
connections, see “Load Balancing for JDBC Connections’ on page 4-20.

m  For instructions on configuring clustered JDBC objects, see “ Configure
Clustered JDBC” on page 7-24.

The WebL ogic Java Messaging Service (JMS) architecture implements clustering of
multiple IMS servers by supporting cluster-wide, transparent access to destinations
from any WebL ogic Server server instancein the cluster. Although WebL ogic Server
supports distributing JM S destinations and connection factories throughout a cluster,
the same JM S topic or queue is still managed separately by each WebL ogic Server
instance in the cluster.
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Load balancing is supported for IMS. To enable load balancing, you must configure
targets for IMS servers. For more information about load balancing and IMS
components, see “Load Balancing for IMS’ on page 4-18. For instructions on setting
up clustered IMS, see “ Configure Migratable Targets for Pinned Services’ on page
7-23 and “Deploying, Activating, and Migrating Migratable Services’” on page 7-29.

Automatic failover is not supported by WeblL ogic IMS in thisrelease.

What Types of Objects Cannot Be Clustered?

The following APIs and internal services cannot be clustered in WebL ogic Server:
m Fileservices

= Time services

m  WebL ogic Events (deprecated in WebL ogic Server 6.0)

m  Workspaces (deprecated in WebL ogic Server 6.0)

Y ou can still use these services on individual WebL ogic Server instancesin acluster.
However, the services do not make use of load balancing or failover features.

What Are the New Clustering Features in
WebLogic Server8.1?

The new featuresin WebL ogic Server 8.1 that pertain to clustering are describe in the
following sections.
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Server Affinity for Client Connections to RMI Objects

WebL ogic Server 8.1 provides new server affinity features that reduce the number of
sockets used for RMI communications. For details, see “ Round-Robin Affinity,
Weight-Based Affinity, and Random-Affinity” on page 4-10.
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CHAPTER

2 Communications in a
Cluster

WebL ogic Server clustersimplement two key features: load balancing and failover.
The following sections provide information that hel ps architects and administrators
configure a cluster that meets the needs of a particular Web application:

m “WebL ogic Server Communication in a Cluster” on page 2-1
m “Cluster-Wide JNDI Naming Service” on page 2-9

WebLogic Server Communication in a
Cluster

WebL ogic Server instances in a cluster communicate with one another using two
basic network technologies:

e |Pmulticast, which server instances use to broadcast availability of services
and heartbeats that indicate continued availability.

e |P sockets, which are the conduits for peer-to-peer communication between
clustered server instances.

The way in which WebL ogic Server uses |P multicast and socket communication
affects the way you configure your cluster.
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One-to-Many Communication Using IP Multicast

IP multicast is a simple broadcast technology that enables multiple applications to
“subscribe” to agiven | P address and port number and listen for messages. A multicast
addressis an |P address in the range from 224.0.0.0 to 239.255.255.255.

IP multicast broadcasts messages to applications, but it does not guarantee that
messages are actually received. If an application’slocal multicast buffer is full, new
multicast messages cannot be written to the buffer and the application is not notified
when messages are “ dropped.” Because of thislimitation, WebL ogic Server instances
alow for the possihility that they may occasionally miss messagesthat were broadcast
over |P multicast.

WebL ogic Server uses | P multicast for all one-to-many communications among server
instances in a cluster. This communication includes:

m  Cluster-wide INDI updates—Each WebL ogic Server instance in a cluster uses
multicast to announce the availability of clustered objects that are deployed or
removed locally. Each server instance in the cluster monitors these
announcements and updatesits local JNDI treeto reflect current deployments of
clustered objects. For more details, see “Cluster-Wide JINDI Naming Service” on

page 2-9.

m Cluster heartbeats— Each WebL ogic Server instance in a cluster uses multicast
to broadcast regular “ heartbeat” messages that advertise its availability. By
monitoring heartbeat messages, server instances in a cluster determine when a
server instance has failed. (Clustered server instances also monitor | P sockets as
amore immediate method of determining when a server instance hasfailed.)

Multicast and Cluster Configuration

2-2

Because multicast communications control critical functions related to detecting
failures and maintaining the cluster-wide JINDI tree (described in “ Cluster-Wide JNDI
Naming Service” on page 2-9) it isimportant that neither the cluster configuration nor
the network topology interfere with multicast communications. The sections that
follow provide guidelines for avoiding problems with multicast communication in a
cluster.
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If Your Cluster Spans Multiple Subnets in a WAN

In many deployments, clustered server instances reside within a single subnet,
ensuring multicast messages are reliably transmitted. However, you may want to
distribute aWebL ogic Server cluster across multiple subnetsin aWide Area Network
(WAN) toincrease redundancy, or to distribute clustered server instances over alarger
geographical area.

If you choose to distribute a cluster over aWAN (or across multiple subnets), plan and
configure your network topology to ensure that multicast messages are reliably
transmitted to all server instancesin the cluster. Specifically, your network must meet
the following requirements:

m Full support of 1P multicast packet propagation. In other words, all routers and
other tunneling technol ogies must be configured to propagate multicast messages
to clustered server instances.

m  Network latency low enough to ensure that most multicast messages reach their
final destination in 200 to 300 milliseconds.

m  Multicast Time-To-Live (TTL) value for the cluster high enough to ensure that
routers do not discard multicast packets before they reach their final destination.
For instructions on setting the Multicast TTL parameter, see “Configure
Multicast Time-To-Live (TTL)” on page 7-36.

Note: Distributing a WebL ogic Server cluster over aWAN may require network
facilitiesin addition to the multicast requirements described above. For
example, you may want to configure load balancing hardware to ensure that
client requests are directed to server instancesin the most efficient manner (to
avoid unnecessary network hops).

Firewalls Can Break Multicast Communication

Although it may be possible to tunnel multicast traffic through afirewall, this practice
is not recommended for WebL ogic Server clusters. Treat each WebL ogic Server
cluster asalogical unit that provides one or more distinct servicesto clients of a\Web
application. Do not split thislogical unit between different security zones.
Furthermore, any technologies that potentially delay or interrupt | P traffic can disrupt
aWebL ogic Server cluster by generating false failures due to missed heartbeats.
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Do Not Share the Cluster Multicast Address with Other Applications

Although multiple WebL ogic Server clusters can share asingle | P multicast address

and port, other applications should not broadcast or subscribe to the multicast address
and port used by your cluster or clusters. That is, if the machine or machinesthat host
your cluster also host other applications that use multicast communications, make sure
that those applications use a different multicast address and port than the cluster does.

Sharing the cluster multicast address with other applications forces clustered server
instances to process unnecessary messages, introducing overhead. Sharing a multicast
address may also overload the |P multicast buffer and delay transmission of WebL ogic
Server heartbeat messages. Such delays can result in aWebL ogic Server instance
being marked as failed, smply because its heartbeat messages were not received in a
timely manner.

For these reasons, assign a dedicated multicast address for use by WebL ogic Server
clusters, and ensure that the address can support the broadcast traffic of all clustersthat
use the address.

If Multicast Storms Occur

If server instances in a cluster do not process incoming messages on atimely basis,
increased network traffic, including NAK messages and heartbeat re-transmissions,
can result. The repeated transmission of multicast packets on a network isreferred to
asamulticast storm, and can stress the network and attached stations, potentially
causing end-stations to hang or fail. Increasing the size of the multicast buffers can
improve the rate at which announcements are transmitted and received, and prevent
multicast storms. See “ Configure Multicast Buffer Size” on page 7-37.

Peer-to-Peer Communication Using IP Sockets

2-4

I P sockets provide a simple, high-performance mechanism for transferring messages
and data between two applications. Clustered WebL ogic Server instances use IP
sockets for:

m  Accessing non-clustered objects deployed to another clustered server instance on
adifferent machine.

m  Replicating HTTP session states and stateful session EJB states between a
primary and secondary server instance.
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m Accessing clustered objects that reside on aremote server instance. (This
generaly occursonly in amulti-tier cluster architecture, such as the one
described in “Recommended Multi-Tier Architecture” on page 6-6.)

Note: The use of IP socketsin WebL ogic Server extends beyond the cluster
scenario—all RMI communication takes place using sockets, for example,
when aremote Java client application accesses aremote object.

Proper socket configuration is crucial to the performance of a WebL ogic Server
cluster. Two factors determine the efficiency of socket communicationsin WebL ogic
Server:

m  Whether the server instance’s host system uses a native or a pure-Java socket
reader implementation.

m For systems that use pure-Java socket readers, whether the server instanceis
configured to use enough socket reader threads.

Pure-Java Versus Native Socket Reader Implementations

Although the pure-Javaimplementation of socket reader threadsis areliable and
portable method of peer-to-peer communication, it does not provide the best
performance for heavy-duty socket usage in a WebL ogic Server cluster. With
pure-Java socket readers, threads must actively poll all opened sockets to determine if
they contain datato read. In other words, socket reader threads are always “ busy”
polling sockets, even if the sockets have no data to read. This unnecessary overhead
can reduce performance.

The performanceissueis magnified when aserver instance has more open socketsthan
it has socket reader threads—each reader thread must poll more than one open socket.
When the socket reader encounters an inactive socket, it waits for atimeout before
servicing another. During this timeout period, an active socket may go unread while
the socket reader pollsinactive sockets, as shown in the following figure.
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Figure2-1 Pure-Java Socket Reader Threads Pall I nactive Sockets
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For best socket performance, configure the WebL ogic Server host machine to use the
native socket reader implementation for your operating system, rather than the
pure-Javaimplementation. Native socket readers use far more efficient techniques to
determineif there is data to read on a socket. With a native socket reader
implementation, reader threads do not need to poll inactive sockets—they service only
active sockets, and they areimmediately notified (viaan interrupt) when agiven socket
becomes active.

Note: Applets cannot use native socket reader implementations, and therefore have
limited efficiency in socket communication.

For instructions on how to configure the WebL ogic Server host machine to use the
native socket reader implementation for your operating system, see“ Configure Native
I P Sockets Readers on Machines that Host Server Instances’ on page 7-35.

Configuring Reader Threads for Java Socket Implementation

2-6

If you do use the pure-Java socket reader implementation, you can still improve the
performance of socket communication by configuring the proper number of socket
reader threads for each server instance. For best performance, the number of socket
reader threads in WebL ogic Server should equal the potential maximum number of
opened sockets. This configuration avoids the situation in which areader thread must
service multiple sockets, and ensures that socket datais read immediately.

To determine the proper number of reader threads for server instancesin your cluster,
see the following section, “Determining Potential Socket Usage.”
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For instructions on how to configure socket reader threads, see “ Set the Number of
Reader Threads on Machines that Host Server Instances’ on page 7-36.

Determining Potential Socket Usage

Each WebL ogic Server instance can potentially open a socket for every other server
instance in the cluster. However, the actual maximum number of sockets used at a
given time depends on the configuration of your cluster. In practice, clustered systems
generally do not open a socket for every other server instance, because objects are
deployed homogeneously—to each server instance in the cluster.

If your cluster usesin-memory HT TP session state replication, and you deploy objects
homogeneously, each server instance potentially opens a maximum of only two
sockets, as shown in the following figure.

Figure2-2 Homogeneous Deployment Minimizes Socket Requirements
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The two sockets in this example are used to replicate HT TP session states between
primary and secondary server instances. Sockets are not required for accessing
clustered objects, due to the collocation optimizations that WebL ogic Server usesto
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access those objects. (These optimizations are described in “ Optimization for
Collocated Objects’ on page 4-15.) In this configuration, the default socket reader
thread configuration is sufficient.

Deployment of "pinned" services—servicesthat are active on only one server instance
at atime—can increase socket usage, because server instances may need to open
additional socketsto accessthe pinned object. (This potential can only be released if a
remote server instance actually accesses the pinned object.) The following figure
shows the potential effect of deploying a non-clustered RMI object to Server A.

Figure2-3 Non-Clustered Objects I ncrease Potential Socket Requirements
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In this example, each server instance can potentially open amaximum of three sockets
at agiven time, to accommodate HT TP session state replication and to access the
pinned RMI object on Server A.

Note: Additional sockets may also be required for servlet clustersin a multi-tier
cluster architecture, as described in “ Configuration Notes for Multi-Tier
Architecture” on page 7-38.
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Client Communication via Sockets

Clients of acluster use the Javaimplementation of socket reader threads.

In WebL ogic Server 8.1, you can configure server affinity load balancing algorithms
that reduce the number of 1P sockets opened by a Javaclient application. A client
accessing multiple objects on a server instance will use a single socket. If an object
fails, the client will failover to aserver instance to which it already has an open socket,
if possible. In 7.0, under some circumstances, a client might open a socket to each
server instance instance in a cluster.

For best performance, configure enough socket reader threads in the Java Virtual
Machine (JVM) that runs the client. For instructions, see “ Set the Number of Reader
Threads on Client Machines’ on page 7-36.

Cluster-Wide JNDI Naming Service

Clients of a non-clustered WebL ogic Server server instance access objects and
services by using a INDI-compliant naming service. The JINDI naming service
contains alist of the public services that the server instance offers, organized in atree
structure. A WebL ogic Server instance offers a new service by binding into the INDI
tree aname that represents the service. Clients obtain the service by connecting to the
server instance and looking up the bound name of the service.

Server instancesin acluster utilize acluster-wide INDI tree. A cluster-wide JNDI tree
issimilar to asingle server instance JNDI tree, insofar as the tree contains a list of
available services. In addition to storing the names of local services, however, the
cluster-wide INDI tree stores the services offered by clustered objects (EJBs and RMI
classes) from other server instancesin the cluster.

Each WebL ogic Server instance in a cluster creates and maintains alocal copy of the
logical cluster-wide JNDI tree. The follow sections describe how the cluster-wide
JNDI tree is maintained, and how to avoid naming conflicts that can occur in a
clustered environment.

Warning: Do not use the cluster-wide JNDI tree as a persistence or caching
mechanism for application data. Although WebL ogic Server replicatesa
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clustered server instance’s INDI entries to other server instancesin the
cluster, those entries are removed from the cluster if the original instance
fails. Also, storing large objects within the INDI tree can overload
multicast traffic and interfere with the normal operation of a cluster.

How WebLogic Server Creates the Cluster-Wide JNDI

Tree

2-10

Each WebL ogic Server in acluster builds and maintains its own local copy of the
cluster-wide JNDI tree, which lists the services offered by all members of the cluster.
Creation of acluster-wide JNDI tree begins with the local INDI tree bindings of each
server instance. As a server instance boots (or as new services are dynamically
deployed to arunning server instance), the server instance first binds the
implementations of those servicesto thelocal INDI tree. Theimplementationisbound
into the INDI tree only if no other service of the same name exists.

Note: When you start aManaged Server in a cluster, the server instance identifies
other running server instancesin the cluster by listening for heartbeats, after a
warm-up period specified by the Menber War nupTi meout Seconds parameter
in C ust er MBean. The default warm-up period is 30 seconds.

Once the server instance successfully binds a service into the local INDI tree,
additional steps are performed for clustered objectsthat use replica-aware stubs. After
binding the clustered object’ s implementation into the local INDI tree, the server
instance sendsthe object’ s stub to other members of the cluster. Other members of the
cluster monitor the multicast address to detect when remote server instances offer new
services.

The following figure shows a snapshot of the INDI binding process.
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Figure2-4 Server A Bindsan Object in itsJNDI Tree, then Multicasts Object
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Inthe previousfigure, Server A hassuccessfully bound animplementation of clustered
Object X intoitslocal INDI tree. Because Object X is clustered, it offers this service
to all other members of the cluster. Server C is still in the process of binding an
implementation of Object X.

Other server instancesin the cluster listening to the multicast address note that Server
A offersanew servicefor clustered object, X. These server instances update their local
JNDI treesto include the new service.

Updating the local INDI bindings occursin one of two ways:

m |f the clustered service is not yet bound in the local JNDI tree, the server
instance binds a new replica-aware stub into the local tree that indicates the
availahility of Object X on Server A. Servers B and D would update their local
JNDI treesin this manner, because the clustered object is not yet deployed on
those server instances.

m If the server instance aready has abinding for the cluster-aware service, it
updatesits local JINDI tree to indicate that areplica of the serviceisaso
available on Server A. Server C would update its INDI tree in this manner,
because it will already have a binding for the clustered Object X.
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Inthismanner, each server instancein the cluster createsitsown copy of acluster-wide
JINDI tree. The same process would be used when Server C announces that Object X
hasbeenboundintoitslocal INDI tree. After all broadcast messagesarereceived, each
server instance in the cluster would have identical local INDI trees that indicate the
availability of the object on Servers A and C, as shown below.

Figure2-5 Each Server’'sJNDI Treeisthe Same after Multicast Messages are
Received

A B
Object X Object X
A, C A1 C
D C
Object X Object X
A, C A, C

Note: Inan actual cluster, Object X would be deployed homogeneoudly, and an
implementation which can invoke the object would be available on al four
server instances.

How JNDI Naming Conflicts Occur

2-12

Simple INDI naming conflicts occur when a server instance attemptsto bind a
non-clustered servicethat usesthe same name as anon-clustered servicealready bound
inthe JNDI tree. Cluster-level INDI conflicts occur when aserver instance attemptsto
bind a clustered object that uses the name of a non-clustered object already bound in
the INDI tree.
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Cluster-Wide JNDI Naming Service

WebL ogic Server detects ssmple naming conflicts (of non-clustered services) when
those servicesare bound to thelocal INDI tree. Cluster-level INDI conflicts may occur
when new services are advertised over multicast. For example, if you deploy a pinned
RMI object on one server instance in the cluster, you cannot deploy areplica-aware
version of the same object on another server instance.

If two server instancesin a cluster attempt to bind different clustered objectsusing the
same name, both will succeed in binding the object locally. However, each server
instance will refuse to bind the other server instance’' s replica-aware stub in to the
JNDI tree, dueto the INDI naming conflict. A conflict of thistypewould remain until
one of the two server instances was shut down, or until one of the server instances
undeployed the clustered object. This same conflict could aso occur if both server
instances attempt to deploy a pinned object with the same name.

Deploy Homogeneously to Avoid Cluster-Level JNDI Conflicts

To avoid cluster-level INDI conflicts, you must homogeneously deploy all
replica-aware objects to all WebL ogic Server instancesin a cluster. Having
unbalanced deployments across WebL ogic Server instances increases the chance of
JNDI naming conflicts during startup or redeployment. It can also lead to unbalanced
processing loads in the cluster.

If you must pin specific RMI objects or EJBsto individual server instances, do not
replicate the object’ s bindings across the cluster.

How WebLogic Server Updates the JNDI Tree

When aclustered object is removed (undeployed from a server instance), updates to
the INDI tree are handled similarly to the updates performed when new services are
added. The server instance on which the service was undepl oyed broadcasts amessage
indicating that it no longer provides the service. Again, other server instancesin the
cluster that observe the multicast message update their local copies of the INDI treeto
indicate that the service is no longer available on the server instance that undeployed
the object.
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Once the client has obtained a replica-aware stub, the server instances in the cluster
may continue adding and removing host servers for the clustered objects. Asthe
information in the JNDI tree changes, the client’s stub may also be updated.
Subsequent RMI requests contain update information as necessary to ensure that the
client stub remains up-to-date.

Client Interaction with the Cluster-Wide JNDI Tree

2-14

Clientsthat connect to aWebL ogic Server cluster and look up aclustered object obtain
areplica-aware stub for the object. This stub contains the list of available server
instances that host implementations of the object. The stub also contains the load
balancing logic for distributing the load among its host servers.

For more information about replica-aware stubs for EJBs and RMI classes, see
“Replication and Failover for EJBs and RMIS’ on page 5-14.

For amore detailed discussion of how WebL ogic INDI isimplemented in aclustered
environment and how to make your own objects available to JINDI clients, see“Using
WebL ogic INDI in a Clustered Environment” in Programming WebLogic JNDI.
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CHAPTER

3

Understanding Cluster

Configuration and
Application
Deployment

This following sections explain how the information that defines the configuration of
acluster is stored and maintained, and the methods you can use to accomplish
configuration tasks:

m “Cluster Configuration and config.xml” on page 3-2
m “Role of the Administration Server” on page 3-2

m “How Dynamic Configuration Works’ on page 3-5
m  “Application Deployment Topics’ on page 3-5

m “Methods of Configuring Clusters’ on page 3-9

Note: Much of the information in this section also pertains to the process of
configuring a WebL ogic domain in which the server instances are not
clustered.
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Cluster Configuration and config.xml

Theconfig. xm fileisan XML document that describes the configuration of a
WebL ogic Server domain. The content and structure of the confi g. xml isdefinedin
the associated Document Type Definition (DTD), confi g. dt d.

config. xm consists of aseries of XML elements. The Domain element isthe
top-level element, and all elementsin the Domain descend from the Domain el ement.
The Domain element includes child elements, such as the Server, Cluster, and
Application elements. These child elements may have children of their own. For
example, the Server element includes the child elements WebServer, SSL and Log.
The Application element includes the child elements EJBComponent and

WebA ppComponent.

Each element has one or more configurable attributes. An attribute defined in

confi g. dt d hasacorresponding attribute in the configuration API. For example, the
Server element hasalLi st enPort attribute, and likewise, the

webl ogi c. managenment . confi gurati on. Ser ver MBean hasali st enPort
attribute. Configurable attributes are readable and writable, that is, Ser ver MBean has
aget Li stenPort and aset Li st enPort method.

To learn more about conf i g. xm , see BEA WebLogic Server Configuration
Reference.

Role of the Administration Server

32

The Administration Server isthe WebL ogic Server instance that configures and
manages the WebL ogic Server instances in its domain.

A domain can include multiple WebL ogic Server clusters and non-clustered

WebL ogic Server instances. Strictly speaking, adomain could consist of only one
WebL ogic Server instance—however, in that case that sole server instance would be
an Administration Server, because each domain must have exactly one Administration
Server.
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Role of the Administration Server

There are avariety of ways to invoke the services of the Administration Server to
accomplish configuration tasks, asdescribed in “Methods of Configuring Clusters’ on
page 3-9. Whichever method is used, the Administration Server for a cluster must be
running when you modify the configuration.

When the Administration Server starts, it loadsthe confi g. xm for the domain. It
looksfor confi g. xm inthe current directory. Unless you specify another directory
when you create adomain, confi g. xnl isstoredin:

BEA_HOVE/ user _pr oj ect s/ mydomain
where mydomain is a domain-specific directory, with the same name as the domain.

Each time the Administration Server starts successfully, a backup configuration file
named conf i g. xm . boot ed is created in the domain directory. In the unlikely event
that theconfi g. xnl file should be corrupted during thelifetime of the server instance,
it is possible to revert to this previous configuration.

The following figure shows atypical production environment that contains an
Administration Server and multiple WebL ogic Servers instances. When you start the
server instances in such adomain, the Administration Server is started first. As each
additional server instance is started, it contacts the Administration Server for its
configuration information. In this way, the Administration Server operates as the
central control entity for the configuration of the entire domain.
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Figure3-1 WebL ogic Server Configuration
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What Happens if the Administration Server Fails?

The failure of an Administration Server for adomain does not affect the operation of
Managed Serversin the domain. If an Administration Server for adomain becomes
unavailablewhilethe server instancesit manages—clustered or otherwise—are up and
running, those Managed Servers continue to run. If the domain contains clustered
server instances, the load balancing and failover capabilities supported by the domain
configuration remain available, even if the Administration Server fails.

Note: If an Administration Server fails because of ahardware or software failure on
its host machine, other server instances on the same machine may be similarly
affected. However, the failure of an Administration Server itself does not
interrupt the operation of Managed Serversin the domain.

For instructions on re-starting an Administration Server, see “Restarting an

Administration Server When Managed Servers are Running” in Configuring and
Managing WebL ogic Server.
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How Dynamic Configuration Works

How Dynamic Configuration Works

WebL ogic Server allows you to change the configuration attributes of domain
resources dynamically—while server instances are running. In most cases you do not
need to restart the server instance for your changes to take effect. When an attribute is
reconfigured, the new valueisimmediately reflected in both the current run-time value
of the attribute and the persistent value stored in conf i g. xm .

Not all configuration changes are applied dynamically. For example, if you change a
WebL ogic Server instance’ sLi st enPor t value, the new port will not be used until the
next time you start the affected server instance. The updated valueis stored in XML
file, but the current runtime value is not affected. When the runtime value for a
configuration attribute is different than the value stored in conf i g. xni , the
Administration Consol e displaysan alert icon next to the attribute, which indicates that
the server instance must be restarted for the configuration change to take effect.

&

The console does avalidation check on each attribute that users change. The validation
performed includes checking for out-of-range errors and datatype mismatch errors. In
both cases, an error dialog box is displayed.

Once the Administration Console has been started, if another process captures the
listen port assigned to the Administration Server, you should stop the process that
captured the port. If you are not able to remove the process that captured the list port,
edit theconfi g. xnl fileto changetheLi st enPort vaue.

Application Deployment Topics

This section is brief introduction to the application deployment process. For more
information about deployment, see Deploying WebL ogic Server Applications.

For instructions on how to perform common deployment tasks, see “Deploy
Applications’ on page 7-26.
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Deployment Methods

Y ou can deploy an application to a cluster using following methods:

m  WebL ogic Server Administration Console

The Administration Console is agraphical user interface (GUI) to the BEA
Administration Service.

= WebL ogic Builder

WebL ogic Builder is agraphical tool for assembling a J2EE component, creating
and editing its deployment descriptors, and deploying it to a WebL ogic Server.

m weblogic.Deployer

The weblogic.Deployer utility is a Java-based deployment tool that provides a
command-line interface to the WebL ogic Server deployment API.

These deployment tools are discussed in “ Deployment Tools Reference” in Deploying
WebLogic Server Applications.

Regardless of the deployment tool you use, when you initiate the deployment process
you specify the components to be deployed, and the targets to which they will be
deployed—your cluster, or individual server instances within the cluster or domain.

The Administration Server for the domain manages the deployment process,
communicating with the Managed Serversin the cluster throughout the process. Each
Managed Server downloads components to be deployed, and initiates local
deployment tasks. The deployment state is maintained in the relevant MBeans for the
component being deployed. For more information, see Deployment Management API.

Note: You must package components before you deploy them to WebL ogic Server.
For informati on about packaging applications, see“ Packaging” in Developing
WebLogic Server Applications.

Introduction to Two-Phase Deployment

In WebL ogic Server 7.0 and | ater, applications are deployed in two phases: the prepare
phase and the activation phase.
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Application Deployment Topics

When the user initiates application deployment to a cluster, before starting the prepare
phase, WebL ogic Server first determinesthe availability of the Managed Serversinthe
cluster.

Preparing a Deployment

During the prepare phase of deployment, application components are distributed to the
target serversinstances, in accordance with user selections, and the planned
deployment is validated. (In a cluster, applications should be targeted to the cluster,
rather than to individual Managed Servers.) The purpose of the prepare phaseisto
verify that the application components can be successfully deployed. During this
phase, user requests to the application being deployed are not allowed.

Failures encountered after initiation of the prepare phase will result in the deployment
being aborted on all server instances—including those that successfully acknowledged
the prepare. Files that have been staged will not be removed; however, container-side
changes performed during the preparation will be reverted.

Activating a Deployment

During activation, the application and its component are fully deployed on the target
server instances, and the deployed application is made available to clients.

If afailure occurs during the activation phase on a server instance, deployment to that
instance will be cancelled. Such afailure on one Managed Server does not prevent
activation of the deployment on other clustered server instances.

If acluster member fails to deploy an application, it will fail at startup in order to
ensure cluster consistency—as any failure of a cluster-deployed application on a
Managed Server causes the Managed Server to abort its startup.

Guidelines for Deploying to a Cluster

Ideally, all Managed Serversin acluster should be running and available during the
deployment process. Deploying applications while some members of the cluster are
unavailableisnot recommended. Before deploying applicationsto a cluster, ensure, if
possible, that all Managed Serversin the cluster are running and reachabl e by the
Administration Server.
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Cluster membership should not change during the depl oyment process. After initiating
deployment, do not:

m  add or remove Managed Servers to the target cluster

m shut down Managed Serversin the target cluster

WebLogic Server 8.1 Supports “Relaxed Deployment” Rules

WebL ogic Server 7.0 imposed these restrictions on deployment to clusters:

= No partial deployment—In WebL ogic Server 7.0, if one or more of the Managed
Serversin the cluster are unavailable, the deployment process is terminated, and
an error message is generated, indicating that unreachable Managed Servers
should be either restarted or removed from the cluster before attempting
deployment.

m  Pinned services cannot be deployed to multiple Managed Serversin a cluster—If
an application is not deployed to the cluster, you can deploy it to one and only
one Managed Server in the cluster.

In WebL ogic Server 7.0 SP01, these deployment rules were relaxed, allowing user
discretion in deployment practices. This behavior remains unchanged in WebL ogic
Server 8.1.

Deployment to a Partial Cluster is Allowed

3-8

By default, WebL ogic Server allows deployment to apartial cluster. If one or more of
the Managed Serversin the cluster are unavailable, the following message may be

displayed:

Cannot deploy to the foll owi ng server(s) because they are
unreachabl e: “managed_server_n". Mke sure that these servers are
currently shut down. Deploynent will continue on the remnaining
servers in the cluster “clustering”. Once depl oynent has conmenced,
do not attenpt to start or shutdown any servers until the
application depl oynent conpl etes.

When the unreachable Managed Server becomes available, deployment to that server
instance will be initiated. Until the deployment process is completed, the Managed
Server may experience failures related to missing or out-of-date classes.
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Deploying to Complete Clusters in WebLogic Server

Y ou can ensurethat deployment isonly performed if all Managed Serversinthe cluster
are reachable by setting the enf or ceC ust er Const r ai nt s flag with

webl ogi c. Depl oyer. When enf or ced ust er Const rai nt s isset to “true”,
deployment will occur in accordance with the rules that were enforced in WebL ogic
7.0, which are described in “WebL ogic Server 8.1 Supports “ Relaxed Deployment”
Rules’ on page 3-8.

Pinned Services can be Deployed to Multiple Managed Servers.

Itis possible to target a pinned service to multiple Managed Serversin acluster. This
practice is not recommended. The load-balancing capabilities and scalability of your
cluster can be negatively affected by deploying a pinned service to multiple Managed
Serversin acluster. If you target a pined service to multiple Managed Servers, the
following message is printed to the server logs:

Addi ng server servernane of cluster clusternane as a target for
nodul e nodul enanme. Thi s nodul e al so i ncl udes server servernane that
bel ongs to this cluster as one of its other targets. Having nultiple
i ndi vidual servers a cluster as targets instead of having the entire
cluster as the target can result in non-optinmal |oad bal anci ng and
scal ability. Hence this is not usually reconmrended.

Methods of Configuring Clusters

There are several methods for modifying the configuration information in
config.xm:

m Domain Configuration Wizard

The Domain Configuration Wizard is the recommended tool for creating a new
domain or cluster. For alist of the tasks you can perform with the wizard, see
“Domain Configuration Wizard Capabilities’ later in this section.

m  WebLogic Server Administration Console

The Administration Console is a graphical user interface (GUI) to the BEA
Administration Service. It allows you to perform avariety of domain
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configuration and monitoring functions. For alist of the tasks you can perform
with the console, see “ Administration Console Capabilities’ on page 3-11.

m  WebL ogic Server Application Programming Interface (API)

You can write a program to modify the configuration attributes, based on the
configuration application programming interface (API) provided with WebL ogic
Server. Thismethod is not recommended for initial cluster implementation.

m  WebL ogic Server command-line utility.

You can access the attributes of a domain with the WebL ogic Server
command-line utility. This utility allows you to create scripts to automate
domain management. This method is not recommended for initial cluster
implementation.

Domain Configuration Wizard Capabilities

The Domain Configuration Wizard uses pre-configured domain templatesto ease the
process of creating adomain and its server instances. Using the wizard, you can select
adomain template, and then supply key information, such as machine addresses,
names, and port numbers for the server instances you wish to created.

Note: The Domain Configuration Wizard can install the appropriate directory
structure and scripts for adomain on a Managed Server that is running on a
remote machine from the Administration Server. Thisishelpful if you needto
use aManaged Server as a backup Administration Server for adomain.

The wizard prompts you to select one of four typical domain configurations:
m  Single Server—domain with a single WebL ogic Server instance.

m  Administration Server with Managed Servers—domain with an Administration
Server, and one or more Managed Servers that are not clustered.

m  Administration Server with clustered Managed Servers—domain with an
Administration Server, and one or more Managed Servers that are clustered.

m  Managed Server (Owning Administrative Configuration)

After you select the desired configuration type, the wizard prompts you to provide
relevant details about the domain and its server instances.
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For information on how to use the Domain Configuration Wizard, see“ Creating
Domains, Administration Servers, and Managed Servers’ in Configuring and
Managing WebLogic Server.

Administration Console Capabilities

These sections in Administration Console Online Help list and describe the
cluster-related configuration tasks you can perform using the WebL ogic Server
Administration Console.

“Servers’

“Clusters”

“Deploying Applications and Modules”
“Monitoring a Server”

“Monitoring a Cluster”
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CHAPTER

A

Load Balancing in a
Cluster

This section describes the |oad balancing support that a WebL ogic Server cluster
provides for different types of objects, and related planning and configuration
considerations for architects and administrators. It contains the following information:

m “Load Balancing for Servlets and JSPs’ on page 4-1

m “Load Balancing for EJBs and RMI Objects’ on page 4-6
m “Load Balancing for IMS’ on page 4-18

m “Load Balancing for JDBC Connections’ on page 4-20

For information about replication and failover in a cluster, see “Failover and
Replication in a Cluster” on page 5-1.

Load Balancing for Servlets and JSPs

Load balancing of servlets and JSPs can be accomplished with the built-in load
balancing capabilities of a WebL ogic proxy plug-in or with separate load balancing
hardware.

Note: External load balancers can distribute HTTP traffic, but do not provide load
balancing for EJBs and RMI objects. Object-level load balancing requires
specific algorithms and services that current external load balancers do not
provide. See “Load Balancing for EJBs and RMI Objects’ on page 4-6 for a
discussion of object-level load balancing in WebL ogic Server.
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Load Balancing with a Proxy Plug-in

The WebL ogic proxy plug-in maintains alist of WebLogic Server instances that host
aclustered servlet or JSP, and forwards HTTP requests to those instances on a
round-robin basis. Thisload balancing method is described in “Round Robin Load
Balancing” on page 4-8.

The plug-in also provides the logic necessary to locate the replica of aclient SHTTP
session state if aWebL ogic Server instance should fail.

WebL ogic Server supports the following Web servers and associated proxy plug-ins:

WebL ogic Server with the Ht t pCl ust er Ser vl et
Netscape Enterprise Server with the Netscape (proxy) plug-in
Apache with the Apache Server (proxy) plug-in

Microsoft Internet Information Server with the Microsoft-11S (proxy) plug-in

For instructions on setting up proxy plug-ins, see“ Configure Proxy Plug-Ins’ on page
7-19.

How Session Connection and Failover Work with a Proxy Plug-in

For adescription of connection and failover for HTTP sessionsin acluster with proxy
plug-ins, see “ Accessing Clustered Servlets and JSPs Using a Proxy” on page 5-8.

Load Balancing HTTP Sessions with an External Load

Balancer

Clusters that utilize a hardware load balancing solution can use any load balancing
algorithm supported by the hardware. These can include advanced |oad-based
bal ancing strategies that monitor the utilization of individual machines.
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Load Balancer Configuration Requirements

If you choose to use load balancing hardware instead of a proxy plug-in, it must
support a compatible passive or active cookie persistence mechanism, and SSL
persistence.

m Passive Cookie Persistence

Passive cookie persistence enables WebL ogic Server to write a cookie containing
session parameter information through the load bal ancer to the client. For
information about the session cookie and how aload balancer uses session
parameter data to maintain the relationship between the client and the primary
WebL ogic Server hosting a HT TP session state, see “Load Balancers and the
WebL ogic Session Cookie”’ on page 4-3.

m Active Cookie Persistence

Certain active cookie persistence mechanisms can be used with WebL ogic
Server clusters, provided the load balancer does not modify the WebL ogic
Server cookie. WebL ogic Server clusters do not support active cookie
persistence mechanisms that overwrite or modify the WebLogic HTTP session
cookie. If the load balancer’s active cookie persistence mechanism works by
adding its own cookie to the client session, no additional configurationis
required to use the load balancer with a WebL ogic Server cluster.

m  SSL Persistence

When SSL persistence is used, the load balancer performs all encryption and
decryption of data between clients and the WebL ogic Server cluster. The load
balancer then uses the plain text cookie that WebL ogic Server inserts on the
client to maintain an association between the client and a particular server in the
cluster.

Load Balancers and the WebLogic Session Cookie

A load balancer that uses passive cookie persistence can use a string constant in the
WebL ogic session cookie to associate a client with the server hosting its primary
HTTP session state. The string constant uniquely identifies a server instance in the
cluster. Y ou must configure the load balancer with the offset and length of the string
constant. The correct values for the offset and length depend on the format of the
session cookie. To understand the how the format of the session cookie affectstheload
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bal ancer configuration process, see the following section, “ Understanding the Session
Cookie.” If your cluster will host WA P-enabled applications, also see“ A Special Case:

Session Cookie for WAP-Enabled Applications’ on page 4-5.

Understanding the Session Cookie

The basic format of a session cookieis:

Random Session ID

1 byte delimiter

String Constant

4-4

where:

m  Random Session ID isarandomly generated identifier of the HTTP session. The

length of the value is configured by the | DLengt h parameter in the
<sessi on-descri ptor> element in thewebl ogi c. xm filefor an application.
By default, the length of the Random Session ID is 52 bytes.

Sring Constant identifies the WebL ogic Server instance hosting the session,
including its host machine and listen ports.

In anon-clustered environment, the string constant can be up to 60 bytes long,
with this format:

Primary JVM D _Di fferenti at or! HOST! PORT! SSLPORT

In a clustered environment, the string constant specifies both the primary and the
secondary WebL ogic Server instances for the session—it may be up to 120 bytes
long, with this format:

Primary JVM D Differentiator! Host! Port! SSLPort! Secondary_JVM D_
Differentiator! Host! Port! SSLPort

Thefirst 19 bytes of the string constant uniquely identify the primary WebL ogic
Server instance.

Note: If your cluster will host WAP-enabled applications, see“ A Special Case:

Session Cookie for WAP-Enabled Applications”.

For general instructions on configuring load balancers, see* Configure Load Balancing
Hardware” on page 7-16. Vendor-specific instructions are provided in:

m  Configuring Alteon with a WebL ogic Server Cluster
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m  Configuring BIG-IP™ Hardware with Clusters

A Special Case: Session Cookie for WAP-Enabled Applications

Because many wireless devices do not support cookies, an alternative method of
session tracking—URL rewriting—can be used for WAP applications. Because
wireless devices often support only alimited length URL, use of URL rewriting for
WA P-enabled applications requires a reduction in the length of session parameters.

There are two techniques that are used to shorten session parameters that can affect
how you configure your load balancer:

m  Thelength of the Random Session ID can be shortened by editing the value of
the | DLengt h parameter in the <sessi on - descri pt or > element in the
webl ogi c. xn filefor your application. The minimum length for the Random
Session ID is 8 bytes.

m  Thelength of the session parameters that specify the primary and secondary
server instances for the session can be shortened by setting the WAPEnabl ed
parameter in the confi g. xm filefor the domain to "true". When WAPEnabl ed
is“true”, the primary and secondary servers are identified in the cookie by short
hash codes.

Shortening the Random Session ID and the session parametersthat specify the servers
resultsin a string constant with this format:

Rand_Sess_| D! Primary_JVM D _HASH Secondary_JVM D_HASH
where the length of:

Rand_Sess_| Dis 8 bytes

Pri mary_JVM D_HASHis 8 to 10 bytes

SECONDARY_JVM D_HASHis 8to 10 bytes

For instructions on configuring a load balancer to work with a cluster that hosts

WA P-enabled applications, or in environments with non-standard session cookies, see
“Configuring Load Balancer for Reduced Length Session Parameters
(WAP-Enabled)” on page 7-18.
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Related Programming Considerations

For programming constraints and recommendations for clustered servlets and JSPs,
see “Programming Considerations for Clustered Servlets and JSPs’ on page 5-4.

How Session Connection and Failover Works with a Load Balancer

For a description of connection and failover for HTTP sessionsin a cluster with load
bal ancing hardware, see“ Accessing Clustered Servlets and JSPswith Load Balancing
Hardware” on page 5-11.

Load Balancing for EJBs and RMI Objects

4-6

WebL ogic Server 8.1 introduces three new load balancing algorithmsfor RMI1 objects
that provide server affinity. Server affinity turns off load balancing for externa client
connections: instead, the client considersits existing connections to WebL ogic server
instances when choosing the server instance on which to access an object. If an object
is configured for server affinity, the client-side stub attempts to choose a server
instanceto which it isalready connected, and continuesto use the same server instance
for method calls. All stubson that client attempt to usethat server instance. If the server
instance becomes unavailable, the stubs fail over, if possible, to a server instance to
which the client is already connected.

The purpose of server affinity isto minimize the number |P sockets opened between
external Javaclients and server instancesin acluster. WebL ogic Server accomplishes
this by causing method calls on objectsto “stick” to an existing connection, instead of
being load balanced among the available server instances. With server affinity
algorithms, the less costly server-to-server connections are still 1oad-balanced
according to the configured |oad balancing al gorithm—Ioad balancing is disabled only
for external client connections.

Server affinity isused in combination with one of the standard |oad balancing methods:
round-robin, weight-based, or random, providing atotal of six aternatives for load
balancing objects:

m round-robin—round robin load balancing is used for both internal and external
connections.
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m  weight-based—weight-based load balancing is used for both internal and
external connections.

m random—random load balancing is used for both internal and external
connections.

m round-robin-affinity—server affinity governs connections between external Java
clients and server instances; round robin load balancing is used for connections
between server instances.

m  weight-based-affinity—server affinity governs connections between external
Java clients and server instances; weight-based load balancing is used for
connections between server instances.

m random-affinity—server affinity governs connections between external Java
clients and server instances; random load balancing is used for connections
between server instances.

By default, a WebLogic Server cluster uses round-robin load balancing for objects.

Y ou can configure adifferent default load balancing method for the cluster asawhole
by using the Administration Console to set

webl ogi c. cl ust er. def aul t LoadAl gorit hm For instructions, see“ Configure
Load Balancing Method for EJBs and RMIS’ on page 7-15.

Y ou can also specify the load balancing algorithm for a specific RMI abject using the
-1 oadAl gori t hmoptioninr ni ¢, or with the home- | oad- al gori t hmor

st at el ess- bean- | oad- al gori t hmin an EJB’s deployment descriptor. A load
balancing algorithm that you configure for an object overrides the default load
balancing algorithm for the cluster.

The load balancing algorithm for an object is maintained in the replica-aware stub
obtained for a clustered object.

To understand WebL ogic |oad balancing algorithms for RMI objects and EJBs, see:
m “Round Robin Load Balancing” on page 4-8

m “Weight-Based Load Balancing” on page 4-9

m “Random Load Balancing” on page 4-10

m  “Round-Robin Affinity, Weight-Based Affinity, and Random-Affinity” on page
4-10
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In addition to the standard load balancing algorithms, WebL ogic Server supports
custom parameter-based routing. For more information, see “ Parameter-Based
Routing for Clustered Objects’ on page 4-15.

Server Affinity and Initial Context

A client can request an initial context from a particular server instance in the cluster,
or from the cluster by specifying the cluster addressin the URL. The connection
process varies, depending on how the context is obtained:

m |[f theinitial context isrequested from a specific Managed Server, the context is
obtained using a new connection to the specified server instance.

m [f theinitial context isrequested from athe cluster, by default, context requests
are load balanced on around-robin basis among the clustered server instances.
To reuse an existing connection between a particular VM and the cluster, set
ENABLE_SERVER_AFFI NI TY to true in the hashtable of
webl ogi c. j ndi . W.Cont ext properties you specify when obtaining context. (If
aconnection is not available, anew connection is created.)
ENABLE_SERVER_AFFI NI TY is only supported when the context is requested
from the cluster address.

Load Balancing Algorithms for RMI Objects and EJBs

This following sections describes the standard load balancing methods available in a
WebL ogic Server cluster.

Round Robin Load Balancing

WebL ogic Server usesthe round-robin a gorithm asthe default |oad balancing strategy
for clustered object stubs when no algorithm is specified. This agorithm is supported
for RMI objects and EJBs. It isalso the method used by WebL ogic proxy plug-ins.

Theround-robin agorithm cyclesthrough alist of WebL ogic Server instancesin order.
For clustered objects, the server list consists of WebL ogic Server instances that host
the clustered object. For proxy plug-ins, the list consists of al WebL ogic Server
instances that host the clustered servlet or JSP.
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The advantages of the round-robin algorithm are that it is simple, cheap and very
predictable. The primary disadvantage is that there is some chance of convoying.
Convoying occurs when one server is significantly slower than the others. Because
replica-aware stubs or proxy plug-ins access the serversin the same order, aslow
server can cause requests to “synchronize” on the server, then follow other serversin
order for future requests.

Note: WebL ogic Server does not always load balance an object’s method calls. For
more information, see “Optimization for Collocated Objects’ on page 4-15.

Weight-Based Load Balancing

This agorithm applies only to EJB and RMI object clustering.

Weight-based |oad balancing improves on the round-robin algorithm by taking into
account a pre-assigned weight for each server. Y ou can use the Server ->
Configuration -> Cluster tab in the Administration Consoleto assign each server inthe
cluster anumerical weight between 1 and 100, in the Cluster Weight field. Thisvalue
determines what proportion of theload the server will bear relative to other servers. If
all servers have the same weight, they will each bear an equal proportion of the load.
If one server hasweight 50 and all other servers have weight 100, the 50-weight server
will bear half as much as any other server. This algorithm makes it possible to apply
the advantages of the round-robin algorithm to clusters that are not homogeneous.

If you use the weight-based al gorithm, carefully determine the relative weights to
assign to each server instance. Factors to consider include;

m  The processing capacity of the server’s hardware in relationship to other servers
(for example, the number and performance of CPUs dedicated to WebL ogic
Server).

m  The number of non-clustered (“pinned”) objects each server hosts.

If you change the specified weight of a server and reboot it, the new weighting
information is propagated throughout the cluster viathe replica-aware stubs. For
related information see “ Cluster-Wide JNDI Naming Service” on page 2-9.

Note: WebL ogic Server does not always load balance an object’s method calls. For
more information, see “Optimization for Collocated Objects’ on page 4-15.

Using WebL ogic Server Clusters 4-9



4

Load Balancing in a Cluster

Random Load Balancing

The random method of load balancing applies only to EJB and RMI object clustering.

In random load balancing, requests are routed to servers at random. Random load
balancing is recommended only for homogeneous cluster deployments, where each
server instance runs on asimilarly configured machine. A random allocation of
requests does not allow for differencesin processing power among the machines upon
which server instances run. If amachine hosting serversin acluster has significantly
less processing power than other machines in the cluster, random load balancing will
give the less powerful machine as many requests as it gives more powerful machines.

Random load balancing distributes requests evenly across server instances in the
cluster, increasingly so as the cumulative number of requests increases. Over asmall
number of requests the load may not be balanced exactly evenly.

Disadvantages of random load balancing include the slight processing overhead
incurred by generating a random number for each request, and the possibility that the
load may not be evenly balanced over a small number of requests.

Note: WebL ogic Server does not always |oad balance an object’ s method calls. For
more information, see “ Optimization for Collocated Objects’ on page 4-15.

Round-Robin Affinity, Weight-Based Affinity, and Random-Affinity

4-10

WebL ogic Server 8.1 introduces three new load balancing algorithms that provide
server affinity:

m round-robin-affinity
m  weight-based-affinity
m random-affinity

Server affinity is supported for all typesof RMI objectsincluding IM S objects, all EJB
home interfaces, and statel ess EJB remote interfaces.

The server affinity algorithms consider existing connections between an external Java
client and server instances in balancing the client load among WebL ogic server
instances. Server afinity:

m turns off load balancing between external Java clients and server instances
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m causes method calls from an external Java client to stick to a server instance to
which the client has an open connection, assuming that the connection supports
the necessary protocol and QOS

m inthe case of failure, causes the client to failover to a server instance to which it
has an open connection, assuming that the connection supports the necessary
protocol and QOS

m does not affect the load balancing performed for server-to-server connections

Server Affinity Examples

The following examplesillustrate the effect of server affinity under avariety of
circumstances. In each example, the objects deployed are configured for
round-robin-affinity.

Example 1—Context from cluster. Inthisexample, theclient obtains context
from the cluster. Lookups on the context and object calls stick to a single connection.
Requests for new initial context are load balanced on a round-robin basis.

Using WebL ogic Server Clusters  4-11



4 Load Balancing in a Cluster

MS1
Objects
NewlIC (clusteraddress) A
C.lookup A B
y d Elient\ \m'
/ ' MS2
| \ IC.lookup B Objects
\ Stub A / -

/ Calls on B

MS3

Objects

A
B
C

load algorithm: round-robin-affinity

1. Client requests anew initial context from the cluster
(Provi der _URL=cl ust er addr ess) and obtains the context from MSL.

2. Client does alookup on the context for Object A. The lookup goesto MS1.

3. Clientissuesacall to Object A. The call goesto MS1, to which the client is
aready connected. Additional method callsto Object A stick to MSL.

4. Client requests anew initial context from the cluster
(Provi der _URL=cl ust er addr ess) and obtains the context from MS2.

5. Client does alookup on the context for Object B. The call goesto MS2, to which
the client isalready connected. Additional method callsto Object B stick to MS2.
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Example 2—Server affinity and failover. This exampleillustrates the
effect that server affinity has on object failover. When a Managed Server goes down,
the client fails over to another Managed Server to which it has a connection.

New IC MS1 MS1
Objects
IC.lookup A A

— B

PR
Y Client \ Calls on A
/ %
| L ) IC.lookup C
\ Stub C MS2

~ _ Objects
Calls on C A
B

Calls on A MS3
Objects

load algorithm: round-robin-affinity

1. Client requests new initial context from MSL.
2. Client does alookup on the context for Object A. The lookup goesto MSL.

3. Client makesacall to Object A. The call goesto MSL, to which theclient is
aready connected. Additional callsto Object A stick to MS1.

4. Theclient obtains a stub for Object C, which is pinned to MS3. The client opens
aconnection to MS3.

5. MSifails.
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6. Client makesacall to Object A.The client no longer has a connection to MSL.

Because the client is connected to MS3, it fails over to areplica of Object A on
MS3.

Example 3—Server affinity and server-to-server connections. This

exampleillustratesthe fact that server affinity does not affect the connections between
server instances.

» MS1
h Objects MS2
\ Objects
\ A
B A
\ B
- | /
3 |
0= Ms4
57 3 Jep MS3
|| Objects
/ Stub B é
/
_ C

load algorithm: round-robin-affinity

1. A JSPon M$4 obtains astub for Object B.

2. The JSP selects areplicaon MSL1. For each method call, the JSP cycles through
the Managed Servers upon which Object B is available, on around-robin basis.
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Parameter-Based Routing for Clustered Objects

Parameter-based routing allows you to control load balancing behavior at alower
level. Any clustered object can beassigned acal | Rout er . Thisisaclassthat iscalled
before each invocation with the parameters of the call. The Cal | Rout er isfreeto
examine the parameters and return the name server to which the call should be routed.
For information about creating custom Cal | Rout er classes, see Appendix A, “The
WebL ogic Cluster API.”

Optimization for Collocated Objects

WebL ogic Server does not always load balance an object’ s method calls. In most
cases, it is more efficient to use areplicathat is collocated with the stub itself, rather
than using areplicathat resides on aremote server. The following figure illustrates
this.

Figure4-1 Collocation Optimization OverridesL oad Balancer Logicfor Method
Call

SN

[ \ Servlet Objects
Client ————» I

\ / Stub —é
S~ C

Servlet |Objects

A
B
C

In this example, a client connects to a servlet hosted by the first WebL ogic Server
instancein the cluster. In responseto client activity, the servlet obtainsareplica-aware
stub for Object A. Because areplica of Object A is also available on the same server
instance, the object is said to be collocated with the client’s stub.
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WebL ogic Server always uses the local, collocated copy of Object A, rather than
distributing the client’s calls to other replicas of Object A inthe cluster. It ismore
efficient to use the local copy, because doing so avoids the network overhead of
establishing peer connections to other serversin the cluster.

This optimization is often overlooked when planning WebL ogic Server clusters. The
collocation optimization is a so frequently confusing for administrators or devel opers
who expect or require load balancing on each method call. If your Web applicationis
deployed to asingle cluster, the coll ocation optimization overrides any load balancing
logic inherent in the replica-aware stub.

If you require load balancing on each method call to a clustered object, see
“Recommended Multi-Tier Architecture” on page 6-6 for information about how to
plan your WebL ogic Server cluster accordingly.

Transactional Collocation

4-16

As an extension to the basic collocation strategy, WebL ogic Server attemptsto use
collocated clustered objects that are enlisted as part of the same transaction. When a
client createsaUser Tr ansact i on object, WebLogic Server attempts to use object
replicas that are collocated with the transaction. This optimization is depicted in the
figure below.

Using WebL ogic Server Clusters



Load Balancing for EJBs and RMI Objects

Figure4-2 Collocation Optimization Extendsto Other Objectsin Transaction
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In this example, aclient attaches to the first WebL ogic Server instance in the cluster
and obtainsaUser Tr ansact i on object. After beginning a new transaction, the client
looks up Objects A and B to do thework of the transaction. In this situation WebL ogic
Server always attemptsto use replicas of A and B that reside on the same server asthe
User Tr ansact i on object, regardless of the |load balancing strategies in the stubs for
A and B.

This transactional collocation strategy is even more important than the basic
optimization described in “ Optimization for Collocated Objects’ on page 4-15. If
remote replicas of A and B were used, added network overhead would be incurred for
the duration of the transaction, because the peer connections for A and B would be
locked until the transaction committed. Furthermore, WebL ogic Server would need to
employ amulti-tiered JDBC connection to commit the transaction, incurring
additional network overhead.
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By using collocating clustered objects during atransaction, WebL ogic Server reduces
the network load for accessing the individual objects. The server also can make use of
asingle-tiered JDBC connection, rather than amuilti-tiered connection, to do the work
of the transaction.

Load Balancing for JMS

WebL ogic Server IM S supports server affinity for distributed IM S destinations and
client connections.

By default, a WebL ogic Server cluster uses the round-robin method to load balance
objects. To use aload balancing algorithm that provides server affinity for IMS
objects, you must configure the desired method for the cluster asawhole. You can
configure the load balancing algorithm by using the Administration Console to set
webl ogi c. cl ust er. def aul t LoadAl gorit hm For instructions, see“Configure
Load Balancing Method for EJBs and RMIS’ on page 7-15.

Server Affinity for Distributed JMS Destinations

4-18

Server affinity is supported for IMS applications that use the distributed destination
feature; this feature is not supported for standal one destinations.

If you configure server affinity for JM S connection factories, a server instance that is
load balancing consumers or producers across multiple physical destinationsin a
distributed destination set will attempt to oad balance across any destinations that are
running on the same a server instance.

For instructions to configure server affinity for distributed JM S destinations, see
“Tuning Distributed Destinations” in Administration Console Online Help.
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Initial Context Affinity and Server Affinity for Client
Connections

A system administrator can establish load balancing of JM S destinations across
multiple serversin acluster by configuring multiple IM S servers and using targets to
assign them to the defined WebL ogic Servers. Each IM S server is deployed on exactly
one WebL ogic Server and handles requests for a set of destinations. During the
configuration phase, the system administrator enables load balancing by specifying
targets for IMS servers. For instructions on setting up targets, see “Configure
Migratable Targets for Pinned Services’ on page 7-23. For instructions on deploying
aJM S server to amigratable target, see “Deploying, Activating, and Migrating
Migratable Services’ on page 7-29.

A system administrator can establish cluster-wide, transparent access to destinations
from any server in the cluster by configuring multiple connection factories and using
targets to assign them to WebL ogic Servers. Each connection factory can be deployed
on multiple WebL ogic Servers. Connection factories are described in more detail in
“Connection Factory” in Programming WebLogic IMS

The application uses the Java Naming and Directory Interface (JNDI) to look up a
connection factory and create a connection to establish communication with aJMS
server. Each IM S server handles requests for a set of destinations. Requests for
destinations not handled by a IMS server are forwarded to the appropriate server.

WebL ogic Server 8.1 provides server affinity for client connections. If an application
has a connection to a given server instance, IMS will attempt to establish new IMS
connections to the same server instance.

When creating aconnection, IMSwill try first to achieveinitial context affinity. It will
attempt to connect to the same server or serversto which a client connected for its
initial context, assuming that the server instance is configured for that connection
factory. For example, if the connection factory is configured for servers A and B, but
the client has an Initial Context on server C, then the connection factory will not
establish the new connection with A, but will choose between servers B and C.

If aconnection factory cannot achieve initial context affinity, it will try to provide

affinity to a server to which the client is already connected. For instance, assume the
client hasan Initial Context on server A and some other type of connection to server B.
If the client then uses a connection factory configured for servers B and C it will not
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achieve initial context affinity. The connection factory will instead attempt to achieve
server affinity by trying to create a connection to server B, to which it already hasa
connection, rather than server C.

If a connection factory cannot provide either initial context affinity or server affinity,
then the connection factory is free to make a connection wherever possible. For

instance, assume a client has an initial context on server A, no other connections and
aconnection factory configured for servers B and C. The connection factory isunable
to provide any affinity and is free to attempt new connectionsto either server B or C.

Note: Inthelast casg, if the client attempts to make a second connection using the
same connection factory, it will go to the same server asit did on the first
attempt. That is, if it chose server B for the first connection, when the second
connection ismade, the client will have aconnection to server B and the server
affinity rule will be enforced.

Load Balancing for JDBC Connections

4-20

L oad balancing of JDBC connection requiresthe use of amultipool configured for load
balancing. Load balancing support is an option you can choose when configuring a
multipool.

A load balancing multipool provides the high available behavior described in
“Failover and JDBC Connections’ on page 5-25, and in addition, balances the load
among the connection pools in the multipool. A multipool has an ordered list of
connection poolsit contains. If you do not configure the multipool for load balancing,
it always attempts to obtain a connection from the first connection pool inthelist. Ina
|oad-balancing multipool, the connection pools it contains are accessed using a
round-robin scheme. In each successive client request for a multipool connection, the
listisrotated so thefirst pool tapped cycles around the list.

For instructionson clustering JDBC objects, see“ Configure Clustered JDBC” on page
7-24.
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5 Failover and
Replication in a Cluster

In order for acluster to provide high availability it must be ableto recover from service
failures. The following sections describe how WebL ogic Server detect failuresin a
cluster, and provides an overview of how failover is accomplished for different types
of objects:

m “How WebLogic Server Detects Failures’ on page 5-1

m “Replication and Failover for Servlets and JSPS’ on page 5-3
m “Replication and Failover for EJBs and RMIS’ on page 5-14
m “Migration for Pinned Services’ on page 5-22

m “Failover and JDBC Connections’ on page 5-25

How WebLogic Server Detects Failures

WebL ogic Server instancesin acluster detect failures of their peer server instances by
monitoring:

m  Socket connections to a peer server

m  Regular server heartbeat messages

Using WebL ogic Server Clusters 51



5 Failover and Replication in a Cluster

Failure Detection Using IP Sockets

WebL ogic Server instances monitor the use of |P sockets between peer server
instances as an immediate method of detecting failures. If a server connects to one of
its peersin acluster and begins transmitting data over a socket, an unexpected closure
of that socket causes the peer server to be marked as “failed,” and its associated
services are removed from the INDI naming tree.

The WebLogic Server “Heartbeat”

5-2

If clustered server instances do not have opened sockets for peer-to-peer
communication, failed servers may also be detected via the WebL ogic Server
heartbeat. All server instancesin a cluster use multicast to broadcast regular server
heartbeat messages to other members of the cluster. Each heartbeat message contains
datathat uniquely identifies the server that sends the message. Servers broadcast their
heartbeat messages at regular intervals of 10 seconds. In turn, each server in acluster
monitors the multicast address to ensure that all peer servers heartbeat messages are
being sent.

If a server monitoring the multicast address misses three heartbeats from a peer server
(i.e., if it does not receive a heartbeat from the server for 30 seconds or longer), the
monitoring server marksthe peer server as“failed.” It then updatesitslocal INDI tree,
if necessary, to retract the services that were hosted on the failed server.

In thisway, servers can detect failures even if they have no sockets open for
peer-to-peer communication.

Note: For more information about how WebL ogic Server uses | P sockets and
multicast communications see “WebL ogic Server Communication in a
Cluster” on page 2-1.
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Replication and Failover for Servlets and

In clusters that utilize Web servers with WebL ogic proxy plug-ins, the proxy plug-in
handles failover transparently to the client. If a server fails, the plug-in locates the
replicated HTTP session state on a secondary server and redirects the client’s request
accordingly.

For clustersthat use a supported hardware load balancing solution, the load balancing
hardware simply redirects client requests to any available server in the WebL ogic
Server cluster. The cluster itself obtains the replica of the client’ sSHTTP session state
from a secondary server in the cluster.

HTTP Session State Replication

To support automatic failover for servlet and JSP HTTP session states, WebL ogic
Server replicates the session state in memory. WebL ogic Server creates a primary
session state on the server to which the client first connects, and asecondary replicaon
another WebL ogic Server instance in the cluster. Thereplicais kept up-to-date so that
it may be used if the server that hoststhe servlet fails. The process of copying asession
state from one server instance to another is called in-memory replication.

Note: WebL ogic Server can also maintain the HT TP session state of aservlet or JSP
using file-based or JDBC-based persistence. For more information on these
persistence mechanisms, see “ Configuring Session Persistence” in
Programming WebLogic HTTP Serviets.

Requirements for HTTP Session State Replication

To utilize in-memory replication for HTTP session states, you must access the
WebL ogic Server cluster using either a collection of Web servers with identically
configured WebL ogic proxy plug-ins, or load balancing hardware.
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Supported Server and Proxy Software

The WebL ogic proxy plug-in maintains alist of WebL ogic Server instances that host
aclustered servlet or JSP, and forwards HT TP requests to those instances using a
round-robin strategy. The plug-in a so providesthelogic necessary to locatethereplica
of aclient’sHTTP session state if aWebLogic Server instance should fail.

In-memory replication for HTTP session states is supported by the following Web
server and proxy software:

m  WebL ogic Server with the Ht t pCl ust er Ser vl et

m  Netscape Enterprise Server with the Netscape (proxy) plug-in

m  Apache with the Apache Server (proxy) plug-in

m  Microsoft Internet Information Server with the Microsoft-11S (proxy) plug-in

For instructions on setting up proxy plug-ins, see“ Configure Proxy Plug-Ins’ on page
7-19.

Load Balancer Requirements

If you choose to use load balancing hardware instead of a proxy plug-in, it must
support a compatible passive or active cookie persistence mechanism, and SSL
persistence. For details on these requirements, see “L oad Balancer Configuration
Reguirements’ on page 4-3. For instructions on setting up aload balancer, see
“Configure Load Balancing Hardware” on page 7-16.

Programming Considerations for Clustered Servlets and JSPs

This section highlights key programming constraints and recommendations for
servlets and JSPs that you will deploy in a clustered environment.

m  Session DataMust Be Serializable

To support in-memory replication of HTTP session states, all servlet and JSP
session data must be seriaizable.

Note: Serialization isthe process of converting a complex data structure, such asa
parallel arrangement of data (in which a number of bits are transmitted at a
time aong paraled channels) into aserial form (in which one bit at atimeis
transmitted); a serial interface provides this conversion to enable data
transmission.
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Every field in an object must be serializable or transient in order for the object to
be considered seridlizable. If the servlet or JSP uses a combination of
serializable and non-serializable objects, WebL ogic Server does not replicate the
session state of the non-seriaizable objects.

m Use setAttribute to Change Session State

Inan HTTP servlet that implementsj avax. servl et. http. Ht t pSessi on, use
Ht t pSessi on. set At t ri but e (which replaces the deprecated put Val ue) to
change attributes in a session object. If you set attributes in a session object with
set Attri but e, the object and its attributes are replicated in a cluster using
in-memory replication. If you use other set methods to change objects within a
session, WebL ogic Server does not replicate those changes. Every time a change
ismade to an object that isin the session, set At t ri but e() should be called to
update that object across the cluster.

Likewise, user emoveAt t ri but e (which, in turn, replaces the deprecated
r emoveVal ue) to remove an attribute from a session object.

Note: Use of the deprecated put Val ue and r enoveVal ue methods will also cause
session attributes to be replicated.

m Consider Seridization Overhead

Serializing session data introduces some overhead for replicating the session
state. The overhead increases as the size of serialized objects grows. If you plan
to create very large objectsin the session, test the performance of your servlets
to ensure that performance is acceptable.

m  Control Frame Access to Session Data

If you are designing a Web application that utilizes multiple frames, keep in
mind that there is no synchronization of requests made by framesin agiven
frameset. For example, it is possible for multiple framesin a frameset to create
multiple sessions on behalf of the client application, even though the client
should logically create only asingle session.

In aclustered environment, poor coordination of frame requests can cause
unexpected application behavior. For example, multiple frame requests can
“reset” the application’s association with a clustered instance, because the proxy
plug-in treats each request independently. It is also possible for an application to
corrupt session data by modifying the same session attribute via multiple frames
in aframeset.
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To avoid unexpected application behavior, carefully plan how you access session
datawith frames. You can apply one of the following general rulesto avoid
common problems:

e Inagiven frameset, ensure that only one frame creates and modifies session
data

e Always create the session in aframe of the first frameset your application
uses (for example, create the sessionin the first HTML page that is visited).
After the session has been created, access the session data only in framesets
other than the first frameset.

Using Replication Groups

5-6

By default, WebL ogic Server attempts to create session state replicas on adifferent
machine than the one that hosts the primary session state. Y ou can further control
where secondary states are placed using replication groups. A replication groupisa
preferred list of clustered serversto be used for storing session state replicas.

Using the WebL ogic Server Console, you can define unique machine names that will
host individual server instances. These machine names can be associated with new
WebL ogic Server instances to identify where the serversreside in your system.

Machine names are generally used to indicate servers that run on the same machine.
For example, you would assign the same machine nameto all server instances that run
on the same machine, or the same server hardware.

If you do not run multiple WebL ogic Server instances on a single machine, you do not
need to specify WebL ogic Server machine names. Serverswithout amachine nameare
treated asthough they reside on separate machines. For detailed instructions on setting
machine names, see “ Configure Machine Names® on page 7-37.

When you configure a clustered server instance, you can assign the server to a
replication group, and a preferred secondary replication group for hosting replicas of
the primary HT TP session states created on the server.

When aclient attachesto aserver in the cluster and creates a primary session state, the
server hosting the primary state ranks other serversin the cluster to determine which
server should host the secondary. Server ranks are assigned using a combination of the
server’ slocation (whether or not it resides on the same machine asthe primary server)
and its participation in the primary server’s preferred replication group. Thefollowing
table shows the relative ranking of serversin acluster.
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Server Server Residesona Server IsaMember of Preferred
Rank Different Machine? Replication Group?

1 Yes Yes
2 No Yes
3 Yes No
4 No No

Using these rules, the primary WebL ogic Server ranks other members of the cluster
and choosesthe highest-ranked server to host the secondary session state. For example,
the following figure shows replication groups configured for different geographic
locations.

Figure5-1 Replication Groupsfor Different Geographic L ocations

Headquarters Crosstown

r— - - — T r— - — — 1
| sardina | | |
| | | |
| A o X |
| | | |
| | | |
| | | |
| B | | v |
| | | |
| | | |
| C | | Z |
| | | |
Lo - — — J Lo - - — J

In this example, Servers A, B, and C are members of the replication group
“Headquarters’ and use the preferred secondary replication group “ Crosstown.”
Conversely, Servers X, Y, and Z are members of the “Crosstown” group and use the
preferred secondary replication group “Headquarters.” Servers A, B, and X reside on
the same machine, “ sardina.”
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If aclient connectsto Server A and creates an HT TP session state,

m ServersY and Z are most likely to host the replica of this state, since they reside
on separate machines and are members of Server A’s preferred secondary group.

m  Server X holds the next-highest ranking because it is also a member of the
preferred replication group (even though it resides on the same machine asthe
primary.)

m  Server C holds the third-highest ranking since it resides on a separate machine
but is not a member of the preferred secondary group.

m  Server B holds the lowest ranking, because it resides on the same machine as
Server A (and could potentially fail along with A if there is a hardware failure)
and it is not amember of the preferred secondary group.

To configure a server's membership in areplication group, or to assign aserver's
preferred secondary replication group, follow the instructionsin “Configure
Replication Groups’ on page 7-22.

Accessing Clustered Servlets and JSPs Using a Proxy

This section describes the connection and failover processes for requests that are
proxied to clustered servlets and JSPs. For instructions on setting up proxy plug-ins,
see “Configure Proxy Plug-Ins’ on page 7-19.

The following figure depicts a client accessing a servlet hosted in acluster. This
example usesasingle WebL ogic Server to serve static HTTP requests only; all servlet
reguests are forwarded to the WebL ogic Server cluster viathe H t pd ust er Ser vl et .
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Figure5-2 Accessing Servletsand JSPsusing a Proxy
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Note: The discussion that follows aso appliesif you use athird-party Web server
and WebL ogic proxy plug-in, rather than WebL ogic Server and the
Htt pd ust er Servl et .

Proxy Connection Procedure

Whenthe HTTP client requeststhe servlet, Ht t pdl ust er Ser vl et proxiestherequest
totheWebL ogic Server cluster. Ht t pd ust er Ser vl et maintainsthelist of al servers
in the cluster, and the load balancing logic to use when accessing the cluster. In the
above example, Ht t pCl ust er Ser vl et routes the client request to the servlet hosted
on WebL ogic Server A. WebL ogic Server A becomes the primary server hosting the
client’s servlet session.

To provide failover services for the servlet, the primary server replicates the client’s
servlet session state to a secondary WebL ogic Server in the cluster. This ensures that
areplicaof the session state existseven if the primary server fails (for example, dueto
anetwork failure). In the example above, Server B is selected as the secondary.
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The servlet page is returned to the client through the Ht t pdl ust er Ser vl et , and the
client browser isinstructed to write a cookie that lists the primary and secondary
locations of the servlet session state. If the client browser does not support cookies,
WebL ogic Server can use URL rewriting instead.

Using URL Rewriting to Track Session Replicas

Initsdefault configuration, WebL ogic Server uses client-side cookies to keep track of
the primary and secondary server that host the client’s servlet session state. If client
browsers have disabled cookie usage, WebL ogic Server can al so keep track of primary
and secondary serversusing URL rewriting. With URL rewriting, both locations of the
client session state are embedded into the URL s passed between the client and proxy
server. To support this feature, you must ensure that URL rewriting is enabled on the
WebL ogic Server cluster. For instructionson how to enable URL rewriting, see“Using
URL Rewriting”, in Assembling and Configuring Web Applications.

Proxy Failover Procedure

5-10

Should the primary server fail, Ht t pOl ust er Ser vl et usesthe client’s cookie
information to determinethelocation of the secondary WebL ogic Server that hoststhe
replicaof the session state. Ht t pCl ust er Ser vl et automatically redirectstheclient’s
next HTTP request to the secondary server, and failover is transparent to the client.

After the failure, WebL ogic Server B becomes the primary server hosting the servlet
session state, and anew secondary is created (Server C in the previous example). In
the HTTP response, the proxy updates the client’s cookie to reflect the new primary
and secondary servers, to account for the possibility of subsequent failovers.

Inatwo-server cluster, the client would transparently fail over to the server hosting the
secondary session state. However, replication of the client’s session state would not
continue unless another WebL ogic Server became available and joined the cluster. For
example, if the original primary server was restarted or reconnected to the network, it
would be used to host the secondary session state.
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Accessing Clustered Servlets and JSPs with Load
Balancing Hardware

To support direct client access viaload balancing hardware, the WebL ogic Server
replication system allows clients to use secondary session states regardless of the
server towhich theclient failsover. WebL ogic Server uses client-side cookies or URL
rewriting to record primary and secondary server |ocations. However, thisinformation
isused only asahistory of the servlet session state location; when accessing a cluster
viaload balancing hardware, clients do not use the cookie information to actively
locate a server after afailure.

The following sections describe the connection and failover procedure when using
HTTP session state replication with load balancing hardware.

Connection with Load Balancing Hardware

The following figureillustrates the connection procedure for a client accessing a
cluster through aload balancer.
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Figure5-3 Connection with Load Balancing Hardwar e
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When the client of a Web application requests a servlet using a public IP address:

1

The load balancer routes the client’s connection request to a WebL ogic Server
cluster in accordance with its configured policies. It directs the request to
WebL ogic Server A.

WebL ogic Server A acts as the primary host of the client’s servlet session state. It
uses the ranking system described in “Using Replication Groups’ on page 5-6 to
select a server to host the replica of the session state. In the example above,

WebL ogic Server B is selected to host the replica

The client isinstructed to record the location of WebL ogic Server instances A
and B in alocal cookie. If the client does not allow cookies, the record of the
primary and secondary servers can be recorded in the URL returned to the client
viaURL rewriting.

Note: You must enable WebL ogic Server URL rewriting capabilities to support

clientsthat disallow cookies, as described in “Using URL Rewriting to Track
Session Replicas’ on page 5-10.
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4. Astheclient makes additional requests to the cluster, the load balancer uses an
identifier in the client-side cookie to ensure that those requests continue to go to
WebL ogic Server A (rather than being load-balanced to another server in the
cluster). This ensures that the client remains associated with the server hosting
the primary session object for the life of the session.

Failover with Load Balancing Hardware

Should Server A fail during the course of the client’s session, the client’s next
connection request to Server A aso fails, asillustrated in the following figure.

Figure5-4 Failover with Load Balancing Hardware
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In response to the connection failure:

1. Theload balancing hardware usesits configured policiesto direct the request to an
available WebL ogic Server in the cluster. In the above example, assume that the
load balancer routes the client’s request to WebL ogic Server C after WebLogic
Server A fails.
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2. When the client connects to WebL ogic Server C, the server uses the information
in the client’s cookie (or the information in the HTTP request if URL rewriting is
used) to acquire the session state replica on WebL ogic Server B. The failover
process remains compl etely transparent to the client.

WebL ogic Server C becomes the new host for the client’s primary session state, and
WebL ogic Server B continues to host the session state replica. This new information
about the primary and secondary host is again updated in the client’ s cookie, or via
URL rewriting.

Replication and Failover for EJBs and RMIs
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For clustered EJBs and RMIs, failover is accomplished using the object’s
replica-aware stub. When aclient makesacall through areplica-aware stub to aservice
that fails, the stub detects the failure and retries the call on another replica

With clustered objects, automatic failover generally occurs only in cases where the
object isidempotent. An object is idempotent if any method can be called multiple
times with no different effect than calling the method once. Thisis aways true for
methods that have no permanent side effects. Methods that do have side effects have
to be written with idempotence in mind.

Consider ashopping cart service call addI t en() that adds an item to a shopping cart.
Supposeclient Cinvokesthiscall on areplicaon Server S1. After S1 receivesthecall,
but beforeit successfully returnsto C, S1 crashes. At this point theitem has been added
to the shopping cart, but the replica-aware stub has received an exception. If the stub
were to retry the method on Server S2, the item would be added a second time to the
shopping cart. Because of this, replica-aware stubswill not, by default, attempt to retry
amethod that fails after the request is sent but before it returns. This behavior can be
overridden by marking a serviceidempotent. For more information see“ Session EJBs
inaCluster”, in Programming WebLogic Enterprise JavaBeans.
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Clustering Objects with Replica-Aware Stubs

If an EJB or RMI object is clustered, instances of the object are deployed on all
WebL ogic Server instancesin the cluster. The client has a choice about which instance
of the object to call. Each instance of the object isreferred to asareplica.

The key technology that supports object clustering objectsin WebL ogic Server isthe
replica-aware stub. When you compile an EJB that supports clustering (as defined in
its deployment descriptor), appc passes the EJB’s interfaces through ther i ¢
compiler to generate replica-aware stubs for the bean. For RMI objects, you generate
replica-aware stubs explicitly using command-line optionsto r ni ¢, as described in
“WebL ogic RMI Compiler,” in Programming WebLogic RMI.

A replica-aware stub appearsto the caller as a normal RMI stub. Instead of
representing a single object, however, the stub represents a collection of replicas. The
replica-aware stub contains the logic required to locate an EJB or RMI class on any
WebL ogic Server instance on which the object is deployed. When you deploy a
cluster-aware EJB or RMI object, itsimplementation is bound into the INDI tree. As
described in “Cluster-Wide INDI Naming Service” on page 2-9, clustered WebL ogic
Server instances have the capability to update the JINDI treeto list all server instances
on which the object is available. When a client accesses a clustered object, the
implementation is replaced by areplica-aware stub, which is sent to the client.

The stub contains the load balancing algorithm (or the call routing class) used to load
balance method callsto the object. On each call, the stub can employ itsload algorithm
to choosewhichreplicato call. Thisprovidesload balancing acrossthe cluster in away
that istransparent to the caller. To understand the load balancing algorithms available
for RMI objects and EJBs, see “Load Balancing for EJBs and RMI Objects’ on page
4-6. If afailure occurs during the call, the stub intercepts the exception and retries the
call on another replica. This provides afailover that is also transparent to the caller.

Clustering Support for Different Types of EJBs

EJBs differ from plain RMI objectsin that each EJB can potentially generate two
different replica-aware stubs: one for the EJBHone interface and one for the

EJBObj ect interface. Thismeansthat EJBs can potentially realize the benefits of load
balancing and failover on two levels:

m  When aclient looks up an EJB object using the EJBHome stub
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m  When aclient makes method calls against the EJB using the EJBObj ect stub

The following sections describe clustering support for different types of EJBs. See
"EJBsin WebL ogic Server Clusters' in Programming WebLogic Enterprise
JavaBeansfor adetailed explanation of the clustering behavior for different EJB types.

EJB Home Stubs

All bean homes can be clustered. When a bean is deployed on a server, itshome is
bound into the cluster-wide naming service. Because homes can be clustered, each
server can bind an instance of the home under the same name. When a client looks up
thishome, it gets areplica-aware stub that has a reference to the home on each server
that deployed the bean. When creat e() or find() iscalled, the replica-aware stub
routes the call to one of the replicas. The homereplicareceivesthefi nd() resultsor
creates an instance of the bean on this server.

Note: InWebLogic Server 8.1, new load balancing algorithms provide server
affinity for EJB home interfaces. To understand server affinity and how it
affectsload balancing and failover, see* Round-Robin Affinity, Weight-Based
Affinity, and Random-Affinity” on page 4-10.

Stateless EJBs

5-16

When a home creates a statel ess bean, it returns areplica-aware EJBObj ect stub that
can route to any server on which the bean is deployed. Because a statel ess bean holds
no state on behalf of the client, the stubisfreeto route any call to any server that hosts
the bean. Also, because the beanis clustered, the stub can automatically fail over inthe
event of afailure. The stub does not automatically treat the bean as idempotent, so it
will not recover automatically from all failures. If the bean has been written with
idempotent methods, this can be noted in the deployment descriptor and automatic
failover will be enabled in all cases.

Note: InWebLogic Server 8.1, new load balancing algorithms provide server
affinity for stateless EJB remote interfaces. To understand server affinity and
how it affects load balancing and failover, see “Round-Robin Affinity,
Welight-Based Affinity, and Random-Affinity” on page 4-10.
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Stateful EJBs

Aswith all EJBs, clustered stateful session EJBs utilize areplica-aware EJBHone stub.
If you use stateful session EJB replication, the EJB aso utilizes areplica-aware
EJBObj ect stub that maintainsthelocation of the EJB’ s primary and secondary states.
The state of the EJB is maintained using a replication scheme similar to that used for
HTTP session state. Replication for stateful session EJBsisdescribed in the following
sections.

Stateful Session Bean Replication

The state replication method WebL ogic Server usesfor stateful session EJBsissimilar
to the method it uses for replicating HT TP session states. When a client creates the
EJBObj ect stub, the point-of-contact WebL ogic Server instance automatically selects
a secondary server instance to host the replicated state of the EJB. Secondary server
instances are selected using the same rules defined in “ Using Replication Groups’ on
page 5-6. For example, you can define a collection of WebL ogic Server instances to
act as areplication group for hosting replicating stateful session EJB data.

The client receives areplica-aware stub that lists the location of the primary and
secondary serversin the cluster that host the EJB’s state. The following figure shows
aclient accessing a clustered stateful session EJB.
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Figure5-5 Client Accessing Stateful Session EJB
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The primary server hosts the actual instance of the EJB that the client interacts with.
The secondary server hosts only the replicated state of the EJB, which consumes a
small amount of memory. The secondary sever does not create an actual instance of
the EJB unless afailover occurs. This ensures minimal resource usage on the
secondary server; you do not need to configure additional EJB resourcesto account for
replicated EJB states.

Replicating EJB State Changes

5-18

Asthe client makes changes to the state of the EJB, state differences are replicated to
the secondary server instance. For EJBs that are involved in atransaction, replication
occursimmediately after the transaction commits. For EJBs that are not involved in a
transaction, replication occurs after each method invocation.

In both cases, only the actual changesto the EJB’ s state are replicated to the secondary
server. This ensures that there is minimal overhead associated with the replication
process.
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Note: The actual state of astateful EJB is non-transactional, as described in the EJB
specification. Althoughitisunlikely, thereisapossibility that the current state
of the EJB can belost. For example, if aclient commitsatransaction involving
the EJB and there is afailure of the primary server before the state changeis
replicated, the client will fail over to the previoudy-stored state of the EJB. If
itiscritical to preserve the state of your EJB in all possible failover scenarios,
use an entity EJB rather than a stateful session EJB.

Failover for Stateful Session EJBs

Should the primary server fail, the client’s EJB stub automatically redirects further
requests to the secondary WebL ogic Server instance. At this point, the secondary
server creates a new EJB instance using the replicated state data, and processing
continues on the secondary server.

After afailover, WebLogic Server chooses a new secondary server to replicate EJB
session states (if another server isavailable in the cluster). The location of the new
primary and secondary server instances is automatically updated in the client’s
replica-aware stub on the next method invocation, as shown below.
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Figure5-6 Replica Aware Stubsare Updated after Failover
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Entity EJBs
There are two types of entity beans to consider: read-write entities and read-only
entities.
m  Read-Write Entities

When a home finds or creates a read-write entity bean, it obtains an instance on
thelocal server and returns a stub pinned to that server. Load balancing and
failover occur only at the home level. Because it is possible for multiple
instances of the entity bean to exist in the cluster, each instance must read from
the database before each transaction and write on each commit.

m  Read-Only Entities

When ahome finds or creates aread-only entity bean, it returns a replica-aware
stub. This stub load balances on every call but does not automatically fail over in
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the event of arecoverable call failure. Read-only beans are also cached on every
server to avoid database reads.

For more information about using EJBsin a cluster, read "The WebL ogic Server EJB
Container and Supported Services' in Programming WebLogic Enterprise JavaBeans.

Clustering Support for RMI Objects

WebL ogic RMI provides specia extensions for building clustered remote objects.
These are the extensions used to build the replica-aware stubs described in the EJB
section. For more information about using RMI in clusters, see "WebLogic RMI
Features and Guidelines' in Programming WebL ogic RMI.

Object Deployment Requirements

If you are programming EJBs to be used in a WebL ogic Server cluster, read the
instructions in this section and in “The WebL ogic Server EJB Container” in
Programming WebLogic Enterprise JavaBeans to understand the capabilities of
different EJB typesin a cluster. Then ensure that you enable clustering in the EJB’s
deployment descriptor. “webl ogic-ejb-jar.xml Deployment Descriptors’ in
Programming WebLogic Enterprise JavaBeans describes the XML deployment
elements relevant for clustering.

If you are developing either EJBs or custom RMI objects, also refer to “Using
WebL ogic INDI in a Clustered Environment” in Programming WebLogic JNDI to
understand the implications of binding clustered objectsin the INDI tree.

Other Failover Exceptions

Even if aclustered object is not idempotent, WebL ogic Server performs automatic
failover in the case of a Connect Except i on or Mar shal Except i on. Either of these
exceptionsindicates that the object could not have been modified, and therefore there
isno danger of causing datainconsistency by failing over to another instance.
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Migration for Pinned Services

For HTTP session states and EJBs, a WebL ogic Server cluster provides high
availability and failover by duplicating the object or service on redundant serversin
the cluster. However, certain services, such as JM S servers and the JTA transaction
recovery service, are designed with the assumption that there is only one active
instance of the service running in acluster at any given time. These types of services
arereferred to as “ pinned” services because they remain active on only one server
instance at atime.

WebL ogic Server alows the administrator to migrate pinned services from one server
to another in the cluster, either in response to a server failure or as part of
regularly-scheduled maintenance. This capability improves the availability of pinned
services in acluster, because those services can be quickly restarted on a redundant
server should the host server fail.

In thisrelease, migration is supported only for IMS servers and the JTA transaction
recovery services. This document refers to these services as migratable services,
because you can movethem from one server to another within acluster. Note that IM S
also offersimproved service continuity in the event of asingle Weblogic Server failure
by enabling you to configure multiple physical destinations (queues and topics) as part
of asingle distributed destination set.

Note: WebL ogic Server does not support automatic migration (failover) for pinned
services in this release. For information about migrating pinned services
manually, see “Migrating a Pinned Service to a Target Server Instance” on
page 7-31.

How Migration of Pinned Services Works

5-22

Clients accessamigratable servicein acluster using amigration-aware RMI stub. The
RMI stub keepstrack of which server currently hosts the pinned service, and it directs
client requests accordingly. For example, when aclient first accesses a pinned service,
the stub directs the client request to the server instance in the cluster that currently
hosts the service. If the service migratesto a different WebL ogic Server between
subsequent client requests, the stub transparently redirects the request to the correct
target server.
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WebL ogic Server implements a migration-aware RMI stub for JMS servers and the
JTA transaction recovery service when those servicesreside in a cluster and are
configured for migration.

Migrating a Service When Currently Active Host is
Unavailable

Therearespecial considerationswhen you migrate aservicefrom aserver instance that
has crashed or isunavailableto the Administration Server. If the Administration Server
cannot reach the previoudly active host of the service at the time you perform the
migration, that Managed Server’slocal configuration information will not be updated
to reflect that it is no longer the active host for the service. In this situation, you must
purge the unreachable Managed Server’slocal configuration cache before starting it
again. Thispreventsthe previous active host from re-activating at startup aservicethat
has been migrated to another Managed Server. For more information see “Migrating
When the Currently Active Host is Unavailable” on page 7-32.

Defining Migratable Target Servers in a Cluster

By default, WebL ogic Server can migrate the JTA transaction recovery service or a
JM S server to any other server in the cluster. Y ou can optionally configure alist of
serversin the cluster that can potentially host a pinned service. Thislist of serversis
referred to asamigratable target, and it controls the servers to which you can migrate
aservice. In the case of IMS, the migratable target also defines the list of serversto
which you can deploy a JM S server.

For example, the following figure shows a cluster of four servers. Servers A and B are
configured as the migratable target for aJM S server in the cluster.
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In the above exampl e, the migratable target allows the administrator to migrate the
pinned IM S server only from Server A to Server B, or vice versa. Similarly, when
deploying the IM S server to the cluster, the administrator selects either Server A or B
as the deployment target to enable migration for the service. (If the administrator does
not use a migratable target, the IMS server can be deployed or migrated to any
available server in the cluster.)

WebL ogic Server enables you to create separate migratable targets for the JTA
transaction recovery service and JM S servers. This allows you to aways keep each
service running on adifferent server in the cluster, if necessary. Conversely, you can
configure the same selection of serversasthe migratabletarget for both JTA and IMS,
to ensure that the services remain co-located on the same server in the cluster.
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Failover and JDBC Connections

JDBC isahighly stateful client-DBMS protocol, in which the DBMS connection and
transactional state are tied directly to the socket between the DBM S process and the
client (driver). For thisreason, failover of aconnection isnot supported. If aWebL ogic
Server instance dies, any JDBC connectionsthat it managed will die, and the DBM S(s)
will roll back any transactions that were under way. Any applications affected will
have to restart their current transactions from the beginning. All JDBC objects
associated with dead connections will also be defunct. Clustered JDBC eases the
reconnection process: the cluster-aware nature of WebL ogic data sources in externa
client applications allow aclient to request another connection from them if the server
instance that was hosting the previous connection fails.

If you havereplicated, synchronized databaseinstances, you can useaJDBC multipool
to support database failover. In such an environment, if a client cannot obtain a
connection from one connection pool in the multipool because the pool doesn’t exist
or because database connectivity from the pool isdown, WebL ogic Server will attempt
to obtain a connection from the next connection pool in the list of pools.

For instructions on clustering JDBC objects, see“ Configure Clustered JDBC” on page
7-24.

Notes: If aclient requests a connection for apool in which all the connectionsarein
use, an exception isgenerated, and WebL ogic Server will not attempt to obtain
a connection from another pool. Y ou can address this problem by increasing
the number of connections in the connection pool.

Any connection pool assigned to a multipool must be configured to test its
connectionsat reservetime. Thisisthe only way apool can verify it hasagood
connection, and the only way a multipool can know when to fail over to the
next pool onitslist.
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CHAPTER

O Cluster Architectures

This following sections describes alternative architectures for a WebL ogic Server
cluster”

“Architectural and Cluster Terminology” on page 6-1
“Recommended Basic Architecture” on page 6-4
“Recommended Multi-Tier Architecture” on page 6-6
“Recommended Proxy Architectures’ on page 6-13
“Security Options for Cluster Architectures’ on page 6-18
“Avoiding Problems’ on page 6-25

Architectural and Cluster Terminology

This section definetheterms used hereinto refer to the components of clusters and and
Web applications.

Architecture

In this section he term “architecture” refersto how the tiers of an application are
deployed to one or more clusters.
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Web Application “Tiers”

A Web applicationisdivided into several “tiers’ that correspond to thelogical services
the application provides. Because not all Web applications are alike, your application
may not utilize all of the tiers described below. Also keep in mind that the tiers
represent logical divisions of an application’s services, and not necessarily physical
divisions between hardware or software components. In some cases, asingle machine
running asingle WebL ogic Server instance can provide all of the tiers described
below.

m Web Tier

The web tier provides static content (for example, simple HTML pages) to
clients of a Web application. The web tier is generally the first point of contact
between external clients and the Web application. A simple Web application may
have aweb tier that consists of one or more machines running WebL ogic
Express, Apache, Netscape Enterprise Server, or Microsoft Internet Information
Server.

m  Presentation Tier

The presentation tier provides dynamic content (for example, servlets or Java
Server Pages) to clients of a Web application. A cluster of WebL ogic Server
instances that hosts servlets and/or JSPs comprises the presentation tier of aweb
application. If the cluster also serves static HTML pages for your application, it
encompasses both the web tier and the presentation tier.

m Object Tier

The object tier provides Java objects (for example, Enterprise JavaBeans or RMI
classes) and their associated business logic to a Web application. A WebL ogic
Server cluster that hosts EJBs provides an object tier.

Combined Tier Architecture

A cluster architecturein which all tiers of the Web application are deployed to asingle
WebL ogic Server cluster is called a combined tier architecture.
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De-Militarized Zone (DMZ)

The De-Militarized Zone (DMZ) isalogical collection of hardware and services that
is made available to outside, untrusted sources. In most Web applications, a bank of
Web serversresidesinthe DMZ to allow browser-based clients accessto static HTML
content.

The DMZ may provide security against outside attacks to hardware and software.
However, because the DMZ is available to untrusted sources, it is|ess secure than an
internal system. For example, internal systems may be protected by afirewall that
deniesall outside access. The DMZ may be protected by afirewall that hides accessto
individual machines, applications, or port numbers, but it still permits accessto those
services from untrusted clients.

Load Balancer

In this document, the term load balancer describes any technology that distributes
client connection requests to one or more distinct | P addresses. For example, asimple
Web application may use the DNS round-robin algorithm as aload balancer. Larger
applications generally use hardware-based | oad bal ancing sol utions such asthose from
Alteon WebSystems, which may aso provide firewall-like security capabilities.

L oad balancers provide the capability to associate a client connection with aparticular
server in the cluster, which is required when using in-memory replication for client
session information. With certain load balancing products, you must configure the
cookie persistence mechanism to avoid overwriting the WebL ogic Server cookie
which tracks primary and secondary servers used for in-memory replication. See
“Configure Load Balancing Hardware” on page 7-16 for more information.

Proxy Plug-In

A proxy plug-inisaWebL ogic Server extension to an HTTP server—such as Apache,
Netscape Enterprise Server, or Microsoft Internet Information Server—that accesses
clustered servlets provided by a WebL ogic Server cluster. The proxy plug-in contains
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the load balancing logic for accessing servlets and JSPsin aWebL ogic Server cluster.
Proxy plug-insalso contain the logic for accessing the replicaof aclient’ s session state
if the primary WebL ogic Server hosting the session state fails.

Recommended Basic Architecture

The Recommended Basic Architectureisacombined tier architecture—all tiers of the

Web application are deployed to the same WebL ogic Server cluster. Thisarchitecture
isillustrated in the following figure.

Figure6-1 Recommended Basic Architecture
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The benefits of the Recommended Basic Architecture are:

m  Ease of administration
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Because a single cluster hosts static HTTP pages, servlets, and EJBs, you can
configure the entire Web application and deploy/undeploy objects using the
WebL ogic Server Console. You do not need to maintain a separate bank of Web
servers (and configure WebL ogic Server proxy plug-ins) to benefit from
clustered servlets.

m Flexibleload balancing

Using load balancing hardware directly in front of the WebL ogic Server cluster
enables you to use advanced load balancing policies for accessing both HTML
and servlet content. For example, you can configure your load balancer to detect
current server loads and direct client requests appropriately.

m  Robust security

Placing afirewall in front of your load balancing hardware enables you to set up
aDe-Militarized Zone (DMZ) for your web application using minimal firewall
policies.

m  Optimal performance

The combined tier architecture offers the best performance for applicationsin
which most or all of the servlets or JSPsin the presentation tier typically access
objects in the object tier, such as EJBs or JIDBC objects

Note: When using athird-party load balancer with in-memory session replication,
you must ensure that the load balancer maintains a client’s connection to the
WebL ogic Server instance that hosts its primary session state (the
point-of-contact server). For more information about load balancers, see
“Configure Load Balancing Hardware” on page 7-16.

When Not to Use a Combined Tier Architecture

While a combined tier architecture, such as the Recommended Basic Architecture,
meets the needs of many Web applications, it limits your ability to fully employ the
load balancing and failover capabilities of a cluster. Load balancing and failover can
be introduced only at the interfaces between Web application tiers, so, when tiers are
deployed to asingle cluster, you can only load balance between clients and the cluster.

Because most |oad balancing and fail over occurs between clients and the cluster itself,
a combined tier architecture meets the needs of most Web applications.
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However, combined-tier clusters provide no opportunity for load balancing method
callsto clustered EJBs. Because clustered objects are deployed on all WebL ogic
Server instancesin the cluster, each object instanceis available locally to each server.
WebL ogic Server optimizes method calls to clustered EJBs by always selecting the
local object instance, rather than distributing requests to remote objects and incurring
additional network overhead.

This collocation strategy is, in most cases, more efficient than load balancing each
method request to a different server. However, if the processing load to individual
servers becomes unbalanced, it may eventually become more efficient to submit
method calls to remote objects rather than process methods locally.

To utilize load balancing for method calls to clustered EJBs, you must split the
presentation and obj ect tiers of the Web application onto separate physical clusters, as
described in the following section.

Consider the frequency of invocations of the object tier by the presentation tier when
deciding between a combined tier and multi-tier architecture. If presentation objects
usualy invoke the object tier, a combined tier architecture may offer better
performance than a multi-tier architecture.

Recommended Multi-Tier Architecture

6-6

This section describes the Recommended Multi-Tier Architecture, in which different
tiers of your application are deployed to different clusters.

Therecommended multi-tier architecture usestwo separate WebL ogic Server clusters:
one to serve static HTTP content and clustered servlets, and one to serve clustered
EJBs. The multi-tier cluster is recommended for Web applications that:

m  Requireload balancing for method calls to clustered EJBs.

m  Require moreflexibility for balancing the load between servers that provide
HTTP content and servers that provide clustered objects.

m  Require higher availability (fewer single points of failure).
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Note: Consider the frequency of invocations from the presentation tier to the object
tier when considering a multi-tier architecture. If presentation objects usually
invoke the object tier, a combined tier architecture may offer better
performance than a multi-tier architecture.

The following figure depicts the recommended multi-tier architecture.

Figure6-2 Recommended Multi-Tier Architecture
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Physical Hardware and Software Layers

In the Recommended Multi-Tier Architecture the application tiers are hosted on two
separate physical layers of hardware and software.
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Web/Presentation Layer

Object Layer

The web/presentation layer consists of a cluster of WebL ogic Server instances
dedicated to hosting static HTTP pages, servlets, and JSPs. This servlet cluster does
not host clustered objects. Instead, servletsin the presentation tier cluster act asclients
for clustered objects, which reside on an separate WebL ogic Server cluster in the
object layer.

The object layer consists of a cluster of WebL ogic Server instances that hosts only
clustered objects—EJBs and RMI objects as hecessary for the web application. By
hosting the object tier on a dedicated cluster, you lose the default collocation
optimization for accessing clustered objects described in “ Optimization for Collocated
Objects’ on page 4-15. However, you gain the ability to load balance on each method
call to certain clustered objects, as described in the following section.

Benefits of Multi-Tier Architecture

The multi-tier architecture provides these advantages:

m | oad Balancing EJB Methods

By hosting servlets and EJBs on separate clusters, servliet method callsto EJBs
can be load balanced across multiple servers. This processis described in detail
in“Load Balancing Clustered Objectsin ain Multi-Tier Architecture” on page
6-9.

= Improved Server Load Balancing

Separating the presentation and object tiers onto separate clusters provides more
options for distributing the load of the web application. For example, if the
application accesses HTTP and servlet content more often than EJB content, you
can use alarge number of WebL ogic Server instances in the presentation tier
cluster to concentrate access to a smaller number of servers hosting EJBs.

m  Higher Availability

By utilizing additional WebL ogic Server instances, the multi-tier architecture has
fewer points of failure than the basic cluster architecture. For example, if a
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WebL ogic Server that hosts EJBs fails, the HTTP- and servlet-hosting capacity
of the Web application is not affected.

m Improved Security Options

By separating the presentation and object tiers onto separate clusters, you can
use afirewall policy that places only the servlet/JSP cluster in the DMZ. Servers
hosting clustered objects can be further protected by denying direct access from
untrusted clients. For more information, see “ Security Options for Cluster
Architectures’ on page 6-18.

Load Balancing Clustered Objects in a in Multi-Tier
Architecture

WebL ogic Server’s collocation optimization for clustered objects, described in
“Optimization for Collocated Objects’ on page 4-15, relies on having a clustered
object (the EJB or RMI class) hosted on the same server instance as the replica-aware
stub that calls the object.

The net effect of isolating the abject tier isthat no client (HTTP client, Javaclient, or
servlet) ever acquires areplica-aware stub on the same server that hosts the clustered
object. Because of this, WebL ogic Server cannot use its collocation optimization
(described in “ Optimization for Collocated Objects’ on page 4-15), and servlet callsto
clustered objects are automatically load balanced according to the logic contained in
thereplica-aware stub. The following figure depicts aclient accessing a clustered EJB
instance in the multi-tier architecture.
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Figure6-3 Load Balancing Objectsin a Multi-Tier Architecture
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Tracing the path of the client connection, you can see the implication of isolating the
object tier onto separate hardware and software:

1. AnHTTP client connects to one of several WebL ogic Server instancesin the
web/servlet cluster, going through aload balancer to reach the initial server.

2. The client accesses a servlet hosted on the WebL ogic Server cluster.

3. Theservlet actsasaclient to clustered objects required by the web application. In
the exampl e above, the servlet accesses a statel ess session EJB.

The servlet looks up the EJB on the WebL ogic Server cluster that hosts clustered
objects. The servlet obtains a replica-aware stub for the bean, which liststhe
addresses of al serversthat host the bean, as well as the load balancing logic for
accessing bean replicas.

Note: EJB replica-aware stubsand EJB homeload al gorithms are specified using
elements of the EJB deployment descriptor. See “weblogic-gb-jar.xml

6-10  Using WebL ogic Server Clusters


http://e-docs.bea.com/wls/docs81b/ejb/reference.html

Recommended Multi-Tier Architecture

Deployment Descriptors’ in Programming WebLogic Enterprise
JavaBeans for more information.

4. When the servlet next accesses the EJB (for example, in response to another
client), it uses the load-balancing logic present in the bean’s stub to locate a
replica. In the example above, multiple method calls are directed using the
round-robin algorithm for load balancing.

Inthisexample, if the same WebL ogic Server cluster hosted both servietsand EJBs (as
in the Recommended Basic Architecture), WebL ogic Server would not load balance
requests for the EJB. Instead, the servlet would always invoke methods on the EJB
replica hosted on the local server. Using the local EJB instance is more efficient than
making remote method calls to an EJB on another server. However, the multi-tier
architecture enables remote EJB access for applicationsthat require load balancing for
EJB method calls.

Configuration Considerations for Multi-Tier Architecture

IP Socket Usage

Because the multi-tier architecture provides |oad balancing for clustered object calls,
the system generally utilizes more | P sockets than a combined-tier architecture. In
particular, during peak socket usage, each WebL ogic Server in the cluster that hosts
servlets and JSPs may potentially use a maximum of:

m  One socket for replicating HTTP session states between primary and secondary
servers, plus

m  One socket for each WebL ogic Server in the EJB cluster, for accessing remote
objects

For example, in Figure 6-2, each server in the servlet/JSP cluster could potentialy
open amaximum of five sockets. This maximum represents a worst-case scenario
where primary and secondary session states are equally dispersed throughout the
servlet cluster, and each server in the servlet cluster simultaneously accesses aremote
object on each server in the object cluster. In most cases, the number of sockets actual
sockets in use would be less than this maximum.
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If you use a pure-Java sockets implementation with the multi-tier architecture, ensure
that you configure enough socket reader threads to accommodate the maximum
potential socket usage. For details, see “ Configuring Reader Threads for Java Socket
Implementation” on page 2-6.

Hardware Load Balancers

Because the multi-tier architecture uses a hardware load balancer, you must configure
the load balancer to maintain a“sticky” connection to the client’s point-of-contact
server if you usein-memory session state replication. For details, see“ Configure Load
Balancing Method for EJBs and RMIS’ on page 7-15.

Limitations of Multi-Tier Architectures

This section summarizes the limitations of multi-tier cluster architectures.

No Collocation Optimization

Because the Recommended Multi-Tier Architecture cannot optimize object callsusing
the collocation strategy, the Web application incurs network overhead for all method
callsto clustered objects. This overhead may be acceptable, however, if your Web
application requires any of the benefits described in “Benefits of Multi-Tier
Architecture” on page 6-8.

For example, if your Web clients make heavy use of servlets and JSPs but accessa
relatively small set of clustered objects, the multi-tier architecture enables you to
concentrate the load of servlets and object appropriately. Y ou may configure a servlet
cluster of ten WebL ogic Server instances and an object cluster of three WebL ogic
Server instances, while still fully utilizing each server’s processing power.

Firewall Restrictions

6-12

If you place afirewall between the servlet cluster and object cluster in amulti-tier
architecture, you must bind all serversinthe object cluster to public DNS names, rather
than | P addresses. Binding those servers with IP addresses can cause address
translation problems and prevent the servlet cluster from accessing individual server
instances.
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If theinternal and external DN'S names of a WebL ogic Server instance are not
identical, use the Ext er nal DNSName attribute for the server instance to define the
server's external DNS name. Outside the firewall the ext er nal DNSName should
translate to external 1P address of the server. Set this attribute in the Administration
Console using the Server—>Configuration—>General tab. See Server—
>Configuration—>General in Administration Console Online Help.

Recommended Proxy Architectures

Y ou can configure WebL ogic Server clusters to operate alongside existing Web
servers. In such an architecture, abank of Web servers provides static HTTP content
for the Web application, using aWebL ogic proxy plug-inor Ht t pdl ust er Ser vl et to
direct servlet and JSP requests to a cluster.

The following sections describe two alternative proxy architectures.

Two-Tier Proxy Architecture

The two-tier proxy architecture illustrated in the following figure is similar to the
“Recommended Basic Architecture” on page 6-4, except that static HTTP servers are
hosted on a bank of Web servers.
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Figure6-4 Two-Tier Proxy Architecture
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m  WeblLogic Server with the Ht t pdl ust er Ser vl et

m  Apache with the WebL ogic Server Apache proxy plug-in

Database

Thetwo-tier proxy architecture containstwo physical layers of hardware and software.

The proxy architecture utilizes alayer of hardware and software dedi cated to the task
of providing the application’sweb tier. This physical web layer can consist of one or
more identically-configured machines that host one of the following application

combinations:

m  Netscape Enterprise Server with the WebL ogic Server NSAPI proxy plug-in
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m  Microsoft Internet Information Server with the WebL ogic Server Microsoft-11S
proxy plug-in

Regardless of which Web server software you select, keep in mind that the physical
tier of Web servers should provide only static Web pages. Dynamic content—servlets
and JSPs—are proxied viathe proxy plug-inor Ht t pCl ust er Ser vl et toaWebL ogic
Server cluster that hosts servlets and JSPs for the presentation tier.

Servlet/Object Layer

The recommended two-tier proxy architecture hosts the presentation and object tiers
on a cluster of WebLogic Server instances. This cluster can be deployed either on a
single machine or on multiple separate machines.

The Servlet/Object layer differs from the combined-tier cluster described in
Recommended Basic Architecture in that it does not provide static HTTP content to
application clients.

Multi-Tier Proxy Architecture

Y ou can aso use abank of Web servers as the front-end to a pair of WebL ogic Server
clusters that host the presentation and object tiers. This architecture is shown in the
following figure.
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Figure6-5 Multi-Tier Proxy Architecture
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This architecture provides the same benefits (and the same limitations) as the
Recommended Multi-Tier Architecture. It differsonly insofar astheweb tier is placed
on a separate bank of Web serversthat utilize WebL ogic proxy plug-ins.

Proxy Architecture Benefits

Using standalone Web servers and proxy plug-ins provides the following advantages:

m Utilize Existing Hardware
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If you already have a Web application architecture that provides static HTTP
content to clients, you can easily integrate existing Web servers with one or
more WebL ogic Server clustersto provide dynamic HTTP and clustered objects.

m  Familiar Firewall Policies

Using aWeb server proxy at the front-end of your Web application enables you
to use familiar firewall policies to define your DMZ. In general, you can
continue placing the Web serversin your DMZ while disallowing direct
connections to the remaining WebL ogic Server clusters in the architecture. The
figures above depict this DMZ policy.

Proxy Architecture Limitations

Using standal one Web servers and proxy plug-ins limits your Web applicationin
the following ways:

m  Additional administration

The Web serversin the proxy architecture must be configured using third-party
utilities, and do not appear within the WebL ogic Server administrative domain.
You must aso install and configure WebL ogic proxy plug-ins to the Web servers
in order to benefit from clustered servlet access and failover.

m Limited Load Balancing Options

When you use proxy plug-insor the H t pd ust er Ser vl et to access clustered
servlets, the load balancing algorithm is limited to a simple round-robin strategy.

Proxy Plug-In Versus Load Balancer

Using aload balancer directly with a WebL ogic Server cluster provides severa
benefits over proxying servlet requests. First, using WebL ogic Server with aload

bal ancer requires no additional administration for client setup—yYyou do not need to set
up and maintain a separate layer of HTTP servers, and you do not need to install and
configure one or more proxy plug-ins. Removing the Web proxy layer al so reducesthe
number of network connections required to access the cluster.
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Using load balancing hardware provides more flexibility for defining load balancing
algorithms that suit the capabilities of your system. Y ou can use any load balancing
strategy (for example, load-based policies) that your load balancing hardware
supports. With proxy plug-ins or the Ht t pdl ust er Ser vl et , you are limited to a
simple round-robin agorithm for clustered servlet requests.

Note, however, that using a third-party load balancer may require additional
configuration if you use in-memory session state replication. In this case, you must
ensure that the load balancer maintains a“ sticky” connection between the client and
its point-of-contact server, so that the client accesses the primary session state
information. When using proxy plug-ins, no special configuration isnecessary because
the proxy automatically maintains a sticky connection.

Security Options for Cluster Architectures

The boundaries between physical hardware/software layers in the recommended
configurations provide potential points for defining your Web application’s
De-Militarized Zone (DM Z). However, not al boundaries can support a physical
firewall, and certain boundaries can support only a subset of typical firewall policies.

The sections that follow describe several common ways of defining your DMZ to
create varying levels of application security.

Basic Firewall for Proxy Architectures

The basic firewall configuration uses asingle firewall between untrusted clients and
the Web server layer, and it can be used with either the Recommended Basic
Architecture or Recommended Multi-Tier Architecture cluster architectures.
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Figure6-6 Basic Proxy with Firewall Architecture
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In the above configuration, the single firewall can use any combination of policies
(application-level restrictions, NAT, |P masquerading) to filter accessto three HTTP
servers. The most important role for the firewall isto deny direct accessto any other
serversin the system. In other words, the servlet layer, the object layer, and the
database itself must not be accessible from untrusted clients.

Note that you can place the physical firewall either in front of or behind the Web
serversin the DMZ. Placing the firewall in front of the Web servers simplifies your
firewall policies, because you need only permit access to the web servers and deny
accessto all other systems.
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Note: If you placethe firewall between the three Web servers and the WebL ogic
Server cluster, you must bind all server instances using publicly-listed DNS
names, rather than | P addresses. Doing so ensures that the proxy plug-ins can
freely connect to each server in the cluster and not encounter address
translation errors as described in “ Firewall Considerations’ on page 6-26.

If theinternal and external DN'S names of aWebL ogic Server instance are not
identical, usethe Ext er nal DNSNarre attribute for the server instanceto define
the server's external DNS name. Outside the firewall the ext er nal DNSNane
should translate to external |P address of the server. Set this attribute in the
Administration Console using the Server—>Configuration—>General tab.
See Server—>Configuration—>General in Administration Console Online
Help.

DMZ with Basic Firewall Configurations

By denying access to al but the Web server layer, the basic firewall configuration
creates asmall-footprint DM Z that includes only three Web servers. However, amore
conservative DMZ definition might take into account the possibility that a malicious
client may gain access to servers hosting the presentation and object tiers.

For example, assume that a hacker gains access to one of the machines hosting aWeb
server. Depending on the level of access, the hacker may then be ableto gain
information about the proxied servers that the Web server accesses for dynamic
content.

If you choose to define your DMZ more conservatively, you can place additional
firewallsusing theinformationin“Additional Security for Shared Databases’ on page
6-23.

Combining Firewall with Load Balancer

6-20

If you use load balancing hardware with arecommended cluster architecture, you must
decide how to deploy the hardwarein relationship to the basic firewall. Although many
hardware solutions provide security featuresin addition to load balancing services,
most sitesrely on afirewall asthefirst line of defense for their Web applications. In
general, firewalls provide the most well-tested and familiar security solution for
restricting web traffic, and should be used in front of load balancing hardware, as
shown below.
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Figure6-7 Basic Proxy with Firewall and L oad Balancer Architecture
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The above setup places the load balancer within the DMZ along with the web tier.
Using afirewall in this configuration can simplify security policy administration,
because the firewall need only limit access to the load balancer. This setup can also
simplify administration for sitesthat support internal clientsto the Web application, as
described below.

Expanding the Firewall for Internal Clients

If you support internal clients that require direct access to your Web application (for
exampl e, remote machines that run proprietary Java applications), you can expand the
basic firewall configuration to allow restricted accessto the presentation tier. The way
inwhich you expand accessto the application depends on whether you treat the remote
clients as trusted or untrusted connections.
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If you useaVirtual Private Network (VPN) to support remote clients, the clients may
betreated as trusted connectionsand can connect directly to the presentation tier going
through afirewall. This configuration is shown below.

Figure6-8 VPN Usershave Restricted Access Through Firewall
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If you do not use a VPN, all connections to the Web application (even those from
remote sites using proprietary client applications) should be treated as untrusted
connections. In this case, you can modify the firewall policy to permit
application-level connectionsto WebL ogic Server instances hosting the presentation
tier, as shown in the following figure.
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Figure6-9 Application Components Have Restricted Access Through Firewall
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Additional Security for Shared Databases

If you use asingle database that supports both internal data and data for
externally-avail able Web applications, you should consider placing a hard boundary
between the object layer that accesses your database. Doing so simply reinforces the
DMZ boundaries described in “Basic Firewall for Proxy Architectures’ on page 6-18
by adding an additional firewall.

DMZ with Two Firewall Configuration
The following configuration places an additional firewall in front of adatabase server

that is shared by the Web application and internal (trusted) clients. This configuration
provides additional security in the unlikely event that the first firewall isbreached, and
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Untrusted

6-24

a hacker ultimately gains access to servers hosting the object tier. Note that this
circumstance should be extremely unlikely in a production environment—your site
should have the capability to detect and stop amalicious break-in long before ahacker
gains access to machinesin the object layer.

Figure6-10 DMZ with Two Firewalls Architecture
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In the above configuration, the boundary between the object tier and the database is
hardened using an additional firewall. Thefirewall maintains a strict application-level
policy that denies accessto all connections except JDBC connections from WebL ogic

Servers hosting the object tier.
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Avoiding Problems

Thefollowing sections present considerations to keep in mind when determining your
cluster architecture.

Administration Server Considerations

To start up WebL ogic Server instances that participate in a cluster, each Managed
Server must be able to connect to the Administration Server that manages
configuration information for the domain that contains the cluster. For security
purposes, the Administration Server should reside within the same DMZ as the
WebL ogic Server cluster.

The Administration Server maintains the configuration information for all server
instances that participate in the cluster. The confi g. xnl file that resides on the
Administration Server contains configuration data for all clustered and non-clustered
serversin the Administration Server’sdomain. You do not create a separate
configuration file for each server in the cluster.

The Administration Server must be available in order for clustered WebL ogic Server
instances to start up. Note, however, that once a cluster is running, afailure of the
Administration Server does not affect ongoing cluster operation.

The Administration Server should not participate in a cluster. The Administration
Server should be dedicated to the process of administering servers: maintaining
configuration data, starting and shutting down servers, and deploying and undepl oying
applications. If the Administration Server also handlesclient requests, thereisarisk of
delays in accomplishing administration tasks.

Thereis no benefit in clustering an Administration Server; the administrative objects
arenot clusterable, and will not failover to another cluster member if the administrative
server fails. Deploying applications on an Administration Server can reduce the
stability of the server and the administrative functionsit provides. If an application you
deploy on the Administration Server behaves unexpectedly, it could interrupt
operation of the Administration Server.

For these reasons, make sure that the Administration Server’s |P address is not
included in the cluster-wide DNS name.
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Firewall Considerations

6-26

Inany cluster architecture that utilizes one or morefirewalls, it iscritical toidentify all
WebL ogic Server instances using publicly-available DNS names, rather than IP
addresses. Using DNS names avoids problems associated with address trandation
policies used to mask internal 1P addresses from untrusted clients.

If the internal and external DNS names of a WebL ogic Server instance are not
identical, use the Ext er nal DNSName attribute for the server instance to define the
server's external DNS name. Outside the firewall the ext er nal DNSNane should
translate to external 1P address of the server. Set this attribute in the Administration
Console using the Server—>Configuration—>General tab. See Server—
>Configuration—>General in Administration Console Online Help.

The following figure describes the potential problem with using I P addresses to
identify WebL ogic Server instances. In this figure, the firewall translates externa 1P
requests for the subnet “xxx” to internal |P addresses having the subnet “yyy.”
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Figure6-11 Translation Errors Can Occur When Serversare ldentified by IP
Addresses
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The following steps describe the connection process and potential point of failure:

1. The client initiates contact with the WebL ogic Server cluster by requesting a
connection to the first server at 205.20.xxx.100:7001. The firewall translates this
address and connects the client to the internal |P address of 205.20.yyy.100:7001.

2. Theclient performs a JNDI lookup of apinned Object C that resides on the third
WebL ogic Server instance in the cluster. The stub for Object C contains the
internal 1P address of the server hosting the object, 205.20.yyy.300:7001.

3. When the client attempts to instantiate Object C, it requests a connection to the
server hosting the object using IP address 205.20.yyy.300:7001. The firewall
denies this connection, because the client has requested arestricted, internal 1P
address, rather than the publicly-avail able address of the server.

If there was no translation between external and internal |P addresses, the firewall
would pose no problems to the client in the above scenario. However, most security
policiesinvolve hiding (and denying access to) internal 1P addresses.
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Evaluate Cluster Capacity Prior to Production Use

The architecture of your cluster will influence the capacity of your system. Before
deploying applications for production use, evaluate performance to determine if and
where you may need to add servers or server hardware to support real-world client
loads. Testing software such as LoadRunner from Mercury Interactive allows you to
simulate heavy client usage.
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CHAPTER

[ Setting up WebLogic
Clusters

Thefollowing sections contain guidelinesand instructionsfor configuring aWebL ogic
Server cluster:

m “Before You Start” on page 7-1

m  “Cluster Implementation Procedures’ on page 7-9

Before You Start

This section summarizes prerequisite tasks and information for setting up aWebL ogic
Server Cluster.

Obtain a Cluster Licence

Installationsfor clustered WebL ogic Server instancesmust have avalid cluster license.
If you do not have a cluster license, contact your BEA sales representative.
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Understand the Configuration Process

Theinformation in this section will be most useful to you if you have abasic
understanding of the cluster configuration process and how configuration tasks are
accomplished.

For information about the configuration facilities available in WebL ogic Server and
the tasks they support, see “ Understanding Cluster Configuration and Application
Deployment” on page 3-1.

Determine Your Cluster Architecture

7-2

Determine what cluster architecture best suits your needs. Key architectural decisions
include:

= Should you combine al application tiersin asingle cluster or segment your
application tiersin separate clusters?

m  How will you balance the load among server instances in your cluster? Will you:
e Usebasic WebL ogic Server load balancing,
e |Implement athird-party load balancer, or

e Deploy the Web tier of your application on one or more secondary HTTP
servers, and proxy regueststo it?

m  Should you define your Web applications De-Militarized Zone (DMZ) with one
or more firewalls?

To guide these decisions, see “Cluster Architectures’ on page 6-1, and “L oad
Balancing in a Cluster” on page 4-1.

The architecture you choose affects how you set up your cluster. The cluster
architecture may also requirethat you install or configure other resources, such asload
balancers, HTTP servers, and proxy plug-ins.
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Consider Your Network and Security Topologies

Y our security requirements form the basis for designing the appropriate security
topology. For adiscussion of several alternative architectures that provide varying
levelsof application security, see* Security Optionsfor Cluster Architectures’ on page
6-18.

Notes: Some network topol ogies can interfere with multicast communication. If you
are deploying a cluster across aWAN, see “If Your Cluster Spans Multiple
Subnetsin aWAN” on page 2-3.

Avoid deploying server instances in a cluster across afirewall. For a
discussion of the impact of tunneling multicast traffic through afirewall, see
“Firewalls Can Break Multicast Communication” on page 2-3.

Choose Machines for the Cluster Installation

| dentify the machine or machines where you plan to install WebL ogic Server—
throughout this section we refer to such machines as “hosts’—and ensure that they
have the resourcesrequired. System and software prerequisitesarelisted in “ Preparing
to Install WebLogic Server” in Installing BEA WebL ogic Server.

Notes: WebL ogic Server allows you to set up a cluster on a single, non-multihomed
machine. This new capability is useful for demonstration or devel opment
environments.

Do not install WebL ogic Server on machines that have dynamically assigned
| P addresses.

WebLogic Server Instances on Multi-CPU machines

BEA WebL ogic Server has no built-inlimit for the number of server instancesthat can
residein acluster. Large, multi-processor servers such as Sun Microsystems, Inc. Sun
Enterprise 10000 can host very large clusters or multiple clusters.

In most cases, WebL ogic Server clusters scal e best when deployed with one WebL ogic
Server instance for every two CPUs. However, aswith al capacity planning, you
should test the actual deployment with your target Web applications to determine the
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optimal number and distribution of server instances. See* Performance Considerations
for Multi-CPU Machines’ in BEA WebLogic Server Performance and Tuning for
additional information.

Check Host Machines’ Socket Reader Implementation

For best socket performance, configure the WebL ogic Server host machine to use the
native socket reader implementation for your operating system, rather than the
pure-Javaimplementation. To understand why, and for instructions for configuring
native sockets or optimizing pure-Java socket communications, see “ Peer-to-Peer
Communication Using | P Sockets’ on page 2-4.

Identify Names and Addresses

During the cluster configuration process, you supply addressing information—IP
addresses or DNS names, and port numbers—for the cluster and its members.

For information on intra-cluster communication, and how it enables load balancing
and failover, see “WebL ogic Server Communication in a Cluster” on page 2-1.

When you set up your cluster, you must provide location information for:
m  Administration Server

m  Managed Servers

= Multicast location

Read the sections that follow for an explanation of the information you must provide,
and factors that influence the method you use to identify resources.

Avoiding Listen Address Problems

Asyou configure acluster, you can specify addressinformation for the cluster, and the
server instances that compriseit, using either | P addresses or DNS names.
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DNS Names or IP Addresses?

Consider the purpose of the cluster when deciding whether to use DNS names or |P
addresses. For production environments, the use of DNS names is generally
recommended. The use of IP addresses can result in trandation errorsif:

m Clientswill connect to the cluster through a firewall, or

m You have afirewall between the presentation and object tiers, for example, you
have a servlet cluster and EJB cluster with afirewall in between, as described in
the recommended multi-tier cluster.

Y ou can avoid tranglation errors by binding the address of anindividual server instance
to aDNS name. Make sure that aserver instance’ sDNSnameisidentical on each side
of firewallsin your environment, and do not use a DNS name that is a so the name of
an NT system on your network.

For more information about using DNS names instead of | P addresses, see “Firewall
Considerations’ on page 6-26.

When Internal and External DNS Names Vary

If theinternal and external DNS names of a WebL ogic Server instance are not
identical, use the Ext er nal DNSNane attribute for the server instance to define the
server's external DNS name. Outside the firewall the ext er nal DNSNamre should
translate to external 1P address of the server. Set this attribute in the Administration
Console using the Server—>Configuration—>General tab. See Server—
>Configuration—>General in Administration Console Online Help.

Localhost Considerations

If youidentify aserver instance’ sListen Addressaslocalhost, non-local processeswill
not be able to connect to the server instance. Only processes on the machine that hosts
the server instance will be able to connect to the server instance. If the server instance
must be accessible as localhost (for instance, if you have administrative scripts that
connect to localhost), and must al so be accessibl e by remote processes, leavetheListen
Address blank. The server instance will determine the address of the machine and
listen onit.
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Assigning Names to Server Instances

Each server instance in your overall WebL ogic environment should have a unique
name. Regardless of the domain or cluster in which a server instance resides, or
whether it isan Administration Server or aManaged Server, make sure that its name
isunique.

Administration Server Address and Port

| dentify the DNS name or | P address and Listen Port of the Administration Server you
will use for the cluster.

The Administration Server isthe WebL ogic Server instance used to configure and
manage all the Managed Serversinitsdomain. When you start aManaged Server, you
identify the host and port of its Administration Server.

Managed Server Addresses and Listen Ports

I dentify the DNS name or | P address of each Managed Server planned for your cluster.

Each Managed Server in a cluster must have a unique combination of address and
Listen Port number. Clustered server instances on a single non-multihomed machine
can have the same address, but must use a different Listen Port.

Cluster Multicast Address and Port

7-6

I dentify the address and port you will dedicate to multicast communications for your
cluster.

Server instances in a cluster communicate with each other using multicast—they use
multicast to announce their services, and to issue periodic heartbeats that indicate
continued availability.

The multicast address for a cluster should not be used for any purpose other than
cluster communications. If the machinewherethe cluster multicast address exists hosts
or isaccessed by cluster-external programs that use multicast communication, make
surethat those multicast communications use adifferent port than the cluster multicast
port.
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Multicast and Multiple Clusters

Multiple clusters on a network may share a multicast address and multicast port
combination if necessary.

Multicast and Multi-Tier Clusters

If you are setting up the Recommended Multi-Tier Architecture, described in
Chapter 6, “ Cluster Architectures,” with afirewall between the clusters, you will need
two dedicated multicast addresses. onefor the presentation (servlet) cluster and onefor
the object cluster. Using two multicast addresses ensures that the firewall does not
interfere with cluster communication.

Cluster Address

When you configure acluster, you define acluster addressthat identifies the Managed
Serversin the cluster. The cluster addressis used in entity and stateless beans to
construct the host name portion of URLS. If the cluster addressis not set, EJB handles
may not work properly.

Cluster Address for Production Environments

In aproduction environment, specify the cluster address as a DNS name that maps to
the IP addresses or DNS names of each WebL ogic Server instance in the cluster.

If you define the cluster address as a DNS name, the Listen Ports for the cluster
members are not specified in the cluster address—it is assumed that each Managed
Server in the cluster has the same Listen Port number. Because each server instancein
acluster must have a unique combination of address and Listen Port, if acluster
addressis a DNS name, each of the server instance in the cluster must have:

® aunique address and
m the same Listen Port number

When clients obtain an initial INDI context by supplying the cluster DNS name,
webl ogi c.j ndi.W.I nitial Cont ext Fact ory obtainsthelist of all addresses that
are mapped to the DNS name. Thislist is cached by WebL ogic Server instances, and
new initial context requests are fulfilled using addresses in the cached list with a
round-robin agorithm. If a server instance in the cached list isunavailable, it is
removed from thelist. The address list is refreshed from the DNS service only if the
server instance is unable to reach any addressin its cache.
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Using acached list of addresses avoids certain problems with relying on DNS
round-robin aone. For example, DNS round-robin continues using all addresses that
have been mapped to the domain name, regardless of whether or not the addresses are
reachable. By caching the address|list, WebL ogic Server can remove addressesthat are
unreachable, so that connection failures aren’t repeated with new initial context
requests.

Note: The Administration Server should not participate in a cluster. Ensure that the
Administration Server’s |P addressis not included in the cluster-wide DNS
name. For more information, see “ Administration Server Considerations’ on
page 6-25.

Cluster Address for Development and Test Environments

Use of acluster DNS name for the cluster address, recommended for production
environments in the previous section, is also fine for development and test
environments.

Alternatively, you can define the cluster address as alist that contains the DNS name
(or 1P address) and Listen Port of each Managed Server in the cluster, as shown in the
examples below:

DNSNarmel: port 1, DNSNanel: port 2, DNSNanel: port 3
| Paddr ess1: port1, | Paddress2: port2; | Paddress3: port3

Note that each cluster member has a unique address and port combination.

Cluster Address for Single, Multihomed Machine

7-8

If your cluster runs on a single, multihomed machine, and each server instance in the
cluster uses a different |P address, define the cluster address using a DNS name that
maps to the I P addresses of the server instancesin the cluster. If you define the cluster
address asa DNS name, specify the same Listen Port number for each of the Managed
Serversin the cluster.
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Cluster Implementation Procedures

This section describes how to get a clustered application up and running, from
installation of WebL ogic Server through initial deployment of application
components.

Configuration Roadmap

This section lists typical cluster implementation tasks, and highlights key
configuration considerations. The exact process you follow is driven by the unique
characteristics of your environment and the nature of your application. Thesetasksare
described:

1. “Install WebL ogic Server” on page 7-10
2. “Create aClustered Domain” on page 7-10
. “Configure Load Balancing Method for EJBs and RMIS’ on page 7-15
. “Configure Server Affinity for Distributed JM S Destinations’ on page 7-16

. “Configure Load Balancing Hardware” on page 7-16

3

4

5

6. “Configure Proxy Plug-Ins’ on page 7-19

7. “Configure Replication Groups’ on page 7-22

8. “Configure Migratable Targets for Pinned Services’ on page 7-23
9. “Configure Clustered JDBC” on page 7-24

10. “Package Applications for Deployment” on page 7-26

11. “Deploy Applications’ on page 7-26

12. “Deploying, Activating, and Migrating Migratable Services’ on page 7-29
13.“Configure In-Memory HTTP Replication” on page 7-34
14.“Additional Configuration Topics’ on page 7-34
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Not every step is required for every cluster implementation. Additional steps may be
necessary in some cases.

Install WebLogic Server

If you have not already done so, install WebL ogic Server. For instructions, see
Installing BEA WebLogic Server.

m |f the cluster will run on a single machine, do asingle installation of WebL ogic
Server under the/ bea directory to use for all clustered instances.

m  For remote, networked machines, install the same version of WebL ogic Server
on each machine. Each machine:

Note:

Must have permanently assigned, static | P addresses. You cannot use
dynamically-assigned | P addresses in a clustering environment.

Must be accessible to clients. If the server instances are behind afirewall and
the clients are in front of the firewall, each server instance must have a
public |P address that can be reached by the clients.

Must be located on the same local area network (LAN) and must be
reachable via |P multicast.

Do not use a shared filesystem and a single installation to run multiple

WebL ogic Server instances on separate machines. Using a shared filesystem
introduces a single point of contention for the cluster. All server instances
must compete to access the filesystem (and possibly to write individual log
files). Moreover, should the shared filesystem fail, you might be unableto start
clustered server instances.

Create a Clustered Domain

These instructions are for creating a cluster using the BEA Domain Configuration
Wizard.
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Notes: There are other methods for creating and maintaining cluster configurations
See “Methods of Configuring Clusters’ on page 3-9.

1. Start the Configuration Wizard using Start -->Programs-->BEA WebL ogic
Platform--> Domain Configuration Wizard.

2. Inthe Choose Domain Type and Name window, click WLS Domain.

3. Enter adomain name, using alphanumeric characters with no embedded spaces,
in the Name field. Click Next to continue.

4. Inthe Choose Server Type window, click Admin Server with Clustered Managed
Server(s). Click Next to continue.

5. Inthe Choose Domain Location window, click Next to select the default
directory that is shown, or browse to a different directory.

The Choose Domain L ocation window shows:
e thedirectory where your domain directory will be created
e thefull path for the domain directory to be created

The domain directory name is the Domain Name you specified on the
Choose Domain Type and Name window.

6. Inthe Configure Clustered Server(s) window displayed, click Add to configure
the first Managed Server for the cluster.

7. Inthe Add Server window, complete:

e Server Name—Enter a server name, using alphanumeric characters with no
embedded spaces

Assign a unique name to each server instance you create. Do not give a
server instance a name that is the same as the name of any other Managed
Server or Administrative Server in your WebL ogic Server environment.

e Server Listen Address—Enter machine address or name.

For guidelines on how to specify the Listen Address, see “ Avoiding Listen
Address Problems’ on page 7-4.

e Server Listen Port—Enter a numeric value. The range of alowable valuesis
1to 65535.

Click Add to continue.
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8. Inthe Add Server window click Add to add a Managed Server to the cluster, and
repeat the previous step for each Managed Server in the cluster. When you are
done adding Managed Servers, click Next to continue.

9. Inthe Configure Cluster window, complete:

e Cluster Name—Contains the default value mycluster. Enter a name for the
cluster, using al phanumeric characters with no embedded spaces

e Cluster Multicast Address—Contains a default value 237.0.0.1. The range of
allowable valuesis 224.0.0.0 to 239.255.255.255

e Cluster Multicast Port—Contains a default value 7777.

e Cluster Address—Contains a cluster address comprised of the address port
combinations for each server instance in the cluster.

If you modify the cluster address, use the appropriate address format,
depending on whether the cluster will be used in production or not. For
information on the cluster address format for production and non-production
environments, see “ Cluster Address’ on page 7-7.

Click Next to continue.

10. In the Configure Admin Server (with Cluster) window, complete:

e Server Name—Contains default value myserver. Enter a name for the
cluster’s Administration Server, using a phanumeric characters with no
embedded spaces.

Assign a unique name to each server instance you create. Do not give a
server instance a name that is the same as the name of any other Managed
Server or Administrative Server in your WebL ogic Server environment.

e Server Listen Address—Enter machine address or name.

For guidelines on how to specify the Listen Address, see “Avoiding Listen
Address Problems’ on page 7-4.

e Server Listen Port—The default port is 7001. The range of allowable values
is 1 to 65535.

e Server SSL Listen Port— The default port is 7002. The range of allowable
valuesis 1 to 65535.

Click Next to continue.

Using WebL ogic Server Clusters



Cluster Implementation Procedures

11

12.

13.

In the System User Name and Password window compl ete the User Name and
Password fields. Enter a password with a minimum of eight characters.

User name and password are required to start server instancesin the cluster. The
username must belong to arole that is permitted to start server instances. For
information about roles, see “Protecting System Administration Operations” in
BEA WebLogic Server Administration Guide.

Click Next to continue.

In the Install Server as Windows Service window,

Click Yesto install the domain as a Windows Service, to cause WebL ogic Server
service to start automatically each time the Windows system boots.

or

Click No if you do not want to run WebL ogic as a Windows Service. If you
choose No, the WebL ogic Server service will not start automatically when the
Windows system boots.

Note: beaSvc isthe service namein the domai nnane_Ser ver Nane variable.

In the Install Domain in Windows Start Menu window,

Click Yesto add an entry for starting the new domain in your Windows Start
Menu

or

Click Noif you do not want an entry for the domain in your Windows Start
Menu

Click Next to continue.

14. In the Configuration Summary window, review the configuration summary

information. Click:

Previousif you wish to return to previous windows and modify configuration
information.

or

Create to create the domain.

15. In the Configuration Wizard Complete window, click End Configuration Wizard

to exit the wizard.
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To make changes to the preceding configuration steps, and to complete the
configuration process, use the Administration Console. For instructions on using the
Administration Console, see Administration Console Online Help.

Note: The Administration Server for the domain containing the cluster must be

running when you make changes to the cluster configuration. Follow steps 1
through 6 in the following section to start the Administration Server.

Starting a WebLogic Server Cluster

7-14

This section hasinstructionsfor starting acluster. First start the Administration Server
for the cluster, then start each of the Managed Serversin the cluster. Each server
instance is started with a command that you execute in a separate command shell.

For a comprehensive discussion of procedures for starting and stopping server
instances, see “ Starting and Stopping WebL ogic Servers’ in Administration Console
Online Help.

1
2.

Open a command shell.

Change directory to the domain directory that you created with the Configuration
Wizard.

Type this command to start the Administration Server:
St art WebLogi ¢

Enter the user name for the domain at the “ Enter username to boot WebL ogic
Server” prompt.

Enter the password for the domain at the “Enter password to boot WebL ogic
Server” prompt.

The command shell displays messages that report the status of the startup
process.

Open another command shell so that you can start a Managed Server.

Change directory to the domain directory that you created with the Configuration
Wizard.

Type this command
St art ManagedWeblLogi ¢ server _nane address: port

where:
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server_name is the name of the Managed Server you wish to start

address isthe IP address or DNS name for the Administration Server for the
domain

port isthe listen port for the Administration Server for the domain

9. Enter the user name for the domain at the “ Enter username to boot WebL ogic
Server” prompt.

10. Enter the password for the domain at the “ Enter password to boot WebL ogic
Server” prompt.

The command shell displays messages that report the status of the startup
process.

Note: After you start a Managed Server, it listens for heartbeats from other
running server instances in the cluster. The Managed Server buildsitslocal copy
of the cluster-wide JNDI tree, as described in “How WebL ogic Server Updates
the INDI Tree” on page 2-13, and displays status messages when it has
synchronized with each running Managed Server in the cluster. The
synchronization process can take a minute or so.

11. To start another server instance in the cluster, return to step 6. Continue through
step 10.

12. When you have started all Managed Serversin the cluster, the cluster startup
process is complete.

Configure Load Balancing Method for EJBs and RMIs

Follow the instructions in this section to select the load balancing algorithm for EJBs
and RMI objects.

Unless you explicitly specify otherwise, WebL ogic Server uses the round-robin
algorithm as the default load balancing strategy for clustered object stubs. To
understand alternative load balancing algorithms, see “Load Balancing for EJBs and
RMI Objects’ on page 4-6. To change the default load balancing algorithm:

1. Open the WebL ogic Server Console.

2. Select the Clusters node.
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3. Select your cluster.

4. Click the drop-down arrow next to the Default Load Algorithm to display load
bal ancing algorithms.

5. Intheitem list, select the desired load balancing a gorithm.

6. Enter the desired value in the Service Age Threshold field. For adefinition of this
attribute, see Administration Console Online Help.

7. Click Apply to save your changes.

Configure Server Affinity for Distributed JMS
Destinations

To understand the server affinity support provided by WebL ogic Server for IMS, see
“Load Balancing for IMS’ on page 4-18.

For instructions to configure server affinity for distributed JM S destinations, see
“Tuning Distributed Destinations” in Administration Console Online Help.

Configure Load Balancing Hardware

This section has guidelines for configuring an external load balancer.

For a detailed discussion of external load balancers, session cookie persistence, and
and load balancers can use information from the WebL ogic Server session cookie, see
“Load Balancing HT TP Sessions with an External Load Balancer” on page 4-2
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Whether or not aload balancer is supported in aWebL ogic Server cluster depends on
how the load balancer implements session persistence. The following table
summarizes support and configuration requirements for difference persistence
implementations.

Persistence Type

Active Cookie Persistence Passive Cookie Per sistence

L oad Balancer Load Balancer Inserts

Overwrites Additional Cookie
Cookie
Not supported No configuration required Specify offset and string constant

Load balancers that overwrite the WebL ogic Server session cookie are not supported.

L oad balancers that use active cookie persistence, that is, insert an additional cookie,
but do not modify theWebL ogic Server session cookie, are supported. No
WebL ogic-specific configuration is required.

L oad balancers that use passive cookie persistence, that is, do not insert cookies or
modify the WebL ogic Server session cookie are supported. Instruction are provided
See “ Configuring Load Balancers that Support Passive Cookie Persistence” on page
7-17

For vendor-specific instructions for configuring Alteon and Big-1P load balancers, see:
m  Appendix B, “Configuring Alteon™ Hardware with Clusters.”

m  Appendix C, “Configuring BIG-IP™ Hardware with Clusters.”

Configuring Load Balancers that Support Passive Cookie Persistence

Load balancers that support passive cookie persistence can use information from the
WebL ogic Server session cookie to associate a client with the WebL ogic Server
instance that hosts the session. The session cookie contains a string constant that the
load balancer uses to identify the primary server instance for the session.

To configure the load balancer to work with your cluster, use the facilities of the load
balancer to define the the offset and length of the string constant.
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Thevaluesrecommended for offset and | ength assumethat you have not made changes
to your domain configuration that alter the format of the WebL ogic Server session
cookie. Specifically, these instructions assume that:

m  The Random Session ID portion of the session cookie is the default length of 52
bytes, and

m  TheWAPenabl ed parameter in the webl ogi c. xni file for your application is set
to the default value, “false”.

Onyour load balancer, set the offset and length of the string constant as follows:

m  string constant offset—set to 53 bytes, the default Random Session ID length
plus 1 byte for the delimiter character.

m  string constant length—BEA recommends that you set the length of the string
constant to at least 19 bytes, alength sufficient to ensure that the primary server
instance can be uniquely identified.

If your application or environmental requirements dictate that you change the length
of the Random Session ID from its default value of 52 bytes, you must set the string
constant offset on the load balancer accordingly. The offset for the string constant
must equal the length of the Random Session ID plus 1 bytefor the delimiter character.

If your cluster hosts a WAP-enabled application, there are session parameter
considerationsthat might affect how you configure your |oad balancer. For details, see
the following section, “ Configuring Load Balancer for Reduced Length Session
Parameters (WAP-Enabled)”.

Configuring Load Balancer for Reduced Length Session Parameters (WAP-Enabled)
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If WAPEnabl ed issetto“true” for your domain, and | DLengt h is8 bytes, set the offset
and length of the string constant as follows:

m  String constant offset—set to 9 bytes, the default Random Session ID length plus
1 byte for the delimiter character.

m  String constant length—Set the length of the string constant to 8, the minimum
length of the hash code that identifies the primary server.
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Configure Proxy Plug-Ins

Refer to the instructions in the section if you wish to load balance servlets and JSPs
using a proxy plug-in. A proxy plug-in proxies requests from a Web server to

WebL ogic server instances in a cluster, and provides load balancing and failover for
the proxied HT TP requests.

For information about load balancing using the proxy plug-in, see “Load Balancing
with aProxy Plug-in” on page 4-2. For information about connection and failover
using the proxy plug-in, see “ Replication and Failover for Servlets and JSPS’ on page
5-3, and “ Accessing Clustered Servlets and JSPs Using a Proxy” on page 5-8.

If you use the BEA-provided Web server, set up its associated plug-in,
Ht t pdl ust er Ser vl et , using the instructionsin “ Set Up the HttpClusterServlet”
on page 7-19.

If you use a supported third-party Web server, you will set up a product-specific
plug-in. For alist of supported servers, see “Load Balancing with a Proxy
Plug-in” on page 4-2.

To set up aplug-in for athird party Web server, follow the instructions in Using
WebLogic Server with Plug-ins.

Note: Each Web server that proxies requests to a cluster must have an identically

configured plug-in.

Set Up the HttpClusterServiet

This section hasinstructions for deploying the Ht t pCl ust er Ser vl et .

1

Create a Web Application that includesthe Ht t pCl ust er Servl et , and a
deployment descriptor file containing the elements described in this section. You
can create a Web Application and its deployment descriptors manually or you can
use the WebL ogic Builder tool. For background and instructions, see:

e “Overview of Web Applications’ in Assembling and Configuring \eb
Applications

e “Main Stepsto Create aWeb Application” in Assembling and Configuring
Web Applications
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e “XML Deployment Descriptors’ in Developing WebLogic Server
Applicationsdd _files

e WebL ogic Builder Online Help

2. Createtheweb. xm deployment descriptor file for the Web Application. (For an
example of a complete deployment descriptor, see “ Sample Deployment
Descriptor for the HttpClusterServlet” on page 7-21.)

a. Register the Ht t pd ust er Ser vl et inthe Web Application deployment
descriptor in the <ser vl et > element. The class name for the

H t pd uster Servl et is
webl ogi c. servl et. proxy. Ht t pCl uster Servl et :

<ser vl et-name>Ht t pCl ust er Servl et </ servl et - nane>
<servl et-cl ass>

webl ogi c. servl et. proxy. Ht t pCl ust er Servl et
</servlet-class>

b. Define, where appropriate, any additional parameters as described in
“Parametersfor Web Server Plug-ins” in Using WebL ogic Server with Plug-ins.

c. Maptheproxy servletto a<url - pat t er n>. Specifically, map thefile
extensions you want to proxy, for example*. j sp, or *. htni .

If you set the<ur| - pattern>to*“/”, then any request that cannot be
resolved by WebL ogic Server is proxied to the remote server instance.
However, you must also specifically map the following extensions: *. j sp,
* htnd,and*. ht m , if you want to proxy files ending with those
extensions.

Another way to set up the url-pattern isto map a<ur| - pat t er n> such as
/ f oo and then set the pat hTr i mparameter to f oo, which removesf oo from
the proxied URL.

For example:

<ser vl et - mappi ng>
<servl et -name>Ht t pCl ust er Servl et </ servl et - nane>
<url-pattern>/</url-pattern>

</ servl et - mappi ng>

<servl et - mappi ng>
<servl et - name>Ht t pCl ust er Servl et </ servl et - nanme>
<url-pattern>*.jsp</url-pattern>

</ servl et - mappi ng>

7-20  Using WebL ogic Server Clusters


http://e-docs.bea.com/wls/docs81b/programming/packaging.html#dd_files
http://e-docs.bea.com/wls/docs81b/wlbuilder/index.html
http://e-docs.bea.com/wls/docs81b/plugins/plugin_params.html#1143034

Cluster Implementation Procedures

<servl et - mappi ng>
<servl et - nane>Ht t pCl ust er Servl et </ servl et - nanme>
<url-pattern>*. htnx/url-pattern>

</ servl et - mappi ng>

<servl et - mappi ng>
<servl et - nane>Ht t pCl ust er Servl et </ servl et - name>
<url-pattern>*. htm </url -pattern>

</ servl et - mappi ng>

3. Use Administration Console to configure this Web Application. (For detailed
information on configuring and deploying a Web Application using the
Administration Console, see “Configuring a New Web Application or Web
Service” in Administration Console Online Help.

a. Create anew server instancein your domain.

b. Assignthe Web Application you created asthe default Web Application for the
server instance that you just created.

c. Deploy the Web Application on the server.

Note: You can aso usethewebl ogi c. Depl oyer tool to deploy aWeb
Application. For more information, see“ Deployer” in the BEA WebLogic
Server Administration Guide.

Sample Deployment Descriptor for the HitpClusterServlet

Thefollowing isasample of aWeb A pplications deployment descriptor, web. xmi , for
usingthe Ht t pCl ust er Ser vl et :

Listing 7-1 Sample web.xml for Use with HttpCluster Servlet

<! DOCTYPE web-app PUBLIC "-//Sun M crosystens, |nc.
/1 DTD Wb Application 2.2//EN'
"http://java. sun.com j 2ee/ dt ds/ web-app_2_2. dtd">

<web- app>

<servl et >
<servl et - name>Ht t pCl ust er Servl et </ servl et - name>
<servl et-cl ass>
webl ogi c. servl et. proxy. H t pd ust er Servl et
</servl et-class>
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<init-paranpr
<par am nanme>WebLogi cC ust er </ par am nanme>
<par amval ue>
nyserver 1: 7736: 7737| nyserver 2: 7736: 7737| nyserver: 7736: 7737
</ param val ue>
</init-paranp

<init-parane
<par am name>DebugConf i gl nf o</ par am nane>
<par am val ue>ON</ par am val ue>
</init-paranp

</servlet>

<servl et - mappi hg>
<servl et - nanme>Ht t pCl ust er Ser vl et </ servl et - nane>
<url-pattern>/</url-pattern>

</ servl et - mappi ng>

<servl et - mappi hg>
<servl et - nanme>Ht t pCl ust er Servl et </ servl et - nane>
<url-pattern>*.jsp</url-pattern>

</ servl et - mappi ng>

<servl et - mappi ng>
<servl et - nanme>Ht t pCl ust er Ser vl et </ servl et - nane>
<url-pattern>*. htnx/url-pattern>

</ servl et - mappi ng>

<servl et - mappi ng>
<servl et - nanme>Ht t pCl ust er Ser vl et </ servl et - nanme>
<url-pattern>*.htm </url -pattern>

</ servl et - mappi ng>

</ web- app>

Configure Replication Groups

7-22

To support automatic failover for servletsand JSPs, WebL ogic Server replicatesHTTP
session states in memory. Y ou can further control where secondary states are placed
using replication groups. A replication group is a preferred list of clustered instances
to be used for storing session state replicas.

If your cluster will host servlets or stateful session EJBS, you may want to create
replication groups of WebL ogic Server instances to host the session state replicas.
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For instructions on how to determine which server instances should participate in each
replication group, and to determine each server instance' s preferred replication group,
follow theinstructionsin “Using Replication Groups’ on page 5-6.

Then follow these steps to configure replication groups for each WebL ogic Server
instance:

To configure replication groups for aWebL ogic Server instance:
1. Open the WebL ogic Server Console.

2. Select the Servers node.

3. Select the server to configure.

4. Select the Cluster tab.
5

. Enter values for the following attribute fields:

e Replication Group: Enter the name of the replication group to which this
server instance bel ongs.

e Preferred Secondary Group: Enter the name of the replication group you
would like to use to host replicated HT TP session states for this server
instance.

6. Apply the changes.

Configure Migratable Targets for Pinned Services

WebL ogic Server enables you to configure an optional migratable target, which
defines alist of server instances in the cluster that can potentially host a migratable
service, such asaJMS server or the Java Transaction APl (JTA) transaction recovery
service. If you want to use a migratabl e target, configure the target server list before
deploying or activating the service in the cluster.

If you do not configure a migratable target in the cluster, migratable services can be
migrated to any WebL ogic Server instance in the cluster. See “Migration for Pinned
Services’ on page 5-22 for more information.

For instructions on configuring migratable IM S targets, see “Configuring IMS
Migratable Targets’ in Programming WebLogic JMS.
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For instructionsto configureamigratabletarget for JTA, see“ Constraining the Servers
to Which the Transaction Recovery Service can Migrate” in Administration Console
Online Help.

Configure Clustered JDBC

This section provides instructions for configuring JDBC components using the
Administration Console. The choices you make as you configure the JDBC
componentsarereflectedintheconfi g. xn filefor the WebL ogic Server domain that
contains the cluster.

First you create the connection pools and optionally a multipool, then you create the
data source. When you create a data source object, you specify a connection pool or
multipool as one of the data source attributes. This associates that data source with one
specific connection pool or multipool.

m For an overview of how JDBC objects work in a WebL ogic Server cluster, see
“JDBC Connections” on page 1-7.

m  For adescription of how clustered JDBC can increase application avail ability,
see “Failover and JDBC Connections” on page 5-25.

m  For adescription of how clustered JDBC supports load balancing, see “Load
Balancing for JIDBC Connections’ on page 4-20.

Clustering Connection Pools

7-24

Perform these steps to set up a basic connection pool in a cluster:
1. Create a connection pool.

For instructions, see “JDBC” in Administration Console Online Help.
2. Assign the connection pool to the cluster.

For instructions, see “JDBC” in Administration Console Online Help.

3. Create the data source. Specify the connection pool created in the previous step in
the Pool Name attribute.

For instructions, see “JDBC” in Administration Console Online Help.

Using WebL ogic Server Clusters


http://e-docs.bea.com/wls/docs81b/ConsoleHelp/jta.html#jta_trs_constrain 
http://e-docs.bea.com/wls/docs81b/ConsoleHelp/jta.html#jta_trs_constrain 
http://e-docs.bea.com/wls/docs81b/ConsoleHelp/jdbc.html
http://e-docs.bea.com/wls/docs81b/ConsoleHelp/jdbc.html
http://e-docs.bea.com/wls/docs81b/ConsoleHelp/jdbc.html

Cluster Implementation Procedures

4. Assign the data source to the cluster.

For instructions, see “JDBC” in Administration Console Online Help.

Clustering Multipools

Perform these steps to create a clustered multipool for increased availability, and
optionally, load balancing.

Note: Multipools are typically used to provide increased availability and load
balancing of connectionsto replicated, synchronized instances of a database.
For more information, see “JDBC Connections’ on page 1-7.

1. Create two or more connection pools.

For instructions, see “JDBC” in Administration Console Online Help.
2. Assign each connection pool to the cluster.

For instructions, see “JDBC” in Administration Console Online Help.

3. Create amultipool. Assign the connection pools created in the previous step to
the multipool.

For instructions, see “JDBC” in Administration Console Online Help.
4. Assign the Multipool to the cluster.

For instructions, see “JDBC” in Administration Console Online Help.

5. Create the data source. Specify the multipool created in the previous step in the
Pool Nane attribute.

For instructions, see “JDBC” in Administration Console Online Help.

6. Assign the data source to the cluster.

For instructions, see “JDBC” in Administration Console Online Help.
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Package Applications for Deployment

Usetheinstructionsin “WebL ogic Server Applications Packaging” in Developing
WebLogic Server Applicationsto prepare your application for deployment. Packaging
your application is a prerequisite for deployment.

Deploy Applications

This section provides instructions for common deployment tasks. For a discussion of
application deployment in clustered environments see “ Application Deployment
Topics’ on page 3-5. For abroad discussion of deployment topics, see Deploying
WebLogic Server Applications.

Deploying Applications to a Cluster

7-26

Follow the steps in this section to configure and deploy an application using the
WebL ogic Server Administration Console:

Note: All server instances in your cluster should be running when you deploy

A W poE

ol

applications to the cluster using the Administration Console

Start the WebL ogic Server Administration Console.
Select the Domain in which you will be working.
In the left pane of the Console, click Deployments.

In the left pane of the Console, click the Applications. A tableis displayed in the
right pane of the Console showing all the deployed Applications.

Select the Configure a new Application option.

Locatethe. ear, . war,.jar,or.rar fileyouwould like to configure for use
with WebL ogic Server. You can aso configure an “exploded” application or
component directory. Note that WebL ogic Server will deploy all components it
findsin and below the specified directory.

Click the WebL ogic icon to the |eft of adirectory or file to choose it and proceed
to the next step.
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8. Enter aname for the application or component in the provided field and click
Creste.

9. Enter the following information:

Staging M ode—specify the staging mode. The options include server,
nostage, and stage.

Deployed—using the provided check box, indicate whether the . ear, . war,
.jar,or.rar fileshould be deployed upon creation.

10. To configure components for the application, click the Configure Componentsin
this Application.

11. The Componentstable is displayed. Click a component to configure.

12. Using the available tabs, enter the following information:

Note:

Configuration—Edit the staging mode and enter the deployment order.

Targets—Indicate the target for this configured application by moving the
application from the Available list to the Chosen list.

Clustered objectsin WebL ogic Server should be deployed homogeneously. I
the object contains areplica-aware stub, use the console to deploy it using the
cluster name.

To ensure homogeneous deployment, when you select atarget use the cluster
name, rather than individual WebL ogic Server instances in the cluster.

The consol e automates depl oying replica-aware objectsto clusters. When you
deploy an application or object to a cluster, the console automatically deploys
it to all members of the cluster (whether they are local to the Administration
Server machine or they reside on remote machines)

Deploy—Deploy the application to all of the selected targets or undeploy it
from all targets.

Monitoring—View monitoring information related to the application.
Notes—Enter notes related to the application.

Click Apply.
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Deploying to a Server Instance (Pinned Deployment)

Deploying a application to a server instance, rather than the all cluster membersis
called a pinned deployment. Although a pinned deployment targets a specific server
instance, all server instances in the cluster must be running during the depl oyment
process.

Y ou can perform a pinned deployment using the Administration Console or from the
command line, using webl ogi c. Depl oyer .
Pinned Deployment from the Command Line

From acommand shell, use the following syntax to target a server instance:

j ava webl ogi c. Depl oyer -activate -name ArchivedEarJar -source
C. /| MyApps/ JarEar . ear -target serverl

Pinned Deployment Using the Administration Console
Perform these steps to target a server instance:
1. Inthe Administration Console, open the Deployments node.
2. Click the application or component to be deployed.

3. Intheright-hand panel, select the Targets --> Clusters tab and make sure the
cluster isin the Available and not the Chosen list.

4. Select the Targets tab and make sure the server isin the Chosen list.
5. Click Apply.

Cancelling Cluster Deployments

Y ou can cancel adeployment using the Administration Console or from the command
line, using webl ogi c. Depl oyer.

Cancel Deployment from the Command Line

From a command shell, use the following syntax to cancel the deployment task ID:

j ava webl ogi c. Depl oyer -adm nurl http://adm n: 7001 -cancel -id tag
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Cancel Deployment Using the Administration Console
In the Administration Console, open the Tasks node to view and to cancel any current
deployment tasks.
Viewing Deployed Applications
To view a deployed application in the Administration Console:
1. Inthe Console, click Deployments.
2. Click the Applications option.
3. View alist of deployed applicationsin the table displayed in the Console.

Undeploying Deployed Applications

To undeploy a deployed application from the WebL ogic Server Administration
Console:

1. Inthe Console, click Deployments.

2. Click the Applications option.

3. Inthedisplayed table, click the name of the application you wish to undeploy.
4. Click the Configuration tab, and desel ect the Deployed check box.

5. Click Apply.

Deploying, Activating, and Migrating Migratable
Services

The sectionsthat follow provide guidelines and instructions for deploying, activating,
and migrating migratable services. For adiscussion of migratable services, see
“Migration for Pinned Services’ on page 5-22
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Deploying JMS to a Migratable Target Server Instance

Themigratabletarget that you create definesthe scope of server instancesin the cluster
that can potentially host a migratable service. Y ou must deploy or activate a pinned
service on one of the server instances listed in the migratable target in order to migrate
the service within the target server list at alater time. Use the instructions that follow
to deploy aJM S server on amigratabletarget, or activate the JTA transaction recovery
system so that you can migrate it later.

Note: If you did not configure a migratable target, simply deploy the IMS server to
any WebL ogic Server instance in the cluster; you can then migrate the IMS
server to any other server instance in the cluster (no migratable target is used).

To deploy aJMS server to amigratable target using the Administration Console:

1. Usetheinstructionsin “Configure Migratable Targets for Pinned Services’ on
page 23 to create amigratable target for the cluster, if you have not already done so.

2. Start the Administration Server for the cluster and log in to the Administration
Console.

3. Select the IMS node in the left pane, then select the Servers node under IMS.

4. Select the name of the configured JM S server that you want to deploy to the
cluster. This displays the IMS server configuration in the right pane.

5. Select the Targets->Migratable Targets tab in the right pane.

6. Select the name of a server instance from the drop-down list. The drop-down list
specifies server names that are defined as part of a migratable target.

7. Click Apply to apply the IMS server to the select WebL ogic Server instance.

Activating JTA as a Migratable Service

7-30

The JTA recovery serviceisautomatically started on one of the server instanceslisted
in the migratable target for the cluster; you do not have to deploy the serviceto a
selected server instance.

If you did not configure a JTA migratable target, WebL ogic Server activates the
service on any available WebL ogic Server instance in the cluster. To change the
current server instance that hoststhe JTA service, use theinstructionsin “Migrating a
Pinned Serviceto a Target Server Instance” on page 7-31.
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Migrating a Pinned Service to a Target Server Instance

After you have deployed amigratabl e service, you can use the Administration Console
to migrate the service to another server instance in the cluster. If you configured a
migratable target for the service, you can migrate to any other server instancelisted in
the migratable target, even if that server instance is not currently running. If you did
not configure a migratable target, you can migrate the service to any other server
instance in the cluster.

If you migrate a service to a stopped server instance, the server instance will activate
the service upon the next startup. If you migrate a service to arunning WebL ogic
Server instance, the migration takes place immediately.

To migrate a pinned service using the Administration Console:

1. Usetheinstructionsin“Deploying IMSto aMigratable Target Server Instance” on
page 7-30 to deploy apinned service to the cluster, if you have not already done so.

2. Start the Administration Server for the cluster and log in to the Administration
Console.

3. Select the Servers nodein the | eft pane, then select a server instancethat isa
member of the cluster you want to configure.

4. Select Control->Migrate if you want to migrate the IMS service, or Control->JTA
Migrate to migrate the JTA transaction recovery service.

The Current Server field shows the WebL ogic Server instance that currently
hosts the pinned service. The Destination Server drop-down list displays server
instances to which you can migrate the service.

5. Usethe Destination Server drop-down list to select the new server instance that
will host the pinned service.

6. Click Migrate to migrate the pinned service from the Current Server to the
Destination Server.

7. 1f the Current Server is not reachable by the Administration Server, the
Administration Console displays this message:

Unabl e to contact server MyServer-1, the source server from
whi ch services are being nigrated.

Pl ease ensure that server MyServer-1 is NOT running! If the
adm ni stration server cannot reach server MyServer-1 due to a
network partition, inspect the server directly to verify that

Using WebL ogic Server Clusters ~ 7-31



I Setting up WebLogic Clusters

it is not running. Continue the mgration only if M/Server-1
is not running. Cancel the mgration if MyServer-1 is running,
or if you do not know whether it is running.

Before bringing up MyServer-1 again after this mgration, use
the java webl ogi c. PurgeConfi gCache utility to prevent
redundant activation of the migrated service. See Help for
nore infornation

If this message is displayed, perform the procedure described in “Migrating
When the Currently Active Host is Unavailable” on page 7-32.

. If the Destination Server is stopped, the Administration Console notifies you of

the stopped server instance and asks if you would like to continue the migration.
Click the Continue button to migrate to the stopped server instance, or click
Cancel to stop the migration and select a different server instance.

. The migration process may take several minutes to complete, depending on the

server instance configuration. However, you can continue using other
Administration Console features while the migration takes place. To view the
migration status at alater time, click the Tasks node in the left pane to display the
currently-running tasks for the domain; then select the task description for the
migration task to view the current status.

Migrating When the Currently Active Host is Unavailable

7-32

Use this migration procedure if a clustered Managed Server that was the active server
for the migratable service crashes or becomes unreachable.

This procedure purges the failed Managed Server’s configuration cache. The purpose
of purging the cache isto ensure that, when the failed server instance is once again
available, it does not re-deploy a service that you have since migrated to another
Managed Server. Purging the cache eliminatestherisk that Managed Server which was
previously the active host for the service useslocal, out-of-date configuration data
when it starts up again.

1. Disconnect the machine from the network entirely. It should not be accessible to

the Administration Server or client traffic. If the machine has a dual ported disk,
disconnect it.

. Migrate the migratable service(s) to a Managed Server instance on a different

machine. The Administration Server must be running, so that it can coordinate
the migration and update the activation table.

e If you use the command line for migration, use the - sour cedown flag.
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e |f you usethe console, it will ask you to make sure the source server is not
going to restart.

The migratable service is now available on a different Managed Server on a
different machine. The following steps can be performed at leisure.

. Perform the necessary repair or maintenance on the failed machine.

. Reboot the machine, but do not connect it to the network.

Node Manager will start as a service or daemon, and will attempt to start the
Managed Servers on the machine.

e |f Managed Server Independence is enabled, the Managed Server will start,
even though it cannot connect to the Administration Server.

e If Managed Server Independence is disabled, the Managed Server will not
start, because it cannot connect to the Administration Server.

. Usethej ava webl ogi c. Pur geConf i gCache utility to disable all Managed
Serversthat host migratable services on the machine. Run the utility from the
WebL ogic Server home directory on the machine. If there are multiple
installations on the machine, each with different root directories, participating in
the cluster, run the utility from each WebL ogic Server home directory.

The utility will:

e Remove the Managed Servers PIDsfrom the monitor process list—the list
of server instancesto be restarted after failure.

e Shut down any Managed Servers that started when the machine was
rebooted, and prevent them from restarting again.

e Deletethereplicated confi g. xm from the Managed Server’sroot directory.

. Reconnect the machine to the network and shared storage, including dual ported
disk, if applicable.

. Restart the Node Manager daemon/service or reboot the machine, to start all
remaining Managed Servers.

. Start the Managed Serves that was disabled in step 5. Thisisanormal start up,
rather than arestart performed by Node Manager. The Administration Server
must be reachable and running, so that the Managed Servers can synchronize
with the migratabl e service activation table on the Administration Server—and
hence know that it is no longer the active host of the migratable service.
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Configure In-Memory HTTP Replication

Tosupport automatic failover for servletsand JSPs, WebL ogic Server replicatesHTTP
session statesin memory.

Note: WebL ogic Server can also maintain the HT TP session state of aservlet or JSP
using file-based or JDBC-based persistence. For more information on these
persistence mechanisms, see “Making Sessions Persistent” in Programming
WebLogic HTTP Serviets.

In-memory HTTP Session state replication is controlled separately for each
application you deploy. The parameter that controls it—Per si st ent St or eType—
appears within thesessi on- descri pt or element, in the WebL ogic deployment
descriptor file, webl ogi c. xni , for the application.

domain_directory/applications/application_directory/Web-Inf/webl ogi c. xm

To usein-memory HTTP session state replication across server instances in acluster,
set the Per si st ent St or eType tor epl i cat ed. The fragment below shows the
appropriate XML from webl ogi c. xm .

<sessi on-descri ptor>
<sessi on- par anp
<par am nane> Persi st ent St or eType </ param nanme>
<par am val ue> replicated </paramval ue>
</ sessi on- par anp

</session-descriptor>

Additional Configuration Topics

The sections below contain useful tips for particular cluster configurations.
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Configure IP Sockets

For best socket performance, BEA recommends that you use the native socket reader
implementation, rather than the pure-Java implementation, on machines that host
WebL ogic Server instances.

If you must use the pure-Java socket reader implementation for host machines, you can
gtill improve the performance of socket communication by configuring the proper
number of socket reader threads for each server instance and client machine.

m Tolearn more about how IP sockets are used in a cluster, and why native socket
reader threads provide best performance, see “ Peer-to-Peer Communication
Using IP Sockets’ on page 2-4, and “Client Communication via Sockets’ on

page 2-9.

m For instructions on how to determine how many socket reader threads are
necessary in your cluster, see “ Determining Potential Socket Usage” on page
2-7. If you are deploying a servlet cluster in amulti-tier cluster architecture, this
has an effect on how many sockets you require, as described in “ Configuration
Considerations for Multi-Tier Architecture” on page 6-11.

The sections that follow have instructions on how to configure native socket reader
threads for host machines, and how to set the number of reader threads for host and
client machines.

Configure Native IP Sockets Readers on Machines that Host Server Instances

To configure a WebL ogic Server instance to use the native socket reader threads
implementation:

1. Open the WebL ogic Server Console.
. Select the Servers node.

. Select the server instance to configure.

2

3

4. Select the Tuning tab.

5. Check the Enable Native |O box.
6

. Apply the changes.
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Set the Number of Reader Threads on Machines that Host Server Instances

By default, a WebL ogic Server instance creates three socket reader threads upon
booting. If you determine that your cluster system may utilize more than three sockets
during peak periods, increase the number of socket reader threads:

1. Open the WebL ogic Server Console.
2. Select the Servers node.

3. Select the server instance to configure.
4. Select the Tuning tab.
5

. Edit the percentage of Java reader threads in the Socket Readers attribute field.
The number of Java socket readers is computed as a percentage of the number of
total execute threads (as shown in the Execute Threads attribute field).

6. Apply the changes.

Set the Number of Reader Threads on Client Machines

On client machines, you can configure the number socket reader threadsin the Java
Virtual Machine (JVM) that runs the client. Specify the socket readers by defining the
- Dwebl ogi c¢. Thr eadPool Si ze=val ue and

- Daebl ogi c. Thr eadPool Per cent Socket Reader s=val ue optionsin the Java
command line for the client.

Configure Multicast Time-To-Live (TTL)

7-36

If your cluster spans multiple subnets in a WAN, the value of the Multicast
Time-To-Live (TTL) parameter for the cluster must be high enough to ensure that
routers do not discard multicast packets before they reach their final destination. The
Multicast TTL parameter setsthe number of network hops a multicast message makes
before the packet can be discarded. Configuring the Multicast TTL parameter
appropriately reduces the risk of losing the multicast messages that are transmitted
among server instances in the cluster.

For more information about planning your network topology to ensure that multicast
messages are reliably transmitted see”If Y our Cluster Spans Multiple Subnetsin a
WAN" on page 2-3.
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To configure the Multicast TTL for acluster, change the Multicast TTL value in the
Multicast tab for the cluster in the Administration Console. Theconf i g. xm excerpt
below shows acluster with aMulticast TTL value of three. Thisvalue ensuresthat the
cluster’s multicast messages can pass through three routers before being discarded:

<Cl uster
Nane="t estcl uster"
Cl ust er Addr ess="wancl| ust"
Mul ti cast Address="wancl ust-mul ti"
Mul ticast TTL="3"

/>

Configure Multicast Buffer Size

If multicast storms occur because server instances in a cluster are not processing
incoming messages on atimely basis, you can increase the size of multicast buffers.
For information on multicast storms, see “If Multicast Storms Occur” on page 2-4.

TCP/IP kernel parameters can be configured with the UNIX ndd utility. The
udp_max_buf parameter controls the size of send and receive buffers (in bytes) for a
UDP socket. The appropriate value for udp_max_buf varies from deployment to
deployment. If you are experiencing multicast storms, increase the value of
udp_max_buf by 32K, and evaluate the effect of this change.

Do not change udp_max_buf unless necessary. Before changing udp_max_buf , read
the Sun warning in the “UDP Parameters with Additional Cautions’ section in the
“TCP/IP Tunable Parameters’ chapter in Solaris Tunable Parameters Reference
Manual at http://docs.sun.com/?p=/doc/806-6779/6jfmsfr70& .

Configure Machine Names

Configure aMachine Name if:

m Your cluster will span multiple machines, and multiple server instances will run
on individual machinesin the cluster, or

m You plan to run Node Manager on a machine that does not host a Administration
Server
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WebL ogic Server uses configured machine names to determine whether or not two
server instances reside on the same physical hardware. Machine names are generally
used with machines that host multiple server instances. If you do not define machine
namesfor suchinstallations, eachinstanceistreated asif it resides on separate physical
hardware. This can negatively affect the selection of server instancesto host secondary
HTTP session state replicas, as described in “Using Replication Groups” on page 5-6.

For instructions, see* Configuring aMachine” in Administration Console Online Help.

Configuration Notes for Multi-Tier Architecture

If your cluster has a multi-tier architecture, see the configuration guidelinesin
“Configuration Considerations for Multi-Tier Architecture” on page 6-11.

Enable URL Rewriting

7-38

Initsdefault configuration, WebL ogic Server uses client-side cookies to keep track of
the primary and secondary server instance that host the client’ s servlet session state. If
client browsers have disabled cookie usage, WebL ogic Server can also keep track of
primary and secondary server instances using URL rewriting. With URL rewriting,
both locations of the client session state are embedded into the URLSs passed between
the client and proxy server. To support this feature, you must ensure that URL
rewriting isenabled on the WebL ogic Server cluster. For instructions on how to enable
URL rewriting, see “Using URL Rewriting” in Assembling and Configuring Web
Applications.
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CHAPTER

8 Troubleshooting
Common Problems

This chapter provides guidelines on how to prevent cluster problems or troubleshoot
them if they do occur.

Before You Start the Cluster

Y ou can do anumber of things to help prevent problems before you boot the cluster.

Check for a Cluster License

Y our WebL ogic Server license must include the clustering feature. If you try to start a
cluster without a clustering license, you will see the error message Unabletofind a
license for clustering.

Check the Server Version Numbers

All serversin the cluster must have the same major version number, but can have
different minor version numbers and service packs.
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The cluster’s Administration Server istypically not configured as a cluster member,
but it should run the same major version of WebL ogic Server used on the managed
servers.

Check the Multicast Address

8-2

A problem with the multicast addressisone of the most common reasonsacluster does
not start or aserver failsto join a cluster.

A multicast addressisrequired for each cluster. The multicast address can be an IP
number between 224.0.0.0 and 239.255.255.255, or a host name with an |P address
within that range.

Y ou can check acluster’s multicast address and port using the WebL ogic Server
Console.

e Servers | Monitoring | Motes

General || Multicast

&4 Multicast Address: |zz37.00.1

M2 mMutticast Port: Foon
M2 Multicast SendDetay: [tz |
P Mutticast TTL: |
& ? Multicast Buffer Size: |B4— K

Applvl

For each cluster on a network, the combination of multicast address and port must be
unigue. If two clusters on a network use the same multicast address, they should use
different ports. If the clusters use different multicast addresses, they can use the same
port or accept the default port, 7001.

Before booting the cluster, make sure the cluster’ s multicast address and port are
correct and do not conflict with the multicast address and port of any other clusterson
the network.

The errors you are most likely to see if the multicast addressis bad are:

Using WebL ogic Server Clusters



Before You Start the Cluster

m Unableto create a multicast socket for clustering
m  Multicast socket send error

m Multicast socket receive error

Check the CLASSPATH Value

Make sure the value of CLASSPATH is the same on all managed serversin the cluster.
CLASSPATH is set by the set Env script, which you run before you run
st art ManagedWeblogi ¢ to start the managed servers.

By default, set Env setsthis value for CLASSPATH (as represented on Windows
systems):

set W._HOVE=C: \ bea\ webl ogi c700
set JAVA HOVE=C: \ bea\j dk131

set CLASSPATH=%JAVA HOVE% | i b\t ool s.j ar;
9N._HOVE% server\lib\webl ogi c_sp.jar;
IN._HOVE% server\ i b\ webl ogic.jar;
YCLASSPATHY

If you change the value of CLASSPATH on one managed server, or change how set Env
sets CLASSPATH, you must change it on all managed serversin the cluster.

Check the Thread Count

Each server in the cluster is allocated an execution thread count that you can check in
the console (click Servers > server name > Monitoring > Monitor All Active
Queues > Configure Execute Queue; then click default in the server list).
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Figure8-1 Checkingthe Execute Queue Thread Count

Pl

Py 7 .
2 hea

examples> Servers> MyServer> Execute
Queue> default 1=

Connectec 700 Active Domain: examples
Configuration JRECSY|
&? Hame: default
A2 oueue Length: [e536

& ? GQueue Length Threshold Percent: |90

& ? Thread Count: I1 s
& ? Threads Increase: ID
& ? Threads Maximum: ISD
& ? Threads Minimum: |5
A2 Thread Priority. 3

Apply |

Before starting a managed server, check its Thread Count attribute. The default value
is 15, and the minimum value is 5. If the value of Thread Count is below 5, change it
to ahigher value so that the managed server doesn’t hang on startup.

After You Start the Cluster

Check Your Commands

If the cluster failsto start, or a server failsto join the cluster, the first step isto check
any commands you have entered, such asst ar t ManagedWeblLogi ¢ or aj ava
interpreter command, for errors and misspellings.

Remember that in this release, the server starts with the system name and password
webl ogi c.
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Generate a Log File

Before contacting BEA Technical Support for help with cluster-related problems, you
need to collect some diagnostic information. The information you need most isalog
file with multiple thread dumps from a managed server. Thelog fileis especialy
important for addressing cluster freezes and deadl ocks.

Remember: a log file that contains multiple thread dumpsiis a prerequisite for
diagnosing your problem.

Tocreatethelogfile, follow these steps on an administration server or managed server:

1
2.

Stop the server.

Remove or back up any log files you currently have. You should create a new log
file each time you boot a server, rather than appending to an existing log file.

Start the server with this command, which turns on verbose garbage collection
and redirects both the standard error and standard output to alog file:

% j ava -ns64m - nx64m -verbose: gc -cl asspath $CLASSPATH
- Dwebl ogi c. donmai n=nydonai n - Dwebl ogi c. Nane=cl ust er Server 1
-Dj ava. security. poli cy==$W._HOVE/ | i b/ webl ogi c. pol i cy
- Dwebl ogi c. adm n. host =192. 168. 0. 101: 7001
webl ogi c. Server >> |ogfile.txt

Redirecting both standard error and standard output places thread dump
information in the proper context with server informational and error messages
and provides a more useful log.

Continue running the cluster until you have reproduced the problem.

If aserver hangs, usekill -3 or<Crl>-<Break> to create the necessary
thread dumps to diagnose your problem. Make sure to do this several times on
each server, spaced about 5-10 seconds apart, to help diagnose deadlocks.

Compressthelog file using a Unix utility:
%tar czf logfile.tar logfile.txt
- or zip it using a Windows utility.

Attach the compressed log file to an e-mail to your BEA Technical Support
representative. Do not cut and paste the log file into the body of an e-mail.
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8. If the compressed log fileistoo large, you can use the BEA Customer Support
FTP site.

Check Garbage Collection

If you are experiencing cluster problems, you should also check the garbage collection
on the managed servers. If garbage collection istaking too long, the serverswill not be
able to make the frequent heartbeat signalsthat tell the other cluster membersthey are
running and available.

If garbage collection (either first or second generation) is taking 10 or more seconds,
you need to tune heap allocation (the ms nx parameter) on your system.

Run utils.MulticastTest

Y ou can verify that multicastisworking by runningut i I s. Mul ti cast Test fromone
of the managed servers. See “Using the WebL ogic Server Java Utilities” in WebLogic
Server Command Reference.
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CHAPTER

A The WebLogic Cluster
API

The following section describes the WebL ogic Cluster API including:
m How to Usethe API

How to Use the API

The WebL ogic Cluster public APl is contained in asingle interface,
webl ogic.rm .cluster. Cal | Router.

Cl ass java.l ang. Obj ect
Interface webl ogic.rm.cluster. Call Router
(extends java.io. Serializable)

A class implementing this interface must be provided to the RMI compiler (r ni c) to
enable parameter-based routing. Runr ni ¢ on the service implementation using these
options (to be entered on one line):

$ java weblogic.rmic -clusterable -call Router

<cal | Rout er O ass> <renoteoj ect C ass>

Thecall router is called by the clusterable stub each time aremote method isinvoked.
The router is responsible for returning the name of the server to which the call should
be routed.
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A-2

Each server in the cluster is uniquely identified by its name as defined with the
WebL ogic Server Console. These are the names that the method router must use for
identifying servers.

Example: Consider the Exanpl el npl class which implements aremote interface
Example, with one method f oo:

public class Exanpl el npl inplenents Exanple {
public void foo(String arg) { return arg; }
}

This Cal | Rout er implementation Exanpl eRout er ensuresthat all f oo callswith
‘arg’ <“n” goto serverl (or server3if serverl is unreachable) and that all calls with
‘arg’ >="“n" go to server2 (or server3 if server2 is unreachable).

public class Exanpl eRouter inplenents Call Router {
private static final String[] aToM = { "serverl", "server3" };
private static final String[] nToZ = { "server2", "server3" };

public String[] getServerList(Mthod m Object[] params) {
if (mGetNanme().equal s("foo")) {
if (((String)parans[0]).charAt(0) < 'n") {
return aToM
} else {
return nToZ;

} else {
return null;

}
}
}

Thisrni ¢ call associates the Exanpl eRout er with Exanpl el npl to enable
parameter-based routing:

$ rmic -clusterable -call Router Exanpl eRouter Exanpl el npl
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CHAPTER

B Configuring Alteon™
Hardware with Clusters

This section describes how to configure an Alteon WebSystems Web switch and server
load balancing softwareto operate with aWebL ogic Server cluster. It assumesthat you
have some familiarity with Alteon configuration tasks, such as using the Web OS
administration tools and attaching hardware to the Web switch.

Some step-by-step instructions for configuring Alteon products are included.
However, if you require detailed setup and administration instructions, refer to your
Alteon product documentation. This topic contains the following sections:

= “Requirements’

m “Example Configuration”

m “Configuring Alteon with a WebL ogic Server Cluster”

m “Configuring Alteon SSL Accelerator with a WebL ogic Server Cluster”

Requirements

The configuration instructionsin this section require that you use the following
products:

m  WebLogic Server Version 8.1 cluster
m  Alteon ACEdirector series AD3 or higher Web switch
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m  Alteon Web OS with Server Load Balancing (SLB) and Application Redirection
(AR)

Example Configuration

The steps in this section reference an example WebL ogic Server cluster with the
following components:

m  Three Weblogic Server instances, which are bound to |P addresses 192.168.0.10,
192.168.0.11, and 192.168.0.12.

m  An Alteon Web switch, with ports 6, 7, and 8 used to attach the WebL ogic
Server instances. Port 1 is used for client connections.

m A reserved virtual IP address of 172.17.10.100, used by external clients that
connect to the cluster.

m A reserved virtual IP address of 192.168.0.20, assigned to the Web switch itself.

Y our actual configuration will likely use different |P addresses, and different portson
the Web switch. If your system includes an iSD-SSL Accelerator, follow the stepsin
“Configuring Alteon with a WebL ogic Server Cluster” to configure the basic load
balancing features, then refer to “ Configuring Alteon SSL Accelerator with a

WebL ogic Server Cluster”.

Configuring Alteon with a WebLogic Server
Cluster

The following steps summarize the process of configuring Alteon products with a
WebL ogic Server cluster:
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. Install the WebL ogic Server cluster and bind server instances to their internal 1P

addresses (192.168.0.10, 192.168.0.11, 192, 168.0.12). Make sure all 1P addresses
residein the same subnet on your internet. A single subnet isrequired to ensure that
all server instances can receive multicast traffic.

Physically connect all components to the Alteon Web switch.

. Create a separate Virtual LAN (VLAN) for the Alteon Web switch and the
WebL ogic Server cluster. Note that the Web switch VLAN is configured by
default as VLAN 1. To configure anew VLAN for the cluster:

>> # [cfg/vlan 2
>> VLAN 2# add 6
>> VLAN 2# add 7
>> VLAN 2# add 8
>> VLAN 2#ena

. Configure and enable an I P interface on the Web switch VLAN and the
WebL ogic Server VLAN:
a. Toconfigurethe IP interface for the Web switch VLAN:

>> # /cfglip/if 1

>> | P Interface 1# addr 192.168.0. 20

>> | P Interface 1# ena

b. To configure the IP interface for the WebL ogic Server cluster VLAN:
>> # [cfglip/lif 2
>> | P Interface 2# addr 172.17.10. 100
>> | P Interface 2# vlan 2

>> | P Interface 2# ena

. Add to the Web switch the real 1P addresses of each WebL ogic Server in the
cluster:

>> # [cfg/slb/real 1

>> Real Server 1# rip 192.168.0.10
>> Real Server 1# ena

>> Real Server 1# /cfg/slb/real 2
>> Real Server 2# rip 192.168.0.11
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>> Real Server 2# ena
>> Real Server 2# /cfg/slb/real 3
>> Real Server 3# rip 192.168.0.12

>> Real Server 3# ena

6. Use Alteon administration software to define an | P address group for the
WebL ogic Server instances. Y ou will use this group (along with avirtua 1P
address) to define policies for routing traffic between components of the
clustered system:

>> # [cfgl/slb/group 1
>> Real server group 1# add 1
>> Real server group 1# add 2

>> Real server group 1# add 3

7. Define the hash load balancing metric for the group:
>> # [cfgl/slb/group 1

>> Real Server group 1# netric hash

8. Defineavirtual IP address for the WebL ogic Server cluster:
>> # [cfg/slb/virt 1
>> Virtual server 1# vip 172.17.10.100
>> Virtual server 1# service http
>> Virtual server 1 http Service# group 1
>> Virtual server 1 http Service# .

>> Virtual server 1# ena

9. Configure cookie-based persistence, and specify the WebL ogic Server identifier.

Note: The following example uses the default values for the WebL ogic Server
cookie offset, size, and name. These values can be configured in the
webl ogi c. xnl filefor the deployed application.

>> # [cfg/slb/virt 1/service 80
>> Virtual server 1 http service# pbind
Enter clientip|cookie|sslid persistence node: cookie

Enter passive|rewite cookie persistence node: passive
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Ent er Cooki e Name: JSESSI ONI D

Enter the starting point of the cookie value: 53
Enter the nunber of bytes to extract: 10

Look for cookie in URI [e|d]: dis

10. Configure the Web switch ports to which the cluster and clients are attached:
>> # [cfgl/slb/port 6
>> Port 6# server ena
>> # [cfg/slb/port 7
>> Port 7# server ena
>> # [cfg/slb/port 8
>> Port 8# server ena
>> Port 8# /cfg/slb/port 1
>> Port 1# client ena
11. Activate and save the new load balancing settings:
>> # [cfg/slb
>> Server Load Bal anci ng# on
>> Server Load Bal anci ng# apply

>> Server Load Bal anci ng# save

Configuring Alteon SSL Accelerator with a
WebLogic Server Cluster

If you use an Alteon SSL accelerator with the WebL ogic Server cluster, you will also
need to configure a Virtual LAN for the accelerator and create routing policies for
directing traffic between the cluster and accelerator. The following steps extend the
exampl e system described in Configuring Alteon with a WebL ogic Server Cluster to
use an Alteon iSD100-SSL accelerator. The accelerator is attached to port 2 of the
Alteon web switch.

To use an SSL accelerator with a WebL ogic Server cluster:
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. Install and initialize the iSD100-SSL accel erator using the Alteon product

documentation.

. CreateaVirtual LAN (VLAN) for the Web switch, the SSL accelerator, and for

the WebL ogic Server cluster. Note that VLAN 1, the virtual LAN for the Web
switch, isthe default VLAN and does not need to be explicitly created. VLAN 2,
thevirtual LAN for the cluster, is setup in Configuring Alteon with a WebL ogic
Server Cluster. To create and enable a VLAN for the Web SSL accelerator:

>> # [cfg/vlan 2
>> VLAN 2# add 2
>> VLAN 2# ena

. Disable the Web switch’'s Spanning Tree Protocol for the ports attached to the

SSL accelerator and WebL ogic Server cluster:
>> # [cfgl/stp/port 2

>> STP PORT 2# of f

>> # [cfgl/stp/port 6

>> STP PORT 6# of f

>> # [cfgl/stp/port 7

>> STP PORT 7# of f

>> # [cfgl/stp/port 8

>> STP PORT 8# of f

. Configure and enable an IP interface for the SSL accelerator VLAN. This

example places the SSL accelerator in the same subnet as the WebL ogic Server
cluster. Note, however, that you may also place the accelerator in its own private
subnet:

>> # [cfglip/lif 2
>> | P Interface 2# addr 192.168.0.21
>> | P Interface 2# vlan 2

>> | P Interface 2# ena

. Configure the cluster real |P addresses, server group, load balancing metric, and

cookie-based persistence using the instructions in “ Configuring Alteon with a
WebL ogic Server Cluster” on page 2 of this Appendix, if you have not already
done so.
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6. Configure the TCP port number to use for SSL traffic on the SSL accelerator:
>> # [cfgl/lisd/ssl/setport 81

7. Configure afilter to redirect client HTTPS traffic on TCP port 443 to the SSL
accelerator. The following commands use filter 100 as the HTTPS filter. Note
that group 256 in the following instructionsis reserved for the SSL accel erator,
and does not need to be explicitly created:

>> # [cfg/slb/filt 100

>> FILTER 100# proto tcp
>> FI LTER 100# dport https
>> FI LTER 100# action redir
>> FI LTER 100# group 256
>> FILTER 100# rport https
>> FI LTER 100# ena

8. Configure adefault filter to allow other TCP traffic:
>> # [cfg/slb/filt 101
>> FILTER 101# sip any
>> FILTER 101# dip any
>> FILTER 101# proto any
>> F| LTER 101# action all ow
>> FI LTER 101# ena

9. Add the new filtersto client port on the Web switch:
>> # [cfg/slb/port 1
>> PORT 1# add 100
>> PORT 1# add 101
>> PORT 1# filt ena

10. Configure afilter to direct TCP traffic from the WebL ogic Server cluster back to
the SSL accelerator:

>> # [cfg/slb/filt 102

>> FILTER 102# proto tcp
>> FI LTER 102# sport 81

>> F| LTER 102# action redir
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>> FILTER 101# group 256
>> FILTER 101# ena

11. Add the new filters (including the default filter) to WebLogic Server instance
ports on the Web switch:

>> # [cfg/slb/port 6
>> PORT 6# add 101
>> PORT 6# add 102
>> PORT 6# filt ena
>> # [cfgl/slb/port 7
>> PORT 7# add 101
>> PORT 7# add 102
>> PORT 7# filt ena
>> # [cfg/slb/port 8
>> PORT 8# add 101
>> PORT 8# add 102
>> PORT 8# filt ena
12. Activate and save the new settings:
>> # [cfgl/slb
>> Server Load Bal anci ng# on
>> Server Load Bal anci ng# apply

>> Server Load Bal anci ng# save
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CHAPTER

C Configuring BIG-IP™
Hardware with Clusters

This topic contains the following sections:
m Overview
m  About Load Balancing and URL Rewriting

m  Configuring Session Persistence with aWebL ogic Server Cluster

Overview

This section describes how to configure an F5 BIG-IP controller to operate with a
WebL ogic Server cluster. It assumes that you have some familiarity with BIG-IP
configuration tasks.

This section provides some step-by-step instructions for configuring BIG-1P.
However, if you require detailed setup and administration instructions, refer to your F5
product documentation.
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About Load Balancing and URL Rewriting

In some cases, you may want to load balance by rewriting a URL. For example,
suppose you have an application with a URL ht t p: / / www. par adi so. comand you
want to load balance its traffic to servers named www. par adi so[ 0] . comthrough
www. par adi so[ 4] . com atotal of five servers.

In general, there are many possible solutions to load balancing by URL rewriting.
However, you cannot use URL rewriting if you use BIG-IP as aload balancer.

Configuring Session Persistence with a
WebLogic Server Cluster

C-2

If your cluster usesin-memory replication for client session states, you must configure
BIG-IP to use the Insert mode for cookies. Insert mode insures that the original

WebL ogic Server cookie is not overwritten, and can be used in the event that a client
failsto connect to its primary WebL ogic Server.

To configure Insert mode for BIG-1P cookies:
Open the BIG-1P configuration utility.
. Select the Pool s option from the navigation pane.

. Select the an available pool to configure.

. Select Active HTTP Cookie to begin configuring cookies.

1
2
3
4. Select the Persistence tab.
5
6. Choose Insert mode from the list of methods.
7

. Enter the timeout value for the cookie. The timeout value specifies how long the
inserted cookie remains on the client before expiring. Note that the timeout value
does not affect the WebL ogic Server session cookie—it affects only the inserted
BIG-IP cookie.
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8. Apply your changes and exit the utility.
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