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Disk Group: DATA

General  Performance  Templates  Files  Access Control | Volumes

(Create ) (Enable Al) (Disable Al

|ASM volumes are typically formatted with ASM Cluster File Systems, which you can use to store non-database files such as executables.
Oracle trace files and alert logs. application configuration files. and so on

(Enable) (Disable) (Edit) (Create ASM Cluster File System) (view) (Delete)
Select All| Select None
Select Volume _|Volume Device |State _|Usage|Mount Point

|size (GB)Allocated Space (GB)|Redun
™ VOLUME? /dev/asmivolume - ENABLED ACFS {ull/app/acfsmounts/acfst 2 4.0029 Mirror
413
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General | Snapshots

Data Retreved July 2, 2008 11:2259 Alf DT

General Current Space Usage Daily Space Usage History|
Curtent Status Up Size (GB) 2.00 25
Up Since  Jun 30, 2009 10:14:06 AM PDT Used (GB) 0.10 20
Check and Repair No Free (GB) 190 g
Volume VOLUME1 Used (%) 489 S 15
Volume Device /deviasmivolume1-413 Allocated Space (GB) 4.00 & 10
Space Used by Snapshots (MB) 000 & '
00
Toam 4 B
30
June 2009

Serviced Hosts

W Total Size

‘dadvmn0652 us oracle com

jun 30, 2009 10:14:06 AM PDT  Mounted  +ASM_dadmn0652 us oracle com £

Alerts.

(No alerts)
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ASM Volume: VOLUME1

| General |

Disk Group DATA Disk Group Usable Free Space (GB) 1.833

State ENABLED
Usage ACFS
Volume Desice /deviasmivolume1-413
Mount Point /ub1/app/acfsmounts/acts1
Size (GB) 2
Allocated Space (GB) 4.0029
Redundancy Mirror
Stripe Width (KB) 128
Stripe Columns 4

Volume Allacation Unit (MB) 256
Volume Alocation Uni i the unt by which volume grows or ks,

Primary Region Cold
Mirror Region Cold
Creation Time Jun 30, 2009 10:
Last Modification Time Jun 30, 2009 10:






OEBPS/Images/image01122.gif
Home Performance Disk Groups  Configuration  Users | ASM Cluster File System

(Mount) (Dismount) (Delete ) (Create Snapshot) (View Cortent) (Register) (Deregister) Actions |Resize =
Select Mount Point |Availability| State | Snapshots|Used (%) Used (GB)|Size (GB)JAI

& fu0l/app/acfsmounts/acfs! ©  Mounted 0 M- 83 00979 2

€ pul/app/acfsmounts/acts2 ®  Mounted o MG 73 0.0374 1

@ TIP Allocated Space is determined by the size and redundancy of the File System
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Create ASM Cluster

System
(Show Command ) (Cancel) (0K)|

Creating ASM Cluster File System creates the on-disk structure. Specify a volume device that is not currently used by any fle system to
prevent loss of data on the volume. The fle system needs to be mounted befre it is available for use.

* Volume Device [/dev/asmivolume1-361 57 (Create ASM Volume

Volume Label

F Register ASM Cluster File System Mount Point
Registering the ASH Cluster File System mount point makes the mount point available fo future mount operations
WMount Point rd

“The entire directory path must aready exist on the host e system.

Related Links
Open Telnet Session
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Create ASM Volume
Show Command ) (Cancel) ((Ok

Disk Group FRA  Disk Group Usable Free Space (GB) 3.2343
Volume Allocation Uit (VB) 256

* Volume [yOLUMET

* Size 2—,@

Volume size wil be adjusted to be in mutipls of the Volume Alocation Uri.

Redundancy [iror =]

Stripe Width (KB) 128

Stripe Columns 4

Regions
‘Specify the regions that the primary and mirror extents should be written to based on access pattem. Place frequently accessed data in
the hot region. which is in the outermost tracks. The hot region has higher bandwidth and can provide improved /0 latency

Primary € Hot @ Cold
Mirror € Hot & Cold

@ TIP Ifthe data s frequently accessed and mostly read only. put the primary extents in the hot region and miror extents in the cold
region Ifthe data is frequently accessed and updated. put both primary and mirror extents in the ot region
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Problem Detail:

: ORA 7445 [__kernel_vsyscall()}+2]

Page Refreshed July 22, 2009 9:25:47 AM PDT

Investigate and Resolve

Number of Incidents
First Incident  July 22 2009 9:04:40 AM PDT
Last Dumped Incident

Timestamp  July 22 2009 9:07:23 AM PDT
Incident Source  System Generated
Impact
Checkers Run 0
Checker Findings 0

Summary
SR#
Self Service
Bugt
Active Diagnose
Packaged Alert Log

Related Problems Across Topology
Diagnostics for Last Dumped Incident
Go to My Oracle Support and Research

Go to My Oracle Support ) ( Quick Package

Oracle Support

| Incidents |_Activity Log

Status [Open Incidents =] Data Dumped [Yes

(view)(Close)

All| Select None | Show Al Details | Hide All Det

™ b Show 922 ORA-7445 [_kemel vsyscall(+2] [SIGSEGV] [ADDR 0x1B61]  Yes Yes Ready July 22 2009 50723
[PC:0x193402] [unknown code] AM PDT

™ b Show 921 ORA7445 [_kemel vsyscall(+2] [SIGSEGV] [ADDR0x1B61]  Yes Yes Ready July 22, 2009 9:04:40
[PC-0x572402] [unknown code] AM PDT






OEBPS/Images/image01118.gif
Support Workbench

Page Refreshed July 22, 2009 9:24:03 AM PDT

Problems (1) Checker Findings (0) | Packages (1) |

Actie 0 Contents Finalized 0
Upload File Sentto Oracle 0
Generated

Searct]

(Delete)

‘Select All | Select None

™ ORA7445__ 0090722090952 Upload File Oracle ASMtest  ORA 7445 [__kemel _vsyscall() July 22, 2009 9:21-13 AM
T T Generated problem +2] PDT
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Quick Packaging: Create New Package

Cancel) Step 1 of 4 [Next

Target +ASM_dadvmn0652.us.oracle.com Logged in As sys
Problems Selected ORA 7445 [_kernel_vsyscall(}+2]

Use quick packaging to generate an upload file for a single problem and send it to Oracle with default options. If Oracle Configuration Manager
set up. the upload file vil still be created but it will not be sent to Oracle.

*Package Name [ORA7A45__20090722090952

Package Description [Oracle ASM test problem
Send to Oracle Support @ Yes £ No
My Oracle Support Usemame ~[oracle

My Oracle Support Password

Customer Support Identifier (CSI)

Country [United States

Create new Senice Request (SR) & Yes €' No.
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Support Workbench

Page Refreshed July 22, 2009 9:07:47 AM PDT

| Problems (1) | Checker Findings (0)  Packages (0)

New Problems in Last 24 Hours 1 Al Active Problems 1 All Problems 1
New Incidents in Last 24 Hours 2 Al Active Incidents 1 Alllncidents 2

View [Last 24 Hours = et

(iew) Package )
Select All | Select None | Show All Details | Hide Al Details

Advanced Search

Incidents (2)
922 ORATA45 [_kemel_vsyscall(+2] [SIGSEGV] [ADDR 0x1861] [PC-0x193402] [unk July 22, 2009 9:07-23 AM PDT
921 ORA-7445 [ kemel vsyscall(}+2] [SIGSEGV] [ADDR.0x1B61] [PC-0x572402] [unk July 22, 2009 9:04:40 AM PDT
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Check Diskgroup: DATA

The Check operation will perform consistency checks on al disk group metadata. Detected errors and information are stored in the alert log

Check Opt

@ Check Without Repair
Any incansistencies will be detected and witten to the alert log. But ASM will not take any automatic
action to resolve them

ns

€ Check And Repair
ASM will attempt to repair any errors found during the consistency check
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Create Template
Show SQL Cancel oK

= Template Name [
Redundancy € High & Miror € Unprotected
Striped € Fine @ Coarse
Regions

‘Specify the regions that the primary and mirror extents should be written to based on access pattem. Place frequently accessed data in
the hot region. which is in the outermost tracks. The hot region has higher bandwidth and can provide improved /0 latency

Primary € Hot @ Cold
Mirror € Hot & Cold

@ TIP Ifthe data s frequently accessed and mostly read only. put the primary extents in the hot region and miror extents in the cold
region. Ifthe data is frequently accessed and updated, put both primary and mirmor extents in the hot region
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Disk Group: DATA

General  Performance | Templates | Files  Access Control  Volumes
Select Name |Redundancy |Striped |internal |Primary Region _|Mirror Region
@ PARAWETERFILE Wiiror Coarse Yes  COLD coLp
©  ASMPARAMETERFILE Witor Coarse Yes  COLD coln
C  ASM STALE High Coarse Yes  COLD coLp
©  OCRBACKUP Witor Coarse Yes  COLD coln
©  OCRFILE Wiror Coarse Yes  COLD coLp
© DATAGUARDCONFIG Witor Coarse Yes  COLD coln
©  FLASHBACK Wiror Coarse Yes  COLD coLp
©  CHANGETRACKING Witor Coarse Yes  COLD coln
€ XTRANSPORT Wiror Coarse Yes  COLD coLp
©  AUTOBACKUP Witor Coarse Yes  COLD coln
©  BACKUPSET Wiror Coarse Yes  COLD coLp
O TEWPFLE Witor Coarse Yes  COLD coln
C  DATAFLE Wiror Coarse Yes  COLD coLp
©  ONLNELOG Witor Coarse Yes  COLD coln
C  ARCHIVELOG Wiror Coarse Yes  COLD coLp
O FLASHFILE Witor Coarse Yes  COLD coln
©  CONTROLFILE High Fine  Yes  COLD coLp
©  DUMPSET Witor Coarse Yes  COLD coln
C  ASMPARAMETERBAKFILE  Mirror Coarse Yes  COLD coLp

(Eait ) Delete
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REGISTRY.253.690887395: Properties

General
Name REGISTRY.253.690887395
Type ASMPARAMETERFILE
Redundancy MIRROR
Block Size (Bytes) 512
Blocks 3
Logical Size (KB) 1.5
Striped COARSE
Creation Date Jun 30, 2009 9:
Modification Date Jun 30, 2009 9

Regions
Primary COLD
Wiror COLD

Permissions
Owner Read write

Group Read write
Other Read write

Ouwnership
Owner None
Group None
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Disk Group: DATA
General _ Performance  Templates | Files | Access Conirol  Volumes
The following are the directories, fles and aliases associated with the seniced databases in ths disk group.
(Craats Alas ) Create Direciory ) Rename ) Eait Fie ) Deiete)
Select All| Select None | Expand Al | Collapse All
Physical Size  Logical Size Primary Mirror Permissions Ownership
Select Name (KB) (KB) Region Region Owner Group Other Owner Group
r V@ oara
sE=W
{m) V&1 ASUPARAMETERFIE
O T REGISTRY. 253 690887395 2048 15/COLD (coLD [Read- Read: |Read-
wite wite wite
O Vo ora
{m) > o1 conrrolFLE
{m) v DATAFILE
O T sysaux 257 690888309 111040 552968/COLD CcOLD Read- Read- Read-
wite wite wite
O T sySTEM 256 690888307 1397760 696328/COLD cOLD Read- Read- Read-
wite wite wite
O T UNDOTBS1.256 690888309 107520 51208/COLD (cOLD [Read- Read- |Read|
wite wite wite
O T useRs 259 690888309 12288 5128/COLD |cOLD [Read- [Read- Read
wite wite wite
{m) > owmelos
{m) > 01 pARAMETERFLE
{m) >0 EverLe
Read- Read- Read-
O T spfleorclora 2048 35colD colp Read- Read Read
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Edit Group: db_users
Show SQL Revert oK

A group contains a list of operating system users. File access privileges can be granted to the group. Members of the group inherit the fle
access prvileges granted to the group.

Group Name db_users

Members
Members of the group must be valid operating system users. To add users as members of the group. you can select from the Available
Users list
Available Users Selected Users

[oraclet

id
9 oracle2
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Create Group

Show QL) (Cancel) (OK

A group contains a list of operating system users. File access privileges can be granted to the group. Members of the group inherit the fle
access prvileges granted to the group.

= Group Neme [ yeers

Group name is case sensiive

Members
Members of the group must be valid operating system users. To add users as members of the group. you can select from the Available
Users list
Available Users Selected Users

grid
aracle2
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Disk Group: DATA
General  Performance  Templates  Files | Access Control | Volumes

Users.

In order to have access to files on a disk group. operating system users need to be granted access prileges to the disk group. Once.
granted access privileges. users can be added as members of groups. The operating system user who owns the oracle binary for the
database instance is automatically added and cannot be removed

Current Usere ~ grid, oracled, oracle2

Groups

A group contains a list of operating system users. File access privileges can be granted to the group. Members of the group inherit the
file access privleges granted to the group.

(Delete)
Select All | Select None

I db, grid oracle1,oracle2
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isk Group Compatibility
Advancing the disk group compatibiity enables the user to use new features available in the newer version

This operation can not be reversed

Database Compatibilty [1720.00
“The minimum software version required for a database instance to use fies i tisdisk group.

(10.1 and above)

ASM Compatibiity [172.0.0.0
The minimum software version required for an ASH instance to mount his disk group (10.1
and above).

ASM Volume [172000
‘Compatibilty e minimum softuare version required for an ASH Volume to use tis isk group (11.2 and
above).
@ TIP The database compatibility has to be less than or equal to the ASM compatibiity. The ASM
Volume compatibilty can only be set when ASM compatibilty is 11.2 and above.

Disk Repair Time
‘Specify a time period that is long enough for you to repair the disk. Keep in mind that large values. for
‘example more than 1 day, increase the probability of data loss because the files in the disk group are.
protected with a lower degree of redundancy during this time period

Disk Repair Time [57g Hours ¥

Disks wilbe dropped after the specifid time has passed.

Edit Advanced Attributes for Disk Group: DATA
Show QL) (Cancel) (OK






OEBPS/Images/image01105.gif
Confirmation

Are you sure you want to mount disk group FRA?

Hide Advanced Options

€ Do Hot Force
Al disks belonging to a disk group must be accessible for the mount or dismount operation to succeed.

@ Force
Mount the disk group even if some disks belonging to the disk group are not accessible.

I Restricted
When mounted in this mode, clients cannot access files in the disk group and no other ASM instance in the cluster can mount this
disk group.

(ShowsaL) (Mo) (Yes
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Disk Group: DATA

| General | Performance  Templates Access Control  Volumes
General Current Disk Group Usage (GB) Disk Group Dai
Name DATA (Last 7 Days)

State MOUNTED
Redundancy NORMAL

Total Size (GB) 12
Pending Operations 0
Allocation Unit (MB) 1

Advanced Attributes

Database Compatibility 1.

"ASM Compatibiity 11.2.0.0.0
ASM Volume Compatibity 11.2.0.0.0

Disk Repair Time (Hours) 3.6

‘Smart Scan Capability Disabled
File Access Control Disabled

Member Disks

Free
® ey
Intemal
B2
ASM
(0.00)
ORCL
2.90)
ACFS
M Volumes
4.00)

L0

08

06

0.4

02

0.0

No dat

View [By Disk <

(Resize) (Oniine ) (Offine ) (Recover Bad Biocks ) (Remove)

‘Select All | Select None

I DATA 0000 DATA_0000 /devices/diskat SYSTEM ONORMAL v 1.00 051
™ DATA_0001 DATA_0001 /devices/diska2 SYSTEM ONORMAL v  1.00 0.58 —
™ DATA_0002 DATA_0002 /devices/diska3 SYSTEM ONORMAL v 1.00 051 —
C DATA 0003 DATA 0003 deieac/dickhd — “alnODRaaL e
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Home Performance | Disk Groups | Configuration

ASM Cluster File System

(ount) (Dismount) (Rebalance ) (Check) (Delete)

I~ [Z) DATA MOUNTED NORMAL 12.00

510

‘Select All | Select None
189 12

— 5

12

7 ©FERA MOUNTED NORMAL 12.00

— 55

be properly restored after a disk failure.

@ TIP Mount All and Dismount All operation will only mount and dismount the disk groups specified in the Auto Mount Disk Groups

@ TIP The usable free space specifies the amount of space that can be safely used for data. A value above zero means that redundancy can

parameter.
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[Add Disks

Rebalance Power

Show QL) (Cancel) (OK

Rebalance Power [1 7]

Candidate Member Disks

Rebalance operations redistribute data evenly across all drives. ASM automatically rebalances a disk group whenever disks are added or
dropped. To manually rebalance all disk groups. you must specify the Rebalance Power. Higher values use more /0 bandwidth and
‘complete rebalance more quickly. Lower values cause rebalance to take longer, but use less /O bandwidth. Values range from 0 to 11

Select Member Disks| Only Candidate
[ idevices/diskel CANDIDATE SYSTEM [1024 vBX] O
[ /devices/diske2 CANDIDATE SYSTEM [1024 WXl O
[ /devices/diske3 CANDIDATE SYSTEM [1024 WXl O
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Create Disk Group

= Name [FRA

Redundancy ¢ HIGH & NORMAL ¢ EXTERNAL
Allocation Unit (MB) [T ]

an alocafon unit (AU) s the fundamentaluni in which contiguous disk space s
allocated to ASH fles. ASH fie extent size s a mulipe of AUs. The AU size cannot

be modified later.

Candidate Member Disks

Show QL) (Cancel) (OK

‘Select Member Disks| Only Candidate D
[ idevices/diskel CANDIDATE SYSTEM [1024 vBX] O
I /devices/diske2 CANDIDATE SYSTEM [1024 WXl O
[ /devices/diske3 CANDIDATE SYSTEM [1024 WXl O
I /devices/diskk CANDIDATE SYSTEM [1024 WXl O
I desicoc/dickkd ANDINATE SYSTEM. (1024 VB =l O
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Home Pedomance Disk Groups  Configuration | Users | ASM ClusterFile System

To allow users to connect to the ASM instance through remote connection using password fle authentication, the user needs to be created
and granted with privileges. The password file has to be created using the ORAPWD utilty already and the
REMOTE_LOGIN_PASSWORDFILE initialzation parameter needs to be set to EXCLUSIVE. In a cluster environment, creating or editing a
user on one node creates or edits that user for all other running nodes of the cluster automatically.

Select Al | Select None

Select User Name / Privileges
™ ASMSNMP SYSDBA
r sys

SYSDBA, SYSOPER SYSASM
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Home  Performance  Disk Groups | Configuration | Users  ASM Cluster File System

Configuration Parameters
Disk Discovery Path

Auto Mount Disk Groups

Rebalance Power

Preferred Read Failure Groups

[ldevices/disk™
“Thi path imts the et of dsks considered for discovery.  should match the path or the directory
containing the disk. .. /devirawr for Linux based operating systems.

DATA FRA
The it of the Disk Group names {0 be mounted by the ASI at startup or when ALTER DISKGROUP
AL HOUNT command is use

=
Higher values alows the operation to complete more quickly buttakes more IO bandwidth away from

the database. Lower values causes rebalance to take longer but leave more 0 bandwith for the.
database.

Specify a comma-separated Ist o falure groups whose member disks wilbe preferred read disks for
this node. Ifthere s more than one mitor copy to read from, ASH wil read from the preferred disk.

Revert) (Apply
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| Home | Perfomance Disk Groups  Confiquration  Users  ASM Cluster File System
Oats Rtrieved Ju 2, 2008 34050 P ot (Rafrash )
General Disk Group Usage (GB)
Curent
Status P FRA
Up Since  Jun 30, 2009 8¢
Avaitablty
i s
(Lt 2 nours)
nstance p o 0.00 200 400 600 800 1000 12.00 14
Name Size GB)
Version  11.2.0.1.0 Unallocared a5
Host  dachmn0652 d internal 1 ASH Cluster Fle Systems
Oracle 01 /appjoracleqrid/oroduct/11 2 0fgrid forclus orseecon)
Home

Diagnostic Summary
Alert Log
Active Incidents

Serviced Databases

Name. |Disk Groups __|Failure Groups Allocated Space (GB)|_ Availability | Alerts|
oclusoraclecom  FRA DATA  24(0 down 734 © [
ASM DATA 1210 down 0 Not Monitored

Serviced ASM Cluster File Systems

|used (GB)|Size (GB)|Allocated Space

Mount Point |Availability| State _|Used (%)
uD1/app/acfemounts/acfst @  Mounted NN 74 00374 1
D1 /app/acfsmounts/acis2 @  Mounted NI 55 00979 2 4
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B5H Configuration Assistant: Configure
ASM Instance: +ASM

Disk Graups

i Tisk Groups

Create ACFS Hosted Database Home

you need disk

Database Home Valume Name dbL

Database Home Mountpaint 01 epp/actsmounts/db1

Database Home Size (GB) [

Database Home Owner Name oraclel

Database Home Owner Group doa

Add Database Home to Mount Registry () Yes () No

(o8]

Dismount All
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Oracle RAC
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Operating System






OEBPS/Images/image01140.gif
ASH Configuration Assistant: Configure ASH: ASH Cluster File Systens

ASM Instance: +ASM
DISKGroups | (VGIMES || ASM Cluster File Systems

ASM Cluster File System(ACFS) can be used to store fies such as Executables, Oracle Diagnostic files, Application configuration
files, etc. To use ACFS, you need to create ASM Volume first
“Tip: The table shows both mounted and dismounted filesystems. For dismounted filesystems, the last known mountpoint is
shown. To perform aperations an an ASM Cluster File System, right mause click an the raw.

ASM Cluster File Systems

Mount Point State Registered Mount ... Volume Device Size (GB) | Volume | Dist
Jstratchjp-mmiomn—Litatnien: teenschferbelden... | {devjasm/datavol1-144 0.50 DATAVOLL DAT

Show Dismount Command

Unregister Mountpoint
Resize

Set Encryption
Disable Encryption
Prepare and Enable Security
G DisableSecuriy — 5
ot:Some ACES sommant can e exeeute . S SECUTTY — -
Note: Some ACFS commands can be executed as v iy e Ay Of these operations, ASMCA will
generate the command that can be executed as privileged/root user manually

Create | [ show Mount All Cammand ] | shawDismount All Command ) [ security and Encryption

Help,

Exi
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uration Assist

ant: Configure ASH: ASH Cluster File Systens
ASMInstance: +ASM

——

ASM I Canfiguring ACFS security and encryption nvalves running commands as  (stic files, Application configuration
fles, etf a privileged user. The commands wil prompt for credentials when you run
Tip:Thd  them. , the last known mountpoint is
shown. | Configure ACFS Security —————————————————————————
[ 2SI | To configure security, you need to designate an user as Security
Voar| | Admin.Enter the Security Admin details Sze ©8) [voume [t
Jscral | Security Admin User 44 0.50 DATAVOLL |DAT

Security Admin Group

- Configure ACFS Encryption

[] Create password protected wallet

Show Command,

‘ >

Note: Some ACFS commands can be executed as privileged/root user only. If you choose any of these operations, ASMCA wil
generate the command that can be executed as privileged,root user manualy.

[ Creste [ ShowMount Al Command ) Showbismour Al Comman | Securty and naryption |
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Creating the ASM Cluster il System creates the on-disk structure, The file system needs to be mounted befare
itis available for use.
n configuration
Volume =
fountpoint is
Tip: No ACES-suitable volume devices found. Create a newvalume by choosing Create Valume in the dropdown.
(O Database Home Fil System
Ifyou create an ASM Cluster File System for nstalling Oracle database home, the ACFS would be registered TN )
with ACES mount registry.
Darabase Hme Mauntpoint
Darabase Home Owner Name
Darabase Hame Owner Group
(@ General Purpose Fil System
Registering the ASM Cluster File System Mount Paint makes the mount point available for future mount
operations
Mount point 0 aoolactmenrts/actt [orowse]
>
Register Mountfoint () Yes () No AR
Show Command
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ASH Configuration Assistant: Configure ASH: ASH Cluster File Systens

ASM Instance: +ASM

Disk Gratips |/ Velimes | ASH Cluster Fil Systems |
ASM Cluster il Systems can be used to store non-database fils such a5 executsbles, Oracle trace files, alert logs, application
configuration fils and o on. T use ASM Clustr Fle Systems, you need to reate ASH volumes first

e table shows both mounted and dismourted iesystems. For dismounted fie systems, the lat known mount point is shown

Tip: To perform operations on an ASM Cluster File System, right mouse click on the row Some ACFS commands can be executed
as privileged /root user only. I you choose any of these operations, ASMCA wil generate the command that may then be.
executed as privileged/root user manually.

ASM Cluster File Systems

Mount Point

Avallabilty | State

Volume Device Disk Group [ Size (GB)

Show Dismount Command
Register Mountpoint

Resize

< >

P P —
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orFiguration B Figire
ASM Instance: +ASM

Disk Graps | Velumes | ASM Cluster File Systems |

ASM Dynamic Volumes are typically formatted with ASM Cluster File System, which can be used to Store n

-database fles such
File System, you need
2 ADVM compatibilty.

Volume Name

Disk Group Name

it Point | Size (GB)
chje.. 1.00
Disk Group Usable Space (GB) L.00

chje... | 1.00
Size

Disk Group Free Space (C8)

Redundancy

© Unprotected

Striping

Stripe Width

Stripe Columns

Hide Advanced Options
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ASH Conf iguration Assistant: Configure ASH: Volunes

ASM Instance: +ASM

((Disk Groups | Velumes |/ ASH Cluster File Systems |

ASM Dynamic Volumes are typically formatted with ASM Cluster File System, which can be used t0 store non-database files such
as executables, oracle trace fles, alert ogs, application configuration file, and 5o on. To use ASM Cluster File System, you need
ta create ASM dynamic valumes first. Dynamic Valumes can be created anly on disk graups with atleast 1.2 ADVM compatibiiy

Tip: Ta perform aperations on  volume, right mause click an the raw.

Volumes

DATAZVOLIY #4~-inerm =3 ol 1-157 DATA2 ENABLED  ACFS Jscratchfe . 1.00

Disable

Delete

l Volume | volume Device Disk Group__|State. Usage [ Mount Point |[Size (GB)
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Disk Group Name DATA

Redundancy
Redundancy is achieved by staring multiple copies of the data on different failure groups. Narmal redundancy needs disks from atleast
two different fallure groups, and high redundancy from atleast thre different failure graups.

Normal O External (Nane)

High (

Select Member Disks
ShowAll

@ showEligible

Quorum failure aroups are used to store voting fles in extended clusters and do not contain any user data. I requires ASM compatibility
of LL2 or higher.

I [Disk Path Header Status | Disk Name | Size (M) Failure Group | Quorum
¥ jdevices/diskdl CANDIDATE 1024 [u]
¥ jdevices/diskd2 CANDIDATE 1024 [m]
¥ jdevices/diskc3 CANDIDATE 1024 [m]
¥ devices/diskiL CANDIDATE 1024 [m]
¥ jdevices/diskj2 CANDIDATE 1024 [m]
¥ aevices/diski3 CANDIDATE 1024 (]

Note: Ifyou do not see the disks which you believe are available, check Disk Discovery Path and read/urite permissions on the disks. The
Disk Discovery Path limits set of disks considered for discovery

Disk Discovery Path/devices/disk” Change Disk Discovery Path
Diskgroup Attributes

An allocation unit (AU) is the fundamental unit in which contiguous disk space is allocated to ASM files. ASM file extent size is a multiple
of AUs. The AU size cannot be modified later.

Alocation Unit Size 01ty [4_~]

Specify minimum software versions for ASM, Database and ASM volumes that this diskaroup need to be compatible with

ASM Compatibility 112000
Database Compatibility 112000
ADVM Compatbility 112000

Refer Oracle Database Storage Administrator Guide for more details on Compatibility matrix.

[ide Advancea options] [ok] [ Cancel] [ein]
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Disk Group Name

Redundancy
Redundancy is achieved by staring multiple copies of the data on different failure groups. Narmal redundancy needs disks from atleast
two different fallure groups, and high redundancy from atleast thre different failure graups.

O High (3) Normal () External (Nane)

Select Member Disks

) showeligible () ShowAll

Quorum failure aroups are used to store voting fles in extended clusters and do not contain any user data. I requires ASM compatibility
of LL2 or higher.

I~ [Disk path Header Status | Disk Name | Size (M) Failure Group | Quorum
T jdevices/diskdl CANDIDATE 1024 [u]
I jdevices/diskc2 CANDIDATE 1024 [m]
I jdevices/diske3 CANDIDATE 1024 [m]
I devices/diskiL CANDIDATE 1024 [m]
I jdevices/dliskj2 CANDIDATE 1024 [m]
I aevices/diski3 CANDIDATE 1024 (]

Note: Ifyou do not see the disks which you believe are available, check Disk Discovery Path and read/urite permissions on the disks. The
Disk Discovery Path limits set of disks considered for discovery

Disk Discovery Pathi/devices/disk® Change Disk Discovery Path

Click on the Show Advanced Options button to change the diskaroup attributes. Diskgroup com patibiity attributes may need to be modified
based on the usage of diskgraup for different versians of databases or ASM Cluster File Systems.

[ShowAavanced opvions) (o] [Cancel] (vete
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ASH Configuration Assistant: Configure ASH: Disk Groups
ASM Instance: +ASM

{ Disk Groups |/ Valimes |/ ASH Cluster File Systems |

v You can choose to create a new disk aroup or add disks ta an existing disk group. To create dynamic volumes, you need disk
graups with 11.2 ASM compatibiliy
“Tip: To perform operations on a disk group, right mouse click on the row.

Disk Groups
Disk Group Name Size (GB) Free (GB) Usable (GB) | Redundancy. State

DAT 0.88 NORMAL MOUNTED
i Add Disks 228 NORMAL MOUNTED

[
i
[
[

l Manage Templates

Create ACFS for Database Home

Dismount
Drop

Dismount All






OEBPS/Images/image01131.gif
ASMCA detected an ASM instance of version 111.0.6.0. You need to upgrade your ASM instance to the latest version. As part of
the upgrade, the ASM Instance will be brought down, and then brought up. Please make sure that all databases and applications
using this ASM instance are shutdown

ASM Oracle Home Path.
11.1.0.6.0 ASM Oracle Home 01 /epp/oracleasm/product/11.1.0/sm_1

112 Grid Infrastructure Home | 01 /app/oraclegid/product/11.2.0/gid

If there are existing diskaroups, you need to manually advance their ASM compatibilities post-upgrade to take advantage of the
119 newfeatures or use ASM Cluster File System

Oracle recommends that you create aless privileged ASMSNMP user with SYSDEA privilege to manitar the ASM instance. Specify
password for ASMSNMP user.

ASMSNMP Password

Confirm ASMSNMP Password

Uparade AsM
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Name Value Override D... | Category.

asm_diskgroups Automatic Storage Management
asm_power_limit__| 1 v Automac Starage Management

machine. There are
ich will be created

S password

SM instance. Specify

— = p—

Parameter Description

[Description: A comma separated It of paths used by the ASM to It the set of disks considered for
discovery when a newdisk is added to a Disk Group. The disk string should match the path of the disk,
ot the directory containing the disk. For exam ple: /dev/rdsk/”

anges to the
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In order o use Automatic Storage Managem ent (ASM), you need to have an ASM instance runining on your machine. There are
N ASM instances running on this machine. Use this page to specify parameters for a new ASM instance which will be created
when you click Create ASM

“The new ASM instance requires its own SYS user with SYSASM privileges for remote management. Specify SYS password.

5¥s Password

Confirm SYS Password

Oracle recommends that you use a less privileged ASMSNMP user with SYSDEA privileges ta manitar the ASM Instance. Specify
ASMSNMP password

Manitor Password

Confirm Password

Chaose the listener this ASM instance is ta be registered with

Listener LSTENER.

The default settings for creating an ASM instance works for most installations. If you weuld like to make changes ta the
defaults, click the ASM Parameters button.

ASM Parameters






OEBPS/Images/image01128.gif
Search and List: Directory

(Close

Host dadvmn0652

Host Usemarme ~ grid Change )
> ull>app >

Curtent Directory acfsmounts > acfs1 > ACES > snaps >
snapshot 20090702 142110 >

Search
Search in Directory [ful1/anofacfsmounts/acts /. ACF S/snans/snanshot 20090702 142
Directory path only, no widcard.
File or Directory Name
This search is case sensitive. Use * or % as wildcard
(©)
Name. Type |owner  |Group _|Size(kB) __|Last Modified
L Directory  grid asmadnin 4 Jul 2. 2009 2:24-21 PM
L Directory oot oot 4 Jul 2, 2009 2:24:21 PM
ACFS Directory oot oot 4 Jun 30, 2009 10:14:06 AM
lost+found _ File oot oot 0 Dec 31, 1969 4:00.00 PM
mytestfile File. grid asmadrin 0 Jul 2, 2009 2:10:01 PM
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Create Snapshot on ASM Cluster File System: iu01/abofacfsmountsfacfs1

Show Command ) (Cancel) ((Ok

Number of Snapshots 3 Last Snapshot Name snapshot_20090702_141449
Total Free Space (GB) 1.9021 Last Snapshot Creation Time Jul 2, 2009 2:14:52 PM PDT

The Create Snapshot operation creates a point-in-time copy of the ASM Cluster File System. Snapshots are always mounted and
available. The snapshots are created in the ACFS/snaps directory of the fle system with the snapshot name as the directory name.

* Snapshot Name|snapshot_20090702_142110
™ Delete the oldest snapshot (61 remaining before the maximum limit is reached)
Oldest Snapshot Name snapshot_20030702_140518
Oldest Snapshot Creation Time Jul 2, 2009 2:05:57 PM PDT

Related Links
‘Open Telnet Session
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ASM Cluster File System: ju01/apnfacfsmountsfacfs1
General | Snapshots |

Summary
A snapshot is a space efficient point-in-time copy of the file system. I can be used as a backup source to recover accidentally deleted or
‘modified files. or for data mining and report applications

Nurnber of Snapshots 4

Last Snapshot Creation Time Jul 2, 2009 2:
Space Used by Snapshots (MB) 0.1289
File System Free Space (GB) 1.9021

:21 PM PDT

Snapshots

search
To narrow down the search results or to search for a specific snapshot, enter a search string in the Snapshot name field and click
Search. To display al the ACFS snapshots for the selected ACFS filesystem, clear the search field and click Search

ame | (Geareh)

@ TIP To return exact or case-sensitive matches, double quote the search strings. You can use the wildcard symbol (%, *)in a
double-quoted string

(Delete)
Select All | Select N