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Preface

This Performance Analyzer MPI Tutorial provides step-by-step instructions for collecting an
experiment on an MPI program and using the Performance Analyzer to examine MPI data in
the experiment.

Who Should Use This Book

This document is intended for application developers with a working knowledge of C, C++, or
Fortran programming languages and the Message Passing Interface (MPI) specification. The
users of this document need some understanding of the Solaris operating system, or the Linux
operating system, and UNIX operating system commands. Some knowledge of performance
analysis is helpful but is not required.

Supported Platforms

This Oracle Solaris Studio release supports systems that use the SPARC and x86 families of
processor architectures: UltraSPARC, SPARC64, AMDG64, Pentium, and Xeon EM64T. The
supported systems for the version of the Solaris Operating System you are running are available
in the hardware compatibility lists at http: //www.sun.com/bigadmin/hcl. These documents
cite any implementation differences between the platform types.

In this document, these x86 related terms mean the following:

= “x86” refers to the larger family of 64-bit and 32-bit x86 compatible products.
= ”x64” points out specific 64-bit information about AMD64 or EM64T systems.
= “32-bitx86” points out specific 32-bit information about x86 based systems.

For supported systems, see the hardware compatibility lists.


http://www.sun.com/bigadmin/hcl
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Related Third-Party Web Site References

Third-party URLs are referenced in this document and provide additional, related information.

Note - Oracle is not responsible for the availability of third-party web sites mentioned in this
document. Oracle does not endorse and is not responsible or liable for any content, advertising,
products, or other materials that are available on or through such sites or resources. Oracle will
not be responsible or liable for any actual or alleged damage or loss caused or alleged to be
caused by or in connection with use of or reliance on any such content, goods, or services that
are available on or through such sites or resources.

Accessing Oracle Solaris Studio Documentation

You can access the documentation at the following locations:

= The documentation is available from the documentation index page at
http://www.oracle.com/
technetwork/server-storage/solarisstudio/documentation/index.html.

= Online help for the IDE is available through the Help menu, as well as through the F1 key
and through Help buttons on many windows and dialog boxes, in the IDE.

= Online help for the Performance Analyzer and the Thread Analyzer is available through the
Help menu, as well as through the F1 key and through Help buttons on many windows and
dialog boxes in these tools.

= Online help for dbxtool and DLight is available through the Help menu, as well as through
the F1 key and through Help buttons on many dialog boxes in these tools.

Documentation in Accessible Formats

The documentation is provided in accessible formats that are readable by assistive technologies
for users with disabilities. You can find accessible versions of documentation as described in the
following table. If your software is not installed in the /opt directory, ask your system
administrator for the equivalent path on your system.

Type of Documentation Format and Location of Accessible Version

Manuals HTML from the Oracle Solaris Studio 12.2 collection
on docs.sun.com

What's New in the Oracle Solaris Studio 12.2 Release | HTML from the Oracle Solaris Studio 12.2 collection
(Information that was included in the component on docs.sun.com
Readmes in previous releases)
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Type of Documentation Format and Location of Accessible Version

Man pages In the installed product through the man command

Online help HTML through the Help menu, Help buttons, and the
F1 key in the IDE, dbxtool, DLight, and the
Performance Analyzer

Release notes HTML from the Oracle Solaris Studio 12.2 collection
on docs.sun.com

Documentation, Support, and Training

See the following web sites for additional resources:

»  Documentation (http://docs.sun.com)
m  Support (http://www.oracle.com/us/support/systems/index.html)
= Training (http://education.oracle.com) - Click the Sun link in the left navigation bar.

Oracle Welcomes Your Comments

Oracle welcomes your comments and suggestions on the quality and usefulness of its
documentation. If you find any errors or have any other suggestions for improvement, go to
http://docs.sun.comand click Feedback. Indicate the title and part number of the
documentation along with the chapter, section, and page number, if available. Please let us
know if you want a reply.

Oracle Technology Network (http://www.oracle.com/technetwork/index.html) offersa
range of resources related to Oracle software:

= Discuss technical problems and solutions on the Discussion Forums
(http://forums.oracle.com).

= Get hands-on step-by-step tutorials with Oracle By Example (http://www.oracle.com/
technology/obe/start/index.html).

= Download Sample Code (http://www.oracle.com/technology/sample_code/
index.html).


http://docs.sun.com/coll/771.10
http://docs.sun.com
http://www.oracle.com/us/support/systems/index.html
http://education.oracle.com
http://docs.sun.com
http://www.oracle.com/technetwork/index.html
http://forums.oracle.com
http://forums.oracle.com
http://www.oracle.com/technology/obe/start/index.html
http://www.oracle.com/technology/obe/start/index.html
http://www.oracle.com/technology/sample_code/index.html
http://www.oracle.com/technology/sample_code/index.html
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Typographic Conventions

The following table describes the typographic conventions that are used in this book.

TABLEP-1 Typographic Conventions

Typeface Meaning Example

AaBbCc123 The names of commands, files, and directories,  Edit your .login file.

and onscreen computer output
P P Use 1s -a to list all files.

machine name% you have mail.

AaBbCc123 What you type, contrasted with onscreen machine_names su
computer output
Password:
aabbccl23 Placeholder: replace with a real name or value The command to remove a file is rm
filename.
AaBbCcl23 Book titles, new terms, and terms to be Read Chapter 6 in the User's Guide.
emphasized

A cacheis a copy that is stored
locally.

Do not save the file.

Note: Some emphasized items
appear bold online.

Shell Prompts in Command Examples

The following table shows the default UNIX system prompt and superuser prompt for shells
that are included in the Oracle Solaris OS. Note that the default system prompt that is displayed
in command examples varies, depending on the Oracle Solaris release.

TABLEP-2  Shell Prompts

Shell Prompt

Bash shell, Korn shell, and Bourne shell $
Bash shell, Korn shell, and Bourne shell for superuser ~ #
C shell machine name%

C shell for superuser machine_name#
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L K R 4 CHAPTER 1

Performance Analyzer MPITutorial

This tutorial is designed to be followed from beginning to end to show you how to use the
Oracle Solaris Studio 12.2 Performance Analyzer's MPI features. The tutorial uses a sample
program to demonstrate how to use the MPI Timeline and MPI Chart tabs.

About MPI and Performance Analyzer

You can use the Performance Analyzer to examine Message Passing Interface (MPI)
applications to answer the following questions:

= Would tuning the MPI code produce significant performance improvement?

= [sthe MPI performance characterized by synchronization or data transfer?

= Does the program contain load imbalances?

= How long is one iteration of program execution?

= Howlong does it take for program performance to equilibrate?

= What are the message-passing patterns in program execution?

= Which are most important: long or short messages?

= Do processes that send messages synchronize with processes that receive messages?

While the preceding list is too broad to address in a single document, this tutorial guides you
through some new features of the Performance Analyzer including the following:

= MPI Timeline. A graphical display of the MPI activity that occurred during an application's
run.

= MPI Chart. A tool that generates scatter plots and histograms to visualize the performance
data of MPI functions and MPI messages.

= MPI data-zooming and data-filtering. A set of controls that you can use to broaden or
narrow your view of the data in the MPI Timeline and MPI Chart.



Setting Up for the Tutorial

The MPI Timeline tab presents the data from a run of the test program as a timeline. Initially,
your view of the timeline encompasses the run from beginning to end with all MPI functions
and MPI messages represented graphically in a condensed form. You'll learn how to expand this
presentation and move down from a complete view to a tightly focused view that can be as
granular as a single function. The MPI Timeline tab offers many different ways to zoom, pan,
and examine the data, together with MPI Chart tab. The MPI Chart tab enables you to plot
statistical data about the functions and messages in graphical charts, to help you see what is
happening in the run.

See the manual Oracle Solaris Studio 12.2: Performance Analyzer for detailed information about
the Performance Analyzer.

Setting Up for the Tutorial

The Performance Analyzer works with several implementations of the Message Passing
Interface (MPI) standard, including the Oracle Message Passing Toolkit, a highly optimized
implementation of MPI for Sun x86 and SPARC-based systems. The Oracle Message Passing
Toolkit, formerly Sun HPC ClusterTools, must be at least version 7.

This tutorial explains how to use the Performance Analyzer on an example MPI application
called ring_c, which is included with the Oracle Message Passing Toolkit. You must already
have a cluster configured and functioning for this tutorial.

Follow the steps below to get started.

1. Download the Oracle Message Passing Toolkit 8.1.2c from http://www.oracle.com/us/
products/tools/message-passing-toolkit-070499.html.

2. Install the toolkit software as described in the Sun HPC ClusterTools 8.2.1c Software
Installation Guide, which is available as a PDF download at http://dlc.sun.com/pdf/
821-1318-10/821-1318-10.pdf.

3. Add the /Studio-installation-directory/bin directory and the
OracleMessagePassingToolkit-installation-directory/bin directory to your path.

On Solaris systems, the default paths are /opt/solstudiol2.2/bin and
/opt/SUNWhpc/HPC8.2.1c/sun/bin.

On Linux systems, the default paths are /opt/oracle/solstudiol2.2/bin and
/opt/SUNWhpc/HPC8.2.1c/sun/bin.

4. Copy the /OracleMessagePassingToolkit-installation-directory/examples directory into a
directory to which you have write access. The newly copied examples directory must be
visible from all the cluster nodes.

5. Change directory to your new examples directory.
6. Build the ring_c example.

% make ring_c
mpicc -g -0 ring ¢ ring c.c

10 Oracle Solaris Studio 12.2: Performance Analyzer MPI Tutorial - September2010
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Setting Up for the Tutorial

The program is compiled with the - g option, which allows the Performance Analyzer data
collector to map MPI events to source code.

7. Runthe ring_c example with mpirun to make sure it works correctly. The ring_c program
simply passes a message from process to process in a ring, then terminates.

This example shows how to run the program on a two-node cluster. The node names are
specified in a host file, along with the number of slots that are to be used on each node. The
tutorial uses 25 processes, and specifies one slot on each host. You should specify a number
of processes and slots that is appropriate for your system. See the mpirun(1) man page for
more information about specifying hosts and slots. You can also run this command on a
standalone host that isn't part of a cluster, but the results might be less educational.

The host file for this example is called clusterhosts and contains the following content:

hostA slots=1
hostB slots=1

You must have permission to use a remote shell (ssh/rsh) to each host without logging into
the hosts. By default, mpirun uses ssh.

°

% mpirun -np 25 --hostfile clusterhosts ring_c

Process @ sending 10 to 1, tag 201 (25 processes in ring)
Process 0 sent to 1

Process 0 decremented value: 9
Process 0 decremented value: 8
Process 0 decremented value: 7
Process 0 decremented value: 6
Process @ decremented value: 5
Process 0 decremented value: 4
Process 0 decremented value: 3
Process 0 decremented value: 2
Process 0 decremented value: 1
Process 0 decremented value: 0
Process 0 exiting

Process 1 exiting

Process 2 exiting

Process 24 exiting

Run this command and if you get similar output, you are ready to collect data on an example
application as shown in the next section.

If you have problems with mpirun using ssh, try using the option - -mca plm_rsh_agent rsh
with the mpirun command to connect using the rsh command:

% mpirun -np 25 --hostfile clusterhosts --mca plm rsh agent rsh -- ring c

Chapter 1 « Performance Analyzer MPI Tutorial 1



Collecting Data on the ring c Example

Collecting Data on the ring_c Example

1.
2.

Change to the directory where your example binaries and source code are located.
Run the following command:

% collect -M OMPT mpirun -np 25 --hostfile clusterhosts -- ring_c

The command might take a few moments to run and the output should be the same as the
test run through the mpirun command.

The -MOMPT option indicates the MPI version is the Oracle Message Passing Toolkit. See the
collect(1) man page for more information about MPI versions supported.

The -np 25 option specifies 25 processes on the cluster, and - -hostfile clusterhosts
indicates that the node names and the number of slots that are to be used on each node are
specified in a file called clusterhosts.

This command specifies to use 25 processes on two hosts, and specifies one slot on each
host. You should specify a number of processes and slots that is appropriate for your system.

List the contents of the newly created test.1.er directory and make sure the date on the
files reflects the latest execution. This means you ran the command successfully and are
ready to run the Performance Analyzer on ring_c. The integer in test.1.er increments for
each collect command you run so the rest of this tutorial refers to this name generically as
test.*.er.

Opening the Experiment

12

L.

Change to the directory that contains the ring_c. c source file, the ring_c executable, and
the test.*.er directory.

Start the Performance Analyzer from the command line:

% analyzer
The Performance Analyzer opens a file browser for you to find and open an experiment. If
not, choose File > Open Experiment.

Find the test.*.er experiment that you just created and open it. The Performance
Analyzer window should look similar to that below.

Oracle Solaris Studio 12.2: Performance Analyzer MPI Tutorial « September 2010



Opening the Experiment

= Oracle Solaris Studio Performance Analyzer [test.Ter, ] -0O0X
File Yiew Timeline Help
BDTBSED BVP® vViewMode| user |+ Find Text: [
| MPITimeline | MPI Chart | Functions | Callers-Callees | .. |» [ MPIChart Controls | MPITime... «| |
Time(sec) ! 2 3 4 1& L ICRC RO
PO+ = WPl Fingj /[ Filtering
P1-HRL Init MPI_Fin 5
P2 MPI_Init WP Fingﬂ 9
Eﬁ_ L TR mg: E:qu | message Dispiay Liniter
P5PL Init MPI_Fir | min[4] [n] [ »|mMax
PE-T MPI_Init MPI_Final || ||| []Enhance Endpoints
P7| MPLInit MPI_Fing || || .
P MPI_Init WP Fina] | Details
P9 |MPI_Init MPI_Fin :
P10 MPI_Init P Fing]
P11 MPILInit MPI_Fin
P12 MPI_Init MPI_Final
P134| MPI_Init MPI_Fingd
P14 MPI_Init P Fingj
P154| MPI_Init MPI_Fin
P16 MPI_Init P Fingj
P174| MPLInit MPI_Fin
P18 MPI_Init MPI_Final
P194| MPLInit MPI_Fina
P20 MPI_Init P Fingﬂ
P214|  MPLInit MPI_Fin
P22 MPI_Init P Fin#
P234|  MPLInit MPI_Fina
P24 MPI_Init MPI_Final|[ ]|
I N L R
Scale(sec) 1 2 3 4
[«] [v]

The experiment opens on the MPI Timeline tab. The MPI Chart tab is next to it. In the right
panel you can see the MPI Chart Controls and MPI Timeline Controls tabs.

The MPI Timeline shows a view of the data over time as the program was run through the
collector. The horizontal axis shows elapsed time. At the bottom, the horizontal axis shows
relative time with the origin at the left edge of the display. At the top, the horizontal axis shows
absolute time where the origin is the start of the data. The vertical axis shows MPI process rank.
For each MPI process you can look horizontally to see what the process is doing as a function of
elapsed time.

This initial view of the timeline answers the question: What is the time scale of program
execution? The screen capture shows the time scale is approximately 5 seconds. However, the
actual run time spans 3.90 to 4.05 seconds, the steady state of the application program. The
collect toolusesMPI_InitandMPI_Finalize to setup and terminate data collection.

Chapter 1 « Performance Analyzer MPI Tutorial 13




Navigating the MPI Timeline

Navigating the MPI Timeline

1.
2.

Click the MPI Timeline tab if it is not already selected.

Zoom in on the data by clicking and dragging from the left to the right on any process row as
shown by the directional arrow in the graphic below. When you release the mouse button,
the area inside the box automatically expands to reveal a zoomed in view.

An alternative to clicking and dragging is to use the zooming slider controls in the top left of
the timeline.

Time(sec) 1

MPI_Init

RADL IRit

Use the horizontal slider to change the time scale. You'll see progressively smaller chunks of
time, while still showing all the processes, as you zoom.

Use the vertical slider to zoom in on the MPI processes.

Click the Zoom Undo button in the MPI Timeline Controls tab shown below to go back to
the previous level of zooming.

MPI Chart Controls rMPI Time... 4
& O e q

Click the Zoom Undo button a second time to return to the first zoom.

Pan across the data by sliding the scroll bars located at the bottom and the right of the
timeline.

14 Oracle Solaris Studio 12.2: Performance Analyzer MPI Tutorial - September2010



Viewing Message Details

Alternatively you can toggle between a pointer that zooms and a pointer that pans by
clicking the hand icon in the MPI Timeline Controls tab.

MPI Chart Controls

&

MPI Time... «
@ 2N @.f@—‘

When the pointer is a hand, you can drag across the MPI Timeline to pan horizontally.

Viewing Message Details

1. Reset the view to the original, maximum, zoomed-out setting by clicking the Zoom Reset
button, which is located to the top left of the zoom sliders.

Time(sec) 1
PO

P11 Init
P2

P3| MR Init
P4
P5-P_Init
P6

RADL IRit

MPIL_Init
MPIL_Init

MPI_Init

2. Zoom in on the activity area by dragging on the area horizontally with the mouse so it looks
similar to what you see here.

Chapter 1 « Performance Analyzer MPI Tutorial 15



Viewing Message Details

=i

P12+
P13+
P14+
P15+
P16+
P17 4 (MPI
P18 (MPI
P18 (MPI
P20 (MPI
P21 (MPI
P22 (MPI
P23 (MPI
P24+ |MPI

Init
Init
Init
Init
Init
Init
Init
Init
Init
Init
Init
Init
Init

___ﬁ—'—.—-v—|—r-|—|_|_|_|_|_|_|_|—l—-|-|‘|

PI_Fi
PI_Fi
PI_Fi
PI_Fi

Oracle Solans Studio Perdormance Analyzer [test 1.er, ] O X

File View Timeline Help

BDDBSED BF® viewMode user || Find Text: [
[ MPITimeline | MPI Chart | Functions | Callers-Callees | .. |» [ MPIChart Controls | MPITime... «
Time(sec) 3.90 405 1 & W CCRCNS)
PO ~CaPI] e |~ [ Fitering

P1 P Init |1RI_Fing| |

P2 P Init [ MRI_Fin 9

Pa-| e init MELFind| || . -~

P nit b Find| | Message Display Limiter

PS-=IPI_Init MPLFin{| ||| Min|«] ] [»|Max
PE Init MPLFIni| ||-{ []Enhance Endpoints

ST < 2 < S s L = wpLFin|| ||

pa-\|meinit_ |1 Rdwme] | [mpilvEner]ive ][] el WMPLFir|| ||| Details

PRI Init EiMeFin| ||
R Y= s == = M A R A A A E PLFi
P11+ MBI Init PLFi

PI_Fi

T
Scale(msec) 50

100

T
150

P | |
I MF'le;

[«]

[v]

In the zoomed in timeline, now you can see that the steady state portion of the program

execution appears to be from 3.93 seconds to 4.03 seconds.

You can also see that MPI functions are color coded. The black lines drawn between events
represent point-to-point messages exchanged by the MPI processes.

With this view of the timeline, you can answer the question: How long is one iteration
before the pattern repeats? The answer is roughly 10 milliseconds. Look at the relative time

scale at the bottom to see how often the loop seems to repeat.

Click one of the black message lines.

The line turns red and details about the message are displayed in the right-hand panel MPI

Timeline Controls tab.
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Viewing Message Details

&= Oracle Solans Studio Perdormance Analyzer [test 1.er, ] O X
File Yiew Timeline Help

 BDVRB S ED BYF® viewMode user || Find Text: [

[ MPITimeline | MPI Chart | Functions | Callers-Callees | .. |» [ MPIChart Controls | MPITime... «

Time(sec) 3.90 3.95 ! 405 1& O e Qe B
AR —— E_ MP_H [ Filtering
Init |MRI_Find| ||
P2 P Init I |memp_Find| | 9
Pa{ELIE IR Fing| || a6 Dispiay Limiter
P4 | MR init [ {mliter_Find| || ge Display
HPI_Init M:‘I Fin{| ||| min[4] [1n] [ »|Max
P& Init MEIMPLFinY ||| (] Enhance Endpoints
P7 Init 1 T
PB4 it [MPI_RgP| | [MPIMEMPL NP (] ] MPI ] IP1_Fir| || Details for Selected Message
PO [MPLInit FLFir| ||
P10|MPL_Init | WeierR| | e rrar i el PLFi| || |Send Rank 4
P11+ Init PI_Fi || Receive Rank 15

P12 ML Init MBI RIME | MR IMPIL AR P 1] PLE ||| start Time (secs) |2.973978174
P13+ init_ (e Redtd] | e | el =TT el ]| PLF| ||

14 it PLFil| | [End Time (secs) |3.381653392
P15+ Init | el AR = PLEH || Bytes 4

P16 Init 1A | (WP (LS O || lE

P17 Init | Tag 201

P18+ Init
P15+ Init
P20+ Init
P21+ Init
P22+ Init

LSS A L | Communicator 1000000000

___ﬁ—'—.—-v—|—r-|—|_|_|_|_|_|_|_|—l—-|-|‘|

P23 Init | | | 1P | IEMPI_F

P24 |MPI_Init | I el el 1Y MPIMEMPLR| <
" T 1T T T T T LR [ e (¢

Scale(msec) 50 100 150 :
[«] [in] T»]

4. Inthe MPI Timeline Controls tab, find the Messages slider, then click and drag it to Min as
shown.

| »

| Filtering
@

jsplay Limiter
Min«[ll] % [ »|max
: ndpoints

Details for Selected Message

p104 || send Rank 14

maa dlvam

I Paraiva Bank 18

The Messages slider controls the number of message lines displayed on the screen. At Min,
only functions are displayed in the MPI Timeline tab.
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Viewing Function Details and Application Source Code

In this simple example, all of the messages can be displayed. However, displaying all
messages in complex applications can overwhelm the tool and make the screen too cluttered
to be usable. Select a lower limit to reduce the number of messages shown in the timeline. If
fewer than 100% of the messages are shown, the messages used are those messages that are
most costly in terms of the total time used in the message's send and receive functions.

5. Setthe Messages slider back to Max.

Viewing Function Details and Application Source Code

1. Click on one of the MPI Recv function events in the MPI Timeline tab.

The function is highlighted in yellow, and details about the function are displayed in the
MPI Timeline Controls tab on the right.

F 13 | [MEL I :
P14+ |MP1_Init i | End Time {secs) |3.981653392
P15 |MPI_Init i Bytes Sent 0

P16 i

P17
P18
P19
P20
P21
P22

| Bytes Recy \ 4

| Show Call Stack if available

2. Inthe MPI Timeline Controls tab, click the button labeled Show Call Stack if available.

After a few moments, the call stack for the highlighted state should be shown in the MPI
Timeline Controls tab:

BN e |awun) Q.00 1802008
| Bytes Sent 0
| Bytes Recy 4

Call 5tack for Selected Event

MPI Recy +0x000001CC

main + 0x00000198, line 53 in "rin
start + 0x00000108

d Il 1 [ [

3. When the Call Stack for Selected Event is displayed in the MPI Timeline Controls tab, click
on main + 0x00000198, line 53 in "ring c.c.

4. Click the Source tab in the main Performance Analyzer panel.
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Viewing Function Details and Application Source Code

If you get a message such as Object file (unknown) not readable, make sure you
selected the stack frame main + 0x00000198, line 53 in "ring c.c.

Note - Source is only visible when the source is in the same location it was in when the
program was run through the collector, or when it can be found in the $expts path as set in
.er.rcorin View > Set Data Presentation > Search Path. Source also needs to be compiled
with -g. If the source code is not visible, you may not have started the Analyzer from the
directory containing the ring_c binary and source code. If this is the case, quit the
Performance Analyzer and restart after you change to the directory containing ring_c.

When the source is visible, it should show where main () calls the MPI Recv () function. As
shown below, MPI_Recv/() is called from line 53 in the source. The metrics with high values
are highlighted: 274 receives are associated with line 53, and 274 sends are associated with
MPI Send() online 60.

—wa [y

&= Oracle Solans Studio Perdormance Analyzer [test 1.er, ] O X
File Yiew Timelihe Help
BDDBSED BF® viewMode user || Find Text:
Functions | Callers-Callees | Call Tree | Source | Disassembly | Timeline | Experiments | .
& MPI E MP| | Source File: ring c.c
Sends | Receives | Cbject File: ring e
Load Chject: <ring c>
50. =
51, while {1} f
52, MPI_Recw(smessage, 1, MPI_INT, prev, tag, MPI_COMM WORLD,
u] 274 =T MPI STATUS IGNORE) ;
- 54, - -
u] u] 55. if (0 == rank] {
u] u] S6. —-message;
u} u} a7. printf ("Process 0 decremented wvalue: %d\n", message); :
58, } =|:
59, :
274 u} B0, MPI_Send(smessage, 1, MPI_INT, next, tag, MPI_COMM WORLD); [
= o 61. if (0 == message) { 1
u} u} BZ. printf ("Process %d exitingn", rank); J=
0 0 £3. bresk; e
64, } -
u] u] 63, }
6. |
q T D] |
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Viewing Function Details and Application Source Code

Tip - The screen capture shows a reduced number of metrics. You can select more metrics to
display by choosing View > Set Data Presentation > Metrics.

5. Click the Functions tab in the main Performance Analyzer panel.

The Functions tab shows the same MPI Send and MPI Receive metrics in columns on the
left side of a table. You can sort the table by clicking in the column headers.

&= Oracle Solans Studio Perdormance Analyzer [test 1.er, ] O X

File Yiew Timeline Help

BDDBSED BF® viewMode user || Find Text: E
( MPITimeline | MPI Chart | Functions | Callers-Callees | ... [» | MPITimeline Controls .

SEMPI| EwMP | Mame E&QD DA aq aH
Sends Receives 2 N N
v Filtering
275 275 <Total> )¢ 2
275 0 MPI Zend '
375 275 atart : Message Display Limiter
275 e | min[4] [T »|max
0 0 MPI Finalize || C1Enhance Endpoints
0 0 MPI_Init | Details far Selected Function
0 273 ML Reev | Function Name  |MPI_Recv

| Rank 15
| start Time (secs) [3.95552495

| End Time (secs) |3 381653392
| Bytes sent 0
| Bytes Recy 4

Call 5tack for Selected Event

MPI Recy +0x000001CC
main + 0x00000198, line 53 in "rin
start + 0x00000108

4] I I IC

4]

Tip - The screen capture shows a reduced number of metrics. You can select more metrics to
display by choosing View > Set Data Presentation > Metrics.

6. Click the MPI Timeline tab to return to the MPI timeline.

Do not click the regular Timeline tab because it does not apply to MPI programs.
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Filtering Data in the MPI Tabs

Filtering Data in the MPI Tabs

The filtering facility lets you select different views of the collected messaging data. You can undo
and redo the filters using the filtering controls in either the MPI Chart Controls tab or the MPI
Timeline Controls tab.

' | Event | MPIChart Controls | MPITimeline Controls | «
B O®
Filtering
Y v B
Filter
Undo
Redo

The first control filters the data by removing everything that is not currently in view.

The second control is the Filter Undo button which provides an associated drop down list for
removing filters. Clicking this button removes the last filter applied. Clicking the down arrow
presents a list of the filters applied, in the order they were applied, with the most recent at the
top of the list. When you select a filter in this list, the selected filter and all filters above it on the
list are removed.

The third control is the Filter Redo button, and it also has an associated drop down list for
reapplying filters. Clicking the button reapplies the last filter that you removed. Clicking the
down arrow opens a list of all the filters that have been removed, in the order in which they were
removed. When you select a filter in this list, the selected filter and all filters above it on the list
are reapplied.

You can redo and undo the filters by using the arrows, similar to going backward and forward
in a web browser. You can even remove and apply more than one filter in one click by using the
down arrows next to the filter buttons.

The following steps explain how to use a filter to focus on the steady state portion of the
program by filtering out the MPI_Init and MPI_Finalize functions.

1. On the timeline, drag the mouse horizontally to select a region such that MPI_Init and
MPI_Finalize are no longer visible. In the example below, drag from t=3.93 to 4.03.
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22

Time(sec) 3.90

| »

DepbEERN -
' = e

i

2. Click the Filter button in the MPI Timeline Controls tab.

' | Event | MPIChart Controls | MPITimeline Controls | «

@ OB

Filtering
®

It may look line nothing happened because the filtering is not evident until you change your
view by zooming out or by looking at a chart.

Click the Zoom Undo button to go back out to the previous zoom.

§ [ Bvent | MPI Chart Controis | MPI Timeline Controls | «
[e ® |

The display now shows white areas in place of the MPI_Init and MPI_Finalize functions.

White areas indicate that there is no MPI data collected for that area or the data has been
filtered out.
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Time(sec) 3.90

P10+

P12

P14 | [ ]
P16 b | [eimaet siaer || 4] |

P18

P20+
P22

P24

Using the Filter Stack

leapseangaaan

| Function Name
| Rank 15
| start Time (secs) |3.98552498
End Time (secs)
| Bytes sent 0
| Bytes Recy 4

[«]

| Filtering

w [\

|| Message Display Limiter
| minl4]
| C1Enhance Endpoints

[T »|max

Details for Selected Function

MPI_Recy

3.9816595352

Call 5tack for Selected Event

MPI Recy +0x000001CC

main + 0x00000198, line 53 in "rin
start + 0x00000108

1. Click the Filter Undo drop down arrow to reveal a list of applied filters.

] >

| Fittering H

This list lets you choose which filters to remove. It works like a stack: if you select No
filters applied, everything on top of it will be taken off, which means there will be no

filters applied.

2. Select No filters applied from the Filter Undo list. The timeline should now look similar

to the following.
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Using the MPI Chart Tab

Time(sec) 3.90

=
[}

ledapoagaaan

4.
PO MR 1,'_ AP | ]: el Filtering
P Init || InEA ;
P2 | PLInit e .,_.IZ. l,: 2 [ B
Pl Init [ T e :
P4 (| MPI_Init | |:|— |[tF) A | Message Display Limiter
el i (R L { min[] ]
P& {=JPL_Init [2T; ’_l: NI f[Minl4 »|Max
MPI Init [BT: [T = | CIEnhance Endpoints
P8 {|MPI Init I A = M ;
WP Init l: M || Details for Selected Function
- i =R EYET=NE Y= NIRRT =EE :
P10 |MPL Init : )
MPI Init |— ————— f : Function Name MPI_Recy
P12 |MPI_Init AP | (MR [Pl IR | | (e | i || | rRank 15
MPI_Init I 71 IE
P14 1ML Init RENNNERERE N ARINIRN IR | start Time (secs) [3.96552498
MPI_Init i I NN CTIED N T TS| i
P16 MRt i BlEIN il | End Time (secs) |3.981653392
MPL Init [iil= | =D WPL|| | ifl || Bytes Sent 0
P18 {|MPI_Init (175 I e T P 5
WP Init [T= 1] WP | | Bytes Recy 4
P20 et MEL WPIVPL v Y v | can stack for Selected Event
P22 {|MPI_Init ‘ R N Y | [B¥ mMPI Recv +0x000001CC
WP Init B YE | | ' G | R main + 0200000198, line 53 in "rin
P24 {|MPL_Init |_|_|_I_|_’:’:|_ - start + 000000108

MPI_H

3. Restore the previous filter using Filter Redo.

Filtering '
| @ ‘

4. Before moving on to the next section, verify that MPI_Init and MPI_Finalize are filtered
out and white areas are displayed as before.

Using the MPI Chart Tab

WithMPI_InitandMPI_Finalize already filtered out, explore the MPI Chart features. The
initial chart shows which functions took the most time.

1. Click the MPI Chart tab to see a chart similar to the following.
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Using the MPI Chart Tab

=i

Oracle Solans Studio Perdormance Analyzer [test 1.er, ]

l-OX

File Yiew Timeline Help

Eﬁ?:)f)@ o 0E Bvre VigwMode

Find |

Text: [=

MPI Timeline | MPI Chart | Functions | Callers-Callees | ... [»[{| MPIChart Controls | MPITim... «|»
Sum of Function Duration | & @ Q&
& < [key || Fittering
[rey |
3 2 ¥ v
Applicatiun—g | chart selection
= Data Type: Functions -
Chart: ¥ Histogram |+
- X Axis:
=] ; | -
§ Mp|_RECV_§ Y Axis:Function -
- : Metric: Duration -
Operator; Sum -
MPI_Send—E Minimum Bin size
5 || sma«[ [il] [»|Large
: g || Size: 3 Pixels
|| (se0y ||}
B (sec) ||| Details
R S :
1 2
Duration(sec)

The MPI Chart tab opens with a chart that shows the sum of the durations of the functions
as they ran in all the processes. The vertical rainbow scale to the right of the chart shows the
mapping between colors and values. The MPI_Send and Application functions take almost
no time, whereas in the example, the cumulative time in MPI_Recv was nearly three seconds.

2. Click on the bar for the MPI_Recv function.

The exact value of the bar is displayed in the MPI Chart Controls tab.

In this particular application, every process waits until the token has passed to every other
process. As a result, significant time is spent in MPI_Recv, and little time is spent in
Application, a state that represents time between MPI functions. As you will see later, a delay
in message delivery to one rank prevents all other ranks from making progress.

Using the MPI Chart Controls

This section shows how to use the MPI Chart Controls tab in different ways to visualize the
data. Depending on the program under analysis, some chart options are more useful than
others. See Appendix A, “MPI Chart Control Settings,” for descriptions of all the MPI Chart

controls.
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Make a Chart to Show Where Messages are Being Sent

L.

Create a chart to look at messages by making the following selections in the MPI Chart
Controls tab:

Data Type: ~ Messages

Chart: 2-D Chart

X Axis: Send Process

Y Axis: Receive Process
Metric: Duration
Operator: Maximum

2. Click Redraw, and you should see a chart similar to the following:

&= Oracle Solans Studio Perdormance Analyzer [test 1.er, ] O X
File Yiew Timeline Help

 BDVRB S ED BYF® viewMode user || Find Text: E
MPI Timeline | MPI Chart | Functions | Callers-Callees | ... [»[{| MPIChart Controls | MPITim... «|»

Maximum of Message Duration & @ a &g
P2 - A [key ||| Fittering

P22 - I? 9 B

P20~ 5 | chart selection
H 1
Hpis - 5 |

Gk ata Type:Messages -

g6 Chart{2-D Chart -
o i
E e X Axis;Send Process -
% P12 Y Axis)Receive Process |v»
ZP10-: P -
o ik : etric: Duration -

Fe Operator; Maximum -

PG - : :

Pa ;

P2 0 | Minimum Bin Size

F'D—-E n : (msec) || | sman«[ [il] [»|Large

=TT T T 7T 771 | Size: 3 Pixels
PO | P4 | Pa | P12 | P16 | P20 | P24 1 oetais
P2 PB P10 P14 P18 P22
Send Process
4] ]

This chart shows that Process 0 sends only to Process 1. Process 1 only sends to Process 2,
and so on. The color of each box is set by the metric selected (Duration) and the operator
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Using the MPI Chart Tab

(Maximum). Since this graph's Data Type is Messages, this will be the sum of duration of the
messages, or the length of message lines in the time dimension.

The chart colors indicate maximum message durations between ranks. In this example, the
message that took the longest to arrive was sent from P14 to P15.

Make a Chart to Show Which Ranks Waited Longest to Receive a
Message

1. Make the following selections in the MPI Chart Controls tab:

Data Type: Messages

Chart: Y Histogram

X Axis: N/A

Y Axis: Receive Process
Metric: Duration
Operator: Maximum

2. Click Redraw to draw a new chart
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&= Oracle Solans Studio Perdormance Analyzer [test 1.er, ] O X
File Yiew Timeline Help
BTOB S8BT BP® viewMode user || Find Text: E
MPI Timeline | MPI Chart | Functions | Callers-Callees | ... [»[{| MPIChart Controls | MPITim... «|»
Maximum of Message Duration & @ a &g
P24-§ = [key ||| Fitering
P22 - | 9
o | Chart Selection
= P18 | Dpata Type:Messages -
P16 Chart:|Y Histogram v
o -
[1E) . e
gP14 - X Axis:
o Y Axis|Receive Process |+
wP12 -
- Metric: Duration -
£P10- :
. : : Operator: Maximum -
FE - : :
PE - : :
P4 - | Minimum Bin size
5 | sman«[ Tl »|Large
o | W, e L[ ]1] [»|Larg
iE : || size: 3 Pixels
PO- < ™= | petails
e e T e T T T T
1 2 3 4 8 & 7
Duration{msec)

In this example, the chart shows that the P15 rank waited the longest to receive a message.

3. Toshow ahistogram for when these long duration messages occurred, make the following
selections for the controls:

Data Type: Messages

Chart: X Histogram
X Axis: Receive Time
Y Axis: N/A

Metric: Duration
Operator: Maximum

4. Click Redraw to see a chart similar to the following:
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&= Oracle Solans Studio Perdormance Analyzer [test 1.er, ] O X
File Yiew Timeline Help

BB OEY BVYP® vewMode user || Find Text: E
MPI Timeline | MPI Chart | Functions | Callers-Callees | ... [»[{| MPIChart Controls | MPITim... «|»

Q. —H Maximum of Message Duration & @ a &g
[wey ||| Fittering
= I? 9 W
_ | chart Selection
6. i i
g : | DataTypeiMessages -
— 5- Chart: X Histogram A4
2 EH 5 :
§ : : X Axis;Receive Time -
= “ : Y Axis:
® E
= E Metric: Duration -
a o ;
: : | operator]Maximum -
' | Minimum Bin Size
1_: |ma || sma«[ [il] [»|Large
© | oenntal e e, mniads | | (M) || | Size: 3 Pixels
r L T T 1 || Details
3.94 396 398 4.00 4.02
Receive Time(sec) '
4] ]

In this example, the slowest message was received at 3.981 seconds.

Look for Slow Message Effects on Time Spent in MPI Functions

To see the effect of the long duration messages, create a graph that shows duration of functions
versus time.

1. Create a chart to look at messages by making the following selections in the MPI Chart
Controls tab:

DataType:  Functions

Chart: 2-D Chart
X Axis: Exit Time
Y Axis: Duration
Metric: Duration
Operator: Maximum

2. Click Redraw.
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Using the MPI Chart Tab

In this example, the graph shows several time regions that have long-duration functions.
Note that at t=3.99, there are function durations longer than 20 seconds. This time
corresponds to the long message flight-times viewed in the previous chart.

=i

Oracle Solans Studio Perdormance Analyzer [test 1.er, ]

File YView Timeline Help

BOOB S DD BP® viwMods[user |-

Find | Text:

l-OX

E

MPI Timeline | MPI Chart | Functions | Callers-Callees | ... [»[{| MPIChart Controls | MPITim... «|»

Exit Time(sec)

[«]

[v]

A —F Maximum of Function Duration | & @ Q&
A [key || Fittering
il B @ Wr
- Chart Selection
]
= ! :
| Data Type: Functions -
20-:
= 1 Chart:2-D Chart -
(&)
g X Axis:Exit Time -
5 ) Y Axis:Duration -
[ |
g j Metric: Duration -
10~ Operator:{Maximum -
j || Minimum Bin Size
|ma || sma«[ [il] [»|Large
| tmsec) || { size: 3 Pixels
- T || Details

3. Isolate these long duration functions by dragging a box around them to zoom:
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&= Oracle Solans Studio Perdormance Analyzer [test 1.er, ] O X
File Yiew Timeline Help
BDDBSED BF® viewMode user || Find Text: E

MPI Timeline | MPI Chart | Functions | Callers-Callees | ... [»[{| MPIChart Controls | MPITim... «|»

Exit Time(sec)

[«]

[v]

el=1 Maximum of Function Duration @ @ Qq &
A A Twey || Fittering
I | & v W
- Chart Selection

=

| Data Type: Functions -

20- c
— Chart;2-D Chart -
(&)
g X Axis:Exit Time -
5 i Y Axis:Duration -
1] |
g T Metric: Duration -
1D—-§ Operator; Maximum -
It -
- ]
I | Minimum Bin Size
|ma || sma«[ [il] [ »|Large
||| (msec) || f size: 3 Pixels
" ale Y T - | Details

4. Click the Filter button to examine the only these function calls.
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&= Oracle Solans Studio Perdormance Analyzer [test 1.er, ] O X
File Yiew Timeline Help

BTOB S8BT BP® viewMode user || Find Text: E
MPI Timeline | MPI Chart | Functions | Callers-Callees | ... [»[{| MPIChart Controls | MPITim... «|»

Maximum of Function Duration | & @ Qe e
= ey | Filtering
2 | ° 9
Chart Selection
| Data Type: Functions -
—_ ] | Chart;2-D Chart -
(&)
20.7-
g i X Axis:Exit Time -
5 Y Axis:Duration -
= ]
g Metric:Duration -
1 Operator:) Maximum -
20 6- P
|
- | Minimum Bin Size
: o | smanl«[ il [»|Large
205-: ||| (msec) || f size: 7 Pixels
T T T T T o : i
3.992 3.994 3.996 Details
Exit Time(sec)
[«] [n] [v]

5. Click the MPI Timeline tab.

You can now identify the high duration functions on the MPI Timeline. They are the result
of messages with slow delivery times.
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Conclusion

= Oracle Solaris Studio Performance Analyzer [test.Ter, ] -0O0X
File ¥Yiew Timeline Help

BDDBSED BF® viewMode user || Find Text: E

| MPITimeline | MPI Chart | Functions | Callers-Callees | ... [»[iZontrols | MPITimeline Controls |«
Time(sec) 3.90 3.95 400 405 1&dPbFSaaae qn
P02 H /[ Fittering
P2 @ Y[ ]
P4 | Message Display Limiter
pe I | min[4] [T »max
[l Enhance Endpoints
P
Details for Selected Function
P10 | Function Name  |MPI_Recv
P12 | Rank 15
P14 | start Time (sees) |3 96552458
16 | End Time (secs) |3.981653392
| Bytes sent D
P1g :
| Bytes Recy 4
PADy | call Stack fer Selected Event
P22 | BT MPI Recv +0x000001CC
| B main +0x00000198, line 53 in “rin
P24 - start +0x00000108
- T 1 T T T T =
Scale(mse) 50 100 150 3 -
4] 1] D] ! '

6. Click the Filter Undo and Redo buttons to toggle the context around the long duration
functions.

For more information about the MPI Chart Controls, see Appendix A, “MPI Chart Control
Settings”

Conclusion

Oracle Solaris Studio Performance Analyzer enables you to observe performance and pinpoint
problem areas in complex multithreaded applications. The simple example described in this
tutorial illustrates the basics for examining relationships between MPI functions and messages.
Using the MPI timeline, MPI charts, and zooming and filtering capabilities, you can gather and
process performance data, view metrics at the program, function, source line, and instruction
level, and identify potential performance problems before they become deployment issues.
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L K R 4 APPENDIX A

MPI Chart Control Settings

This appendix describes all the settings of the MPI Chart Controls tab in the Oracle Solaris

Studio Performance Analyzer.

Chart Attributes

This section describes the attributes you can set in the MPI Chart Controls tab to create charts
of the MPI experiment data. The MPI Chart Controls tab is shown in the following screen

capture.

4

! MPI chart contrels | MPITim... «|»

|&® Q Qe B
| Fitering
: @ T
Chart Selection
: Data Type: Functions -
Chart;2-D Chart -
X Axis:Exit Time -
¥ Axis;Duration -
Metric: Duration -
Operator; Maximum -

Data Type — Controls the type of data that is displayed in the chart, and can be set to one of
the following values:

35



Functions Chart Attributes

= Functions - Plot data about the MPI functions used by the program. See “Functions
Chart Attributes” on page 36 for attributes you can set for Functions charts.

= Messages - Plot data about the MPI messages sent between process ranks. See “Messages
Chart Attributes” on page 37 for attributes you can set for Messages charts.

Chart - Controls the type of chart that is created, and can be set to one of the following
values:

= Y Histogram - One dimensional chart with the data plotted on the vertical axis as a
function of another metric on the horizontal axis. You must select the type of data to plot
on the Y axis and the metric for the X axis.

= X Histogram - One dimensional chart with the data plotted on the horizontal axis as a
function of time on the vertical axis. You must select the type of data to plot on the X
axis, and the metric for the Y axis.

= 2-D chart - Two dimensional chart with data plotted on both X and Y axis, making a 2-D
matrix or scatter plot. You must specify what to plot on the X and Y axis, and the metric.

X Axis - Select the type of data to plot on the horizontal axis, for X Histogram or 2-D Chart.
The types available depend on whether you have selected Functions or Messages from the
Data Type list. The possible values are described in “Functions Chart Attributes” on page 36
and “Messages Chart Attributes” on page 37.

Y Axis - Select the type of data to plot on the vertical axis, for Y Histogram or 2-D Chart. The
types available depend on whether you have selected Functions or Messages from the Data
Type list. The possible values are described in “Functions Chart Attributes” on page 36 and
“Messages Chart Attributes” on page 37

Metric - Select what data is shown as a function of X or Y. The metric value is indicated
through color in the charts. The types available depend on whether you have selected
Functions or Messages from the Data Type list. The possible values are described in
“Functions Chart Attributes” on page 36 and “Messages Chart Attributes” on page 37.

Operator — Select the method used to combined metrics in the chart. The possible values are
described in “Operator Settings” on page 38.

Functions Chart Attributes

The following are the chart attributes you can set when plotting data for Functions. These
attributes can be selected for the X Axis, Y Axis, and Metric.

36

Time (range) - The range of times from entry to exit of a function

Entry Time - The time when a function is called

Exit Time - The time when a function returns to the caller

Duration - The time difference between function entry and function exit

Process - The MPI global ranks in numerical order. Each function call has a unique process
rank associated with it.
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Messages Chart Attributes

Function - The MPI function called.
Send Bytes - Number of bytes sent in an MPI function call
Receive Bytes - Number of bytes received in an MPI function call

1 (only for Metric) - Specifying 1 as the metric simply specifies an attribute whose value is
always 1. This can be used to count data records or signal the presence or absence of data.
For example, to count the number of function calls for each function, set Y Axis: Function,
Metric: 1, Operation: Sum. To detect whether any function calls were made, set Operation:
Maximum.

Messages Chart Attributes

The following are the chart attributes you can set when plotting data for Messages. These
attributes can be selected for the X Axis, Y Axis, and Metric.

Time (range) - The range of time from send to receive of a message
Send Time - The time that a message was sent

Receive Time - The time that a message was received

Duration - The time difference between send and receive of a message
Send Process - The process that sent a message

Receive Process - The process that received a message

Communicator - An arbitrarily defined ID that uniquely labels the communicator (set of
processes) used to send and receive the message

Tag - The MPI tag used to identify the message

Send Function - The function that sent the message
Receive Function - The function that received the message
Bytes - Number of bytes in the message

1 (only for Metric) - Specifying 1 as the Metric simply specifies an attribute whose value is
always 1. This can be used to count data records or signal the presence or absence of data.
For example, to count the number of function calls for functions that send a message, set Y
Axis to Send Function, set Metric to 1, and set Operator to Sum. To detect whether any
function calls were made for each function that sends a message, set Operator to Maximum.
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Operator Settings

Operator Settings

The Operator control determines how multiple metric values are combined in the chart, and
can be set to one of the following values:

®  Sum - calculates the sum of the selected Metric, which must be one of: Time, Duration,
Send/Receive Bytes, or "1"

®  Maximum - calculates the maximum value of the selected Metric, which must be one of:
Time, Duration, Send/Receive Bytes, or "1"

= Minimum - calculates the minimum value of the selected Metric, which must be one of:
Time, Duration, Send/Receive Bytes, or "1"

= Average - calculates the average value of the selected Metric, which must be one of: Time,
Duration, Send/Receive Bytes, or "1"

= Fair - The Fair operator operates on any type of metric. When many metric values are all
assigned to the same chart bin, the Fair operator picks a single one of those values "fairly".
For example, suppose that 90% of the MPI messages use the communicator
MPI_COMM_WORLD, but 10% of them use a user-defined communicator mycomm. If you create a
message chart using "Communicator" as the metric and "Fair" as the operator, the chart
would report MPI_COMM WORLD 90% of the time but mycomm 10% of the time.
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