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Preface

Welcome to System Administration Guide: IP Services for the Solaris Express, Developer
Edition 1/08.This book is part of a nine-volume set that covers a significant part of the Solaris™
system administration information. This book assumes that you have already installed the
Solaris operating system (Solaris OS). You should be ready to configure your network or ready
to configure any networking software that is required on your network. The Solaris OS is part of
the Solaris product family, which also includes the Solaris Common Desktop Environment
(CDE). The Solaris OS is compliant with AT&T's System V, Release 4 operating system.

Note - This Solaris release supports systems that use the SPARC® and x86 families of processor
architectures: UltraSPARC®, SPARC64, AMD64, Pentium, and Xeon EM64T. The supported
systems appear in the Solaris 10 Hardware Compatibility List at
http://www.sun.com/bigadmin/hcl. This document cites any implementation differences
between the platform types.

In this document these x86 related terms mean the following:

= “x86” refers to the larger family of 64-bit and 32-bit x86 compatible products.
= “x64” points out specific 64-bit information about AMD64 or EM64T systems.
= “32-bitx86” points out specific 32-bit information about x86 based systems.

For supported systems, see the Solaris 10 Hardware Compatibility List.

How the System Administration Guides Are Organized

Here is a list of the topics that are covered by the System Administration Guides.

BookTitle Topics

System Administration Guide: Basic Administration User accounts and groups, server and client support, shutting
down and booting a system, managing services, and managing
software (packages and patches)
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BookTitle

Topics

System Administration Guide: Advanced Administration

System Administration Guide: Devices and File Systems

System Administration Guide: IP Services

System Administration Guide: Naming and Directory Services
(DNS, NIS, and LDAP)

System Administration Guide: Naming and Directory Services
(NIS+)

System Administration Guide: Network Interfaces and Network
Virtualization

System Administration Guide: Network Services

System Administration Guide: Security Services

System Administration Guide: Virtualization Using the Solaris
Operating System

Solaris CIFS Administration Guide

Solaris ZFS Administration Guide

Solaris Trusted Extensions Administrator’s Procedures

Terminals and modems, system resources (disk quotas,
accounting, and crontabs), system processes, and troubleshooting
Solaris software problems

Removable media, disks and devices, file systems, and backing up
and restoring data

TCP/IP network administration, IPv4 and IPv6 address
administration, DHCP, IPsec, IKE, Solaris IP filter, Mobile IP, and
IPQoS

DNS, NIS, and LDAP naming and directory services, including
transitioning from NIS to LDAP and transitioning from NIS+ to
LDAP

NIS+ naming and directory services

Networking stack, NIC driver property configuration, network
interface configuration, administration of VLANs and link
aggregations, IP networking multipathing (IPMP), WiFi wireless
networking configuration, and virtual NICs (VNICs).

Web cache servers, time-related services, network file systems
(NFS and Autofs), mail, SLP, and PPP

Auditing, device management, file security, BART, Kerberos
services, PAM, Solaris Cryptographic Framework, privileges,
RBAC, SASL, and Solaris Secure Shell

Resource management features, which enable you to control how
applications use available system resources; zones software
partitioning technology, which virtualizes operating system
services to create an isolated environment for running
applications; and virtualization using Sun™ xVM hypervisor
technology, which supports multiple operating system instances
simultaneously

Solaris CIFS service, which enables you to configure a Solaris
system to make CIFS shares available to CIFS clients; and native
identity mapping services, which enables you to map user and
group identities between Solaris systems and Windows systems

ZFS storage pool and file system creation and management,
snapshots, clones, backups, using access control lists (ACLs) to
protect ZFS files, using ZFS on a Solaris system with zones
installed, emulated volumes, and troubleshooting and data
recovery

System installation, configuration, and administration that is
specific to Solaris Trusted Extensions
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BookTitle Topics

System Administration Guide: Solaris Printing Solaris printing topics and tasks, using services, tools, protocols,
and technologies to set up and administer printing services and
printers

Related Books

The following trade books are referred to in this book:
= Ferguson, Paul and Geoft Huston. Quality of Service. John Wiley & Sons, Inc., 1998.
= Hunt Craig. TCP/IP Network Administration, 3rd Edition. O'Reilly, 2002.

= Kilkki, Kalevi. Differentiated Services for the Internet. Macmillan Technical Publishing,
1999.

= Stevens, W. Richard. TCP/IP Illustrated, Volume 1, The Protocols. Addison Wesley, 1994.

Related Third-Party Web Site References

Third party URLs are referenced in this document and provide additional, related information.

Note - Sun is not responsible for the availability of third-party Web sites mentioned in this
document. Sun does not endorse and is not responsible or liable for any content, advertising,
products, or other materials that are available on or through such sites or resources. Sun will not
be responsible or liable for any actual or alleged damage or loss caused by or in connection with
the use of or reliance on any such content, goods, or services that are available on or through
such sites or resources.

Solaris IP Filter is derived from open source IP Filter software. To view license terms,
attribution, and copyright statements for IP Filter, the default path is
/usr/lib/ipf/IPFILTER.LICENCE. If Solaris OS has been installed anywhere other than the
default, modify the given path to access the file at the installed location.

Acknowledgment

Glenn Herteg contributed to the preparation and review of the information about Solaris IP
Filter.
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Documentation, Support, and Training

The Sun web site provides information about the following additional resources:

»  Documentation (http://www.sun.com/documentation/)

= Support (http://www.sun.com/support/)
®  Training (http://www.sun.com/training/)

Typographic Conventions

The following table describes the typographic conventions that are used in this book.

TABLEP-1 Typographic Conventions

Typeface

Meaning

Example

AaBbCc123

AaBbCc123

aabbccl23

AaBbCcl23

The names of commands, files, and directories,
and onscreen computer output

What you type, contrasted with onscreen
computer output

Placeholder: replace with a real name or value

Book titles, new terms, and terms to be
emphasized

Edit your . login file.

Use 1s -a to list all files.
machine name% you have mail.
machine_nameS% su

Password:

The command to remove a file is rm
filename.

Read Chapter 6 in the User's Guide.

A cacheis a copy that is stored
locally.

Do not save the file.

Note: Some emphasized items
appear bold online.

Shell Prompts in Command Examples

The following table shows the default UNIX® system prompt and superuser prompt for the C
shell, Bourne shell, and Korn shell.
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TABLEP-2  Shell Prompts

Shell

Prompt

C shell
C shell for superuser
Bourne shell and Korn shell

Bourne shell and Korn shell for superuser

machine_nameS%
machine_name#
$

#
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PART I

TCP/IP Administration

This part contains tasks and conceptual information for configuring, administering, and
troubleshooting TCP/IP networks.
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L K R 4 CHAPTER 1

Solaris TCP/IP Protocol Suite (Overview)

This chapter introduces the Solaris implementation of the TCP/IP network protocol suite. The
information is intended for system and network administrators who are unfamiliar with basic
TCP/IP concepts. The remaining parts of this book assume that you are familiar with these
concepts.

This chapter contains the following information:

= “Introducing the TCP/IP Protocol Suite” on page 31
= “How the TCP/IP Protocols Handle Data Communications” on page 38
= “Finding Out More About TCP/IP and the Internet” on page 42

What's New in This Release

Starting with Solaris Express Developer Edition 9/07, the Mobile IP feature is no longer
available in the Solaris Express Developer's releases. See the Solaris Express Developer Edition
9/07 Release Notes for more information.

Introducing the TCP/IP Protocol Suite

This section presents an in-depth introduction to the protocols that are included in TCP/IP.
Although the information is conceptual, you should learn the names of the protocols. You
should also learn what each protocol does.

“TCP/IP” is the acronym that is commonly used for the set of network protocols that compose
the Internet Protocol suite. Many texts use the term “Internet” to describe both the protocol suite
and the global wide area network. In this book, “T'CP/IP” refers specifically to the Internet
protocol suite. “Internet” refers to the wide area network and the bodies that govern the
Internet.
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To interconnect your TCP/IP network with other networks, you must obtain a unique IP
address for your network. At the time of this writing, you obtain this address from an Internet
service provider (ISP).

If hosts on your network are to participate in the Internet Domain Name System (DNS), you
must obtain and register a unique domain name. The InterNIC coordinates the registration of
domain names through a group of worldwide registries. For more information on DNS, refer to
System Administration Guide: Naming and Directory Services (DNS, NIS, and LDAP).

Protocol Layers and the Open Systems
Interconnection Model

Most network protocol suites are structured as a series of layers, sometimes collectively referred
to as a protocol stack. Each layer is designed for a specific purpose. Each layer exists on both the
sending and receiving systems. A specific layer on one system sends or receives exactly the same
object that another system's peer process sends or receives. These activities occur independently
from activities in layers above or below the layer under consideration. In essence, each layer on
a system acts independently of other layers on the same system. Each layer acts in parallel with
the same layer on other systems.

OSI Reference Model

Most network protocol suites are structured in layers. The International Organization for
Standardization (ISO) designed the Open Systems Interconnection (OSI) Reference Model that
uses structured layers. The OSI model describes a structure with seven layers for network
activities. One or more protocols is associated with each layer. The layers represent data transfer
operations that are common to all types of data transfers among cooperating networks.

The OSI model lists the protocol layers from the top (layer 7) to the bottom (layer 1). The
following table shows the model.

TABLE 1-1  Open Systems Interconnection Reference Model

Layer No. Layer Name Description

7 Application Consists of standard communication services and applications that
everyone can use.

6 Presentation Ensures that information is delivered to the receiving system in a
form that the system can understand.

5 Session Manages the connections and terminations between cooperating
systems.
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TABLE 1-1  Open Systems Interconnection Reference Model (Continued)
Layer No. Layer Name Description
4 Transport Manages the transfer of data. Also assures that the received data are

identical to the transmitted data.

3 Network Manages data addressing and delivery between networks.
2 Data link Handles the transfer of data across the network media.
1 Physical Defines the characteristics of the network hardware.

The OSI model defines conceptual operations that are not unique to any particular network
protocol suite. For example, the OSI network protocol suite implements all seven layers of the
OSI model. TCP/IP uses some of OSI model layers. TCP/IP also combines other layers. Other
network protocols, such as SNA, add an eighth layer.

TCP/IP Protocol Architecture Model

The OSI model describes idealized network communications with a family of protocols.
TCP/IP does not directly correspond to this model. TCP/IP either combines several OSI layers
into a single layer, or does not use certain layers at all. The following table shows the layers of
the Solaris implementation of TCP/IP. The table lists the layers from the topmost layer
(application) to the bottommost layer (physical network).

TABLE1-2 'TCP/IP Protocol Stack

0OSl Layer

OSI Ref. Layer No. Equivalent TCP/IP Layer TCP/IP Protocol Examples

5,6,7 Application, Application NFS, NIS, DNS, LDAP, telnet, ftp, rlogin, rsh, rcp,
session, RIP, RDISC, SNMP, and others
presentation

4 Transport Transport TCP, UDP, SCTP

3 Network Internet IPv4, IPv6, ARP, ICMP

2 Datalink Data link PPP, IEEE 802.2

1 Physical Physical Ethernet (IEEE 802.3), Token Ring, RS-232, FDDI, and

network others

The table shows the TCP/IP protocol layers and the OSI model equivalents. Also shown are
examples of the protocols that are available at each level of the TCP/IP protocol stack. Each
system that is involved in a communication transaction runs a unique implementation of the
protocol stack.
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Physical Network Layer

The physical network layer specifies the characteristics of the hardware to be used for the
network. For example, physical network layer specifies the physical characteristics of the
communications media. The physical layer of TCP/IP describes hardware standards such as
IEEE 802.3, the specification for Ethernet network media, and RS-232, the specification for
standard pin connectors.

Data-Link Layer

The data-link layer identifies the network protocol type of the packet, in this instance TCP/IP.
The data-link layer also provides error control and “framing” Examples of data-link layer
protocols are Ethernet IEEE 802.2 framing and Point-to-Point Protocol (PPP) framing.

Internet Layer

The Internet layer, also known as the network layer or IP layer, accepts and delivers packets for
the network. This layer includes the powerful Internet Protocol (IP), the Address Resolution
Protocol (ARP), and the Internet Control Message Protocol (ICMP).

IP Protocol

The IP protocol and its associated routing protocols are possibly the most significant of the
entire TCP/IP suite. IP is responsible for the following:

= JP addressing - The IP addressing conventions are part of the IP protocol. “Designing an
IPv4 Addressing Scheme” on page 50 introduces IPv4 addressing and “IPv6 Addressing
Overview” on page 66 introduces IPv6 addressing.

= Host-to-host communications — IP determines the path a packet must take, based on the
receiving system's IP address.

= Packet formatting - IP assembles packets into units that are known as datagrams.
Datagrams are fully described in “Internet Layer: Where Packets Are Prepared for Delivery’
on page 41.

>

= Fragmentation - If a packet is too large for transmission over the network media, IP on the
sending system breaks the packet into smaller fragments. IP on the receiving system then
reconstructs the fragments into the original packet.

The Solaris OS supports both IPv4 and IPv6 addressing formats, which are described in this
book. To avoid confusion when addressing the Internet Protocol, one of the following
conventions is used:

= When the term “IP” is used in a description, the description applies to both IPv4 and IPv6.
= When the term “IPv4” is used in a description, the description applies only to IPv4.

= When the term “IPv6” is used in a description, the description applies only to IPv6.
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ARP Protocol

The Address Resolution Protocol (ARP) conceptually exists between the data-link and Internet
layers. ARP assists IP in directing datagrams to the appropriate receiving system by mapping
Ethernet addresses (48 bits long) to known IP addresses (32 bits long).

ICMP Protocol

The Internet Control Message Protocol (ICMP) detects and reports network error conditions.
ICMP reports on the following:

= Dropped packets - Packets that arrive too fast to be processed
= Connectivity failure — A destination system cannot be reached
= Redirection - Redirecting a sending system to use another router

Chapter 7, “Administering a TCP/IP Network (Tasks),” contains more information on the
Solaris OS commands that use ICMP for error detection.

Transport Layer

The TCP/IP transport layer ensures that packets arrive in sequence and without error, by
swapping acknowledgments of data reception, and retransmitting lost packets. This type of
communication is known as end-to-end. Transport layer protocols at this level are
Transmission Control Protocol (TCP), User Datagram Protocol (UDP), and Stream Control
Transmission Protocol (SCTP). TCP and SCTP provide reliable, end-to-end service. UDP
provides unreliable datagram service.

TCP Protocol

TCP enables applications to communicate with each other as though they were connected by a
physical circuit. TCP sends data in a form that appears to be transmitted in a
character-by-character fashion, rather than as discrete packets. This transmission consists of
the following:

= Starting point, which opens the connection
= Entire transmission in byte order
= Ending point, which closes the connection.

TCP attaches a header onto the transmitted data. This header contains many parameters that
help processes on the sending system connect to peer processes on the receiving system.

TCP confirms that a packet has reached its destination by establishing an end-to-end
connection between sending and receiving hosts. TCP is therefore considered a “reliable,
connection-oriented” protocol.
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SCTP Protocol

SCTP is a reliable, connection-oriented transport layer protocol that provides the same services
to applications that are available from TCP. Moreover, SCTP can support connections between
systems that have more than one address, or multihomed. The SCTP connection between
sending and receiving system is called an association. Data in the association is organized in
chunks. Because SCTP supports multihoming, certain applications, particularly applications
used by the telecommunications industry, need to run over SCTP, rather than TCP.

UDP Protocol

UDP provides datagram delivery service. UDP does not verify connections between receiving
and sending hosts. Because UDP eliminates the processes of establishing and verifying
connections, applications that send small amounts of data use UDP.

Application Layer

The application layer defines standard Internet services and network applications that anyone
can use. These services work with the transport layer to send and receive data. Many application
layer protocols exist. The following list shows examples of application layer protocols:

m  Standard TCP/IP services such as the ftp, tftp, and telnet commands

«_»

m  UNIX “r” commands, such as rlogin and rsh

= Name services, such as NIS and the domain name system (DNS)

= Directory services (LDAP)

m  File services, such as the NFS service

= Simple Network Management Protocol (SNMP), which enables network management

= Router Discovery Server protocol (RDISC) and Routing Information Protocol (RIP)
routing protocols

Standard TCP/IP Services

= FTP and Anonymous FTP - The File Transfer Protocol (FTP) transfers files to and from a
remote network. The protocol includes the ftp command and the in. ftpd daemon. FTP
enables a user to specify the name of the remote host and file transfer command options on
the local host's command line. The in. ftpd daemon on the remote host then handles the
requests from the local host. Unlike rcp, ftp works even when the remote computer does
not run a UNIX based operating system. A user must log in to the remote system to make an
ftp connection, unless the remote system has been configured to allow anonymous FTP.

You can obtain an enormous amount of material from anonymous FTP servers that are
connected to the Internet. Universities and other institutions set up these servers to ofter
software, research papers, and other information to the public domain. When you log in to
this type of server, you use the login name anonymous, hence the term “anonymous FTP
server.
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Using anonymous FTP and setting up anonymous FTP servers is outside the scope of this
manual. However, many books, such as The Whole Internet User's Guide ¢ Catalog, discuss
anonymous FTP in detail. Instructions for using FTP are in System Administration Guide:
Network Services. The ftp(1) man page describes all ftp command options that are invoked
through the command interpreter. The ftpd(1M) man page describes the services that are
provided by the in. ftpd daemon.

= Telnet - The Telnet protocol enables terminals and terminal-oriented processes to
communicate on a network that runs TCP/IP. This protocol is implemented as the telnet
program on local systems and the in.telnetd daemon on remote machines. Telnet
provides a user interface through which two hosts can communicate on a
character-by-character or line-by-line basis. Telnet includes a set of commands that are fully
documented in the telnet(1) man page.

= TFTP - The Trivial File Transfer Protocol (tftp) provides functions that are similar to ftp,
but the protocol does not establish ftp's interactive connection. As a result, users cannot list
the contents of a directory or change directories. A user must know the full name of the file
to be copied. The tftp(1)man page describes the tftp command set.

UNIX“r" Commands

The UNIX “r” commands enable users to issue commands on their local machines that run on
the remote host. These commands include the following:

= rcp
= rlogin
= rsh

Instructions for using these commands are in the rcp(1), rtogin(1), and rsh(1) man pages.

Name Services
The Solaris OS provides the following name services:

= DNS - The domain name system (DNS) is the name service provided by the Internet for
TCP/IP networks. DNS provides host names to the IP address service. DNS also serves as a
database for mail administration. For a complete description of this service, see System
Administration Guide: Naming and Directory Services (DNS, NIS, and LDAP). See also the
resolver(3RESOLV) man page.

= /etcfiles - The original host-based UNIX name system was developed for standalone
UNIX machines and then adapted for network use. Many old UNIX operating systems and
computers still use this system, but it is not well suited for large complex networks.

= NIS - Network Information Service (NIS) was developed independently of DNS and has a
slightly different focus. Whereas DNS focuses on making communication simpler by using
machine names instead of numerical IP addresses, NIS focuses on making network
administration more manageable by providing centralized control over a variety of network
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information. NIS stores information about machine names and addresses, users, the
network itself, and network services. NIS name space information is stored in NIS maps. For
more information on NIS Architecture and NIS Administration, see System Administration
Guide: Naming and Directory Services (DNS, NIS, and LDAP).

Directory Service

The Solaris OS supports LDAP (Lightweight Directory Access Protocol) in conjunction with
the Sun Open Net Environment (Sun ONE) Directory Server, as well as other LDAP directory
servers. The distinction between a name service and a directory service is in the differing extent
of functionality. A directory service provides the same functionality of a naming service, but
provides additional functionalities as well. See System Administration Guide: Naming and
Directory Services (DNS, NIS, and LDAP).

File Services

The NFS application layer protocol provides file services for the Solaris OS. You can find
complete information about the NFS service in System Administration Guide: Network Services.

Network Administration

The Simple Network Management Protocol (SNMP) enables you to view the layout of your
network and the status of key machines. SNMP also enables you to obtain complex network
statistics from software that is based on a graphical user interface (GUI). Many companies offer
network management packages that implement SNMP.

Routing Protocols

The Routing Information Protocol (RIP) and the Router Discovery Server Protocol (RDISC)
are two available routing protocols for TCP/IP networks. For complete lists of available routing
protocols for the Solaris 10 OS, refer to Table 5-1 and Table 5-2.

How the TCP/IP Protocols Handle Data Communications
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When a user issues a command that uses a TCP/IP application layer protocol, a series of events
is initiated. The user's command or message passes through the TCP/IP protocol stack on the
local system. Then, the command or message passes across the network media to the protocols
on the remote system. The protocols at each layer on the sending host add information to the
original data.

Protocols on each layer of the sending host also interact with their peers on the receiving host.
Figure 1-1 shows this interaction.
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Data Encapsulation and the TCP/IP Protocol Stack

The packet is the basic unit of information that is transferred across a network. The basic packet

consists of a header with the sending and receiving systems' addresses, and a body, or payload,
with the data to be transferred. As the packet travels through the TCP/IP protocol stack, the
protocols at each layer either add or remove fields from the basic header. When a protocol on
the sending system adds data to the packet header, the process is called data encapsulation.
Moreover, each layer has a different term for the altered packet, as shown in the following

figure.

Sending Host

Receiving Host

Application Layer

Application Layer

Receives

Packet{ & rlogin host request for login
V N
Transport Layer v Transport Layer
TCP segment TCP segment
V N
Internet Layer v Internet Layer
IP datagram IP datagram
y N V N
Data Link Layer v v Data Link Layer
Frame Frame
y N V N
Physical Network v v Physical Network
Layer Frame Layer Frame

Network media

FIGURE 1-1 How a Packet Travels Through the TCP/IP Stack

This section summarizes the life cycle of a packet. The life cycle starts when you issue a

command or send a message. The life cycle finishes when the appropriate application on the

receiving system receives the packet.

Application Layer: Where a Communication Originates

The packet's history begins when a user on one system sends a message or issues a command

that must access a remote system. The application protocol formats the packet so that the
appropriate transport layer protocol, TCP or UDP, can handle the packet.
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Suppose the user issues an rlogin command to log in to the remote system, as shown in
Figure 1-1. The rlogin command uses the TCP transport layer protocol. TCP expects to
receive data in the form of a stream of bytes that contain the information in the command.
Therefore, rlogin sends this data as a TCP stream.

Transport Layer: Where Data Encapsulation Begins

When the data arrives at the transport layer, the protocols at the layer start the process of data
encapsulation. The transport layer encapsulates the application data into transport protocol
data units.

The transport layer protocol creates a virtual flow of data between the sending and receiving
application, differentiated by the transport port number. The port number identifies a port, a
dedicated location in memory for receiving or sending data. In addition, the transport protocol
layer might provide other services, such as reliable, in order data delivery. The end result
depends on whether TCP, SCTP, or UDP handles the information.

TCP Segmentation

TCP is often called a “connection-oriented” protocol because TCP ensures the successful
delivery of data to the receiving host. Figure 1-1 shows how the TCP protocol receives the
stream from the rlogin command. TCP then divides the data that is received from the
application layer into segments and attaches a header to each segment.

Segment headers contain sending and receiving ports, segment ordering information, and a
data field that is known as a checksum. The TCP protocols on both hosts use the checksum data
to determine if the data transfers without error.

Establishing a TCP Connection

TCP uses segments to determine whether the receiving system is ready to receive the data.
When the sending TCP wants to establish connections, TCP sends a segment that is called a
SYN to the TCP protocol on the receiving host. The receiving TCP returns a segment that is
called an ACK to acknowledge the successful receipt of the segment. The sending TCP sends
another ACK segment, then proceeds to send the data. This exchange of control information is
referred to as a three-way handshake.

UDP Packets

UDP is a “connectionless” protocol. Unlike TCP, UDP does not check that data arrived at the
receiving host. Instead, UDP formats the message that is received from the application layer
into UDP packets. UDP attaches a header to each packet. The header contains the sending and
receiving ports, a field with the length of the packet, and a checksum.
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The sending UDP process attempts to send the packet to its peer UDP process on the receiving
host. The application layer determines whether the receiving UDP process acknowledges the
reception of the packet. UDP requires no notification of receipt. UDP does not use the
three-way handshake.

Internet Layer: Where Packets Are Prepared for Delivery

The transport protocols TCP, UDP, and SCTP pass their segments and packets down to the
Internet layer, where the IP protocol handles the segments and packets. IP prepares them for
delivery by formatting them into units called IP datagrams. IP then determines the IP addresses
for the datagrams, so that they can be delivered effectively to the receiving host.

IP Datagrams

IP attaches an IP header to the segment or packet's header, in addition to the information that is
added by TCP or UDP. Information in the IP header includes the IP addresses of the sending
and receiving hosts, the datagram length, and the datagram sequence order. This information is
provided if the datagram exceeds the allowable byte size for network packets and must be
fragmented.

Data-Link Layer: Where Framing Takes Place

Data-link layer protocols, such as PPP, format the IP datagram into a frame. These protocols
attach a third header and a footer to “frame” the datagram. The frame header includes a cyclic
redundancy check (CRC) field that checks for errors as the frame travels over the network
media. Then, the data-link layer passes the frame to the physical layer.

Physical Network Layer: Where Frames Are Sent and Received

The physical network layer on the sending host receives the frames and converts the IP
addresses into the hardware addresses appropriate to the network media. The physical network
layer then sends the frame out over the network media.

How the Receiving Host Handles the Packet

When the packet arrives on the receiving host, the packet travels through the TCP/IP protocol
stack in the reverse order from which it was sent. Figure 1-1 illustrates this path. Moreover,
each protocol on the receiving host strips off header information that is attached to the packet
by its peer on the sending host. The following process occurs:

1. The physical network layer receives the packet in its frame form. The physical network layer
computes the CRC of the packet, then sends the frame to the data link layer.

2. The data-link layer verifies that the CRC for the frame is correct and strips off the frame
header and the CRC. Finally, the data-link protocol sends the frame to the Internet layer.
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3. The Internet layer reads information in the header to identify the transmission. Then, the
Internet layer determines if the packet is a fragment. If the transmission is fragmented, IP
reassembles the fragments into the original datagram. IP then strips off the IP header and
passes the datagram on to transport layer protocols.

4. The transport layer (TCP, SCTP, and UDP) reads the header to determine which application
layer protocol must receive the data. Then, TCP, SCTP, or UDP strips off its related header.
TCP, SCTP, or UDP sends the message or stream to the receiving application.

5. Theapplication layer receives the message. The application layer then performs the
operation that the sending host requested.

TCP/IP Internal Trace Support

TCP/IP provides internal trace support by logging TCP communication when an RST packet
terminates a connection. When an RST packet is transmitted or received, information on as
many as 10 packets, which were just transmitted, is logged with the connection information.

Finding Out More About TCP/IP and the Internet
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Information about TCP/IP and the Internet is widely available. If you require specific
information that is not covered in this text, you can probably find what you need in the sources
cited next.

Computer Books About TCP/IP

Many trade books about TCP/IP and the Internet are available from your local library or
computer bookstore. The following two books are considered the classic texts on TCP/IP:

= Craig Hunt. TCP/IP Network Administration - This book contains some theory and much
practical information for managing a heterogeneous TCP/IP network.

= W.Richard Stevens. TCP/IP Illustrated, Volume I - This book is an in-depth explanation of
the TCP/IP protocols. This book is ideal for network administrators who require a technical
background in TCP/IP and for network programmers.

TCP/IP and Networking Related Web Sites

The Internet has a wealth of web sites and user groups that are devoted to TCP/IP protocols and
their administration. Many manufacturers, including Sun Microsystems, offer web-based
resources for general TCP/IP information. The following are helpful web resources for TCP/IP
information and general system administration information.
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Web Site Description

The Internet Engineering Task Force (IETF) web site The IETF is the body responsible for the

(http://www.ietf.org/home.html) architecture and governance of the Internet.
The IETF web site contains information
about the various activities of this
organization. The site also includes links to
the major publications of the IETE.

Sun Microsystem's BigAdmin Portal (http://www.sun.com/bigadmin) BigAdmin provides information for

administering Sun computers. The site offers
FAQs, resources, discussions, links to
documentation, and other materials that
pertain to Solaris OS administration,
including networking.

Requests for Comments and Internet Drafts

The Internet Engineering Task Force (IETF) working groups publish standards documents that
are known as Requests for Comments (RFCs). Standards that are under development are
published in Internet Drafts. The Internet Architecture Board (IAB) must approve all RFCs
before they are placed in the public domain. Typically RFCs and Internet drafts are directed to
developers and other highly technical readers. However, a number of RECs that deal with
TCP/IP topics contain valuable information for system administrators. These RFCs are cited in
various places throughout this book.

Generally, For Your Information (FYI) documents appear as a subset of the RFCs. FYIs contain
information that does not deal with Internet standards. FYIs contain Internet information of a
more general nature. For example, FYI documents include a bibliography that list introductory
TCP/IP books and papers. FYI documents provide an exhaustive compendium of
Internet-related software tools. Finally, FYI documents include a glossary of Internet and
general networking terms.

You will find references to relevant RECs throughout this guide and other books in the Solaris
System Administrator Collection.
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CHAPTER 2

Planning an IPv4 Addressing Scheme (Tasks)

This chapter describes the issues you must resolve in order to create your network in an
organized, cost-effective manner. After you resolve these issues, you can devise a network plan
as you configure and administer your network in the future.

This chapter contains the following information:

= “Determining the Network Hardware” on page 47

= “Obtaining Your Network's IP Number” on page 49

= “Deciding on an IP Addressing Format for Your Network” on page 47
= “Naming Entities on Your Network” on page 55

= “Planning for Routers on Your Network” on page 57

For tasks for configuring a network, refer to Chapter 5, “Configuring TCP/IP Network Services
and IPv4 Addressing (Tasks).”
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Task

Description

For Information

1. Plan your hardware
requirements and network

topology

Determine the types of equipment
that you need and the layout of this
equipment at your site.

®  For general network topology
questions, refer to
“Determining the Network
Hardware” on page 47.

= For IPv6 topology planning,
refer to “Preparing the
Network Topology for IPv6
Support” on page 78.

®  Forinformation abouta
specific type of equipment,
refer to the equipment
manufacturer's
documentation.

2. Obtain a registered IP address
for your network

Your network must have a unique
IP address if you plan to
communicate outside your local
network, for example, over the
Internet.

Refer to “Obtaining Your
Network's IP Number” on page 49.

3. Devise an IP addressing scheme
for your systems, based on your
IPv4 network prefix or IPv6 site
prefix.

Determine how addresses are to be
deployed at your site.

Refer to “Designing an IPv4
Addressing Scheme” on page 50 or
refer to “Preparing an IPv6
Addressing Plan” on page 82.

4. Create a list that contains the IP
addresses and host names of all
machines on your network.

Use the list to build network
databases

Refer to “Network Databases” on
page 56

5. Determine which name service
to use on your network.

Decide whether to use NIS, LDAP,
DNS, or the network databases in
thelocal /etc directory.

Refer to “Selecting a Name Service
and Directory Service” on page 55

6. Establish administrative
subdivisions, if appropriate for
your network

Decide if your site requires that you
divide your network into
administrative subdivisions

Refer to “Administrative
Subdivisions” on page 57

7. Determine where to place
routers in the network design.

If your network is large enough to
require routers, create a network
topology that supports them.

Refer to “Planning for Routers on
Your Network” on page 57
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Task Description For Information

8.Ifrequired, design a strategy for | You might need to create subnets | For IPv4 subnet planning, refer to
subnets. for administering your IP address | “What Is Subnetting?” on page 200
space or to make more IP addresses

available for users. For IPv6 subnet planning, refer to

“Creating a Numbering Scheme for
Subnets” on page 83

Determining the Network Hardware

When you design your network, you must decide what type of network best meets the needs of
your organization. Some of the planning decisions you must make involve the following
network hardware:

= The network topology, the layout, and connections of the network hardware
= The number of host systems your network can support

= The types of hosts that the network supports

= The types of servers that you might need

= The type of network media to use: Ethernet, Token Ring, FDDI, and so on

= Whether you need bridges or routers extend this media or connect the local network to
external networks

= Whether some systems need separately purchased interfaces in addition to their built in
interfaces

Based on these factors, you can determine the size of your local area network.

Note - How you plan the network hardware is outside the scope of this manual. For assistance,
refer to the manuals that come with your hardware.

Deciding on an IP Addressing Format for Your Network

The number of systems that you expect to support affects how you configure your network.
Your organization might require a small network of several dozen standalone systems that are
located on one floor of a single building. Alternatively, you might need to set up a network with
more than 1,000 systems in several buildings. This setup can require you to further divide your
network into subdivisions that are called subnets.

When you plan your network addressing scheme, consider the following factors:

= The type of IP address that you want to use: IPv4 or IPv6

= The number of potential systems on your network
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= The number of systems that are multihomed or routers, which require an IP address for
each interface

= Whether to use private addresses on your network

= Whether to have a DHCP server that manages pools of IPv4 addresses

The worldwide growth of the Internet since 1990 has resulted in a shortage of available IP
addresses. To remedy this situation, the Internet Engineering Task Force (IETF) has developed
anumber of IP addressing alternatives. Types of IP addresses in use today include the following:

If your organization has been assigned more than one IP address for your network or uses
subnets, appoint a centralized authority within your organization to assign network IP
addresses. That authority should maintain control of a pool of assigned network IP addresses,
and assign network, subnet, and host addresses as required. To prevent problems, ensure that
duplicate or random network numbers do not exist in your organization.

IPv4 Addresses

These 32-bit addresses are the original IP addressing format that was designed for TCP/IP.
Originally, IP networks have three classes, A, B, and C. The network number that is assigned to a
network reflects this class designation plus 8 or more bits to represent a host. Class-based IPv4
addresses require you to configure a netmask for the network number. Furthermore, to make
more addresses available for systems on the local network, these addresses were often divided
into subnets.

Today, IP addresses are referred to as IPv4 addresses. Although you can no longer obtain
class-based IPv4 network numbers from an ISP, many existing networks still have them. For
more information about administering IPv4 addresses, refer to “Designing Your IPv4
Addressing Scheme” on page 51.

IPv4 Addresses in CIDR Format

The IETF has developed Classless Inter-Domain Routing (CIDR) addresses as a short to
medium term fix for the shortage of IPv4 addresses. In addition, CIDR format was designed as a
remedy to the lack of capacity of the global Internet routing tables. An IPv4 address with CIDR
notation is 32 bits in length and has the same dotted decimal format. However, CIDR adds a
prefix designation after the rightmost byte to define the network portion of the IPv4 address.
For more information, refer to “Designing Your CIDR IPv4 Addressing Scheme” on page 53.

DHCP Addresses

The Dynamic Host Configuration Protocol (DHCP) protocol enables a system to receive
configuration information from a DHCP server, including an IP address, as part of the booting
process. DHCP servers maintain pools of IP address from which to assign addresses to DHCP
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clients. A site that uses DHCP can use a smaller pool of IP addresses than would be needed if all
clients were assigned a permanent IP address. You can set up the Solaris DHCP service to
manage your site's IP addresses, or a portion of the addresses. For more information, refer to
Chapter 11, “About Solaris DHCP (Overview).”

IPv6 Addresses

The IETF has deployed 128-bit IPv6 addresses as the long term solution to the shortage of
available IPv4 addresses. IPv6 addresses provide greater address space than is available with
IPv4. The Solaris OS supports IPv4 and IPv6 addressing on the same host, through the use of
dual-stack TCP/IP. As with IPv4 addresses in CIDR format, IPv6 addresses have no notion of
network classes or netmasks. As in CIDR, IPv6 addresses use prefixes to designate the portion
of the address that defines the site's network. For an introduction to IPv6, refer to “IPv6
Addressing Overview” on page 66.

Private Addresses and Documentation Prefixes

The IANA has reserved a block of IPv4 addresses and an IPv6 site prefix for use on private
networks. You can deploy these addresses on systems within an enterprise network but be
aware that packets with private addresses cannot be routed across the Internet. For more
information on private addresses, refer to “Using Private IPv4 Addresses” on page 54.

Note - Private IPv4 addresses are also reserved for documentation purposes. The examples in
this book use private IPv4 addresses and the reserved IPv6 documentation prefix.

Obtaining Your Network's IP Number

An IPv4 network is defined by a combination of an IPv4 network number plus a network mask,
or netmask. An IPv6 network is defined by its site prefix, and, if subnetted, its subnet prefix.

Unless your network plans to be private in perpetuity, your local users most likely need to
communicate beyond the local network. Therefore, you must obtain a registered IP number for
your network from the appropriate organization before your network can communicate
externally. This address becomes the network number for your IPv4 addressing scheme or the
site prefix for your IPv6 addressing scheme.

Internet Service Providers provide IP addresses for networks with pricing that is based on
different levels of service. Investigate with various ISPs to determine which provides the best
service for your network. ISP's typically offer dynamically allocated addresses or static IP
addresses to businesses. Some ISPs offer both IPv4 and IPv6 addresses.
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If your site is an ISP, you obtain IP address blocks for your customers from the Internet Registry
(IR) for your locale. The Internet Assigned Numbers Authority (IANA) is ultimately
responsible for delegating registered IP addresses to IRs around the world. Each IR has
registration information and templates for the locale that the IR services. For information about
the IANA and its IRs, refer to the IANA's IP Address Service page
(http://www.iana.org/ipaddress/ip-addresses.htm).

Note - Do not arbitrarily assign IP addresses to your network, even if you are not currently
attaching the network to external TCP/IP networks. Instead, use private addresses as described
in “Using Private IPv4 Addresses” on page 54.
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Note - For IPv6 address planning information, refer to “Preparing an IPv6 Addressing Plan” on
page 82.

This section gives an overview IPv4 addressing to aid you in designing an IPv4 addressing plan.
For information on IPv6 addresses, see “IPv6 Addressing Overview” on page 66. For
information on DHCP addresses, see Chapter 11, “About Solaris DHCP (Overview).”

Each IPv4-based network must have the following:

= A unique network number that is assigned by either an ISP, an IR, or, for older networks,
registered by the IANA. If you plan to use private addresses, the network numbers you
devise must be unique within your organization.

= Unique IPv4 addresses for the interfaces of every system on the network.

= A network mask.

The IPv4 address is a 32-bit number that uniquely identifies a network interface on a system, as
explained in “How IP Addresses Apply to Network Interfaces” on page 54. An IPv4 address is
written in decimal digits, divided into four 8-bit fields that are separated by periods. Each 8-bit
field represents a byte of the IPv4 address. This form of representing the bytes of an IPv4
address is often referred to as the dotted-decimal format.

The following figure shows the component parts of an IPv4 address, 172.16.50.56.
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172.16.50.56

e

Network  Host
part part

FIGURE2-1 IPv4 Address Format

172.16  Registered IPv4 network number. In class-based IPv4 notation, this number also
defines the IP network class, Class B in this example, that would have been
registered by the IANA.

50.56 Host part of the [Pv4 address. The host part uniquely identifies an interface on a
system on a network. Note that for each interface on a local network, the network
part of the address is the same, but the host part must be different.

If you plan to subnet a class-based IPv4 network, you need to define a subnet mask, or netmask,
as explained in “netmasks Database” on page 200.

The next example shows of the CIDR format address 192.168.3.56/22

192.168.3.56/22

Network Hostl—lj Network
part part prefix

FIGURE2-2 CIDR Format IPv4 Address

192.168.3  Network part, which consists of the IPv4 network number that is received from

an ISP or IR.
56 Host part, which you assign to an interface on a system.
/22 Network prefix, which defines how many bits of the address comprise the

network number. The network prefix also provides the subnet mask for the IP
address. Network prefixes are also assigned by the ISP or IR.

A Solaris-based network can combine standard IPv4 addresses, CIDR format IPv4 addresses,
DHCP addresses, [Pv6 addresses, and private IPv4 addresses.

Designing Your IPv4 Addressing Scheme

This section describes the classes into which standard IPv4 address are organized. Though the
IANA no longer gives out class-based network numbers, these network numbers are still in use
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on many networks. You might need to administer the address space for a site with class-based
network numbers. For a complete discussion of IPv4 network classes, refer to “Network
Classes” on page 213.

The following table shows the division of the standard IPv4 address into network and host
address spaces. For each class, “Range” specifies the range of decimal values for the first byte of
the network number. “Network Address” indicates the number of bytes of the IPv4 address that
are dedicated to the network part of the address. Each byte is represented by xxx. “Host
Address” indicates the number of bytes that are dedicated to the host part of the address. For
example, in a class A network address, the first byte is dedicated to the network, and the last
three bytes are dedicated to the host. The opposite designation is true for a class C network.

TABLE 2-1 Division of the IPv4 Classes

Class Byte Range Network Number Host Address
A 0-127 XXX XXXXXXXXX
B 128-191 XXX.XXX XXX.XXX

C 192-223 XXXXXX.XXX XXX

The numbers in the first byte of the IPv4 address define whether the network is class A, B, or C.
The remaining three bytes have a range from 0-255. The two numbers 0 and 255 are reserved.
You can assign the numbers 1-254 to each byte, depending on the network class that was
assigned to your network by the IANA.

The following table shows which bytes of the [Pv4 address are assigned to you. The table also
shows the range of numbers within each byte that are available for you to assign to your hosts.

TABLE2-2 Range of Available IPv4 Classes

Network Class Byte 1 Range Byte 2 Range Byte 3 Range Byte 4 Range

A 0-127 1-254 1-254 1-254

B 128-191 Preassigned by 1-254 1-254
IANA

C 192-223 Preassigned by Preassigned by 1-254
TANA TANA

IPv4 Subnet Number

Local networks with large numbers of hosts are sometimes divided into subnets. If you divide
your IPv4 network number into subnets, you need to assign a network identifier to each subnet.
You can maximize the efficiency of the IPv4 address space by using some of the bits from the
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host part of the IPv4 address as a network identifier. When used as a network identifier, the
specified part of the address becomes the subnet number. You create a subnet number by using
anetmask, which is a bitmask that selects the network and subnet parts of an IPv4 address.
Refer to “Creating the Network Mask for IPv4 Addresses” on page 201 for details.

Designing Your CIDR IPv4 Addressing Scheme

The network classes that originally constituted IPv4 are no longer in use on the global Internet.
Today, the IANA distributes classless CIDR format addresses to its registries around the world.
Any IPv4 address that you obtain from an ISP is in CIDR format, as shown in Figure 2-2.

The network prefix of the CIDR address indicates how many IPv4 addresses are available for
hosts on your network. Note that these host addresses are assigned to interfaces on a host. Ifa
host has more than one physical interface, you need to assign a host address for every physical
interface that is in use.

The network prefix of a CIDR address also defines the length of the subnet mask. Most Solaris
10 commands recognize the CIDR prefix designation of a network's subnet mask. However, the
Solaris installation program and /etc/netmask file require you to set the subnet mask by
using dotted decimal representation. In these two cases, use the dotted decimal representation
of the CIDR network prefix, as shown in the next table.

TABLE2-3 CIDR Prefixes and Their Decimal Equivalent

CIDR Network Prefix Available IP Addresses Dotted Decimal Subnet Equivalent
/19 8,192 255.255.224.0

/20 4,096 255.255.240.0

/21 2,048 255.255.248.0

/22 1024 255.255.252.0

/23 512 255.255.254.0

/24 256 255.255.255.0

/25 128 255.255.255.128

/26 64 255.255.255.192

127 32 255.255.255.224

For more information on CIDR addresses, refer to the following sources:

= For technical details on CIDR, refer to RFC 1519, Classless Inter-Domain Routing (CIDR):
an Address Assignment and Aggregation Strategy
(http://www.ietf.org/rfc/rfcl519.txt?number=1519).
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= More general information about CIDR is available from Pacific Bell Internet at Classless
Inter-Domain Routing (CIDR) Overview
(http://public.pacbell.net/dedicated/cidr.html).

= Another CIDR overview can be found in the Wikipedia article,"Classless inter-domain
routing” (http://en.wikipedia.org/wiki/Classless_inter-domain_routing).

Using Private IPv4 Addresses

The IANA has reserved three blocks of IPv4 addresses for companies to use on their private
networks. These addresses are defined in RFC 1918, Address Allocation for Private Internets
(http://www.ietf.org/rfc/rfcl918.txt?number=1918). You can use these private addresses,
also known as 1918 addresses, for systems on local networks within a corporate intranet.
However, private addresses are not valid on the Internet. Do not use them on systems that must
communicate outside the local network.

IPv4 Address Range netmask
10.0.0.0 - 10.255.255.255 10.0.0.0
172.16.0.0 - 172.31.255.255 172.16.0.0
192.168.0.0 - 192.168.255.255 192.168.0.0

How IP Addresses Apply to Network Interfaces

To connect to the network, a system must have at least one physical network interface. Each
network interface must have its own unique IP address. During Solaris installation, you must
supply the IP address for the first interface that the installation program finds. Usually that
interface has the name device-name0, for example eri@ or hme@. This interface is considered the
primary network interface.

If you add a second network interface to a host, that interface also must have its own unique IP
address. When you add the second network interface, the host then becomes multihomed. By
contrast, when you add a second network interface to a host and enable IP forwarding, that host
becomes a router. See “Configuring an IPv4 Router” on page 107 for an explanation.

Each network interface has a device name, a device driver, and an associated device file in the
/devices directory. The network interface might have a device name such as eri or smco,
which are device names for two commonly used Ethernet interfaces.

For information and tasks related to interfaces, refer to Part [, “Administering Single Interfaces,”
in System Administration Guide: Network Interfaces and Network Virtualization.
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Note - This book assumes that your systems have Ethernet network interfaces. If you plan to use
different network media, refer to the manuals that come with the network interface for
configuration information.

Naming Entities on Your Network

After you receive your assigned network IP address and you have given the IP addresses to your
systems, the next task is to assign names to the hosts. Then you must determine how to handle
name services on your network. You use these names initially when you set up your network
and later when you expand your network through routers, bridges, or PPP.

The TCP/IP protocols locate a system on a network by using its IP address. However, if you use
arecognizable name, then you can easily identify the system. Therefore, the TCP/IP protocols
(and the Solaris OS) require both the IP address and the host name to uniquely identify a
system.

From a TCP/IP perspective, a network is a set of named entities. A host is an entity with a name.
A router is an entity with a name. The network is an entity with a name. A group or department
in which the network is installed can also be given a name, as can a division, a region, or a
company. In theory, the hierarchy of names that can be used to identify a network has virtually
no limit. The domain name identifies a domain.

Administering Host Names

Many sites let users pick host names for their machines. Servers also require at least one host
name, which is associated with the IP address of its primary network interface.

As a system administrator, you must ensure that each host name in your domain is unique. In
other words, no two machines on your network can both have the name “fred” However, the
machine “fred” might have multiple IP addresses.

When planning your network, make a list of IP addresses and their associated host names for
easy access during the setup process. The list can help you verify that all host names are unique.

Selecting a Name Service and Directory Service

The Solaris OS enables you to use three types of name services: local files, NIS, and DNS. Name
services maintain critical information about the machines on a network, such as the host
names, IP addresses, Ethernet addresses, and so forth. The Solaris OS also gives you the option
of using the LDAP directory service in addition to or instead of a name service. For an
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introduction to name services on Solaris, refer to Part I, “About Naming and Directory
Services,” in System Administration Guide: Naming and Directory Services (DNS, NIS, and
LDAP).

Network Databases

When you install the operating system, you supply the host name and IP address of your server,
clients, or standalone system as part of the procedure. The Solaris installation program adds this
information into the hosts This database is part of a set of network databases that contain
information necessary for TCP/IP operation on your network. The name service that you select
for your network reads these databases.

The configuration of the network databases is critical. Therefore, you need to decide which
name service to use as part of the network planning process. Moreover, the decision to use
name services also affects whether you organize your network into an administrative domain.
“Network Databases and the nsswitch. conf File” on page 204 has detailed information on the
set of network databases.

Using NIS or DNS as the Name Service

The NIS and DNS name services maintain network databases on several servers on the network.
System Administration Guide: Naming and Directory Services (DNS, NIS, and LDAP) describes
these name services and explains how to configure the databases. In addition, the guide explain
the “namespace” and “administrative domain” concepts in detail.

Using Local Files as the Name Service

If you do not implement NIS, LDAP, or DNS, the network uses local files to provide the name
service. The term “local files” refers to the series of files in the /etc directory that the network
databases use. The procedures in this book assume you are using local files for your name
service, unless otherwise indicated.

Note - If you decide to use local files as the name service for your network, you can set up
another name service at a later date.

Domain Names

Many networks organize their hosts and routers into a hierarchy of administrative domains. If
you are using the NIS or DNS name service, you must select a domain name for your
organization that is unique worldwide. To ensure that your domain name is unique, you should
register the domain name with the InterNIC. If you plan to use DNS, you also need to register
your domain name with the InterNIC.

The domain name structure is hierarchical. A new domain typically is located below an existing,
related domain. For example, the domain name for a subsidiary company can be located below
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the domain of the parent company. If the domain name has no other relationship, an
organization can place its domain name directly under one of the existing top-level domains.

The following are a few examples of top-level domains:

= com- Commercial companies (international in scope)
.edu - Educational institutions (international in scope)
.gov — U.S. government agencies

.fr - France

You select the name that identifies your organization, with the provision that the name must be
unique.

Administrative Subdivisions

The question of administrative subdivisions deals with matters of size and control. The more
hosts and servers that you have in a network, the more complex your management task. You
might want to handle such situations by setting up additional administrative divisions. Add
networks of a particular class. Divide existing networks into subnets. The decision about setting
up administrative subdivisions for your network is determined by the following factors:

= How large is the network?

A single administrative division can handle a single network of several hundred hosts, all in
the same physical location and requiring the same administrative services. However,
sometimes you should establish several administrative subdivisions. Subdivisions are
particularly useful if you have a small network with subnets and the network is scattered
over an extensive geographical area.

= Do users on the network have similar needs?

For example, you might have a network that is confined to a single building and supports a
relatively small number of machines. These machines are divided among a number of
subnetworks. Each subnetwork supports groups of users with different needs. In this
example, you might use an administrative subdivision for each subnet.

Planning for Routers on Your Network

Recall that in TCP/IP, two types of entities exist on a network: hosts and routers. All networks
must have hosts, while not all networks require routers. The physical topology of the network
determines if you need routers. This section introduces the concepts of network topology and
routing. These concepts are important when you decide to add another network to your
existing network environment.
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Note - For complete details and tasks for router configuration on IPv4 networks, refer to “Packet
Forwarding and Routing on IPv4 Networks” on page 101. For complete details and tasks for
router configuration on IPv6 networks, refer to “Configuring an IPv6 Router” on page 134.

Network Topology Overview

Network topology describes how networks fit together. Routers are the entities that connect
networks to each other. A router is any machine that has two or more network interfaces and
implements IP forwarding. However, the system cannot function as a router until properly
configured, as described in “Configuring an IPv4 Router” on page 107.

Routers connect two or more networks to form larger internetworks. The routers must be
configured to pass packets between two adjacent networks. The routers also should be able to
pass packets to networks that lie beyond the adjacent networks.

The following figure shows the basic parts of a network topology. The first illustration shows a
simple configuration of two networks that are connected by a single router. The second
illustration shows a configuration of three networks, interconnected by two routers. In the first
example, Router R joins Network 1 and Network 2 into a larger internetwork. In the second
example, Router R1 connects Networks 1 and 2. Router R2 connects Networks 2 and 3. The
connections form a network that includes Networks 1, 2, and 3.

Two Networks Connected by a Router

Network 1 R Network 2

Three Networks Connected by Two Routers

Network 1 R1 @ R2 Network 3

FIGURE2-3 Basic Network Topology

In addition to joining networks into internetworks, routers route packets between networks
that are based on the addresses of the destination network. As internetworks grow more
complex, each router must make more and more decisions about the packet destinations.
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The following figure shows a more complex case. Router R3 directly connects networks 1 and 3.
The redundancy improves reliability. If network 2 goes down, router R3 still provides a route
between networks 1 and 3. You can interconnect many networks. However, the networks must
use the same network protocols.

R3

Network 1 R1 R2 Network 3

FIGURE 2-4 A Network Topology That Provides an Additional Path Between Networks

How Routers Transfer Packets

The IP address of the recipient, which is a part of the packet header, determines how the packet
is routed. If this address includes the network number of the local network, the packet goes
directly to the host with that IP address. If the network number is not the local network, the
packet goes to the router on the local network.

Routers maintain routing information in routing tables. These tables contain the IP address of
the hosts and routers on the networks to which the router is connected. The tables also contain
pointers to these networks. When a router receives a packet, the router checks its routing table
to determine if the table lists the destination address in the header. If the table does not contain
the destination address, the router forwards the packet to another router that is listed in its
routing table. Refer to “Configuring an IPv4 Router” on page 107 for detailed information on
routers.

The following figure shows a network topology with three networks that are connected by two
routers.
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Host A Host B
192.9.200.15 192.9.202.10
Network 192.9.200 Network 192.9.201 Network 192.9.202

2

Router R1 Router R2

FIGURE2-5 A Network Topology With Three Interconnected Networks

Router R1 connects networks 192.9.200 and 192.9.201. Router R2 connects networks
192.9.201 and 192.9.202. If Host A on network 192.9.200 sends a message to Host B on
network 192.9.202, the following events occur:

1. Host A sends a packet out over network 192.9.200. The packet header contains the IPv4
address of the recipient Host B, 192.9.202.10.

2. None of the machines on network 192.9.200 has the IPv4 address 192.9.202.10.
Therefore, Router R1 accepts the packet.

3. Router R1 examines its routing tables. No machine on network 192.9.201 has the address
192.9.202.10. However, the routing tables do list Router R2.

4. RI then selects R2 as the “next hop” Router. R1 sends the packet to R2.

Because R2 connects network 192.9.201 to 192.9.202, R2 has routing information for
Host B. Router R2 then forwards the packet to network 192.9.202, where Host B accepts the
packet.
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Planning an IPv6 Addressing Scheme
(Overview)

This chapter presents an overview of the Solaris Internet Protocol version 6 (IPv6)
implementation. This implementation includes the associated daemon and utilities that
support the IPv6 address space.

IPv6 and IPv4 addresses coexist in the Solaris networking environment. Systems that are
configured with IPv6 addresses retain their IPv4 addresses, if these addresses already exist.
Operations that involve IPv6 addresses do not adversely affect IPv4 operations, and vice versa.

The following major topics are discussed:

= “Major Features of IPv6” on page 61

= “IPv6 Network Overview” on page 64

“IPv6 Addressing Overview” on page 66

“IPv6 Neighbor Discovery Protocol Overview” on page 72
= “IPv6 Address Autoconfiguration” on page 73

= “Overview of IPv6 Tunnels” on page 74

For more detailed information about IPv6, consult the following chapters.

= [Pv6 network planning — Chapter 4, “Planning an IPv6 Network (Tasks)”

= [Pv6-related tasks — Chapter 6, “Enabling IPv6 on a Network (Tasks),” andChapter 7,
“Administering a TCP/IP Network (Tasks)”

m  [Pv6 details - Chapter 10, “IPv6 in Depth (Reference)”

Major Features of IPv6

The defining feature of IPv6 is increased address space in comparison to IPv4. IPv6 also
improves Internet capabilities in numerous areas, as outlined in this section.
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Expanded Addressing

IP address size increases from 32 bits in IPv4 to 128 bits in IPv6, to support more levels of
addressing hierarchy. In addition, IPv6 provides many more addressable IPv6 systems. For
more information, see “IPv6 Addressing Overview” on page 66.

Address Autoconfiguration and Neighbor Discovery

The IPv6 Neighbor Discovery (ND) protocol facilitates the autoconfiguration of IPv6 addresses.
Autoconfiguration is the ability of an IPv6 host to automatically generate its own IPv6 address,
which makes address administration easier and less time-consuming. For more information,
see “IPv6 Address Autoconfiguration” on page 73.

The Neighbor Discovery protocol corresponds to a combination of these IPv4 protocols:
Address Resolution Protocol (ARP), Internet Control Message Protocol (ICMP), Router
Discovery (RDISC), and ICMP Redirect. IPv6 routers use Neighbor Discovery to advertise the
IPv6 site prefix. IPv6 hosts use Neighbor Discovery for various purposes, which include
soliciting the prefix from an IPv6 router. For more information, see “IPv6 Neighbor Discovery
Protocol Overview” on page 72.

Header Format Simplification

The IPv6 header format either drops or makes optional certain IPv4 header fields. This change
keeps the bandwidth cost of the IPv6 header as low as possible, despite the increased address
size. Even though IPv6 addresses are four times longer than IPv4 addresses, the IPv6 header is
only twice the size of the IPv4 header.

Improved Support for IP Header Options

Changes in the way IP header options are encoded allow for more efficient forwarding. Also,
IPv6 options have less stringent limits on their length. The changes provide greater flexibility
for introducing new options in the future.

Application Support for IPv6 Addressing

Many critical Solaris network services recognize and support IPv6 addresses, for example:

= Name services, such as DNS, LDAP, and NIS. For more information on IPv6 support by
these name services, see System Administration Guide: Naming and Directory Services (DNS,
NIS, and LDAP).

= Authentication and privacy applications, such as IP Security Architecture (IPsec) and
Internet Key Exchange (IKE). For more information, see Part ITI.
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= Differentiated services, as provided by IP Quality of Service (IPQoS). For more information,
see PartIV.

= Faijlover detection, as provided by IP network multipathing (IPMP). For more information,
see “Failure and Repair Detection in IPMP” in System Administration Guide: Network
Interfaces and Network Virtualization.

Additional IPv6 Resources

In addition to this Part, you can obtain information about IPv6 from the sources that are listed
in the following sections.

IPv6 Requests for Comments and Internet Drafts

Many RFCs are available regarding IPv6. The following table lists the major IPv6 articles and
their Internet Engineering Task Force (IETF) web locations as of this writing.

TABLE3-1 IPv6-Related RFCs and Internet Drafts

RFCor Internet Draft Subject Location

RFC 2461, Neighbor Describes the features and http://www.ietf.org/rfc/rfc2461.txt$number=2461
Discovery for IP Version ~ functions of IPv6 Neighbor (http://www.ietf.org/rfc/rfc2461.txt?number-2461)
6 (IPv6) Discovery protocol

RFEC 3306, Describes the format and ftp://ftp.rfc-editor.org/in-notes/rfc3306.txt
Unicast—Prefix—Based  types of IPv6 multicast (ftp://ftp.rfc-editor.org/in-notes/rfc3306.txt)
IPv6 Multicast Addresses addresses
RFC 3484: Default Describes the algorithms used http://www.ietf.org/rfc/rfc3484?number=3484
Addpress Selection for in IPv6 default address (http://www.ietf.org/rfc/rfc3484.txt?number=3484)
Internet Protocol version  selection
6 (IPv6)
RFEC 3513, Internet Contains complete details http://www.ietf.org/rfc/rfc3513.txt?number=3513
Protocol version 6 (IPv6) about the types of IPv6 (http://www.ietf.org/rfc/rfc3513.txt?number=3513)
Addressing Architecture  addresses and includes many

examples

RFC 3587, IPv6 Global ~ Defines the standard format  http://www.ietf.org/rfc/rfc3587.txt?number=3587
Unicast Address Format ~ for IPv6 unicast addresses (http://www.ietf.org/rfc/rfc3587.txt?number=3587)

Web Sites

The following web sites provide useful information about IPv6.
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IPv6 Network Overview

TABLE3-2 IPv6-Related Web Sites

Web Site Description Location

IPv6 Forum Links to IPv6-related http://www.ipv6forum.com
presentations, events, classes, and
implementations worldwide are
available from this society's web
site

Internet Educational Links to all relevant IPv6 RECs and  http://www.ietf.org/html.charters/ipv6-charter.html
Task Force IPv6 Internet Drafts are on the home
Working Group page of this IETF working group

IPv6 Network Overview

This section introduces terms that are fundamental to the IPv6 network topology. The
following figure shows the basic parts of an IPv6 network.
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Subnet
8b — Host
Link 1 |1 Host
Host Host
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8a 8c tunnel
ISP
Internet

FIGURE3-1 Basic Components of an IPv6 Network

The figure depicts an IPv6 network and its connection to an ISP. The internal network consists
of Links 1, 2, 3, and 4. Each link is populated by hosts and terminated by a router. Link 4, which
is the network's DMZ, is terminated on one end by the boundary router. The boundary router
runs an IPv6 tunnel to an ISP, which provides Internet connectivity for the network. Links 2 and
3 are administered as Subnet 8a. Subnet 8b consists only of systems on Link 1. Subnet 8c is
contiguous with the DMZ on Link 4.

As illustrated in Figure 3-1, an IPv6 network has essentially the same components as an IPv4
network. However, IPv6 terminology differs slightly from IPv4 terminology. Here is a list of
familiar terms for network components as they are used in an IPv6 context.

node Any system with an IPv6 address and interface that is configured for IPv6
support. This generic term applies to both hosts and routers.

IPv6 router A node that forwards IPv6 packets. At least one of the router's interfaces
must be configured for IPv6 support. An IPv6 router can also advertise
the registered IPv6 site prefix for the enterprise over the internal network.

IPv6 host A node with an IPv6 address. An IPv6 host can have more than one
interface that is configured for IPv6 support. As in IPv4, IPv6 hosts do not
forward packets.
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link

neighbor
IPv6 subnet

IPv6 tunnel

boundary router

A single, contiguous network medium that is bounded on either end by a
router.

An IPv6 node that is on the same link as the local node.

The administrative segment of an IPv6 network. Components of an IPv6
subnet can directly correspond to all nodes on a link, as in IPv4. Nodes on
alink can be administered in separate subnets, if required. Additionally,
IPv6 does support multilink subnets, where nodes on more than one link
can be components of a single subnet. Links 2 and 3 in Figure 3-1 are
components of multilink Subnet 8a.

A tunnel that provides a virtual point-to-point path between an IPv6
node and another IPv6 node endpoint. IPv6 supports manually
configurable tunnels and automatic 6to4 tunnels.

The router at the edge of a network that provides one end of the IPv6
tunnel to an endpoint outside the local network. This router must have at
least one IPv6 interface to the internal network. For the external network,
the router can have an IPv6 interface or an IPv4 interface.

IPv6 Addressing Overview

IPv6 addresses are assigned to interfaces, rather than to nodes, in recognition that a node can
have more than one interface. Moreover, you can assign more than one IPv6 address to an
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interface.

Note - For complete technical information about the IPv6 address format, go to RFC 2374, IPv6
Global Unicast Address Format (http://www.ietf.org/rfc/rfc2374.txt?number=2374)

IPv6 defines three address types:

unicast Identifies an interface of an individual node.

multicast  Identifies a group of interfaces, usually on different nodes. Packets that are sent to
the multicast address go to all members of the multicast group.

anycast Identifies a group of interfaces, usually on different nodes. Packets that are sent to
the anycast address go to the anycast group member node that is physically
closest to the sender.
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Parts of the IPv6 Address

An IPv6 address is 128 bits in length and consists of eight, 16-bit fields, with each field bounded
by a colon. Each field must contain a hexadecimal number, in contrast to the dotted-decimal
notation of IPv4 addresses. In the next figure, the x's represent hexadecimal numbers.

IX:X:XI:XIX:X:X:XI

I I
Prefix Interface
ID

Subnet
ID

Example:

2001:0db8:3¢c4d:0015:0000:0000:1a2f:1a2b
| I J 1 |

[ I I
Site Subnet Interface
Prefix ID ID

FIGURE3-2 BasicIPv6 Address Format

The leftmost three fields (48 bits) contain the site prefix. The prefix describes the public topology
that is usually allocated to your site by an ISP or Regional Internet Registry (RIR).

The next field is the 16-bit subnet ID, which you (or another administrator) allocate for your
site. The subnet ID describes the private topology, also known as the site topology, because it is
internal to your site.

The rightmost four fields (64 bits) contain the interface ID, also referred to as a token. The
interface ID is either automatically configured from the interface's MAC address or manually
configured in EUI-64 format.

Consider again the address in Figure 3-2:
2001:0db8:3c4d:0015:0000:0000: 1a2f:1a2b

This example shows all 128 bits of an IPv6 address. The first 48 bits, 2001 : 0db8:3c4d, contain
the site prefix, representing the public topology. The next 16 bits, 0015, contain the subnet ID,
representing the private topology for the site. The lower order, rightmost 64 bits,

0000:0000: 1a2f: 1a2b, contain the interface ID.

Chapter3 « Planning an IPv6 Addressing Scheme (Overview) 67



IPv6 Addressing Overview

68

Abbreviating IPv6 Addresses

Most IPv6 addresses do not occupy all of their possible 128 bits. This condition results in fields
that are padded with zeros or contain only zeros.

The IPv6 addressing architecture allows you use the two-colon (::) notation to represent
contiguous 16-bit fields of zeros. For example, you might abbreviate the IPv6 address in

Figure 3-2 by replacing the two contiguous fields of zeros in the interface ID with two colons.
The resulting address is 2001:0db8:3c4d:0015: : 1a2f: 1a2b. Other fields of zeros can be
represented as a single 0. You can also omit any leading zeros in a field, such as changing 0db8 to
db8.

So the address 2001: 0db8:3c4d:0015:0000:0000: 1a2f: 1a2b can be abbreviated as
2001:db8:3c4d:15::1a2f:1la2b.

You can use the two colon notation to replace any contiguous fields of all zeros in the IPv6
address. For example, the IPv6 address 2001 :0db8:3c4d:0015:0000:d234: : 3eee: 0000 can be
collapsed into 2001:db8:3c4d:15:0:d234:3eee: :.

Prefixes in IPv6

The leftmost fields of the IPv6 address contain the prefix, which is used for routing IPv6
packets. IPv6 prefixes have the following format:

prefix/length in bits

Prefix length is stated in classless inter-domain routing (CIDR) notation. CIDR notation is a
slash at the end of the address that is followed by the prefix length in bits. For information on
CIDR format IP addresses, refer to “Designing Your CIDR IPv4 Addressing Scheme” on
page 53.

The site prefix of an IPv6 address occupies up to 48 of the leftmost bits of the IPv6 address. For
example, the site prefix of the IPv6 address 2001:db8:3c4d:0015:0000:0000: 1a2f:1a2b/48 is
contained in the leftmost 48 bits, 2001 :db8: 3c4d. You use the following representation, with
zeros compressed, to represent this prefix:

2001:db8:3c4d::/48

Note - The prefix 2001 :db8: : /32 is a special IPv6 prefix that is used specifically for
documentation examples.

You can also specify a subnet prefix, which defines the internal topology of the network to a
router. The example IPv6 address has the following subnet prefix.
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2001:db8:3c4d:15::/64

The subnet prefix always contains 64 bits. These bits include 48 bits for the site prefix, in
addition to 16 bits for the subnet ID.

The following prefixes have been reserved for special use:
2002::/16  Indicates thata 6to4 routing prefix follows.
fe80::/10  Indicates thatalink-local address follows.

f00::/8 Indicates that a multicast address follows.

Unicast Addresses

IPv6 includes two different unicast address assignments:
= Global unicast address

m  Link-local address

The type of unicast address is determined by the leftmost (high order) contiguous bits in the
address, which contain the prefix.

The unicast address format is organized in the following hierarchy:

= Public topology
= Site (private) topology
= Interface ID

Global Unicast Address

The global unicast address is globally unique in the Internet. The example IPv6 address that is
shown in “Prefixes in IPv6” on page 68 is a global unicast address. The next figure shows the
scope of the global unicast address, as compared to the parts of the IPv6 address.

Public Site
Topcl)logy Topc|>logy

[ I |
2001.0db8:3¢c4d:0015:0000:0000:1a2f:1a2b
| J J 1 |

I I I
Site Subnet Interface
prefix ID ID

FIGURE 3-3 Parts of the Global Unicast Address
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Public Topology

The site prefix defines the public topology of your network to a router. You obtain the site prefix
for your enterprise from an ISP or Regional Internet Registry (RIR).

Site Topology and IPv6 Subnets

IN IPv6, the subnet ID defines an administrative subnet of the network and is up to 16 bits in
length. You assign a subnet ID as part of IPv6 network configuration. The subnet prefix defines
the site topology to a router by specifying the specific link to which the subnet has been
assigned.

IPv6 subnets are conceptually the same as IPv4 subnets, in that each subnet is usually associated
with a single hardware link. However, IPv6 subnet IDs are expressed in hexadecimal notation,
rather than in dotted decimal notation.

Interface ID

The interface ID identifies an interface of a particular node. An interface ID must be unique
within the subnet. IPv6 hosts can use the Neighbor Discovery protocol to automatically
generate their own interface IDs. Neighbor Discovery automatically generates the interface ID,
based on the MAC or EUI-64 address of the host's interface. You can also manually assign
interface IDs, which is recommended for IPv6 routers and IPv6-enabled servers. For
instructions on how to create a manual EUI-64 address, refer to RFC 3513 Internet Protocol
Version 6 (IPv6) Addressing Architecture.

Transitional Global Unicast Addresses

For transition purposes, the IPv6 protocol includes the ability to embed an IPv4 address within
an IPv6 address. This type of IPv4 address facilitates the tunneling of IPv6 packets over existing
IPv4 networks. One example of a transitional global unicast address is the 6to4 address. For
more information on 6to4 addressing, refer to “6to4 Automatic Tunnels” on page 249.

Link-Local Unicast Address

The link-local unicast address can be used only on the local network link. Link-local addresses
are not valid nor recognized outside the enterprise. The following example shows the format of
the link-local address.

EXAMPLE 3-1  Parts of the Link-Local Unicast Address
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Format: |Link-local prefix |, 0 I interface 1D
I

I I
10 bits 64 bits 54 bits

Example: fe80::123e:456d

EXAMPLE 3-1 Parts of the Link-Local Unicast Address (Continued)

A link-local prefix has the following format:
fe80: :interface-1D/10
The following is an example of a link-local address:

fe80::23al:b152

fe80 Hexadecimal representation of the 10-bit binary prefix 1111111010. This
prefix identifies the type of IPv6 address as link local.

interface-ID  Hexadecimal address of the interface, which is usually derived from the 48-bit
MAC address.

When you enable IPv6 during Solaris installation, the lowest numbered interface on the local
machine is configured with a link-local address. Each interface requires at least one link-local
address to identify the node to other nodes on the local link. Therefore, you need to manually
configure link-local addresses for additional interfaces of a node. After configuration, the node
uses its link-local addresses for automatic address configuration and neighbor discovery.

Multicast Addresses

IPv6 supports the use of multicast addresses. The multicast address identifies a multicast group,
which is a group of interfaces, usually on different nodes. An interface can belong to any
number of multicast groups. If the first 16 bits of an IPv6 address is ff00n, the address is a
multicast address.

Multicast addresses are used for sending information or services to all interfaces that are
defined as members of the multicast group. For example, one use of multicast addresses is to
communicate with all IPv6 nodes on the local link.

When an interface's IPv6 unicast address is created, the kernel automatically makes the
interface a member of certain multicast groups. For example, the kernel makes each node a
member of the Solicited Node multicast group, which is used by the Neighbor Discovery
protocol to detect reachability. The kernel also automatically makes a node a member of the
All-Nodes or All Routers multicast groups.
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For detailed information about multicast addresses, refer to “IPv6 Multicast Addresses in
Depth” on page 220. For technical information, see RFC 3306, Unicast-Prefix-based IPv6
Multicast Addresses (ftp://ftp.rfc-editor.org/in-notes/rfc3306.txt), which explains
the multicast address format. For more information about the proper use of multicast addresses
and groups, RFC 3307, Allocation Guidelines for IPv6 Multicast Addresses
(ftp://ftp.rfc-editor.org/in-notes/rfc3307.txt).

Anycast Addresses and Groups

IPv6 anycast addresses identify a group of interfaces on different IPv6 nodes. Each group of
interfaces is known as an anycast group. When a packet is sent to the anycast address, the
anycast group member that is physically closest to the sender receives the packet.

Note - The Solaris Operating System (Solaris OS) implementation of IPv6 does not support the
creation of anycast addresses and groups. However, Solaris IPv6 nodes can send packets to
anycast addresses. For more information, see “Considerations for Tunnels to a 6to4 Relay
Router” on page 251.

IPv6 Neighbor Discovery Protocol Overview

IPv6 introduces the Neighbor Discovery protocol, which uses messaging as the means to handle
the interaction between neighbor nodes. Neighbor nodes are IPv6 nodes that are on the same
link. For example, by issuing neighbor discovery-related messages, a node can learn a
neighbor's link-local address. Neighbor Discovery controls the following major activities on the
IPv6 local link:

= Router discovery — Aids hosts in locating routers on the local link.

= Address autoconfiguration — Enables a node to automatically configure IPv6 addresses for
its interfaces.

= Prefix discovery - Enables nodes to discover the known subnet prefixes that have been
allocated to a link. Nodes use prefixes to distinguish destinations that are on the local link
from those destinations that are only reachable through a router.

= Address resolution — Helps nodes to determine the link-local address of a neighbor, given
only the destinations's IP address.

= Next-hop determination — Uses an algorithm to determine the IP address of a packet
recipient one hop that is beyond the local link. The next-hop can be a router or the
destination node.

= Neighbor unreachability detection — Aids nodes to determine if a neighbor is no longer
reachable. For both routers and hosts, address resolution can be repeated.
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= Duplicate address detection — Enables a node to determine if an address that the node
wants to use is not already in use.

= Redirection - Enables a router to inform a host of a better first-hop node to use to reach a
particular destination.

Neighbor Discovery uses the following ICMP message types for communication among nodes
ona link:

Router solicitation
Router advertisement
Neighbor solicitation
Neighbor advertisement
Redirection

For detailed information on Neighbor Discovery messages and other Neighbor Discovery
protocol topics, refer to “IPv6 Neighbor Discovery Protocol” on page 238. For technical
information on Neighbor Discovery, see RFC 2461, Neighbor Discovery for IP Version 6 (IPv6)
(http://www.ietf.org/rfc/rfc2461.txt?number=2461).

IPv6 Address Autoconfiguration

A major feature of IPv6 is a host's ability to autoconfigure an interface. Through Neighbor
Discovery, the host locates an IPv6 router on the local link and requests a site prefix. The host
does the following, as part of the autoconfiguration process:

= Creates a link-local address for each interface, which does not require a router on the link.
= Verifies the address's uniqueness on a link, which does not require a router on the link.

= Determines if the global addresses should be obtained through the stateless mechanism, the
stateful mechanism, or both mechanisms. (Requires a router on the link.)

Stateless Autoconfiguration Overview

Stateless autoconfiguration requires no manual configuration of hosts, minimal (if any)
configuration of routers, and no additional servers. The stateless mechanism enables a host to
generate its own addresses. The stateless mechanism uses local information as well as nonlocal
information that is advertised by routers to generate the addresses.

You can implement temporary addresses for an interface, which are also autoconfigured. You
enable a temporary address token for one or more interfaces on a host. However, unlike
standard, autoconfigured IPv6 addresses, a temporary address consists of the site prefix and a
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randomly generated 64 bit number. This random number becomes the interface ID portion of
the IPv6 address. A link-local address is not generated with the temporary address as the
interface ID.

Routers advertise all prefixes that have been assigned on the link. IPv6 hosts use Neighbor
Discovery to obtain a subnet prefix from a local router. Hosts automatically create IPv6
addresses by combining the subnet prefix with an interface ID that is generated from an
interface's MAC address. In the absence of routers, a host can generate only link-local
addresses. Link-local addresses can only be used for communication with nodes on the same
link.

Note - Do not use stateless autoconfiguration to create the IPv6 addresses of servers. Hosts
automatically generate interface IDs that are based on hardware-specific information during
autoconfiguration. The current interface ID could become invalid if the existing interface is
swapped for a new interface.

Overview of IPv6 Tunnels
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For most enterprises, the introduction of IPv6 to an existing IPv4 network must occur on a
gradual, step-by-step basis. The Solaris dual-stack network environment supports both IPv4
and IPv6 functionality. Because most networks use the IPv4 protocol, IPv6 networks currently
require a way to communicate outside their borders. IPv6 networks use tunnels for this
purpose.

In most IPv6 tunneling scenarios, the outbound IPv6 packet is encapsulated inside an IPv4
packet. The boundary router of the IPv6 network sets up a point-to-point tunnel over various
IPv4 networks to the boundary router of the destination IPv6 network. The packet travels over
the tunnel to the destination network's boundary router, which decapsulates the packet. Then,
the router forwards the separate IPv6 packet to the destination node.

The Solaris IPv6 implementation supports the following tunneling scenarios:

= A manually configured tunnel between two IPv6 networks, over an IPv4 network. The IPv4
network can be the Internet or a local network within an enterprise.

= A manually configured tunnel between two IPv4 networks, over an IPv6 network, usually
within an enterprise.

= A dynamically configured automatic 6to4 tunnel between two IPv6 networks, over an IPv4

network at an enterprise or over the Internet.

For detailed information about IPv6 tunnels, refer to “IPv6 Tunnels” on page 245. For
information about IPv4- to-IPv4 tunnels and VPN, refer to “Virtual Private Networks and
IPsec” on page 455.
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CHAPTER 4

Planning an IPv6 Network (Tasks)

Deploying IPv6 on a new network or an existing network requires a major planning effort. This
chapter contains the planning tasks that are necessary before you can configure IPv6 at your
site. For existing networks, IPv6 deployment should be phased in gradually. The topics in this
chapter help you phase in IPv6 onto an otherwise IPv4-only network.

The following topics are discussed in this chapter:

= “IPv6 Planning (Task Maps)” on page 75

= “IPv6 Network Topology Scenario” on page 76

= “Preparing the Existing Network to Support IPv6” on page 78
= “Preparing an IPv6 Addressing Plan” on page 82

For an introduction to IPv6 concepts, refer to Chapter 3, “Planning an IPv6 Addressing Scheme
(Overview).” For detailed information, refer to Chapter 10, “IPv6 in Depth (Reference)”

IPv6 Planning (Task Maps)

Complete the tasks in the next task map in sequential order to accomplish the planning tasks
necessary for IPv6 deployment.

Task Description For Instructions
1. Prepare your hardware to Ensure that your hardware can be upgradedto | “Preparing the Network Topology for IPv6
support IPv6. IPv6. Support” on page 78

2. Get an ISP that supports IPv6. | Ensure that your current ISP supports IPv6.

Otherwise, find an ISP who can support IPve6.
You can use two ISPs, one ISP for IPv6 and one
for ISP IPv4 communications.
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Task

Description

For Instructions

3. Ensure that your applications
are IPv6 ready.

Verify that your applications can run in an IPv6
environment.

“How to Prepare Network Services for IPv6
Support” on page 80

4. Get a site prefix.

Obtain a 48-bit site prefix for your site from
your ISP or from the nearest RIR.

“Obtaining a Site Prefix” on page 82

5. Create a subnet addressing
plan.

You need to plan the overall IPv6 network
topology and addressing scheme before you can
configure IPv6 on the various nodes in your
network.

“Creating a Numbering Scheme for Subnets” on
page 83

6. Design a plan for tunnel
usage.

Determine which routers should run tunnels to
other subnets or external networks.

“Planning for Tunnels in the Network
Topology” on page 81

7. Create an addressing plan for
entities on the network.

Your plan for addressing servers, routers, and
hosts should be in place before IPv6
configuration.

“Creating an IPv6 Addressing Plan for Nodes”
on page 83

8. Develop an IPv6 security
policy.

Investigate IP Filter, IP security architecture
(IPsec), Internet Key Exchange (IKE), and other
Solaris security features as you develop an IPv6
security policy.

Part I1I

9. (Optional) Set up a DMZ.

For security purposes, you need an addressing
plan for the DMZ and its entities before you
configure IPv6.

“Security Considerations for the IPv6
Implementation” on page 82

10. Enable the nodes to support
IPvo6.

Configure IPv6 on all routers and hosts.

“IPv6 Router Configuration (Task Map)” on
page 134

11. Turn on network services.

Make sure that existing servers can support
IPve.

“Major TCP/IP Administrative Tasks (Task
Map)” on page 159

12. Update name servers for
IPv6 support.

Make sure that DNS, NIS, and LDAP servers are
updated with the new IPv6 addresses.

“Configuring Name Service Support for IPv6”
on page 155

IPv6 Network Topology Scenario

The tasks throughout this chapter explain how to plan for IPv6 services on a typical enterprise
network. The following figure shows the network that is referred to throughout the chapter.
Your proposed IPv6 network might include some or all of the network links that are illustrated
in this figure.
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Hosts
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IPv6 Subnet 4

IPv4 192.168.4.0

Network Backbone
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Router

Router
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FIGURE4-1 IPv6 Network Topology Scenario
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The enterprise network scenario consists of five subnets with existing IPv4 addresses. The links
of the network correspond directly to the administrative subnets. The four internal networks
are shown with RFC 1918-style private IPv4 addresses, which is a common solution for the lack
of IPv4 addresses. The addressing scheme of these internal networks follows:

Chapter4 - Planning an IPv6 Network (Tasks)

Subnet 1 is the internal network backbone 192.168. 1.

Subnet 2 is the internal network 192.168. 2, with LDAP, sendmail, and DNS servers.
Subnet 3 is the internal network 192.168. 3, with the enterprise's NFS servers.
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= Subnet 4 is the internal network 192.168. 4, which contains hosts for the enterprise's
employees.

The external, public network 172.16. 85 functions as the corporation's DMZ. This network
contains web servers, anonymous FTP servers, and other resources that the enterprise offers to
the outside world. Router 2 runs a firewall and separates public network 172.16 .85 from the
internal backbone. On the other end of the DMZ, Router 1 runs a firewall and serves as the
enterprise's boundary server.

In Figure 4-1, the public DMZ has the RFC 1918 private address 172.16.85. In the real world,
the public DMZ must have a registered IPv4 address. Most IPv4 sites use a combination of
public addresses and RFC 1918 private addresses. However, when you introduce IPv6, the
concept of public addresses and private addresses changes. Because IPv6 has a much larger
address space, you use public IPv6 addresses on both private networks and public networks.

Preparing the Existing Network to Support IPv6
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Note - The Solaris dual protocol stack supports concurrent IPv4 and IPv6 operations. You can
successfully run IPv4-related operations during and after deployment of IPv6 on your network.

IPv6 introduces additional features to an existing network. Therefore, when you first deploy
IPv6, you must ensure that you do not disrupt any operations that are working with IPv4. The
subjects covered in this section describe how to introduce IPv6 to an existing network in a
step-by-step fashion.

Preparing the Network Topology for IPv6 Support

The first step in IPv6 deployment is to assess which existing entities on your network can
support IPv6. In most cases, the network topology-wires, routers, and hosts-can remain
unchanged as you implement IPv6. However, you might have to prepare existing hardware and
applications for IPv6 before actually configuring IPv6 addresses on network interfaces.

Verify which hardware on your network can be upgraded to IPv6. For example, check the
manufacturers' documentation for IPv6 readiness regarding the following classes of hardware:

= Routers
= Firewalls
= Servers

m  Switches
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Note — All procedures in the this Part assume that your equipment, particularly routers, can be
upgraded to IPv6.

Some router models cannot be upgraded to IPv6. For more information and a workaround,
refer to “IPv4 Router Cannot Be Upgraded to IPv6” on page 191.

Preparing Network Services for IPv6 Support

The following typical IPv4 network services in the current Solaris release are IPv6 ready:

= sendmail

= NES

= HTTP (Apache 2.x or Orion)
= DNS

= LDAP

The IMAP mail service is for IPv4 only.

Nodes that are configured for IPv6 can run IPv4 services. When you turn on IPv6, not all
services accept IPv6 connections. Services that have been ported to IPv6 will accept a
connection. Services that have not been ported to IPv6 continue to work with the IPv4 half of
the protocol stack.

Some issues can arise after you upgrade services to IPv6. For details, see “Problems After
Upgrading Services to IPv6” on page 191.

Preparing Servers for IPv6 Support

Because servers are considered IPv6 hosts, by default their IPv6 addresses are automatically
configured by the Neighbor Discovery protocol. However, many servers have multiple network
interface cards (NICs) that you might want to swap out for maintenance or replacement. When
you replace one NIC, Neighbor Discovery automatically generates a new interface ID for that
NIC. This behavior might not be acceptable for a particular server.

Therefore, consider manually configuring the interface ID portion of the IPv6 addresses for
each interface of the server. For instructions, refer to “How to Configure a User-Specified IPv6
Token” on page 143. Later, when you need to replace an existing NIC, the already configured
IPv6 address is applied to the replacement NIC.
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How to Prepare Network Services for IPv6 Support

Update the following network services to support IPv6:

= Mail servers
= NIS servers
= NEFS

Note - LDAP supports IPv6 without requiring IPv6-specific configuration tasks.

Verify that your firewall hardware is IPv6 ready.

Refer to the appropriate firewall-related documentation for instructions.

Verify that other services on your network have been ported to IPv6.

For more information, refer to marketing collateral and associated documentation for the
software.

If your site deploys the following services, make sure that you have taken the appropriate
measures for these services:

®  Firewalls

Consider strengthening the policies that are in place for IPv4 to support IPv6. For more
security considerations, see “Security Considerations for the IPv6 Implementation” on
page 82.

= Mail

In the MX records for DNS, consider adding the IPv6 address of your mail server.
= DNS

For DNS-specific considerations, see “How to Prepare DNS for IPv6 Support” on page 80.
= IPQoS

Use the same Diffserv policies on a host that were used for IPv4. For more information, see
“Classifier Module” on page 695.

Audit any network services that are offered by a node prior to converting that node to IPv6.

How to Prepare DNS for IPv6 Support

The current Solaris release supports DNS resolution on both the client side and the server side.
Do the following to prepare DNS services for IPv6.

System Administration Guide: IP Services « March 2009



Preparing the Existing Network to Support IPv6

For more information that is related to DNS support for IPv6, refer to System Administration
Guide: Naming and Directory Services (DNS, NIS, and LDAP).

Ensure that the DNS server that performs recursive name resolution is dual-stacked (IPv4 and
IPv6) or for IPv4 only.

On the DNS server, populate the DNS database with relevant IPv6 database AAAA records in the
forward zone.

Note - Servers that run multiple critical services require special attention. Ensure that the
network is working properly. Also ensure that all critical services are ported to IPv6. Then, add
the server's IPv6 address to the DNS database.

Add the associated PTR records for the AAAA records into the reverse zone.

Add either IPv4 only data, or both IPv6 and IPv4 data into the NS record that describes zones.

Planning for Tunnels in the Network Topology

The IPv6 implementation supports a number of tunnel configurations to serve as transition
mechanisms as your network migrates to a mix of IPv4 and IPv6. Tunnels enable isolated IPv6
networks to communicate. Because most of the Internet runs IPv4, IPv6 packets from your site
need to travel across the Internet through tunnels to destination IPv6 networks.

Here are some major scenarios for using tunnels in the IPv6 network topology:

= The ISP from which you purchase IPv6 service allows you to create a tunnel from your site's
boundary router to the ISP network. Figure 4-1 shows such a tunnel. In such a case, you
would run a manual, IPv6 over IPv4 tunnel.

=  You manage alarge, distributed network with IPv4 connectivity. To connect the distributed
sites that use IPv6, you can run an automatic 6to4 tunnel from the edge router of each
subnet.

= Sometimes, a router in your infrastructure cannot be upgraded to IPv6. In this case, you can

create a manual tunnel over the IPv4 router, with two IPv6 routers as endpoints.

For procedures for configuring tunnels, refer to “T'asks for Configuring Tunnels for IPv6
Support (Task Map)” on page 146. For conceptual information regarding tunnels, refer to “IPv6
Tunnels” on page 245.
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Security Considerations for the IPv6 Implementation

When you introduce IPv6 into an existing network, you must take care not to compromise the
security of the site. Be aware of the following security issues as you phase in your IPv6
implementation:

The same amount of filtering is required for both IPv6 packets and IPv4 packets.

IPv6 packets are often tunneled through a firewall. Therefore, you should implement either
of the following scenarios:

= Have the firewall do content inspection inside the tunnel.
= Put an IPv6 firewall with similar rules at the opposite tunnel endpoint.

Some transition mechanisms exist that use IPv6 over UDP over IPv4 tunnels. These
mechanisms might prove dangerous by short-circuiting the firewall.

IPv6 nodes are globally reachable from outside the enterprise network. If your security
policy prohibits public access, you must establish stricter rules for the firewall. For example,
consider configuring a stateful firewall.

This book includes security features that can be used within an IPv6 implementation.

The IP security architecture (IPsec) feature enables you to provide cryptographic protection
for IPv6 packets. For more information, refer to Chapter 18, “IP Security Architecture
(Overview)”

The Internet Key Exchange (IKE) feature enables you to use public key authentication for
IPv6 packets. For more information, refer to Chapter 21, “Internet Key Exchange
(Overview)”

Preparing an IPv6 Addressing Plan

A major part of the transition from IPv4 to IPv6 includes the development of an addressing
plan. This task involves the following preparations:

82

“Obtaining a Site Prefix” on page 82
“Creating the IPv6 Numbering Scheme” on page 83

Obtaining a Site Prefix

Before you configure IPv6, you must obtain a site prefix. The site prefix is used to derive IPv6
addresses for all the nodes in your IPv6 implementation. For an introduction to site prefixes,
refer to “Prefixes in IPv6” on page 68.

Any ISP that supports IPv6 can provide your organization with a 48-bit IPv6 site prefix. If your
current ISP only supports IPv4, you can use another ISP for IPv6 support while retaining your
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current ISP for IPv4 support. In such an instance, you can use one of several workarounds. For
more information, see “Current ISP Does Not Support IPv6” on page 191.

If your organization is an ISP, then you obtain site prefixes for your customers from the
appropriate Internet registry. For more information, see the Internet Assigned Numbers
Authority (IANA) (http://www.1iana.org).

Creating the IPv6é Numbering Scheme

Unless your proposed IPv6 network is entirely new, use your existing IPv4 topology as the basis
for the IPv6 numbering scheme.

Creating a Numbering Scheme for Subnets

Begin your numbering scheme by mapping your existing IPv4 subnets into equivalent IPv6
subnets. For example, consider the subnets illustrated in Figure 4-1. Subnets 1-4 use the RFC
1918 IPv4 private address designation for the first 16 bits of their addresses, in addition to the
digits 1-4 to indicate the subnet. For illustrative purposes, assume that the IPv6 prefix
2001:db8:3c4d/48 has been assigned to the site. The following table shows how the private
[Pv4 prefixes map into IPv6 prefixes.

IPv4 Subnet Prefix Equivalent IPv6 Subnet Prefix
192.168.1.0/24 2001:db8:3c4d:1::/64
192.168.2.0/24 2001:db8:3c4d:2::/64
192.168.3.0/24 2001:db8:3c4d:3::/64
192.168.4.0/24 2001:db8:3c4d:4::/64

Creating an IPv6 Addressing Plan for Nodes

For most hosts, stateless autoconfiguration of IPv6 addresses for their interfaces is an
appropriate, time saving strategy. When the host receives the site prefix from the nearest router,
Neighbor Discovery automatically generates IPv6 addresses for each interface on the host.

Servers need to have stable IPv6 addresses. If you do not manually configure a server's IPv6
addresses, a new IPv6 address is autoconfigured whenever a NIC card is replaced on the server.
Keep the following tips in mind when you create addresses for servers:

= Give servers meaningful and stable interface IDs. One strategy is to use a sequential
numbering scheme for interface IDs. For example, the internal interface of the LDAP server
in Figure 4-1 might become 2001:db8:3c4d:2::2.
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= Alternatively, if you do not regularly renumber your IPv4 network, consider using the
existing IPv4 addresses of the routers and servers as their interface IDs. In Figure 4-1,
suppose Router 1's interface to the DMZ has the IPv4 address 123.456.789.111. You can
convert the IPv4 address to hexadecimal and use the result as the interface ID. The new
interface ID would be : : 7bc8: 156F.

Only use this approach if you own the registered IPv4 address, rather than having obtained
the address from an ISP. If you use an IPv4 address that was given to you by an ISP, you
create a dependency that would create problems if you change ISPs.

Due to the limited number of IPv4 addresses, in the past a network designer had to consider
where to use global, registered addresses and private, REC 1918 addresses. However, the notion
of global and private IPv4 addresses does not apply to IPv6 addresses. You can use global
unicast addresses, which include the site prefix, on all links of the network, including the public
DMZ.
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L K R 4 CHAPTER 5

Configuring TCP/IP Network Services and IPv4
Addressing (Tasks)

TCP/IP network administration evolves in two stages. The first stage is to assemble the
hardware. Then, you configure the daemons, files, and services that implement the TCP/IP
protocol.

This chapter explains how to configure TCP/IP on a network that implements IPv4 addressing
and services.

Note — Many of the tasks in this chapter apply to both IPv4-only and IPv6-enabled networks.
Where configuration tasks differ between the two addressing formats, the IPv4 configuration
steps are in this chapter. The tasks in this chapter then cross reference the equivalent IPv6 tasks
in Chapter 6, “Enabling IPv6 on a Network (Tasks)”

This chapter contains the following information:

“Before You Configure an IPv4 Network (Task Map)” on page 86
“Determining Host Configuration Modes” on page 87

“Adding a Subnet to a Network (Task Map)” on page 90
“Configuring Systems on the Local Network” on page 91

“Network Configuration Task Map” on page 90

“Packet Forwarding and Routing on IPv4 Networks” on page 101
“Monitoring and Modifying Transport Layer Services” on page 124

What's New in This Chapter

In Solaris Express Developer Edition 9/07 and subsequent releases, you can configure and
manage routing through the Service Management Facility (SMF) as an alternative to using the
routeadm command. For instructions, refer to the procedures and examples in “Packet
Forwarding and Routing on IPv4 Networks” on page 101and the routeadm(1M) man page.
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Before You Configure an IPv4 Network (Task Map)

Before you configure TCP/IP, complete the tasks that are listed in the following table.

Task

Description

For Instructions

1. Design the network topology.

Determine the physical layout of
the network.

“Network Topology Overview” on
page 58 and “IPv4 Autonomous
System Topology” on page 105

2. Obtain a network number from
your ISP or Regional Internet
Registry (RIR).

Get aregistered network number,
which enables systems at your site
to communicate externally.

“Designing Your IPv4 Addressing
Scheme” on page 51.

3. Plan the IPv4 addressing scheme
for the network. If applicable,
include subnet addressing.

Use the network number as the
basis for your addressing plan.

“Designing Your IPv4 Addressing
Scheme” on page 51.

4. Assemble the network hardware
depending on the network
topology. Assure that the hardware
is functioning properly.

Set up the systems, network media,
routers, switches, hubs and bridges
that you outlined in the network
topology design.

The hardware manuals and
“Network Topology Overview” on
page 58.

5. Assign IPv4 addresses and host
names to all systems in the
network.

Assign the IPv4 addresses during
Solaris OS installation or post
installation, in the appropriate files.

“Designing Your IPv4 Addressing
Scheme” on page 51 and “How to
Change the IPv4 Address and
Other Network Configuration
Parameters” on page 96

6. Run configuration software that
is required by network interfaces
and routers, if applicable.

Configure routers and multihomed
hosts.

“Planning for Routers on Your
Network” on page 57 and
“Configuring an IPv4 Router” on
page 107 for information on
routers.

7. Determine which name service
or directory service your network
uses: NIS, LDAP, DNS, or local
files.

Configure your selected name
service and/or directory service.

System Administration Guide:
Naming and Directory Services
(DNS, NIS, and LDAP).

8. Select domain names for your
network, if applicable.

Choose a domain name for your
network and register it with the
InterNIC.

System Administration Guide:
Naming and Directory Services
(DNS, NIS, and LDAP)
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Determining Host Configuration Modes

As a network administrator, you configure TCP/IP to run on hosts and routers (if applicable).
You can configure these systems to obtain configuration information from files on the local
system or from files that are located on other systems on the network. You need the following
configuration information:

Host name of each system

IP address of each system

Domain name to which each system belongs
Default router

IPv4 netmask in use on each system's network

A system that obtains TCP/IP configuration information from local files operates in local files
mode. A system that obtains TCP/IP configuration information from a remote network server
operates in network client mode.

Systems That Should Run in Local Files Mode

To run in local files mode, a system must have local copies of the TCP/IP configuration files.
These files are described in “TCP/IP Configuration Files” on page 195. The system should have
its own disk, though this recommendation is not strictly necessary.

Most servers should run in local files mode. This requirement includes the following servers:

Network configuration servers

NFS servers

Name servers that supply NIS, LDAP, or DNS services
Mail servers

Additionally, routers should run in local files mode.

Systems that function exclusively as print servers do not need to run in local files mode.
Whether individual hosts should run in local files mode depends on the size of your network.

If you are running a very small network, the amount of work that is involved in maintaining
these files on individual hosts is manageable. If your network serves hundreds of hosts, the task
becomes difficult, even with the network divided into a number of administrative subdomains.
Thus, for large networks, using local files mode is usually less efficient. However, because
routers and servers must be self-sufficient, they should be configured in local files mode.

Network Configuration Servers

Network configuration servers are the servers that supply the TCP/IP configuration information
to hosts that are configured in network client mode. These servers support three booting
protocols:
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= RARP - Reverse Address Resolution Protocol (RARP) maps Ethernet addresses (48 bits) to
IPv4 addresses (32 bits), which is the reverse of ARP. When you run RARP on a network
configuration server, hosts that are running in network client mode obtain their IP
addresses and TCP/IP configuration files from the server. The in. rarpd daemon enables
RARP services. Refer to the in. rarpd(1M) man page for details.

»  TFTP - The Trivial File Transfer Protocol (TFTP) is an application that transfers files
between remote systems. The in.tftpd daemon executes TFTP services, enabling file
transfer between network configuration servers and their network clients. Refer to the
in.tftpd(1M) man page for details.

= Bootparams — The Bootparams protocol supplies parameters for booting that are required
by clients that boot off the network. The rpc.bootparamd daemon executes these services.
Refer to the bootparamd(1M) man page for details.

Network configuration servers can also function as NFS file servers.

If you are configuring any hosts as network clients, then you must also configure at least one
system on your network as a network configuration server. If your network is subnetted, then
you must have at least one network configuration server for each subnet with network clients.

Systems That Are Network Clients

Any host that obtains its configuration information from a network configuration server
operates in network client mode. Systems that are configured as network clients do not require
local copies of the TCP/IP configuration files.

Network client mode simplifies administration of large networks. Network client mode
minimizes the number of configuration tasks that you perform on individual hosts. Network
client mode assures that all systems on the network adhere to the same configuration standards.

You can configure network client mode on all types of computers. For example, you can
configure network client mode on standalone systems.

Mixed Configurations

Configurations are not limited to either an all-local-files mode or an all-network-client mode.
Routers and servers should always be configured in local mode. For hosts, you can use any
combination of local files and network client mode.
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IPv4 Network Topology Scenario

Figure 5-1 shows the hosts of a fictitious network with the network number 192.9.200. The
network has one network configuration server, which is called sahara. Hosts tenere and
nubian have their own disks and run in local files mode. Host faiyum also has a disk, but this
system operates in network client mode.

Finally, the system timbuktu is configured as a router. The system includes two network
interfaces. The first interface is named timbuktu. This interface belongs to network 192.9.200.
The second interface is named timbuktu-201. This interface belongs to network 192.9.201.
Both networks are in the organizational domain deserts.worldwide.com. The domain uses
local files as its name service.

deserts.worldwide.com domain

) Network 192.9.201
timbuktu-201

192.9.201.10
sahara nubian
192.9.200.50 192.9.200.4
(net. config. server) (local files mode)

D

timbuktu
192.9.200.70
Network 192.9.200
tenee
192.9.200.1 192.9.200.5
(local files mode) (network client mode)

FIGURE5-1 Hosts in an IPv4 Network Topology Scenario
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Adding a Subnet to a Network (Task Map)

If you are changing from a network that does not use a subnet to a network that does use a
subnet, perform the tasks in the following task map.

Note - The information in this section applies to IPv4 subnets only. For information on
planning IPv6 subnets, refer to “Preparing the Network Topology for IPv6 Support” on page 78
and “Creating a Numbering Scheme for Subnets” on page 83.

Task

Description

For Instructions

1. Determine if your network
topology requires subnets.

Decide on the new subnet
topology, including where to locate
routers and hosts on the subnets.

“Planning for Routers on Your
Network” on page 57, “What Is
Subnetting?” on page 200, and
“Network Classes” on page 213

2. Assign the IP addresses with the
new subnet number to the systems
to become members of the subnet.

Configure IP addresses that use the
new subnet number, either during
Solaris OS installation or later, in
the /etc/hostname. interface file.

“Deciding on an IP Addressing
Format for Your Network” on
page 47

3. Configure the network mask of
the subnet on all prospective
systems in the subnet.

Modify the /etc/inet/netmasks
file, if you are manually configuring
network clients. Or, supply the
netmask to the Solaris installation
program.

“netmasks Database” on page 200
and “Creating the Network Mask
for IPv4 Addresses” on page 201

4. Edit the network databases with
the new IP addresses of all systems
in the subnet.

Modify /etc/inet/hosts onall
hosts to reflect the new host
addresses.

“hosts Database” on page 197

5. Reboot all systems.

Network Configuration Task Map

Task

Description

For Instructions

Configure a host for local files
mode

Involves editing the nodename,
hostname, hosts, defaultdomain,
defaultrouter, and netmasks files

“How to Configure a Host for Local
Files Mode” on page 92

Set up a network configuration
server

Involves turning on the in. tftp
daemon, and editing the hosts,
ethers, and bootparams files

“How to Set Up a Network
Configuration Server” on page 94
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Task Description For Instructions

Configure a host for network client | Involves creating the hostname file, | “How to Configure Hosts for
mode editing the hosts file, and deleting | Network Client Mode” on page 95
the nodename and defaultdomain
files, if they exist

Specify a routing strategy for the Involves determining whether to | “How to Enable Static Routing on a
network client use static routing or dynamic Single-Interface Host” on page 119
routing on the host. and “How to Enable Dynamic

Routing on a Single-Interface
Host” on page 122.

Modify the existing network Involves changing the host name, | “How to Change the IPv4 Address
configuration IP address, and other parameters | and Other Network Configuration
that were set at installation or Parameters” on page 96

configured at a later time.

Configuring Systems on the Local Network

Network software installation occurs along with the installation of the operating system
software. At that time, certain IP configuration parameters must be stored in appropriate files so
that they can be read at boot time.

The network configuration process involves creating or editing the network configuration files.
How configuration information is made available to a system's kernel is conditional. The
availability depends on whether these files are stored locally (local files mode) or acquired from
the network configuration server (network client mode).

The parameters that are supplied during network configuration follow:

m  The IP address of each network interface on every system.

= The host names of each system on the network. You can type the host name in a local file or
aname service database.

= The NIS, LDAP, or DNS domain name in which the system resides, if applicable.

= The default router addresses. You supply this information if you have a simple network
topology with only one router attached to each network. You also supply this information if
your routers do not run routing protocols such as the Router Discovery Server Protocol
(RDISC) or the Router Information Protocol (RIP). For more information on default
routers, refer to “Packet Forwarding and Routing on IPv4 Networks” on page 101 See
Table 5-1 for alist of routing protocols supported in the Solaris OS.

= Subnet mask (required only for networks with subnets).

If the Solaris installation program detects more one interface on the system, you can optionally
configure the additional interfaces during installation. For complete instructions, see Solaris
Express Installation Guide: Basic Installations.
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This chapter contains information on creating and editing local configuration files. See System
Administration Guide: Naming and Directory Services (DNS, NIS, and LDAP) for information
on working with name service databases.

How to Configure a Host for Local Files Mode

Use this procedure for configuring TCP/IP on a host that runs in local files mode.

Assume the Primary Administrator role, or become superuser

The Primary Administrator role includes the Primary Administrator profile. To create the role
and assign the role to a user, see Chapter 2, “Working With the Solaris Management Console
(Tasks),” in System Administration Guide: Basic Administration.

Change to the /etc directory.

Verify that the correct host name is set in the /etc/nodename file.

When you specify the host name of a system during Solaris installation, that host name is
entered into the /etc/nodename file. Make sure that the node name entry is the correct host
name for the system.

Verify thatan /etc/hostname.interface file exists for each network interface on the system.

For file syntax and basic information about the /etc/hostname.interface file, refer to Part I,
“Administering Single Interfaces,” in System Administration Guide: Network Interfaces and
Network Virtualization.

The Solaris installation program requires you to configure at least one interface during
installation. The first interface that you configure automatically becomes the primary network
interface. The installation program creates an /etc/hostname. interface file for the primary
network interface and any other interfaces that you optionally configure at installation time.

If you configured additional interfaces during installation, verify that each interface has a
corresponding /etc/hostname. interface file. You do not need to configure more than one
interface during Solaris installation. However, if you later want to add more interfaces to the
system, you must manually configure them.

For steps for manually configuring interfaces, refer to “How to Configure an IP Interface After
System Installation” in System Administration Guide: Network Interfaces and Network
Virtualization.

Verify that the entriesin the /etc/inet/hosts file are current.

The Solaris installation program creates entries for the primary network interface, loopback
address, and, if applicable, any additional interfaces that were configured during installation.

a. Make sure that the existing entriesin /etc/inet/hosts are current.
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b. (Optional) Add the IP addresses and corresponding names for any network interfaces that

C.

were added to the local host after installation.

(Optional) Add the IP address or addresses of the file server, if the /usr file system is NFS
mounted.

Type the host's fully qualified domain name in the /etc/defaultdomain file.

For example, suppose host tenere was part of the domain deserts.worldwide. com. Therefore,
you would type deserts.worldwide.comin /etc/defaultdomain. See “/etc/defaultdomain
File” on page 196 for more information.

Type the router's namein the /etc/defaultrouter file.

See “/etc/defaultrouter File” on page 197 for information about this file.

Type the name of the default router and its IP addresses in the /etc/inet/hosts file.

Additional routing options are available, as discussed in “How to Configure Hosts for Network
Client Mode” on page 95. You can apply these options to a local files mode configuration.

Add the network mask for your network, if applicable:

If the host gets its IP address from a DHCP server, you do not have to specify the network
mask.

If you have set up a NIS server on the same network as this client, you can add netmask
information into the appropriate database on the server.

For all other conditions, do the following:

Type the network number and the netmask in the /etc/inet/netmasks file.
Use the following format:

network-number netmask

For example, for the Class C network number 192.168. 83, you would type:

192.168.83.0 255.255.255.0

For CIDR addresses, convert the network prefix into the equivalent dotted decimal
representation. Network prefixes and their dotted decimal equivalents can be found in
Table 2-3. For example, use the following to express the CIDR network prefix
192.168.3.0/22.

192.168.3.0 255.255.252.0

Change the lookup order for netmasks in /etc/nsswitch. conf, so that local files are
searched first:

netmasks: files nis
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Reboot the system.

How to Set Up a Network Configuration Server

Information for setting up installation servers and boot servers is found in Solaris Express
Installation Guide: Basic Installations.

Assume the Primary Administrator role, or become superuser.

The Primary Administrator role includes the Primary Administrator profile. To create the role
and assign the role to a user, see Chapter 2, “Working With the Solaris Management Console
(Tasks),” in System Administration Guide: Basic Administration.

Change to the root (/) directory of the prospective network configuration server.

Turnonthe in. tftpd daemon by creating the directory /tftpboot:
# mkdir /tftpboot

This command configures the system as a TFTP, bootparams, and RARP server.

Create a symbolic link to the directory.
# ln -s /tftpboot/. /tftpboot/tftpboot

Enablethe tftplineinthe /etc/inetd. conf file.
Check that the entry reads as follows:
tftp dgram udp6 wait root /usr/sbin/in.tftpd in.tftpd -s /tftpboot

This line prevents in. tftpd from retrieving any file other than the files that are located in
/tftpboot.

Editthe hosts database.

Add the host names and IP addresses for every client on the network.

Editthe ethers database.

Create entries for every host on the network that runs in network client mode.

Edit the bootparams database.

See “bootparams Database” on page 208. Use the wildcard entry or create an entry for every host
that runs in network client mode.

Convertthe /etc/inetd. conf entry into a Service Management Facility (SMF) service manifest,
and enable the resulting service:

# /usr/sbin/inetconv
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More Information

Verify that in. tftpd is working correctly.
# svcs network/tftp/udp6

You should receive output resembling the following:

STATE STIME FMRI
online 18:22:21 svc:/network/tftp/udp6:default

Administering the in. tftpdDaemon

The in. tftpd daemon is managed by the Service Management Facility. Administrative actions
on in.tftpd, such as enabling, disabling, or restarting, can be performed using the svcadm
command. Responsibility for initiating and restarting this service is delegated to inetd. Use the
inetadm command to make configuration changes and to view configuration information for
in.tftpd. You can query the service's status by using the svcs command. For an overview of
the Service Management Facility, refer to Chapter 16, “Managing Services (Overview),” in
System Administration Guide: Basic Administration.

Configuring Network Clients

Network clients receive their configuration information from network configuration servers.
Therefore, before you configure a host as a network client you must ensure that at least one
network configuration server is set up for the network.

How to Configure Hosts for Network Client Mode

Do the following procedure on each host to be configured in network client mode.

Assume the Primary Administrator role, or become superuser.

The Primary Administrator role includes the Primary Administrator profile. To create the role
and assign the role to a user, see Chapter 2, “Working With the Solaris Management Console
(Tasks),” in System Administration Guide: Basic Administration.

Search the /etc directory for the nodenanme file.
If such a file exists, delete it.
Eliminating /etc/nodename causes the system to use the hostconfig program to obtain the

host name, domain name, and router addresses from the network configuration server. See
“Configuring Systems on the Local Network” on page 91.

Create the /etc/hostname. interfacefile, if it does not exist.

Ensure that the file is empty. An empty /etc/hostname. interface file causes the system to
acquire the IPv4 address from the network configuration server.
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Ensure that the /etc/inet/hosts file contains only the localhost name and IP address of the
loopback network interface.

# cat /etc/inet/hosts

# Internet host table

#

127.0.0.1 localhost

The IPv4 loopback interface has the IP address 127.0.0. 1.
For more information, see “Loopback Address” on page 198. The file should not contain the IP

address and host name for the local host (primary network interface).

Checkfor the existence of an /etc/defaultdomain file.
If such a file exists, delete it.
The hostconfig program automatically sets the domain name. To override the domain name

that is set by hostconfig, type the substitute domain name in the /etc/defaultdomain file.

Ensure that the search paths in the client's /etc/nsswitch. conf file reflect the name service
requirements for your network.

How to Change the IPv4 Address and Other Network
Configuration Parameters

This procedure explains how to modify the IPv4 address, host name, and other network
parameters on a previously installed system. Use the procedure for modifying the IP address of
a server or networked standalone system. The procedure does not apply to network clients or
appliances. The steps create a configuration that persists across reboots.

Note - The instructions apply specifically to changing the IPv4 address of the primary network
interface. To add another interface to the system, refer to “How to Configure an IP Interface
After System Installation” in System Administration Guide: Network Interfaces and Network
Virtualization.

In almost all cases, the following steps use traditional IPv4 dotted decimal notation to specify
the IPv4 address and subnet mask. Alternatively, you can use CIDR notation to specify the IPv4
address in all the applicable files in this procedure. For an introduction to CIDR notation, see
“IPv4 Addresses in CIDR Format” on page 48.

Assume the Primary Administrator role, or become superuser.

The Primary Administrator role includes the Primary Administrator profile. To create the role
and assign the role to a user, see Chapter 2, “Working With the Solaris Management Console
(Tasks),” in System Administration Guide: Basic Administration.
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If the system's host name must change, modify the host name entry in the /etc/nodename file.

Modify the IP address and, if applicable, the host name in the /etc/inet/hosts file or
equivalent hosts database.

Modify the IP address in the /etc/hostname. interface file for the primary network interface.

You can use any of the following as the entry for the primary network interface in the
/etc/hostnameinterface file:

= [Pv4address, expressed in traditional dotted decimal format
Use the following syntax:
IPv4 address subnet mask

The netmask entry is optional. If you do not specify it, the default netmask is assumed.

Here is an example:

# vi hostname.eri0
10.0.2.5 netmask 255.0.0.0

= [Pv4 address, expressed in CIDR notation, if appropriate for your network configuration.

IPv4 address/network prefix

Here is an example:

# vi hostname.eri0
10.0.2.5/8

The CIDR prefix designates the appropriate netmask for the IPv4 address. For example, the
/8 above indicates the netmask 255.0.0.0.
= Host name.

To use the system's host name in the /etc/hostname. interface file, be sure that the host
name and associated IPv4 address are also in the hosts database.

If the subnet mask has changed, modify the subnet entries in the following files:

= /etc/netmasks
= (Optional) /etc/hostname. interface

If the subnet address has changed, change the IP address of the default router in
/etc/defaultrouter tothat of the new subnet's default router.

Reboot the system.

# reboot -- -r
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Example5-1  Modifying the IPv4 Address and Other Network Parameters to Persist Across
Reboots

This example shows how to change the following network parameters of a system that is moved
to another subnet:

= TP address for the primary network interface eri® changes from 10.0.0.14 to
192.168.55.14.

= Host name changes from myhost to mynewhostname.

®  Netmask changes from 255.0.0.0 to 255.255.255.0.

= Default router address changes to 192.168.55.200.

Check the system's current status:

# hostname
myhost
# ifconfig -a

100: flags=1000849 <UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000

eri@: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 10.0.0.14 netmask ff@00000 broadcast 10.255.255.255
ether 8:0:20:c1:8b:c3

Next, change the system's host name and the IP address of eri® in the appropriate files:

# vi /etc/nodename
mynewhostname

In Solaris 10 11/06 and earlier Solaris 10 releases only, do the following:
# vi /etc/inet/ipnodes

192.168.55.14 mynewhostname #moved system to 192.168.55 net

# vi /etc/inet/hosts

#

# Internet host table

#

127.0.0.1 localhost

192.168.55.14 mynewhostname loghost

# vi /etc/hostname.eri@
192.168.55.14 netmask 255.255.255.0

Finally, change the netmask and the IP address of the default router.

# vi /etc/netmasks.
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192.168.55.0 255.255.255.0

# vi /etc/defaultrouter

192.168.55.200 #moved system to 192.168.55 net
#

After making these changes, reboot the system.

# reboot -- -r

Verify that the configuration you just set is maintained after the reboot:

# hostname
mynewhostname
# ifconfig -a

100: flags=1000849 <UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000

eri@: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 192.168.55.14 netmask ffffff00 broadcast 10.255.255.255
ether 8:0:20:c1:8b:c3

Changing the IP Address and Host Name For the Current Session

This example shows how to change a host's name, IP address of the primary network interface,

and subnet mask for the current session only. If you reboot, the system reverts to its previous IP
address and subnet mask. The IP address for the primary network interface eri@ changes from

10.0.0.14t0192.168.34.100.

# ifconfig -a

100: flags=1000849 <UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000

eri@: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 10.0.0.14 netmask ff@00000 broadcast 10.255.255.255
ether 8:0:20:c1:8b:c3

# ifconfig eri® 192.168.34.100 netmask 255.255.255.0 broadcast + up

# vi /etc/nodename

mynewhostname

# ifconfig -a

100: flags=1000849 <UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000

eri0@: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 192.168.34.100 netmask ffffff00 broadcast 10.255.255.255
ether 8:0:20:c1:8b:c3

# hostname

mynewhostname
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Example5-3 Changing the IPv4 Address for the Current Session, Using CIDR Notation

This example shows how to change a host name and IP address for the current session only,
using CIDR notation. If you reboot, the system reverts to its previous IP address and subnet
mask. The IP address for the primary network interface, eri®, changes from 10.0.0.14 to
192.168.6.25/27

# ifconfig -a

100: flags=1000849 <UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000

eri@: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 10.0.0.14 netmask ff@00000 broadcast 10.255.255.255
ether 8:0:20:c1:8b:c3

# ifconfig eri@ 192.168.6.25/27 broadcast + up

# vi /etc/nodename

mynewhostname

# ifconfig -a

100: flags=1000849 <UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000

eri@: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 192.168.06.25 netmask ffffffed broadcast 10.255.255.255
ether 8:0:20:c1:8b:c3

# hostname

mynewhostname

When you use CIDR notation for the IPv4 address, you do not have to specify the netmask.
ifconfig uses the network prefix designation to determine the netmask. For example, for the
192.168.6.0/27 network, ifconfig sets the netmask ffffffe0. If you had used the more
common /24 prefix designation, the resulting netmask is ffffff00. Using the /24 prefix
designation is the equivalent of specifying the netmask 255.255.255.0 to ifconfig when
configuring a new IP address.

SeeAlso  To change the IP address of an interface other than the primary network interface, refer to
System Administration Guide: Basic Administration and “How to Configure an IP Interface
After System Installation” in System Administration Guide: Network Interfaces and Network
Virtualization.
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Packet Forwarding and Routing on IPv4 Networks

This section contains procedures and examples that show how to configure forwarding and
routing for routers and hosts on IPv4 networks.

Packet forwarding is the basic method for sharing information across systems on a network.
Packets are transferred between a source interface and a destination interface, usually on two
different systems. When you issue a command or send a message to a nonlocal interface, your
system forwards those packets onto the local network. The interface with the destination IP
address that is specified in the packet headers then retrieves the packets from the local network.
If the destination address is not on the local network, the packets are then forwarded to the next
adjacent network, or hop. By default, packet forwarding is automatically configured when you
install the Solaris OS.

Routingis the process by which systems decide where to send a packet. Routing protocols on a
system “discover” the other systems on the local network. When the source system and the
destination system are on the same local network, the path that packets travel between them is
called a direct route. If a packet must travel at least one hop beyond its source system, the path
between the source system and destination system is called an indirect route. The routing
protocols learn the path to a destination interface and retain data about known routes in the
system's routing table.

Routers are specially configured systems with multiple physical interfaces that connect the
router to more than one local network. Therefore, the router can forward packets beyond the
home LAN, regardless of whether the router runs a routing protocol. For more information
about how routers forward packets, refer to “Planning for Routers on Your Network” on
page 57.

Routing protocols handle routing activity on a system and, by exchanging routing information
with other hosts, maintain known routes to remote networks. Both routers and hosts can run
routing protocols. The routing protocols on the host communicate with routing daemons on
other routers and hosts. These protocols assist the host in determining where to forward
packets. When network interfaces are enabled, the system automatically communicates with
the routing daemons. These daemons monitor routers on the network and advertise the routers'
addresses to the hosts on the local network. Some routing protocols, though not all, also
maintain statistics that you can use to measure routing performance. Unlike packet forwarding,
you must explicitly configure routing on a Solaris system.

This section contains tasks for administering packet forwarding and routing on IPv4 routers
and hosts. For information about routing on an IPv6-enabled network, refer to “Configuring an
IPv6 Router” on page 134.
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Routing Protocols Supported by the Solaris OS

Routing protocols are classified as interior gateway protocols (IGPs), exterior gateway protocols
(EGPs), or a combination of both. Interior gateway protocols exchange routing information
between routers on networks under common administrative control. In the network topology
shown in Figure 5-3, the routers run an IGP for exchanging routing information. Exterior
gateway protocols enable the router that connects the local internetwork to an external network
to exchange information with another router on the external network. For example, the router
that connects a corporate network to an ISP runs an EGP to exchange routing information with
its router counterpart at the ISP. Border Gateway Protocol (BGP) is a popular EGP that is used
for carrying routing information between different organizations and IGPs.

The following table provides information about the Solaris routing protocols and the location
of each protocol's associated documentation.

TABLE5-1 Solaris Routing Protocols
Protocol Associated Daemon Description For Instructions
Routing Information  in. routed IGP that routes IPv4 packets and “How to Configure an IPv4 Router” on
Protocol (RIP) maintains a routing table page 108
Internet Control in.routed Used by hosts to discover the presence ofa “How to Enable Static Routing on a
Message Protocol router on the network Single-Interface Host” on page 119 and
(ICMP) Router “How to Enable Dynamic Routing on a
Discovery Single-Interface Host” on page 122
Routing Information  in.ripngd IGP that routes IPv6 packets and “How to Configure an IPv6-Enabled
Protocol, next maintains a routing table Router” on page 135
generation (RIPng)
Protocol
Neighbor Discovery ~ in.ndpd Advertises the presence of an IPv6 router ~ “Configuring an IPv6 Interface” on
(ND) Protocol and discovers the presence of IPv6 hosts ~ page 129
on anetwork

The Solaris 10 OS also supports the Open Source Quagga routing protocol suite. These

protocols are available from the SFW consolidation disk, though they are not part of the main

Solaris distribution. The following table lists the Quagga protocols:

TABLE5-2 OpenSolaris Quagga Protocols

Protocol Daemon Description
RIP protocol ripd IPv4 distance vectoring IGP that routes IPv4 packets
and advertises its routing table to neighbors.
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TABLE5-2 OpenSolaris Quagga Protocols (Continued)
Protocol Daemon Description
RIPng ripngd IPv6 distance vectoring IGP. Routes IPv6 packets and

Open Shortest Path First (OSPF)  ospfd
protocol

Border Gateway Protocol (BGP) bgpd

maintains a routing table.

IPv4 link state IGP for packet routing and high
availability networking

IPv4 and IPv6 EGP for routing across administrative
domains.

The following figure shows an autonomous system that uses the Quagga routing protocols:
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FIGURE5-2 Corporate Network That Runs Quagga Protocols

The figure shows a corporate network autonomous system that is subdivided into two routing
domains, A and B. Arouting domain is an internetwork with a cohesive routing policy, either for
administrative purposes or because the domain uses a single routing protocol. Both domains in
the figure run routing protocols from the Quagga protocol suite.

Routing Domain A is an OSPF domain, which is administered under a single OSPF domain ID.
All systems within this domain run OSPF as their interior gateway protocol. In addition to
internal hosts and routers, Domain A includes two border routers.

Border router R1 connects the Corporate Network to an ISP and ultimately the Internet. To
facilitate communications between the Corporate Network and the outside world, R1 runs BGP
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over its externally facing network interface. The border router R5 connects Domain A with
Domain B. All systems on Domain B are administered with RIP as their interior gateway
protocol. Therefore, border router R5 must run OSPF on the Domain A facing interface and
RIP on the Domain B facing interface.

For more information on the Quagga protocols, refer to the Open Solaris Quagga
(http://opensolaris.org/os/project/quagga/). For configuration procedures for these
protocols, go to the documentation for quagga (http://quagga.net/docs/docs-info.php).

IPv4 Autonomous System Topology

Sites with multiple routers and networks typically administer their network topology as a single
routing domain, or autonomous system (AS) . The following figure shows a typical network
topology that would be considered a small AS. This topology is referenced in the examples
throughout this section.
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FIGURE5-3 Autonomous System With Multiple IPv4 Routers

The figure shows an AS that is divided into three local networks, 10.0.5.0,172.20.1.0,and
192.168.5. Four routers share packet-forwarding and routing responsibilities. The AS includes
the following types of systems:

= Border routers connect an AS to an external network, such as the Internet. Border routers
interconnect with networks external to the IGP running on the local AS. A border router
can run an EGP, such as Border Gateway Protocol (BGP), to exchange information with
external routers, for example, the routers at the ISP. In Figure 5-3, the border router's
interfaces connect to internal network 10.0.5.0 and to a high-speed router to a service
provider.
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For information on configuring a border router, refer to the Open Source Quagga
documentation (http://www.quagga.net/docs/docs-info.php#SEC72)for BGP
information.

If you plan to use BGP to connect your AS to the Internet, you should obtain an
autonomous system number (ASN) from the Internet Registry for your locale. Regional
registries, such as the American Registry for Internet Numbers (ARIN), offer guidelines on
how to obtain an ASN. For example, the ARIN Number Resource Policy Manual
(http://www.arin.net/policy/nrpm.html#five) contains instructions for getting an
ASN for autonomous systems in the United States and Canada. Alternatively, your ISP
might be able to obtain an ASN for you.

= Default routers maintain routing information about all the systems on the local network.
These routers typically run IGPs such as RIP. In Figure 5-3, Router 1s interfaces are
connected to internal network 10.0.5.0 and internal network 192.168.5. Router 1 also
serves as the default router for 192.168.5. Router 1 maintains routing information for all
systems on 192.168.5 and routes to other routers, such as the border router. Router 2s
interfaces connect to internal network 10.0.5.0 and internal network 172.20.1.

For an example of configuring a default router, refer to Example 5-4.

= DPacket-forwarding routers forward packets but do not run routing protocols. This type of
router receives packets from one of its interfaces that is connected to a single network. These
packets are then forwarded through another interface on the router to another local
network. In Figure 5-3, Router 3 is a packet-forwarding router with connections to
networks 172.20.1and 192.168.5.

= Multihomed hosts have two or more interfaces that are connected to the same network
segment. A multihomed host can forward packets, which is the default for all systems that
run the Solaris OS. Figure 5-3 shows a multihomed host with both interfaces connected to
network 192.168.5. For an example of configuring a multihomed host, refer to
Example 5-6.

= Single interface hosts rely on the local routers, not only for packet forwarding but also for
receiving valuable configuration information. Figure 5-3 includes Host A on the 192.168.5
network, which implements dynamic routing, and Host B on the 172.20. 1 network, which
implements static routing. To configure a host to run dynamic routing, refer to “How to
Enable Dynamic Routing on a Single-Interface Host” on page 122. To configure a host to run
static routing, refer to “How to Enable Static Routing on a Single-Interface Host” on
page 119.

Configuring an IPv4 Router

This section contains a procedure and example for configuring an IPv4 router. To configure an
IPv6-enabled router, refer to “How to Configure an IPv6-Enabled Router” on page 135.

Because a router provides the interface between two or more networks, you must assign a
unique name and IP address to each of the router's physical network interfaces. Thus, each
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router has a host name and an IP address that are associated with its primary network interface,
in addition to a minimum of one more unique name and IP address for each additional network
interface.

You can also use the following procedure to configure a system with only one physical interface
(by default, a host) to be a router. You might configure a single interface system as a router if the
system serves as one endpoint on a PPP link, as explained in “Planning a Dial-up PPP Link” in
System Administration Guide: Network Services.

Note - You can configure all interfaces of a router during Solaris system installation. For
instructions, see Solaris Express Installation Guide: Basic Installations.

How to Configure an IPv4 Router

The following instructions assume that you are configuring interfaces for the router after
installation.

After the router is physically installed on the network, configure the router to operate in local
files mode, as described in “How to Configure a Host for Local Files Mode” on page 92. This
configuration ensures that routers boot if the network configuration server is down.

On the system to be configured as a router, assume the Primary Administrator role or become
superuser.

The Primary Administrator role includes the Primary Administrator profile. To create the role
and assign the role to a user, see Chapter 2, “Working With the Solaris Management Console
(Tasks),” in System Administration Guide: Basic Administration.

use the dladm show-link command to determine which interfaces are physically installed on
therouter.

# dladm show-link

The following example output from dladm show- link indicates that a qfe NIC with four
interfaces and two bge interfaces are physically available on the system.

THIS IS CHANGED SECTION

LINK CLASS MTU STATE OVER
qfe0d phys 1500 up --
gfel phys 1500 up --
gfe2 phys 1500 up --
gfe3 phys 1500 up --
bge0 phys 1500 up --
bgel phys 1500 up --

Review which interfaces on the router were configured and plumbed during installation.

# ifconfig -a
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The following example output from ifconfig -a shows that the interface qfe® was configured
during installation. This interface is on the 172.16.0. 0 network. The remaining interfaces on
the gfe NIC, gfel - gfe3, and the bge interfaces have not been configured.

100: flags=1000849 <UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000

qfed: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 172.16.26.232 netmask ffff0000 broadcast 172.16.26.255
ether 0:3:ba:11:b1:15

Configure and plumb another interface.
# ifconfig interface plumb up

For example, for qfel, you would type:

# ifconfig gqfel plumb up

Note - Interfaces that are explicitly configured with the i fconfig command do not persist
across reboots.

Assign an IPv4 address and a netmask to the interface.

Caution - You can configure an IPv4 routers to receive its IP address through DHCP, but this is
recommended only for very experienced DHCP system administrators.

# ifconfig interface IPv4-address netmask+netmask
For example, to assign the IP address 192.168.84.3 to gfel, do either of the following:

= Using traditional IPv4 notation, type the following:

# ifconfig qfel 192.168.84.3 netmask + 255.255.255.0
= Using CIDR notation, type the following:

# ifconfig qfel 192.168.84.3/24

The prefix /24 automatically assigns the 255.255.255.0 netmask to gfel. For a table of
CIDR prefixes and their dotted-decimal netmask equivalents, refer to Figure 2-2.

(Optional) To ensure that the interface configuration persists across reboots, create an
/etc/hostname. interfacefile for each additional physical interface.

For example, you would create the /etc/hostname.qfel and /etc/hostname.gfe2 files. Then
you would type the host name timbuktu in /etc/hostname.qfel file and host name
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timbuktu-201in /etc/hostname.qfel. For more information about configuring single
interfaces, refer to “How to Configure an IP Interface After System Installation” in System
Administration Guide: Network Interfaces and Network Virtualization.

Be sure to do a configuration reboot after creating this file:

# reboot -- -r

Add the host name and IP address of each interface to the /etc/inet/hosts file.

For example:

172.16.26.232 deadsea #interface for network 172.16.0.0
192.168.200.20 timbuktu #interface for network 192.168.200
192.168.201.20 timbuktu-201  #interface for network 192.168.201
192.168.200.9 gobi

192.168.200.10 mojave

192.168.200.110 saltlake

192.168.200.12 chilean

The interfaces timbuktu and timbuktu-201 are on the same system. Notice that the network
address for timbuktu-201 is different from the network interface for timbuktu. The difference
exists because the physical network media for network 192.168.201 is connected to the
timbuktu-201 network interface while the media for network 192.168.200 is connected to the
timbuktu interface.

If the router is connected to any subnetted network, add the network number and the netmask
tothe /etc/inet/netmasks file.

= For traditional IPv4 address notation, such as 192.168.83.0, you would type:

192.168.83.0 255.255.255.0

= For CIDR addresses, use the dotted-decimal version of the prefix in the entry in the
/etc/inet/netmask file. Network prefixes and their dotted-decimal equivalents can be
found in Figure 2-2. For example, you would use the following entry in /etc/netmasks to
express the CIDR network prefix 192.168.3.0/22:

192.168.3.0 255.255.252.0

Enable IPv4 packet forwarding on the router.
Use either of the following commands to enable packet forwarding:

m  Use the routeadm command, as follows:

# routeadm -e ipv4-forwarding -u

= Use the following service management facility (SMF) command:

# svcadm enable ipv4-forwarding
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Example 5-4

At this point, the router can forward packets beyond the local network. The router also supports
static routing, a process where you can manually add routes to the routing table. If you plan to
use static routing on this system, then router configuration is complete. However, you need to
maintain routes in the system routing table. For information on adding routes, see
“Configuring Routes” on page 114 and the route(1M) man page.

(Optional) Start a routing protocol.

The routing daemon /usr/sbin/in. routed automatically updates the routing table, a process
that is known as dynamic routing. Turn on the default IPv4 routing protocols in either of the
following ways:

m Use the routeadm command, as follows:

# routeadm -e ipv4-routing -u

= Use the following SMF command to start a routing protocol such as RIP.

# svcadm enable route:default

The SMF FMRI associated with the in. routed daemon is svc:/network/routing/route.

For information about the routeadm command, see the routeadm(1M) man page.

Configuring the Default Router for a Network

This example shows how to upgrade a system with more than one interface to become a default
router. The goal is to make Router 2, which is shown in Figure 5-3, the default router for
network 172.20.1.0. Router 2 contains two wired network connections, one connection to
network 172.20.1.0 and one to network 10.0.5. 0. The example assumes that the router
operates in local files mode, as described in “How to Configure a Host for Local Files Mode” on
page 92.

After becoming superuser or assuming an equivalent role, you would determine out the status
of the system's interfaces.

# dladm show-1link

LINK CLASS MTU STATE OVER
ce0d phys 1500 up
bge0 phys 1500 up
bgel phys 1500 up

# ifconfig -a

100: flags=1000849 <UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000

ced: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 172.20.1.10 netmask ffff@000 broadcast 172.20.10.100
ether 8:0:20:cl:1b:c6
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The output of dladm show- link indicates that three links are available on the system. Only the
ce0 interface has been plumbed. You would begin default router configuration by physically
connecting the bge0 interface to the 10.0.5.0 network. Then, you would plumb the interface
and make it persist across reboots.

# ifconfig bge0® plumb up

# ifconfig bge0 10.0.5.10

# ifconfig -a

100: flags=1000849 <UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000

ce0: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 172.20.1.10 netmask ffff@000 broadcast 172.255.255.255
ether 8:0:20:cl:1b:c6

bged: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 10.0.5.10 netmask ff@00000 broadcast 10.255.255.255
ether 8:0:20:e5:95:c4

# vi /etc/hostname.bge0

l10.0.5.10

255.0.0.0

Reboot the system, using the reconfiguration boot command:
# reboot -- -r

Continue by configuring the following network databases with information about the newly
plumbed interface and the network to which it is connected:

# vi /etc/inet/hosts

127.0.0.1 localhost
172.20.1.10 router2 #interface for network 172.20.1
10.0.5.10 router2-out #interface for network 10.0.5

# vi /etc/inet/netmasks
172.20.1.0 255.255.0.0
10.0.5.0 255.0.0.0

Finally, use SMF to enable packet forwarding and then enable the in. routed routing daemon.

# svcadm enable ipv4-forwarding
# svcadm enable route:default

Now IPv4 packet forwarding and dynamic routing through RIP are enabled on Router 2.
However, the default router configuration for network 172.20.1.0 is not yet complete. You
would need to do the following:

= Modify each host on 172.10. 1. 10 so that the host gets its routing information from the new
default router. For more information, refer to “How to Enable Static Routing on a
Single-Interface Host” on page 119.
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= Define a static route to the border router in the routing table of Router 2. For more details,
refer to “Routing Tables and Routing Types” on page 113.

Routing Tables and Routing Types

Both routers and hosts maintain a routing table. The routing daemon on each system updates
the table with all known routes. The system's kernel reads the routing table before forwarding
packets to the local network. The routing table lists the IP addresses of networks that the system
knows about, including the system's local, default network. The table also lists the IP address of
a gateway system for each known network. The gateway is a system that can receive outgoing
packets and forward them one hop beyond the local network. The following is a simple routing
table for a system on an IPv4-only network:

Routing Table: IPv4

Destination Gateway Flags Ref Use 1Interface
default 172.20.1.10 UG 1 532 ce0d
224.0.0.0 10.0.5.100 U 1 0 bged
10.0.0.0 10.0.5.100 u 1 0 bged
127.0.0.1 127.0.0.1 UH 1 57 100

You can configure two types of routing on a Solaris system: static and dynamic. You can
configure either or both routing types on a single system. A system that implements dynamic
routing relies on routing protocols, such as RIP for IPv4 networks, and RIPng for IPv6
networks, to maintain its routing tables. A system that runs only static routing does not rely on a
routing protocol for routing information and for updating the routing table. Instead, you must
maintain the system's known routes manually through the route command. For complete
details, refer to the route(1M) man page.

When you configure routing for the local network or autonomous system, consider which type
of routing to support on particular routers and hosts.

Routing Type Best Used on

Static Small networks, hosts that get their routes from a default router, and default routers
that only need to know about one or two routers on the next few hops.

Dynamic Larger internetworks, routers on local networks with many hosts, and hosts on large
autonomous systems. Dynamic routing is the best choice for systems on most
networks.

Combined static and Routers that connect a statically routed network and a dynamically routed network,

dynamic and border routers that connect an interior autonomous system with external
networks. Combining both static and dynamic routing on a system is a common
practice.
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The AS that is shown is Figure 5-3 combines both static and dynamic routing.

Configuring Routes

To implement dynamic routing for an IPv4 network, use the routeadm or svcadm command to
start the in. routed routing daemon. For instructions, see “How to Configure an IPv4 Router”
on page 108. Dynamic routing is the preferred strategy for most networks and autonomous
systems. However, your network topology or a particular system on your network might
require static routing. In that case, you must manually edit the system routing table to reflect the
known route to the gateway. The next procedure shows how to add a static route.

Note - Two routes to the same destination does not automatically cause the system to do load
balancing or failover. If you need these capabilities, use IPMP, as explained in Chapter 7,
“Introducing IPMP)” in System Administration Guide: Network Interfaces and Network
Virtualization.

How to Add a Static Route to the Routing Table

View the current state of the routing table.
Use your regular user account to run the following form of the netstat command:

% netstat -rn

Your output would resemble the following:

Routing Table: IPv4

Destination Gateway Flags Ref Use Interface
192.168.5.125 192.168.5.10 u 1 5879 ipge0
224.0.0.0 198.168.5.10 U 10 ipged
default 192.168.5.10 UG 1 91908
127.0.0.1 127.0.0.1 UH 1 811302 100

Assume the Primary Administrator role or become superuser.

The Primary Administrator role includes the Primary Administrator profile. To create the role
and assign the role to a user, see Chapter 2, “Working With the Solaris Management Console
(Tasks),” in System Administration Guide: Basic Administration.

(Optional) Flush the existing entries in the routing table.
# route flush

Add a route that persists across system reboots.

# route -p add -net network-address -gateway gateway-address
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-p Creates a route that must persist across system reboots. If you
want the route to prevail only for the current session, do not use
the -p option.

add Indicates that you are about to add the following route.

-net network-address Specifies that the route goes to the network with the address in
network-address.

-gateway gateway-address  Indicates that the gateway system for the specified route has the
IP address gateway-address.

Adding a Static Route to the Routing Table

The following example shows how to add a static route to a system. The system is Router 2, the
default router for the 172.20. 1.0 network that is shown in Figure 5-3. In Example 5-4, Router
2 is configured for dynamic routing. To better serve as the default router for the hosts on
network 172.20.1.0, Router 2 additionally needs a static route to the AS's border router,
10.0.5.150.

To view the routing table on Router 2, you would do the following:

# netstat -rn
Routing Table: IPv4

Destination Gateway Flags Ref Use Interface
default 172.20.1.10 uG 1 249 ce0
224.0.0.0 172.20.1.10 u 1 0 ce0
10.0.5.0 10.0.5.20 u 1 78 bge0
127.0.0.1 127.0.0.1 UH 1 57 100

The routing table indicates two routes that Router 2 knows about. The default route uses Router
2's172.20.1.10 interface as its gateway. The second route, 10.0.5. 0, was discovered by the
in.routed daemon running on Router 2. The gateway for this route is Router 1, with the IP
address 10.0.5.20.

To add a second route to network 10.0.5.0, which has its gateway as the border router, you
would do the following:

# route -p add -net 10.0.5.0/24 -gateway 10.0.5.150/24
add net 10.0.5.0: gateway 10.0.5.150

Now the routing table has a route for the border router, which has the IP address
10.0.5.150/24.

# netstat -rn
Routing Table: IPv4
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Destination Gateway Flags Ref Use Interface
default 172.20.1.10 UG 1 249 ce0
224.0.0.0 172.20.1.10 u 1 0 ced
10.0.5.0 10.0.5.20 u 1 78 bged
10.0.5.0 10.0.5.150 U 1 375 bge®d
127.0.0.1 127.0.0.1 UH 1 57 100

Configuring Multihomed Hosts

In the Solaris OS, a system with more than one interface is considered a multihomed host. A
multihomed host does not forward IP packets. However, you can configure a multihomed host
to run routing protocols. You typically configure the following types of systems as multihomed
hosts:

= NFS servers, particularly those servers that function as large data centers, can be attached to
more than one network in order to share files among a large pool of users. These servers do
not need to maintain routing tables.

= Database servers can have multiple network interfaces to provide resources to a large pool of
users, just like NFS servers.

= Firewall gateways are systems that provide the connection between a company's network
and public networks such as the Internet. Administrators set up firewalls as a security
measure. When configured as a firewall, the host does not pass packets between the
networks that are attached to the host's interfaces. However, the host can still provide
standard TCP/IP services, such as ssh to authorized users.

Note - When multihomed hosts have different types of firewalls on any of their interfaces,
take care to avoid unintentional disruption of the host's packets. This problem arises
particularly with stateful firewalls. One solution might be to configure stateless firewalling.
For more information about firewalls, refer to “Firewall Systems” in System Administration
Guide: Security Services or the documentation for your third-party firewall.

How to Create a Multihomed Host

On the prospective multihomed host, assume the Primary Administrator role, or become
superuser.

The Primary Administrator role includes the Primary Administrator profile. To create the role
and assign the role to a user, see Chapter 2, “Working With the Solaris Management Console
(Tasks),” in System Administration Guide: Basic Administration.
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Configure and plumb each additional network interface that was not configured as part of the
Solaris OS installation.

Refer to “How to Configure an IP Interface After System Installation” in System Administration
Guide: Network Interfaces and Network Virtualization.

Verify that IP forwarding is not enabled on the multihomed host.

# routeadm

The routeadm command without options reports the state of the routing daemons. The
following output from routeadm shows that IPv4 forwarding is enabled:

Configuration Current Current
Option  Configuration System State
IPv4 routing disabled disabled
IPv6 routing disabled disabled
IPv4 forwarding enabled disabled
IPv6 forwarding disabled disabled
Routing services ‘"route:default ripng:default"

Turn off packet forwarding, if it is enabled on the system.

Use either of the following commands:

= For the routeadm command, type the following:

# routeadm -d ipv4-forwarding -u

= To use SMF, type the following:
# svcadm disable ipv4-forwarding

(Optional) Turn on dynamic routing for the multihomed host.

Use either of the following commands to enable the in. routed daemon:

= For the routeadm command, type the following:

# routeadm -e ipv4-routing -u

= To use SME, type the following:

# svcadm enable route:default
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Example5-6 Configuring a Multihomed Host

The following example shows how to configure the multihomed host that is shown in
Figure 5-3. In the example, the system has the host name hostc. This host has two interfaces,
which are both connected to network 192.168.5. 0.

To begin, you would display the status of the system's interfaces.

# dladm show-1link

LINK CLASS MTU STATE OVER

hme® phys 1500 up --

qfed phys 1500 up --

gqfel phys 1500 up --

gqfe2 phys 1500 up --

gfe3 phys 1500 up --# ifconfig -a

100: flags=1000849 <UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000
hme0d: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 192.168.5.82 netmask ff000000 broadcast 192.255.255.255
ether 8:0:20:cl:1b:c6

The dladm show-link command reports that hostc has two interfaces with a total of five
possible links. However, only hme® has been plumbed. To configure hostc as a multihomed
host, you must add qfe@ or another link on the qfe NIC. First, you would physically connect the
qfe0 interface to the 192.168.5. 0 network. Then you would plumb the gfe interface, and
make the interface persist across reboots.

# ifconfig qf@ plumb up

# ifconfig qfe0 192.168.5.85

# ifconfig -a

100: flags=1000849 <UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000

hme0d: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 192.168.5.82 netmask ff0000 broadcast 192.255.255.255
ether 8:0:20:cl:1b:c6

gfed: flags=1000843 <UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2
inet 192.168.5.85 netmask ff@00000 broadcast 192.255.255.255
ether 8:0:20:el:3b:c4

# vi /etc/hostname.qfe@

192.168.5.85

255.0.0.0

Reboot the system, using the reconfiguration command:

# reboot -- -r
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Next, you would add the qfe@ interface to the hosts database:

# vi /etc/inet/hosts

127.0.0.1 localhost
192.168.5.82 host3 #primary network interface for host3
192.168.5.85 host3-2 #second interface

Then, you would check the state of packet forwarding and routing on host3:

# routeadm
Configuration Current Current
Option  Configuration System State
IPv4 routing enabled enabled
IPv6 routing disabled disabled
IPv4 forwarding enabled enabled
IPv6 forwarding disabled disabled
Routing services ‘'route:default ripng:default"

The routeadm command reports that dynamic routing through the in. routed daemon and
packet forwarding are currently enabled. However, you would need to disable packet
forwarding:

# svcadm disable ipv4-forwarding

You can also use the routeadm commands as shown in “How to Create a Multihomed Host” on
page 116 to turn off packet forwarding. When packet forwarding is disabled, host3 becomes a
multihomed host.

Configuring Routing for Single-Interface Systems

Single-interface hosts need to implement some form of routing. If the host is to obtain its routes
from one or more local default routers, then you must configure the host to use static routing.
Otherwise, dynamic routing is reccommended for the host. The following procedures contain
the instructions for enabling both routing types.

How to Enable Static Routing on a Single-Interface Host

This procedure enables static routing on a single-interface host. Hosts that use static routing do
not run a dynamic routing protocol such as RIP. Instead, the host must rely on the services of a
default router for routing information. The figure “IPv4 Autonomous System Topology” on
page 105 shows several default routers and their client hosts. If you supplied the name of a
default router when you installed a particular host, that host is already configured to use static
routing.
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Note - You can also use the following procedure to configure static routing on a multihomed
host.

For information about the /etc/defaultrouter file, see “/etc/defaultrouter File” on
page 197. For information about static routing and the routing table, refer to “Routing Tables
and Routing Types” on page 113.

1 Onthesingleinterface host, assume the Primary Administrator role, or become superuser.

The Primary Administrator role includes the Primary Administrator profile. To create the role
and assign the role to a user, see Chapter 2, “Working With the Solaris Management Console
(Tasks),” in System Administration Guide: Basic Administration.

2 Verify whetherthe /etc/defaultrouter fileis present on the host.
# cd /etc

# 1s | grep defaultrouter

3 Open atexteditor to create or modify the /etc/defaultrouter file

4 Add an entry for the default router.

# vi /etc/defaultrouter
router-IP

where router-IP indicates the IP address of the default router for the host to use.

5  Verify that routing and packet forwarding are not running on the host.

# routeadm
Configuration Current Current
Option Configuration System State

IPv4 routing disabled disabled

IPv6 routing disabled disabled

IPv4 forwarding disabled disabled

IPv6 forwarding disabled disabled

Routing services ‘"route:default ripng:default"

6 Addan entry for the default router in the local /etc/inet/hosts file.

For information about configuring /etc/inet/hosts, refer to “How to Change the IPv4
Address and Other Network Configuration Parameters” on page 96.
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Configuring a Default Router and Static Routing for a Single-Interface Host

The following example shows how to configure static routing for hostb, a single-interface host
on the network 172.20.1.0 that is shown in Figure 5-3. hostb needs to use Router 2 as its
default router.

First, you would log in to hostb as superuser, or assume an equivalent role. Then, you would
determine whether the /etc/defaultrouter file is present on the host:

# cd /etc
# 1s | grep defaultrouter

No response from grep indicates that you need to create the /etc/defaultrouter file.

# vi /etc/defaultrouter
172.20.1.10

The entry in the /etc/defaultrouter file is the IP address of the interface on Router 2, which is
attached to the 172.20. 1.0 network. Next, you verify whether the host currently enables packet
forwarding or routing.

# routeadm
Configuration Current Current
Option  Configuration System State
IPv4 routing disabled disabled
IPv6 routing disabled disabled
IPv4 forwarding enabled enabled
IPv6 forwarding disabled disabled
Routing services ‘"route:default ripng:default"

Packet forwarding is enabled for this particular host. You would turn it off as follows:

# svcadm disable ipv4-forwarding

Lastly, you would make sure that the host's /etc/inet/hosts file has an entry for the new
default router.

# vi /etc/inet/hosts

127.0.0.1 localhost
172.20.1.18 host2 #primary network interface for host2
172.20.1.10 router2 #default router for host2
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How to Enable Dynamic Routing on a Single-Interface Host

Dynamic routing is the easiest way to manage routing on a host. Hosts that use dynamic routing
run the routing protocols provided by the in. routed daemon for IPv4 or in. ripngd daemon
for IPv6. Use the next procedure to enable IPv4 dynamic routing on a single interface host. For
more information about dynamic routing, refer to “Packet Forwarding and Routing on IPv4
Networks” on page 101.

On the host, assume the Primary Administrator role or become superuser.

The Primary Administrator role includes the Primary Administrator profile. To create the role
and assign the role to a user, see Chapter 2, “Working With the Solaris Management Console
(Tasks),” in System Administration Guide: Basic Administration.

Verify whether the /etc/defaultrouter file exists.

# cd /etc
# 1s | grep defaultrouter

If /etc/defaultrouter exists, delete any entry that you find there.

An empty /etc/defaultrouter file forces the host to use dynamic routing.

Verify whether packet forwarding and routing are enabled on the host.

# routeadm
Configuration Current Current
Option Configuration System State
IPv4 routing disabled disabled
IPv6 routing disabled disabled
IPv4 forwarding enabled enabled
IPv6 forwarding disabled disabled

Routing services ‘"route:default ripng:default"

If packet forwarding is enabled, turn it off

Use either of the following commands:

= For the routeadm command, type the following:

# routeadm -d ipv4-forwarding -u

= To use SME type the following:
# svcadm disable ipv4-forwarding
Enable routing protocols on the host.

Use either of the following commands:
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= For the routeadm command, type the following:

# routeadm -e ipv4-routing -u

= To use SMF, type the following:

# svcadm enable route:default

Now IPv4 dynamic routing is enabled. The host's routing table is dynamically maintained by
the in. routed daemon.

Running Dynamic Routing on a Single-Interface Host

The following example shows how to configure dynamic routing for hosta, a single-interface
host on the network 192.168.5. 0 that is shown in Figure 5-3. hosta currently uses Router 1 as
its default router. However, hosta now needs to run dynamic routing.

First, you would log in to hosta as superuser or assume an equivalent role. Then, you would
determine whether the /etc/defaultrouter file is present on the host:

# cd /etc
# 1s | grep defaultrouter
defaultrouter

The response from grep indicates that a /etc/defaultrouter file exists for hosta.

# vi /etc/defaultrouter
192.168.5.10

The file has the entry 192.168.5.10, which is the IP address for Router 1. You would delete this
entry to enable static routing. Next, you would need to verify whether packet forwarding and
routing are already enabled for the host.

# routeadm Configuration Current Current
Option Configuration System State
IPv4 routing disabled disabled
IPv6 routing disabled disabled
IPv4 forwarding disabled disabled
IPv6 forwarding disabled disabled

Routing services ‘"route:default ripng:default"

Both routing and packet forwarding are turned off for hosta. Turn on routing to complete the
configuration of dynamic routing for hosta, as follows:

# svcadm enable route:default
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The transport layer protocols TCP, SCTP, and UDP are part of the standard Solaris OS package.
These protocols typically need no intervention to run properly. However, circumstances at your
site might require you to log or modify services that run over the transport layer protocols.
Then, you must modify the profiles for these services by using the Service Management Facility
(SMF), which is described in Chapter 16, “Managing Services (Overview),” in System
Administration Guide: Basic Administration.

The inetd daemon is responsible for starting standard Internet services when a system boots.
These services include applications that use TCP, SCTP, or UDP as their transport layer
protocol. You can modify existing Internet services or add new services using the SMF
commands. For more information about inetd, refer to “inetd Internet Services Daemon” on
page 203.

Operations that involve the transport layer protocols include:

= Logging of all incoming TCP connections

= Adding services that run over a transport layer protocol, using SCTP as an example

= Configuring the TCP wrappers facility for access control

For detailed information on the inetd daemon refer to the inetd(1M)man page.

How to Log the IP Addresses of All Incoming TCP
Connections

On the local system, assume the Network Management role or become superuser.

Roles contain authorizations and privileged commands. For more information about roles, see
“Configuring RBAC (Task Map)” in System Administration Guide: Security Services.

Set TCP tracing to enabled for all services managed by inetd.
# inetadm -M tcp_trace=TRUE

How to Add Services That Use the SCTP Protocol

The SCTP transport protocol provides services to application layer protocols in a fashion
similar to TCP. However, SCTP enables communication between two systems, either or both of
which can be multihomed. The SCTP connection is called an association. In an association, an
application divides the data to be transmitted into one or more message streams, or
multi-streamed. An SCTP connection can go to endpoints with multiple IP addresses, which is
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particularly important for telephony applications. The multihoming capabilities of SCTP are a
security consideration if your site uses IP Filter or IPsec. Some of these considerations are
described in the sctp(7P) man page.

By default, SCTP is included in the Solaris OS and does not require additional configuration.
However, you might need to explicitly configure certain application layer services to use SCTP.
Some example applications are echo and discard. The next procedure shows how to add an
echo service that uses an SCTP one-to-one style socket.

Note - You can also use the following procedure to add services for the TCP and UDP transport
layer protocols.

The following task shows how to add an SCTP inet service that is managed by the inetd
daemon to the SMF repository. The task then shows how to use the Service Management
Facility (SMF) commands to add the service.

= For information about SMF commands, refer to “SMF Command-Line Administrative
Utilities” in System Administration Guide: Basic Administration.

= For syntactical information, refer to the man pages for the SMF commands, as cited in the
procedure.

= For detailed information about SMF refer to the smf(5) man page.

BeforeYouBegin  Before you perform the following procedure, create a manifest file for the service. The
procedure uses as an example a manifest for the echo service that is called echo. sctp.xml.

1 Logintothelocal system with a user account that has write privileges for system files.

2 Editthe /etc/services file and add a definition for the new service.
Use the following syntax for the service definition.

service-name |port/protocol | aliases

3 Addthenew service.
Go to the directory where the service manifest is stored and type the following:

# cd dir-name
# svccfg import service—manifest—name

For a complete syntax of svccfg, refer to the svccfg(1M) man page.
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Suppose you want to add a new SCTP echo service using the manifest echo.sctp.xml that s
currently located in the service.dir directory. You would type the following:

# cd service.dir
# svccfg import echo.sctp.xml

4 Verify that the service manifest has been added:
# sves FMRI

For the FMRI argument, use the Fault Managed Resource Identifier (FMRI) of the service
manifest. For example, for the SCTP echo service, you would use the following command:
# svcs svc:/network/echo:sctp_stream
Your output should resemble the following:

STATE STIME FMRI
disabled 16:17:00 svc:/network/echo:sctp stream
For detailed information about the svcs command, refer to the svcs(1) man page.

The output indicates that the new service manifest is currently disabled.

5 Listthe properties of the service to determine if you must make modifications.
# inetadm -1 FMRI

For detailed information about the inetadm command, refer to the inetadm(1M) man page.

For example, for the SCTP echo service, you would type the following:

# inetadm -1 svc:/network/echo:sctp_stream
SCOPE NAME=VALUE
name="echo"
endpoint type="stream"
proto="sctp"
isrpc=FALSE
wait=FALSE
exec="/usr/lib/inet/in.echod -s"

default tcp trace=FALSE
default tcp wrappers=FALSE

6 Enable the new service:
# inetadm -e FMRI
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Example 5-9

Verify that the service is enabled:
For example, for the new echo service, you would type the following:

# inetadm | grep sctp_stream

enabled online svc:/network/echo:sctp _stream

Adding a Service That Uses the SCTP Transport Protocol

The following example shows the commands to use and the file entries required to have the
echo service use the SCTP transport layer protocol.

$ cat /etc/services

echo 7/tcp

echo 7/udp
echo 7/sctp

# cd service.dir
# svccfg import echo.sctp.xml

# svcs network/echo*

STATE STIME FMRI

disabled 15:46:44 svc:/network/echo:dgram
disabled 15:46:44 svc:/network/echo:stream
disabled 16:17:00 svc:/network/echo:sctp stream

# inetadm -1 svc:/network/echo:sctp_stream

SCOPE NAME=VALUE
name="echo"
endpoint type="stream"
proto="sctp"
isrpc=FALSE
wait=FALSE
exec="/usr/lib/inet/in.echod -s"
user="root"

default bind addr=""

default bind fail max=-1

default bind fail interval=-1

default max con rate=-1

default max_copies=-1

default con rate offline=-1

default failrate cnt=40

default failrate interval=60
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default inherit_env=TRUE
default tcp trace=FALSE
default tcp wrappers=FALSE

# inetadm -e svc:/network/echo:sctp_stream

# inetadm | grep echo

disabled disabled svc:/network/echo:stream
disabled disabled svc:/network/echo:dgram
enabled online svc:/network/echo:sctp stream

How to Use TCP Wrappers to Control Access to TCP
Services

The tcpd program implements TCP wrappers. TCP wrappers add a measure of security for
service daemons such as ftpd by standing between the daemon and incoming service requests.
TCP wrappers log successful and unsuccessful connection attempts. Additionally, TCP
wrappers can provide access control, allowing or denying the connection depending on where
the request originates. You can use TCP wrappers to protect daemons such as SSH, Telnet, a