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CHAPTER 1

Introduction

IBM Tivoli Monitoring™ (hereafter ITM) is an enterprise management application
that uses protocols such as the Simple Network Management Protocol (SNMP) to
monitor the performance and availability of networked devices.

Once you have installed and configured the Sun Servers Integration 1.0 for IBM
Tivoli Monitoring, you will be able to take advantage of the following Sun-specific
features in ITM.

m  Alerts from Sun servers and service processors clearly identified by source.

m  Sun-specific rules for displaying and prioritizing alerts received from multiple
sources.

m  New SUN-HW-TRAP-MIB (available for ILOM 2.0 service processors)
provides more robust support for reporting device names and changes to device
status.

m  Updated Sun™ SNMP Management Agent for Sun Fire™ and Netra™ Systems
provides support for additional varbinds (variable binding pairs consisting of
OIDs and values).

IBM Tivoli Monitoring and Sun Devices 1
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Levels of Integration with ITM

The Sun Servers Integration 1.0 for IBM Tivoli Monitoring uses SNMP as its
integration protocol at both the operating system and service processor level. Your
options for integration derive from the types of Sun servers that you plan to integrate
with ITM.

Servers Integration Description

Sun SPARC Enterprise SNMP OS The Solaris operating system sends
T1000/T2000/T5x20 the ITM SNMP Universal Agent SNMP
Manager alerts generated by the
following SNMP MIBs and agents:

- SUN-PLATFORM-MIB

-ENTITY-MIB

- Sun Management (MASF) Agent
To enable this integration, you do not
need to install any ITM-specific agents
on the monitored devices. You are,
basically, configuring the Sun™ SNMP
Management Agent for Sun Fire™ and
Netra™ Systems to forward traps from
the SUN-PLATFORM-MIB and
ENTITY-MIB to the ITM server.
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Sun SPARC
Enterprise

Servers

Integration Description

Sun SPARC Enterprise
T5x20 Servers

SNMP SP The ILOM 2.x service processor sends
the ITM Universal Agent SNMP
Manager alerts generated by the
following SNMP MIB:

- SUN-HW-TRAP-MIB

To enable this integration, you do not
need to install any ITM-specific agents
on the monitored devices.

To implement SNMP integration at either the operating system or service processor
level, you must verify that SNMP is enabled on the monitored devices and is
configured to communicate with the ITM Universal SNMP Manager running on a
central server.

T1000/T2000/T5x20

Servers

Sun SPARC
Enterprise
T5120/T5220
Servers

- Solaris 10

This Manual

This manual contains the following chapters:

Installed Operating Systems:

« s SNMPOS __

Integration
| BMTivoli
Monitoring
| SNMP SP __|
Integration

Embedded Service Processor:
- ILOM (Integrated Lights Out Manager)

Chapter 1 “Introduction”

Chapter 2 “Installing the Sun Servers Integration 1.0 for IBM Tivoli

Monitoring”

Chapter 3 “Configuring I'TM to Monitor Sun Devices”

Chapter 4 “Configuring Sun Devices to be Monitored by ITM”

Chapter 5 “Monitoring Sun Devices in [TM

Chapter 6 “Troubleshooting”

Appendices:

=  Appendix A “Installed and Modified Files”

=  Appendix B “Sun System Management MIBs”

= Appendix C “Glossary”
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This manual is intended for experienced ITM administrators, field sales
representatives, and support engineers.

Supported Servers

This manual describes how to configure ITM to monitor the following Sun servers:
= Sun SPARC Enterprise Servers

A complete and current list of supported Sun servers, service processors, and service
processor firmware is available at
http://www.sun.com/system-management/tools.jsp. Please consult this web site
before installing the Sun Servers Integration 1.0 for IBM Tivoli Monitoring.

Requirements

The managed devices and the ITM server software have different software
requirements.

Managed Devices

Managed devices (servers and service processors) must have the following software
installed and configured properly.

A complete and current list of supported Sun servers, service processors, and service
processor firmware is available at
http://www.sun.com/system-management/tools.jsp. Please consult this web site
before installing the Sun Servers Integration 1.0 for IBM Tivoli Monitoring.

Device Software Requirement

Sun SPARC Enterprise | Supported operating systems:
T1000/T2000/T5x20 - Solaris 10 (see product documentation for versions)

Servers )
Sun™ SNMP Management Agent for Sun Fire™ and
Netra™ Systems installed and configured

Sun SPARC Enterprise | Sun Integrated Lights Out Manager (ILOM) firmware
T5x20 Service at 2.0 or higher
Processor

ITM Server Software

Integration between ITM and Sun devices has been tested with the following
versions of ITM 6.1 software.
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Component Version Operating System and Software
IBM Tivoli Enterprise | Release 6.1 Microsoft Server Windows 2003
Monitoring Server ITM 6.1 Fixpack 05 or higher
(TEMS)

IBM Tivoli Enterprise | Release 6.1 Microsoft Server Windows 2003

Portal Server
(TEPS)

ITM 6.1 Fixpack 05 or higher

With the exception of some Visual Basic scripts, the Sun Servers Integration 1.0 for
IBM Tivoli Monitoring uses configuration files and rule definition files to achieve
integration with ITM.

Related Documentation

For information about Sun Server Management Solutions, Sun servers, and IBM
Tivoli, consult the following related documentation:

Introducing IBM Tivoli Monitoring (GI11-4071)

IBM Tivoli Monitoring Installation and Setup Guide (GC32-9462)
IBM Tivoli Monitoring User’s Guide (SC32-9409)
IBM Tivoli Monitoring Administrator’s Guide (SC32-9408)

IBM Tivoli Monitoring Universal Agent User’s Guide (SC32-9459)

Sun™ SNMP Management Agent Administration Guide for Sun Fire™ and
Netra™ Servers (819-7978)

Sun Integrated Lights Out Manager 2.0 User’s Guide (820-1188)
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CHAPTER 2

nstalling the Sun Servers
ntegration 1.0 for IBM Tivoli

Monitoring

This chapter describes how to perform the following tasks:

Download the Sun Servers Integration 1.0 for IBM Tivoli Monitoring
Unpack the Sun Servers Integration 1.0 for IBM Tivoli Monitoring

Install the Sun Servers Integration 1.0 for IBM Tivoli Monitoring on your ITM
host server

Verify successful installation of the Sun Servers Integration 1.0 for IBM Tivoli
Monitoring

Uninstall the Sun Servers Integration 1.0 for IBM Tivoli Monitoring from your
ITM host server

Pre-installation Checklist

Before you download and install the Sun Servers Integration 1.0 for IBM Tivoli
Monitoring, collect the following information.

|:| ITM version: Release 6.1 with Fixpack

3 or higher is required and is the
version tested here.

|:| ITM Server Name: The name of the

host server on which ITM has been
installed and configured.

|:| ITM Enterprise Portal userid and

password: The userid and the
password required to log in to the Tivoli
Enterprise Portal with administrative
privileges.

|:| Java Runtime: The installation wizard
requires Java to be installed and
configured on the management server.
To download the version of Java
appropriate for your system, see the
InstallAnywhere services available at

http://java.sun.com/.
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Downloading the Sun Servers Integration
1.0 for IBM Tivoli Monitoring

To install the most current version of the Sun Servers Integration 1.0 for IBM Tivoli
Monitoring, download it from the following URL:

http://www.sun.com/system-management/tools.jsp

Note:  As updated versions of the Sun Management Pack get posted to the
web, the name of the compressed archive to download will change. For
this release, download the following:

SUN-1TM-1_.0-INTEGRATION.zip

Save the Sun Servers Integration 1.0 for IBM Tivoli Monitoring to a working
directory on the local system from which you plan to perform the installation and
uncompress it.

Unpacking the Sun Servers Integration 1.0
for IBM Tivoli Monitoring

Before you can install files in the Sun Servers Integration 1.0 for IBM Tivoli
Monitoring to your ITM server, you must first unpack the distribution archive that
you downloaded earlier in this chapter.

To unpack the distribution archive, do the following:

1. Download the distribution archive to a local temp directory on the system
(server or workstation) from which you plan to install the Sun Servers
Integration 1.0 for IBM Tivoli Monitoring.

Suppose that the local directory and the most current distribution package are
named the following:

/tmp/sun/SUN-I1TM-1_.0-INTEGRATION.zip
2. Unpack the downloaded distribution archive:

For example, to unpack the distribution archive to a temporary directory on
Solaris, enter the following commands:

# cd /tmp/sun

# unzip SUN-ITM-1_.0-INTEGRATION.zip -
The unpacked distribution archive contains the following installation executable:
Sun-1TM6-1.0.exe

The following sections explain how to use this file to install Sun Servers Integration
1.0 for IBM Tivoli Monitoring.
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Installing the Sun Servers Integration 1.0
for IBM Tivoli Monitoring

Once you have unpacked the distribution archive, you must run the Install Wizard.
The wizard handles most of the installation and configuration work required to get
the Sun Servers Integration 1.0 for IBM Tivoli Monitoring working with ITM.

To install the Sun Servers Integration 1.0 for IBM Tivoli Monitoring, do the
following:

1. Double-click the executable file appropriate for your version of the Sun
Servers Integration 1.0 for IBM Tivoli Monitoring.

For the version of the Sun Servers Integration 1.0 for IBM Tivoli Monitoring
documented in this manual, the executable file is named:

Sun-ITM6-1.0.exe

The Install Wizard displays its opening screen.

2! Sun Servers Integration 1.0 for ITMG.1 M= E3

Introduction

= Introduction InstallAmawhere will guide you through the installation of
Sun_Servers_Integration_1.0_IThE.1.

Itis stronaly recommended that vou quit all programs hefare
continuing with this installation.

Click the 'Mext' button to proceed o the next screen. Ifyou want to

change something on a previous screen, click the 'Previous' button.
Inztall Corngplaiz

You may cancel this installation at any time by clicking the 'Cancel’

hutton.

1ere by i

Cancel : Erevious

2. Click the Next button to display the following screen.
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2! Sun Servers Integration 1.0 for ITMG.1 M= B

Choose Install Folder

“ Intraduction Installation places files in this install folder. Some of the files will be
se Install Folder used during uninstallation. Uninstallation of this package will fail if

this folder is deleted after installation

Where Would You Like to Install?
I Ci\Program Files\Sun_Servers_Integration_1.0_ITMGE.1

Restore Default Folder Choose. .

Cancel : Previous

3. Specify the name of the target installation directory or click the Choose ...
button to browse for a target installation directory.

Where Would You Like to Install?

I CProgram FilestSun_Servers_Inkegrakion_1.0_ITMAE, 1

4. Click the Next button to display the following screen.
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2! Sun Servers Integration 1.0 for ITMG.1 M= B

Get User Input

Enter requested information
2 Install Folder
Input
Fra-Instzllzton Surrnrmsiry

Installing...

rasiart LUni
Install Gormplat Enter a TEMS server hostname

Enter a TEMS user ID (ex. sysadmin)

Enter the TEMS user password

Cancel Previous

5. Enter the appropriate values and click the Next button.

Field Field Value(s)

TEMS server hostname | Enter the DNS-qualified name or IP address of the
server hosting ITM.

TEMS user ID Enter the user ID for an ITM administrator account.

TEMS user password Enter the user password for that same ITM
administrator account.

6. Click the Next button to continue installing the Sun Servers Integration 1.0
for IBM Tivoli Monitoring.

After a few moments, the Install Wizard displays the following screen.
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5] Sun Servers Integration 1.0 for ITMEG.1 M= E3

Restart Universal Agent

Introductian
all Folder
ar Input
Fre-lnstallation Summan
Installing...

YWhen the installation is complete, vou must restar the ITh 6.1
niversal Agent in order to activate the Sun Servers integration.

Cancel o Breviaus

7. Click the Next button to complete the Install Wizard procedure.

8. From the Tivoli Enterprise Monitoring Services console, right-click
Universal Agent entry and choose Restart.

ki Manage Tivoli Enterprise Monitoring Services - TEMS Mode - [Local Computer]

Actions  Options  Wiew Windows  Help

Bxlof 5| & 2

Service/Application | TaskiSubSwstem | Configured | Skatus | Startup | Account | Port |
. v HELPSYR Yes Stopped Auko
2 Tiveoli Enterprlse Portal Browser fes [WIE: [B1E:
Y Tivoli Enterprise Portal Desktop es (1) 1)
%E}l Tivali Enterprise Partal Server KFWSRY Wes (TEMS)  Started Auko Localswstem
%B‘E Universal Agent Primary es (TEMS)  Started Auko Localsyskem
A =2 Warehouse Summarization and Pru...  Primary Mo
%ﬂg Monitoring Agent For Windows 05 Primary ‘fes (TEM3) Started Auto Local3vstem
%ﬂg Warehouse Prosy Primary Wes (TEMS)  Started Auko LocalSwstem
%O Tivali Enterprise Monitoring Server TEMS1 Ves Started Auko Localswstem

[T 4

Once the ITM Universal Agent has been restarted, the Sun Servers Integration 1.0
for IBM Tivoli Monitoring should be visible to ITM and ready for further
configuration.
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Verifying Successful Installation

The best way to verify that the Sun Servers Integration 1.0 for IBM Tivoli

Monitoring has been successfully installed on your ITM server is to confirm the
presence of the files that the Install Wizard has installed in the target installation

directory that you specified during installation.

See Appendix A for a listing of installed files.

Uninstalling the Sun Servers Integration 1.0

for IBM Tivoli Monitoring

Uninstalling the Sun Servers Integration 1.0 for IBM Tivoli Monitoring uses a
variation of the same Install Wizard that you used to install the Sun Servers

Integration 1.0 for IBM Tivoli Monitoring.

To uninstall the Sun Servers Integration 1.0 for IBM Tivoli Monitoring in Windows,

do the following:

1. From the Windows desktop, choose Start — All Programs — Add or Remove

Programs.

Windows displays a list of installed programs on your server.

2. Scroll down the list to display the Sun_Servers_Integration item.

B Add or Remove Programs

Zhange ar

Add Mew

=] E3
% Currently installed programs: [T Shaw updates Sork by -I
Y
1 D 1
Change/Remove

Programs o Symankec Ankivirus Size  £5.54MB

BL TextPad 5 Siee  4.57MB

E Total Commander (Remove of Size 2,58MB

Repair)

VE ¥NC Free Edition 4.1.1 Size 1.57MB o

3. Select that item and click the Change/Remove button.

4. Complete the instructions to uninstall the Sun Servers Integration 1.0 for

IBM Tivoli Monitoring.

5. On the same server, remove select configuration entries from the following

ITM configuration files.
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6.

ITM File

Entries to Remove

\IBM\ITM\TMAITM6\wWOrk\KUMSLIST

SUNSERVERS

\IBM\ITM\TMAITM6\work\KUMPCNFG

SNMP_sunPoll.mdl

\IBM\ITM\TMAITM6\work\TRAPCNFG

petTrap*
sunPlat*
sunHwTrap*

Save each of these configuration files.

IBM Tivoli Monitoring and Sun Devices
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CHAPTER 3

Configuring I'TM to Monitor Sun
Devices

Before ITM can process and display traps from Sun servers correctly, you must
perform the following configuration tasks on the ITM server:

= Configure the ITM Universal Agent.

=  Enable SNMP polling in the Tivoli Enterprise Portal.

= Activate the Sun-specific Situations.

= Configure custom workspaces for Sun-specific situations.

The following sections of this chapter provide instructions about completing these
tasks.

Configuring the ITM Universal Agent

For the Sun Servers Integration 1.0 for IBM Tivoli Monitoring to operate correctly,
you must verify that two of the variables associated with the ITM Universal Agent
are set correctly. Specifically, you must configure the Universal Agent so that it
loads the appropriate SNMP and POST Data Providers each time that it starts up.

To set these variables, do the following:

1. From the Windows desktop, choose IBM Tivoli Monitoring - Manage Tivoli
Monitoring.

2. Right-click the Universal Agent entry to display a pop-up menu.

IBM Tivoli Monitoring and Sun Devices 14



F Manage Tivoli Enterprise Monitoring Services - TEMS Mode - [Lo... [li[=]
fckions  Options  Wew  Windows  Help

SEsl =5 & e

ServiceBpplication | Taski3ubSyskem | Configured | Skatus
@ =2 Frlipse Help Server HELPSYR. Yes Stop...
Tivoli Enterprise Portal Browser Yes
Tiwoli Enterprise Partal Desktop Yes
%Bﬁi Tivoli Enterprise Portal Server KFWSRY ¥es (TEMS)  Started

Universal Agent Started

Skark
iﬂn &2 Warehouse Summarization . Stap
:}{‘“E Maonitoring Agent For wWindo Recyle F15) Started
5{‘“9 Wi arehouse Prooy F1S) Started
S (7)) Tivoli Enterprise Monitoring  Change Startup... Started

Change Startup Parms. ..

Set Defaults For All Agents. .,

Zonfigure Using Befaulks
Create Inskance, ..
Reconfigure. ..

Advanced 3

Browse Sefkings...
Abouk Services. .,

Configure Java ApE. ..

Licensing g

1| | i
&

Change the startup parameters for the service |

3. Choose Change Startup Parms ... to display the Universal Agent: Startup
Parms dialog box.

4. Enter the following string in that dialog box:
SNMP, POST

Universal Agent : Startup Parms |

Startup Parmz:

SHIFPOST

| k. I Canicel

5. Click OK to submit that change.
6. Right-click the Universal Agent entry again to display a pop-up menu.
7. Choose Advanced — Edit ENV File ... .
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k: Manage Tivoli Enterprise Monitoring Services - TEMS Mode - [Loc... [l[=]
fckions  Options  Wew  Windows  Help

SEsl =5 & e

Configure Sdvanced, .,

ServiceBpplication | Unconfigure
@ =2 Frlipse Help Server Remove Instance
Tivoli Enterprise Portal Configure TEPS Interfaces. ..,

Tivaoli Enterprise Porkal

%Bﬁi Tivoli Enterprise Portal Server Edit Trace Parms. ..

Vieny Trace Log...

o

Shark
foeRyy, 2 Edit Yariables.. .

%EE M Skop |
%ng W Recycle 4,
%O Tis Edit: EIF Configuration. . .
Zh Starkup...
SHE S Edit TEC Server Mapping File...

Change Startup Parms. ..

Set Network Interface
Set Defaulks For All Agents. ..

add TEMS application support. ..

Configure Using Defaulks
~anrid g Remoyve TEMS application suppart. ..

Creakte Inskance. ..
Reconfigure. .. Configure SOAP Server Hubs, ..

Advanced Ikilities »

Browse Sethings...
Abouk Services, .,

Zonfigure Java SpE...

Licensing k

1| | i
o

Edit the service ENV il |

ITM launches your default Windows text editor and displays the file named
KUMENV.

8. Scroll down that file until you locate the line containing the following
variable:

KUMP_POST APPL_TTL
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B KUMENY - Notepad I =]

File Edit Format Wiew Help

KUMP_RE_PATH=C : % IBM“ITM~TMAI TM&E b
MLS1_LOCALEDIR=C:%IBMITMTMAITME Y b

KUMP_POST_APPL_TTL=85400

1] | AW

9. Edit that line to set the value of that variable to 86400 or higher.

This sets the interval within which messages persist. 86400 or higher sets that
interval to at least 24 hours.

Note: Ifthe KuMP_ POST APPL_TTL line is not present, add it.

10. Scroll further down that file until you locate the line containing the
following variable:

KUMP_SNMP_AUTOSTART COLLECTION_MIB2

[ KUMENY - Notepad M=]
File Edit Farmat Wiew Help
N __ "N
W SHMP DP Parameters "

i i

FUMP_SMMP_MONITOR_TRAP=Y

FUMP_SMMP_MET _DISCOWERY =Y

FUMP_SMMP_MET _DISCOWVER_EMTERPRISE=M
fUMP_SMMP_MARNAGE_LOCAL _METWORK=Y _J
e

FUMP_SMMP_DEBUG_TRAP=M
FUMP_SMMP_DEBUG_DISCOWERY _ROUTE=N
FUMP_SMMP_DEBUG_DISCOWERY _EMTERPRISE=N
fUMP_SMMP_DEBUG_DISCOWERY _MNETWORK =M
FUMP_SMNMP_DEBUG_MIE_MAMNASGER=M
FUMP_SMMP_DEBUG_MIE_TO=M

KUMP_SNMP_AaUTOSTART _COLLECTION_MIBZ =Y :j

11. Edit that line to set the value of that variable to Yes (Y).

Note: If the KUMP_SNMP AUTOSTART COLLECTION MIB2 line is not
present, add it.

12. Save the file.

ITM may prompt you at this time to recycle the Universal Agent.
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Universal Agent

Ta implement any changes,

9
ytr,) the service must be recycled.

Would wou like to do that now?

13. Click Yes (if you receive this command box) or right-click the Universal
Agent and choose Recycle to recycle the agent and apply these
configuration changes.

l@ Manage Tivoli Enterprise Monitoring Services - TEMS Mode - [Loc... [ll[=]
Actions  Options  Wew  Windows  Help

SlEnl 5| & 2

Service/Application | Task/SubSystem | Configured | Status I
@ 52 Erlipse Help Server HELP3YR. Yes Shap. ..
Tivali Enterprise Portal Browser Yes
Tivoli Enterprise Portal Desktop Yes
}Eﬁl Tivoli Enterprise Partal Server KW SR Yes (TEMI) Starked

Lriversal Agent Skarted

Skark
L o8 \Warehouse Surmmarizat

= Ska

;*’EE Monitoring Agent For W = (TEM3)  Started
%ﬂg Warehouse Proxy L. (TEM3)  Started
}{‘D Tivoli Enterprise Maonitoi Change Startup, .. 5 Starked

Change Skartup Parms. ..

Set Defaults For all Agents. .,

Configure Using Defaulks
Create Instance. ..
Reconfigure. ..

Advanced »

Browse Setkings. ..
Bbout Services., .,

Canfigure Java App...

Licensing L

4| | 2+
A

Stop and skark service or application |

Restarting will cause the Agent to load the SUNSERVERS managed node list and
the SNMP_sunPoll application.
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Enabling SNMP Polling in the Tivoli
Enterprise Portal

The Sun Servers Integration 1.0 for IBM Tivoli Monitoring includes an SNMP
polling application. Before you can poll Sun servers, you must perform some
configuration on the Universal Agent.

To configure the Universal Agent to support SNMP polling, do the following:
1. Launch the ITM Enterprise Portal.
2. Expand the Universal Agent entries in the navigation pane.

3. Right-click the [SERVER]:SUN-POLLOO entry to display a pop-up menu.

S Wiew |Physical m =
® &
| Enterprize
] windows Systems
E—% WIGSET-44
= % Univerzal Agent

E' 129-148-97-0: SMMP-MAR AGERDD

=5 SUMSERWERS: SMP-hAMAGEROD

_lﬂ WIGSST -4 ShMP-AMAGERDD

T=| g !

=1

B

B

=.= '|I

= Link T yoo-

55+ IFik 10... # Create or Edit...

=5 [0 Launch...

i M 4 Situations...

'iﬁ Manage Situations
I3 Manage Policies
@ Print Preview...
i Print...
Properies...

4. Choose Take Action ... - Select to display the Take Action dialog box.

5. Choose Monitor Start from the Name: drop-down box in the Action control
group.
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=8 Take Action

~Actian r
Mame: =Select Action= LI

Commmand:  [Foeect Action= -
hanage Exclude
=P SET
hanage Start oo
Manage Stop

onitar Stop

—Destination =
ontrol Delste il

=l

Ok Cancel Help |

6. Inthe AgentData field, enter the IP address and SNMP listening port
number of the Sun server on which you wish to perform polling.

55 Edit Argument Yalues
Marne Walue
AoentData 2914897 22809161 ]|
{Irteryal
attrzroupn
QI Cancel

For example, if the Sun SNMP Hardware Agent is listening on a port other than
161 (the default), enter port number 9161 in square brackets after the IP address
in the dialog box.

7. In the Destination Systems list, click the [SERVER]:SUN-POLLO0O0 entry.
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=8 Take Action

Action
Matne: |Moritar Start =l
Command: o1 217 ) INTERVAL= H
TTEGROTP= &
Arguments... |

Diestination Systems

Ok

129-145-97-00ShhP-RANAGERDO
SUMSERWERS: SMMP-MANAGERDD
WSS -44: SMP-hANAGERDD
! 7-44: 50 _POLLOO
WSS -44: TRAP _SUNOD
WSS -44 AP Scp: U AGERTOO
WSS -4 ASF Sl HAGENTOD
WSS -44POSTdp: MASDD
SS7 -44POSTdp HAGENTOO
ASSET -4 S P LAGENTOD

Cancel Help

8. Click OK to confirm these changes.

ITM displays a message box.

Action Status

Dezstination: WEE97-44: 3TN _POLLOO

Return Code: 0

Message: Command was submitted.

X]

Activating the Sun-specific Situations

Each of the following Sun-specific situations that ships with the Sun Servers
Integration 1.0 for IBM Tivoli Monitoring needs to be activated in ITM manually.

Situation

Description

Sun Hw Trap cleared

Handles traps from the SUN-HW-TRAP-MIB with
severity level CLEARED.

Sun_Hw_Trap_critical

Handles traps from the SUN-HW-TRAP-MIB with
severity level CRITICAL.
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Situation

Description

Sun_Hw_Trap warn

Handles traps from the SUN-HW-TRAP-MIB with
severity level WARNING.

TRAP_alarm off

Handles traps from the SUN-PLATFORM-MIB of
type sunPlatAttributeChangelnteger where alarm
state changed from ON to OFF.

TRAP_alarm_on

Handles traps from the SUN-PLATFORM-MIB of
type sunPlatAttributeChangelnteger where alarm
state changed from OFF to ON.

TRAP_device_ inserted

Handles traps from the SUN-PLATFORM-MIB of
type sunPlatStateChange and the notification state
changes from Empty to Occupied.

TRAP device removed

Handles traps from the SUN-PLATFORM-MIB of
type sunPlatStateChange and the notification state
changes from Occupied to Empty.

TRAP_env_clear

Handles traps from the SUN-PLATFORM-MIB of
type sunPlatEnvironmentalAlarm and perceived
severity is CLEARED.

TRAP_env_warn

Handles traps from the SUN-PLATFORM-MIB of
type sunPlatEnvironmentalAlarm and perceived
severity is WARNING.

TRAP_equip_clear

Handles traps from the SUN-PLATFORM-MIB of
type sunPlatEquipmentAlarm and perceived
severity is CLEARED.

TRAP equip_ warn

Handles traps from the SUN-PLATFORM-MIB of
type sunPlatEquipmentAlarm and perceived
severity is WARNING.

TRAP equipholder clear

Handles traps from the SUN-PLATFORM-MIB of
type sunPlatAttributeChangelnteger where
equipment holder status changed from Holder
Empty to In the Acceptable List.

TRAP equipholder warn

Handles traps from the SUN-PLATFORM-MIB of
type sunPlatAttributeChangelnteger where
equipment holder status changed from In the
Acceptable List to Empty.

To activate Sun-specific situations in ITM, do the following:

1. Launch the ITM Enterprise Portal.

2. Expand the Universal Agent entry in the Navigation Pane.
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= e IF'h':.:'sin::aI vl m 4
® & :
Enterprize -
@ Windowss Systems
IJ:'I—%WGSQT-M
= ﬁ Univerzal Agent
Eg 129-1453-97-0: SNMP-MANAGERDD
SBCBY < SER Y ERS: SNMP-MANAGERDD
WA RNAGED-NODES
MIBMODATA,
MIBSTATUS b
METSUMMARY
METWWIORK
ROUTER
TRAP
[ﬂ—&l WGEAT 44 SHMWP-MARNAGERDD LI

e ey oo e o

Right-click the SUNSERVERS:SNMP-MANAGERO00 - TRAP to display a
pop-up menu.

e o B
® & ’

Enterprize

@ Windowss Systems

E—%mga?-m

- ﬁ Univerzal Agent

Eg 129-145-97-0: SHMP-MANAGERDD
= -;E'g SUNSERYERS: SMMP-MARNAGERDD
WA RNAGED-NODES
MIBMODATA
MIBSTATUS
METSUMMARY
METWWIORK
ROUTER
TR&R

o e ey oo e o

WGEIT- Workspace b
WIGEET -
WISEET - Take Action... k
WGSIT- LinkTo.. b
WIGEET -
WGSar.e Lo Launch..
WIGEET - |
2L iGEgT-:
Windows 05 @ Print Preview:...
& Print..

Properies...
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4. Click the filter button in the toolbar.

=7 Situations for - TRAP

@ Sun_Hw_Trap_cleared
@ Sun_Hwe_Trap_critical
@ Sun_Hwe_Trap_warh
i TRAP_alarm_off

@ TRAP_alarm_an

5. Check the Associated with Monitored Application checkbox
Show Situations |

Showy Situations that are:
v As=socisted with Monitored Application.
[ Eligikle far As=socistion.

v Associated with this object.

Cancel | Helg |

6. Click the OK button to display a list of available situations.
7. Right-click an entry for a Sun-specific situation to display a pop-up menu.

8. Choose Associate.
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10.

11.

r e B & Z

B} TRAP N
df Al Managed Systerms D
= @ Univerzal Data Provicer
—dda HOTLIST _offline
—ﬁgn MEZ_egpError =
—ﬁgn MEZ_egpieighError
—ﬁgn MEZ_icmpError
—ﬁgn MEBZ_irterfacelbown
—ﬁgn MBZ_irterfacelnErrar
— dda MB2_jrterfaceOutError Wb Create New.
— ﬁgn MBZ_ipFragmertationEr

— ds MB2_jplnError @ Create Another...

— 2 MB2_ipOutError % Start Situation !
— ﬁgn MEBZ _snimpOperation®ic

— dda MB2_tcpError '% Stop Situation i

—ﬁgn MEZ _udpError

—ﬁgn METWORK _not_respon
— dda ROUTER _status_offline
— @ Sun_Hwe_Trap_cleared
—l@ Sun_Hwe_Trap_critical
—l@ Sun_Hwe_Trap_warn LI

4 Delete Situation

In the right-hand pane of the Situation Event Console, click the Formula
tab.

‘ f Formula | Distrit:uuti-:unl 7 Expert .&dvicel i) .&n:ti-:unl Llntill

Click the drop-down box in the State control group to display a list of
available severity settings for the currently selected trap.

State

R Critical
A1 Warning
(i Informational

Choose an appropriate severity level for this trap and click the OK button
to apply changes.

This Sun-specific situation will now be correctly associated with the TRAP
workspace.

Repeat this procedure for each Sun-specific situation.

IBM Tivoli Monitoring and Sun Devices 25



Configuring Custom Workpaces for Sun-

Specific Situations

To finalize the configuration of Sun-specific workspaces, you must perform a final

configuration procedure.

To customize your workspace(s) for Sun-specific situations, do the following:

1. Launch the ITM Enterprise Portal.

2. Expand the entry list to display red, yellow, or green status icons next to

entries.

RS Wiew IPhysicaI - | m

@ &

| Enterprize
) windows Systems
=By wWesa7-44
H

3. Move your mouse over one of these colored icons to display a pop-up
window containing recent traps received from that selected data provider.

@ CRITICAL
&2 | Sun Hw Trap eritical

=2 | TEAP sewverity crit

& WARNING
=2 | Jun Hw Trap warn

23| TRAP severity warn

@ INFOFMATIONAT
@l TRAFP severity cleared

WEST—44
WEZe7-44;

WEEeT-44
WEET—44

WEST—44

SNMP-MANAGEROO
SNMP-MANAGEROO

SNMP-MANAGEROO
SNMP-MANAGEROO

SNMP-MANAGEROO

KPAITR 011 Select workspace link button to vieww situation evert results.

4. Click one of the icons representing a trap type.

@ CRITICAT

& | Sun Hw Trap critical

&2 | TRAP sewverity crit
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ITM displays specific information about that trap and related traps in the Current
Situation Values and Situation Event Console panes.

5. In the Situation Event Console, right-click one of the displayed traps to
display pop-up menu.

|8 Current Stuation Yalues

¥ PostTime zk

Take Action... [

Link Tao... ]

<3 Export
o Launch...

M Split verically

Kl B Split horizontally

X Remove
@ Print Preview...

6. Choose Properties from that pop-up menu to display the Properties dialog
box.

7. Inthat Properties dialog box, click the Click here to assign a query button.

] Guery | e Firtersl [ Threshnldsl Ay S‘t':.flel

| E Click here to assign a gquery.

8. In the left pane of the Query Editor, expand the entries to display the MAS-
DPPOST-DPPOST icon under the Universal Data Provider entry.

Note: ITM preserves a certain amount of this configuration information, even
after you have uninstalled and re-installed the Sun Servers Integration
1.0 for IBM Tivoli Monitoring.
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*=+ Query Editor

SIS
IEM Tivali Monitaring 5.x Endpaint
IEM Tivali Monitaring 5.x Endpaint A2
Linw O35
Tivali Erterprize Maonitoring Server
x5 niversal &nent
g5 Universal Data Provider
B Mas

B} DPPOST

k| CPPOST

Bk SrmP-MANAGER
Eky sUM_POLL
Bk TRAP_SUR

9. Click the DPPOST entry.

10. In the right-hand pane of the Query Editor, click the Query Results Source

tab.

Specification Eauery Rezultz Source I

—Guery Results Source
{ Let system assign sutomatically

% Let user sssign explictly

~Assigned
WWEEST 44RO Tdp MAZO0

~Available Managed Systems

129-1 48-9T-D:SNMF‘-M.&NMH
SLMSERYERS: ShMP-hl AR A,
ST 44 SMMP - AR AGE -

ANATCOT dd-CL kL T 1

Kl r

—Available Managed System Li

FCSTOM_hdas00 -
FCSTOM_ShmP-mANAGER
FCSTOM_SUR_POLLOO

AT I Tekd TN O Ihlrﬂ

4

Edit Maraged =ystem Lists |

11. In the Assigned listbox, check the Let user assign explicitly checkbox and

click the name of the application group.
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Specification QUEry Resuts Source

~Gueny Results Source
™ Let system assign automatically

f+ Let user assign explicitly
—Assinned

—Available Managed Systems

1259-1 48-9T-D:SNMP-MAN.&EH
SUMSERNWERS: SMMP-l a2
WSS 44 5P -l AR AGE -

AOKT T Ad-Ct Dk l‘l('\II [ nlnl

]

—Available Managed System Li

FCUSTOM_has00 -
FCUSTOM_ShMP-MANAGER
FCUSTOM_SUM_POLLAO

£ T ™akd T O M T Ihll’\l'i

Kl

Edit Maraged System Lists |

12. Click OK in the Query Editor and in the Properties dialog box to apply

these changes.

Perform this task with each Sun-specific Situation.

ITM then displays each of these configured traps under the TRAP entry in the

Workspace navigator.

s e IF'h-:.fsin::aI "I
Y
® <

I

Enterprize
] windows Systems
E—% WWGEET-44

ﬁ Univerzal Agent

K

E@ 129-145-97-0: SMP-ANAGEROD
E@ SUMSERWERS: SHMP-MARAGERDD
WIGSTT-44: ShP-hANAGERDD

@l-} TRAP

Sun_Hwe_Trap_critical - Tue :
% TRAP _severity_crit - Tue Seg
¥ More...

| o

| ﬁ Phy=ical I

ITM will also begin to populate the Current Situation Values pane with traps

received from this data provider.
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CHAPTER 4

Configuring Sun Devices to be
Monitored by ITM

This chapter describes how to configure your Sun devices to be monitored by ITM.

A complete and current list of supported Sun servers, service processors, and service
processor firmware is available at
http://www.sun.com/system-management/tools.jsp. Please consult this web site
before configuring Sun devices for ITM.

Sun Device Configuration Task

Sun SPARC Enterprise Configure the Sun SNMP Management Agent for
T1000/T2000/T5x20 Servers | Sun Fire and Netra Systems

Sun SPARC Enterprise Enable and configure SNMP on the ILOM 2.x
T5x20 Service Processors service processor

Configuring Supported Sun SPARC
Enterprise Servers to be Monitored by ITM

To monitor Sun servers or service processors in ITM, you must configure SNMP on
those devices.

SPARC Solaris SNMP Configuration

If you want ITM to use OS-based SNMP to monitor your SPARC Solaris servers, the
Sun™ SNMP Management Agent for Sun Fire™ and Netra™ Systems (hereafter
Hardware Management Agent) must be installed and configured on each of these
SPARC Solaris nodes.

Installation

To evaluate SNMP system requirements for your SPARC Solaris server and to learn
how to install the Hardware Management Agent on it, consult the following Sun
manual:

= Sun™ SNMP Management Agent Administration Guide for Sun Fire™ and
Netra™ Servers (Part Number 819-7978). You can download this manual from
http://docs.sun.com.
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Configuration

For integration between the Hardware Management Agent and ITM to work
correctly, you must verify that the Hardware Management Agent configuration file
on your managed SPARC Solaris nodes contains the following entries. To update
that configuration file, do the following:

1.

On the managed server, open the following configuration file in a text
editor:

/etc/opt/SUNWmasf/conf/snmpd.conf

Configure (or verify) that the Read Only community string matches at least
one of the community strings configured on the ITM management server,
for example rocommunity public.

Configure (or verify) that the Hardware Management Agent and ITM are
listening and sending on the appropriate port numbers.

For example, if the Sun SNMP Hardware Agent is listening on port 9161 and
sending traps on port 162, configure ITM to listen on port 162 and send on port
9161. The following setting specifies that the Sun SNMP Hardware Agent
listens on port 9161.

agentaddress 9161

You must configure ITM to poll SPARC Solaris servers using that same port, in
this case port 9161.

Add an entry to specify whether you want to send SNMP v1 or SNMP v2
traps.

SNMP format Entry
v1 trapsink <destination_hostname>
v2¢ trap2sink <destination_hostname>

where <destination_hostname> specifies the name or IP address of the
destination server receiving the SNMP v1 (trapsink) or v2c¢ (trap2sink) traps
from the Hardware Management Agent.

Note:  Adding both lines will result in the Hardware Management Agent
sending ITM two traps for each alert and those redundant alerts
appearing in the event console.

(Optional) Uncomment (remove the # character) from the following line in
the final section of the file.

HAHH R R R R R R R R R R
# SECTION: Trap compatibility mode

SUNW_alwaysIncludeEntPhysName  yes

Enabling this mode for the Hardware Management Agent adds more detailed
sensor and device names to traps and eliminates the need for generic messages
for some sensors such as “A device has been disabled.”

Save the modified file.

For these changes to take effect, you must force the Hardware Management
Agent to re-read the configuration file.
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7. Enter the following commands in a terminal window to force the Hardware
Management Agent to re-read its configuration file.

# ps -ef | grep SUNWmasf | grep -v grep

This command returns the process ID of the Hardware Management Agent
daemon running on your SPARC Solaris system.

# kill -HUP <snmpd pid>

where <snmpd_pid> is the process ID of the Hardware Management Agent
obtained in the previous sub-step.

The Hardware Management Agent re-reads its configuration file automatically
when it restarts.

Y our managed SPARC Solaris servers are now ready to forward traps to ITM.

Configuring Sun SPARC Enterprise T5x20
Service Processors to be Managed by ITM

For a Sun SPARC Enterprise T5x20 service processor to be discovered and
monitored by ITM, you must configure SNMP on it.

A complete and current list of supported Sun servers, service processors, and service
processor firmware is available at
http://www.sun.com/system-management/tools.jsp. Please consult this web site
before installing the Sun Servers Integration 1.0 for IBM Tivoli Monitoring.

Sun Server Service Processor

Sun SPARC Enterprise T5x20 | ILOM 2.0

Configuring Sun ILOM 2.x Service Processors to be Monitored by ITM

To configure SNMP protocol settings on your Sun ILOM 2.x service processor, do
the following:

1. Launch the web GUI (ILOM) on the service processor to be configured and
monitored.

2. Login to the ILOM graphical interface as root.

3. Click Configuration — System Management Access — SNMP to display the
SNMP configuration screen.
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Sun™ Microsystems, In

System System s User Remote :
Information Monitoring Enoiiaussdion Management Control Meiptenance
System :
Alert Serial Clock

Management Management M etieark Eart s i Svslog
ACCESS
YWebh Semver ShMP S5L Cerificate

SNMP Settings

Manage SHMP users, communities, and access from this page. To permit access for Set Reguests aor
w1, w2e, orvad protocols from SHMP users, check the box next to the appropriate function.

Port: |1 A1

Set Requests: Set Requests
[l w1 Pratocol
]2 Protocal

[l w3 Pratocol

Save |

4. Verify that the value of Port is set to the default SNMP port number (either
the original default port 161 or some other port that you have set as
default).

Note:  Check the v3 Protocol checkbox only if your management application
supports it.

5. Click the Save button to submit the changes.

6. Click the Configuration - Alert Management tab to display the Alert
Settings screen.
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Sun™ Microsystems, Inc.

Configuration

Systemn 5
Alert Serial Clock SMTP
Uiz leuzi. Management LT Port Settinas SHEEG Client
ACcess
Alert Settings

This shows the table of configured alerts. To send a test alert to each of the configured alert destinations, click the
Send Test Aferts hutton. IPMI Platfarm Event Traps (PETS), Email Alerts and SMMP Traps are supported. Select a
radio button, then select Edit from the Actions drop down list to configure an alert. You can configure up to 15 alerts.

Send Test Alers "

— Actions — w»

1|

Alert ID Level Alert Type Destination Summary

Ol rinar shimptrap 128.157.18.81, snmp w1, community ‘public’
Oz rminar shmptrap 129187 18.82, snmp v2c, cammunity ‘public’
O3 dizahle ipmipet 0.0.0.0

7. Click one of checkboxes for an entry that has no value for the Destination
Summary field.

— Actions — W

1|

Alert ID Lewvel Alert Type Destination Summary

Ol minar shmptrap 129.1587.18.81, snmp w1, community public'
Oz rminar shimptrap 1291487 1882, snmpv2e, cammuonity ‘public'
O disable ipmipet 0.0.0.0

8. Click the Actions drop-down box and choose Edit.

Lewvel

Alert Type Destination Summary

minar snmptrap 129.157.18.81, shmp w1, community public'
rminar shmptrap 129157.18.82, snmp v2c, community public’
dizable ipmipet 0000

ILOM 2 .x displays the following screen.
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Sun™ Integrated Lights Out Manager

To create or modify an Alert, selectthe alert level and type, then
fill in the destination information far the alert type selected.

Level: IDisabIe w
Type: I Pl PFET W

Fill in the IP address of the PET destination. Click Save to
complete your action.

IP Address: 0.0.0.0

[ Sawe \III Close \I

Set (or verify) the following configuration settings.

Field Value

Level: Minor (to view the maximum number of traps at all
severity levels)

Type: SNMP Trap (for the SUN-HW-TRAP-MIB)

Note: Although ILOM 2.0 continues to support the SUN-
ILOM-PET-EVENTS MIB, Sun strongly recommends
configuring your service processors to use the more
robust SUN-HW-TRAP-MIB MIB.

IP Address: IP_address_of_destination_server
SNMP Version: v1, v2c, or v3 (if supported) for your management
configuration

Community Name: | public

Note: At least one of the community strings with at least
read-only (ro) permissions must match one of the
community strings configured in the Element Manager.
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Sun™ Integrated Lights Out Manager

To create or modify an Alert, select the alert level and type, then fill
in the destination information for the alert type selected.

Lewvel:

Type: I ShMF Trap »

Specify the SHMP trap destination P address, version, and
community or user name. Click Save to complete your action.

IP Address: |

SHMP Version: vl W

Community Name: |

[ Sawe \|[: Cloze \I

Done 10.18,141.137 =

10. Click the Save button to submit the change.

Tip:  Verify that the information that you just entered in the dialog box
appears in the updated Alert Management table.

Your Sun ILOM 2.x service processor is now configured to send
SUN-HW-TRAP-MIB SNMP traps to all trap destinations.
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CHAPTER D

Monitoring Sun Devices in ITM

Beyond the raw traps that ITM receives from Sun devices via SNMP, the Sun
Servers Integration 1.0 for IBM Tivoli Monitoring adds value in two ways:

= [t filters and parses raw traps so they appear in ITM Situations with meaningful
information about event sources, severity, and causes (Sun-specific product
knowledge).

= Italso polls Sun devices via SNMP to extract additional information about the
physical devices and physical configuration of components on your monitored
Sun servers.

The Sun Servers Integration 1.0 for IBM Tivoli Monitoring does not provide custom
reporting tools or views beyond what ITM supports. The value-add with the Sun
Servers Integration 1.0 for IBM Tivoli Monitoring is not in the display of Sun-
specific data, but in the robustness and accuracy of the data that is being brought into
the ITM environment.

This chapter provides an overview of the ways that this robust, Sun-specific data
appears in the ITM user interface:

=  Raw traps received form Sun servers

=  Filtered events as they appear in the Situation Event Console and its related
tools

=  Polled information about Sun hardware components

These topics are addressed in the following sections of this chapter.

Viewing Raw Traps in the Tivoli Enterprise
Portal

Depending which Sun device you are monitoring, the Sun Servers Integration 1.0 for
IBM Tivoli Monitoring relies upon a variety of SNMP MIBs and/or agents. The MIB
or agent generating these raw traps is visible in the ITM SNMP-MANAGERO00 —
TRAP situation. For example, raw traps generated by the SUN-HW-TRAP-MIB are
identifiable in the Report pane as sunHwWTrapMIB.
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Erterprize :l
@ itindowes Systems
E—% WG SET-44

= ﬁ Univerzal Agent
129-145-97-0: SNMP-MANAGERDD
SUNSERVERS: SHMP-MARNAGERDD
WGSAT 44 SHMP-MAMAGERDD h
MANAGED-NODES
MIEMNODATA —
MIESTATUS
METSUMMARY
METWORK
ROUTER

TRAP |

i Source Typel Enterprise Ma Alert Hame Description

Agent sunHwTrapMIB | sunHwTrapTempCritThresholdExceed... | Atemperature sensaor has reported that it
Agent sunHwTrapMIB | sunHwTrapTempCritThresholdDeass... | Atemperature sensor has reported that it
Agent sunHwTrapMIB | sunHwTrapTempok Atemperature sensar has reported that it

The SNMP alert name and short description are also visible. These raw SNMP traps
serve as input to the Sun-specific filtering and parsing that drive the ITM Situation
views.

Viewing Situation Events in the Tivoli
Enterprise Portal

The unparsed, unfiltered information in raw SNMP traps is visible in ITM situations
in the Initial Situation Values pane. To view the raw information, mouse over the
Value List field in that pane.
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= Initial Stustion Yalues

Description Yalue List
Atemperature sensar has reporte... | {1.3.6.1.4.1, 422175 103.2.1.1.0[A5MN_OCTETETRIM G

hg

(136141422175103.241 0]
ASN_OCTETSTRING MyHuron
136444422475103.21.14.10]
ASN_OCTETSTRINGIO701BB1051 X
1361 41422175103.21.150]
ASN_OCTETSTRING] ¥
136441 42247510321 2 0[ASN_OCTETSTRING
| .[129.148.97 210 mhby_+1vBcore Voltagey)| =¥ SMBICMPOT_TCOREX
T 12814897 210 mb v +1vBcore: VoltageL| | 551 41:422175.103.21.3 D[ASN_INTEGERH i
= 136041 42247510321 4 0[ASN_OCTETSTRING

|| 129.148 87 236 /SYSMMBICMPOT_TCORE a0 nooooo 1 3.61.41 42247510324 5.0[
J[ 12914897 256 JEYSMBICMPOT_TCORB a5y OCTETSTRING]S1 000000

.| 129.148.97 236 /SYSIMB/CMPOT_TCORE1 3614142 217510321 8 0[ASN_OCTETSTRING
Upper Critical going high s
136444422475103.21.10.0]
ASN_OBJECTIDENTIFIER]
2B060102012F01 01 01 01 0251 47 H
136441 42.2175.103.2.1 .13 0[A5N_NTEGER]3}

Post Text

The Sun Servers Integration 1.0 for IBM Tivoli Monitoring makes this information

more readable and usable by parsing it into Sun-specific fields of information in the
Current Situation Values pane. For each message, the originating system IP address,
sensor name, short description, and severity are clearly visible.

5 ke Fost Text Fost Categorny
: 12914897 210 mboy_+1v3core: VoltagelUpperCritical Going Low Infarmatian
L 12914887 210 mby_+1vBcore: VoltageUpperCriticalGoingHigh Infarmatian

| 12914897 236 FSYSMBICMPOT_TCORE: Upper Man-critical going 1., | Information
| 129.148.97 236 FSYSMBICMPOT_TCORE: Upper Critical going [ow Infarmatian
L 129148 87 236 ISYSMBICMPOT_TCORE: Upper Critical going high Infarmatian

This detailed information is useful when diagnosing problems with one or more
monitored Sun servers on your network. Once you have the Sun Servers Integration
1.0 for IBM Tivoli Monitoring and your ITM situations configured, you can view the
overall status of multiple servers by expanding the situations in the Navigation Pane.
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g WG SET-44: SMMP-ANAGERDD
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For any Situation Event Item that has a colored event indicator, you can mouse over
that indicator to display a severity-sorted list of the most recent events received by
that situation.

]

@ CRITICAL
@ | Sun Hw Trap critical We307-44:3NMP-MANAGEROO 09/18/07

=2 | TRAP severity crit WE397-44  SNMP-MANAGERDO  09/18/07

& WARNING
28 | Zun Hw Trap warn WE397-44 : SHNMP-MANAGERDD 09718707
2 | TRAP severity warn WEs07-44 : SNMP-MANAGEROO  09,/18/07

@ INFORMATICONAT
@l Sun Hw Trap cleared  We397-44:3WMP-MANAGEROO 09/18/07

To drill down further to investigate the status or cause of an event, select one of
those events in the list.
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@ CRITICAT
@ | Sun Hw Trap critical WES97-44:3HMP-MANAGEROOD 09/18/07
TRAP_ severity crit WEZ97-44: SNMP-MANAGERDO 09/18/07

& WARNING
22| Sun Hw Trap wWarn WE397-44: SNMP-MANAGEROO 09/18/07

@2 | TRAF severity warn WE397-44; SNMP-MANAGEROO 09718707

@ INFORMATIONAT
@l Sun Hw Trap cleared  WE397-44:3NMP-MANAGEROOD 09/18/07

Click that selected event to display detailed information about it in the Initial
Situation Values and Current Situation Values panes.

| Q] Erterprise Name
| sunHwTrapMIB

Alert Mame =] Severity Crescripti
sunHwTrapTempCritThresholdExceeded | .. Atemperature sensor has reporte

= | Current Situation Values
¥ PostTime Post Text Fost Ci
0971 8/07 16:43:03 12914887 2110 mby_+1wBcore: VoltageUpperCritical GoingLow Infurmai
091807 16:42:24 12914887 2110 mby_+1wBcore: VoltageUpperCriticalGoingHigh Infurmai
0971 8/07 16:41:32 129148 87 236 ISYSMBICMPIT_TCORE: Upper Mon-critical going |... Infurmai
09 a8/07 16:40:33 L 12914897 236 ISYSMMBICMPLT TCORE: Upper Critical going low Inforrmat
09 8/07 16:39:42 || 12914897 236 MISYSMMBICMPAT_TCORE: Upper Critical going high Inforrmat
R |

To view any one of these events in the context of all the events received from
multiple servers, click the SNMP-MANAGERO0O in the Navigation Pane.

IBM Tivoli Monitoring and Sun Devices 41



=S Wie IF‘hysicaI vI m A
® &

Erterprize
) windows Systems
E—% WGSET-44

E Univerzal Agent

| »

AN LGED-MODES
MIBMHODATA,
MESTATUS
METSURMMARY
METWIORH
ROUTER

TRAF =l

' @E Phy=zical I

ITM displays all events in the Situation Event Console.

QA O | & o | @ |TotalEvents: 5 | e Filter: WGS37-44:SNMP-MANAGERDD

Severity atya Situation Mame &y Ul pd Opened Age  |al Timests Type
[+ i,/ Informational | .. Sun_Hw_Trap_cleared oM amy. | 1 Day, .| 097180, | Pure

[+ Warning . TRAP _severity_warn oM amy. | 1 Day, .| 097180, | Pure
/1 Warning Sun_Hw_Trap_warn oM amy. | 1 Day, .| 097180, | Pure
R Critical TRAP _severity_crit 09 ey | 1 Day, .. | 09180, | Pure
R Critical Sun_Hw_Trap_critical 09 ey | 1 Day, .. | 09180, | Pure

You can also configure the Chart object in the Situation Event Console to display a
graphical summary of events of a particular severity or source.
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M Open Situstion Courts - Last 24 Hours 0HeO x

e

TRAF_severity_warn T
TRAF_severity_critT
TRAFP_equipholder_warn T
TRAF_equipholder_cleart

TRAP_env_warn T

TRAF_env_cleart
TRAP_device_remowed T
TRAP_device_insertad T
TRAP_alarm_on T

TRAP _alarm_off

COcount

Sun_HwTrap_warn

Sun_HwTrap_critical T

Sun_HwTrap_clearad

As you investigate particular events in the Situation Event Console, ITM adds them
to the SNMP-MANAGEROO0 — TRAP list in the Navigation Pane.

® €

=5 Wiy IPh-:,-si::aI il I

I.J—]—% WGSTT-44: ShP-MANAGERDD
MANLGED-MNODES
MIEMODATA,

MESTATUS

METSURMARY

METWIORH

ROUTER

Eun_Hw_Trap_cleared - Tue Sep 18 164132 GWT-02:00 2007
% Sun_Hwe_Trap_critical - Tue Sep 18 16:39:42 GMT-08:00 2007
% Sun_Hwe_Trap_warn - Tue Sep 18 16:40:38 GMT-08:00 2007
% TRAP _zeverity_crit - Tue Sep 15 164224 GMT-02:00 2007
% TRAP _zeverity_warn - Tue Zep 18 16:43:03 GMT-08:00 2007
[ﬂ— WIGEAT- 44 SUM_POLLOD

| ﬁ Phy=ical I

If you no longer need to preserve them, you can right-click a Situation Event Item to
choose to acknowledge it or to close it.
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- TR >
B TRAP _severity_ Tebiz ALio... 007
& TRAP_severity_ Link To...  fo 2007
WGS97-44:SUN_POLLOL = Launch
WinEo7-44: TRap suwn =@ SAUAE..
WESIT-448PISdn UAGE 48 Edit Situation...
WGSIT-4445F Sop: UAG SO ———
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WGSIT-44POS T UAG Close Event... >
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K ¥ Remove Event Item [
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-------------------------------------------------------- = Print..
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m B8
o :
@ & ;
S8 TRap A
% Sun_Hwe_Trap_ o 0 200
& Sun_Hw_Trap_o YWarkspace ¥ o 2007
& Sun_Hw_Trap_s _ 0 2007
— TR »
B TRAP_severity_ B AT 2007
& TRAP_severity_ Link To... » p0 2007
WGSIT-44: SUN_POLLOL = Launch
WESOT-44: TRAP SUnn =9 SAUMER..
WGSOT-444PISdn UAGE 48 Edit Situation...
WGSIT-44 A5F Sdp UAG
b
WGSET-44POS T MAS Acknowledoe BEvent...
WGSIT-44POSTdp UAG
WGSIT-44SNMPdp UAG =
1I ¥ Remove Bvent ltem | =
ﬁ Physical I @ Print Preview:. .. !
-------------------------------------------------------- = Print...

Properties...
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Viewing polling results in the SUN-POLL
application

In addition to filtering and parsing raw traps that are sent to it from SNMP MIBs and
agents, the Sun Servers Integration 1.0 for IBM Tivoli Monitoring can enable SNMP
polling of monitored Sun devices. The situation named SUN_POLLOO displays the
results of SNMP polling of Sun device tables and device status information.

#55 Wisw IF'h':.fsicaI vI m =
® &

Enterprize -
@ Windowss Systems
E—% WIGSOT-44

- ﬁ Univerzal Agent

-;':.'g 129-145-97-0: SMP-hANAGEROD
5] SUMSERWERS: SMP-tANAGERDD

Il

il

A

L WGSTT-44: SNMP-MANAGERDD 4

S5 WiGSS7-44:SUN_POLLOD
S ENTPHY SICA ||
Bk SUNPLATALARMT ABLE
Bk SUNPLATEQUIPMENTHOLDERT
Bk SUNPLATEQUIPMENTTABLE

B GSO7-44: TRAP SUNDD >

B D

| ﬁ Physical I

Page: |_1 of 4

1 entPhysicalDescr i I entPhysicalClass |F entPhysicalblame t
.| PCl Bxpress Expresshodule | .. |... | container .. | IEYSIMBIRISER2/IPCIEZ -
.| FROM FRU ...|... | other ... | TEY'SIMBISEERPROM §
| MVRANM ...|... | other . | FEYSIMBISCC_ MY RANM §
...| Metwork Module ...|...| container ... | IS SIMBIGBED J’
...| Metwork Module ...|...| container ... | IBYSIMBIGEE1

.| PCl Bxpress Expresshodule | .. |... | container .. | ISYSIMBIPCIE

.| PCl Bxpress Expresshodule | .. |... | container .| TEYSIMBIPCIE-IO

.| USEB Port ... | module .. | IEYSIMBIP CIE-1Q0EE

.| fC Board ... | module ... | FTEYSIMBISASHEBA

.| Temperature Sensor . |...| sensor .| IEYSIMBIT_AMB

..|Host Processor ...|...| other ... | IS EIMBICKMPO

.| Metwork Interface Port oo |... | Other o [ FEVSIMBICMPOMILID ;
.| Metwork Interface Port o..|... | other o LIEYEIMBICMPOIMILN :|'
1 3 !

This provides another tool for interrogating Sun devices and for investigating any
problems that you might encounter with them.
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CHAPTER O

Troubleshooting

If you are experiencing difficulty in configuring ITM and the Sun Servers Integration
1.0 for IBM Tivoli Monitoring, review the following troubleshooting sections:

=  Traps from monitored servers do not appear in the SNMP-MANAGERO00-TRAP
workspace.

=  Situation events are not created when traps arrive.

=  Sensor names do not appear in the Situation Event workspace.

Traps From Monitored Servers Do Not
Appear in the SNMP-MANAGERO00-TRAP
Workspace

If you do not see traps from one or more monitored Sun servers, check the following:
= Are there general connectivity issues on your network?

= Ifyou are monitoring T5x20 servers with the ILOM 2.x service processor, is
there network connectivity between the service processor on the monitored
server and the ITM server? If there is, you should see traps from the SUN-HW-
TRAP-MIB mib.

= Ifyou are monitoring any supported SPARC Enterprise server at the operating
system level, is there network connectivity between the host of the monitored
server and the ITM server? If there is, you should see traps from the SUN-
PLATFORM-MIB mib.

= Is there a firewall between the monitored device (server or service processor)
and the ITM server?

= Is the SNMP agent on the host or SP of the monitored server configured to send
traps to the address of the ITM server?

= Is any port other than the default 162 being used to send the traps?

Situation Events Are Not Created When
Traps Arrive

The most visible symptom of this problem is that the color-coded Situation Event
Items do not appear beside Situation Events in the Navigator pane. .
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Check the following:

=  Were the Situations imported correctly during installation?

=  Have the Situations been associated with the

SUNSERVERS:SNMP-MANAGERO0O - TRAP application as described in the

Section "Activating the Sun-specific Situations"?
= Is ITM6 Fixpack-05 or above installed on the ITM server?

If the problem persists, you may need to delete all the Sun-specific Situations and
reinstall them using the following sequence of commands:

login -s (TEMS_HOSTNAME) -u (TEMS_USERID) -p (TEMS_PASSWORD) -t 1440

createSit
createSit
createSit
createSit
createSit
createSit
createSit
createSit
createSit
createSit
createSit
createSit
createSit
createSit

createSit

-1 "(ITM_INSTALL_DIR)\TRAP_severity_warn.xml"

-1 "(ITM_INSTALL_DIR)\TRAP_severity_crit.xml"

-1 "(ITM_INSTALL_DIR)\TRAP_severity_cleared.xml"
-i "(ITM_INSTALL_DIR)\TRAP_equip_warn.xml"

-1 "(ITM_INSTALL_DIR)\TRAP_equip_clear.xml"

-1 "(ITM_INSTALL_DIR)\TRAP_equipholder_warn._xml""
-1 "(ITM_INSTALL_DIR)\TRAP_equipholder_clear.xml"
-1 "(ITM_INSTALL_DIR)\TRAP_env_warn.xml"

-1 "(ITM_INSTALL_DIR)\TRAP_env_clear _xml""

-1 "(ITM_INSTALL_DIR)\TRAP_device_removed.xml"
-1 "(ITM_INSTALL_DIR)\TRAP_device_inserted.xml"
-i "(ITM_INSTALL_DIR)\TRAP_alarm_on._xml"

—-i "(ITM_INSTALL_DIR)\TRAP_ alarm_off.xml"

-1 "(ITM_INSTALL_DIR)\Sun_HwTrap_warn._.xml*

—i "(ITM_INSTALL_DIR)\Sun_HwTrap_critical .xml"
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tacmd createSit -i "(ITM_INSTALL_DIR)\Sun_HwTrap_cleared.xml"

tacmd logout

Sensor Names Do Not Appear in the
Situation Event Workspace for Individual
Situation Events

Check the following:

=  Was the POST data provider started by the Universal Agent?

=  Was along enough TTL (time to live) specified in the ITM6 Environment file?

= Was the Situation Event workspace configured to link with the POSTDP:mas00
- DPPOST workspace, as described in the section "Configuring Custom
Workspaces for Sun-specific Situations?
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APPENDIX A

Installed and Modified Files

The following files are installed as Sun-specific files or updated by the Sun Install

Wizard.
Category File paths and file names
Application files $CANDLE_HOME$\TMAITM6\metafiles\SNMP_sunPoll.mdl
Trap parsing scripts $CANDLE HOME$\TMAITM6\scripts\hwtrap.vbs
$CANDLE HOME%\TMAITMé6\scripts\pettrap.vbs
$CANDLE HOME$\TMAITM6\scripts\trap device presence.vbs
$CANDLE HOME%\TMAITM6\scripts\trap env_alarm.vbs
$CANDLE HOMES$\TMAITM6\scripts\trap obj alarm.vbs
Managed Node List $CANDLE_HOME$\TMAITM6 \work\SUNSERVERS

$CANDLE HOME$%\TMAITM6\work\TRAPCNFG
Trap Definition file (updated) -

Configuration file of $CANDLE_HOME$%\TMAITM6 \work \KUMPCNFG
applications to load at
Universal Agent startup
(updated)

The Situations are loaded into ITM directly from the XML files that define them.
There are no files under $CANDLE HOME% that represent Situations.
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APPENDIX B

Sun System Management MIBs

Many Sun system management integration packages depend on the SNMP protocol
and use one or more of the following Sun SNMP MIBs:

ENTITY-MIB: This MIB is used by all SNMP agents to monitor and to describe
the physical and logical elements of a managed system. The operation of this
MIB is described in the Sun publication Sun SNMP Management Agent
Administration Guide for Sun Blade, Sun Fire and Netra Servers (819-7978).

SUN-PLATFORM-MIB: This MIB is used by Solaris-based servers to extend the
ENTITY-MIB Physical Entity Table to represent new classes of component and
the Logical Entity Table to represent high value platform and server objects.
This MIB supplies the Sun™ SNMP Management Agent for Sun Fire™ and
Netra™ Systems with traps. The operation of this MIB is described in the Sun
publication Sun SNMP Management Agent Administration Guide for Sun Blade,
Sun Fire and Netra Servers (819-7978).

SUN- ILOM-PET-EVENTS: This MIB enables management platforms that are not
IPMI compliant to partly decode standard IPMI Platform Event Traps (PETS)
generated by the ILOM v1.x and Embedded LOM service processors.

SUN-HW-TRAP-MIB: This MIB replaces and enhances the
SUN-ILOM-PET-EVENTS MIB for ILOM 2.x systems.

To view a summary of the entries in these MIBs or to download them, consult the
following Sun web site:

http://www.sun.com/system-management/tools.jsp
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appenDix C

Glossary

Acronym Term Definition
ALOM Advanced Lights | Sun Advanced Lights Out Manager (ALOM) consists of
Out Manager service processor hardware and firmware that supports the
remote monitoring of Sun SPARC servers.
agent An agent is a service that runs on every computer you want
to monitor. An agent captures information from the
computer on which it is running. An agent applies
predefined rules to the captured data and performs actions
as defined by the rules.
alert An alert is an indication of a significant event. Alerts are
defined by rules.
CLI Command Line A CLl is a text-based interface to a system. Commands in a
Interface CLI can be executed a command shell such as sh, csh, ksh
or the Microsoft Windows CMD shell.
community string | The community string is similar to a password, offering a
limited amount of protection for SNMP data shared over a
network.
configuration file In IBM Tivoli Monitoring, a configuration file specifies the
characteristics of a system device or network.
daemon A daemon is a background process that performs
operations for system software and hardware. Daemons
normally start when the system software is booted, and run
as long as the software is running.
Embedded Lights | Sun Embedded Lights Out Manager consists of service
Out Manager processor hardware and firmware that supports the remote
monitoring and management of Sun servers through IPMI
and SNMP interfaces.
event An event is any significant occurrence in the system or an
application that requires a user to be notified or an entry to
be added to a log.
event indicator In IBM Tivoli Monitoring, the event indicator is a colored
icon that displays over a Navigator item when an event
opens for a situation.
GUI Graphical User A GUI is a program interface that takes advantage of the

Interface graphics capabilities of the computer to make the program
easier to use. Many system management graphical user
interfaces run within a web browser.

host In the context of systems management applications, a host

is a server onto which software (operating systems or
applications) is installed.

IBM Tivoli Monitoring and Sun Devices 51




Acronym

Term

Definition

IT™

IBM Tivoli
Monitoring

ITM is an IBM Tivoli application that applies preconfigured,
automated best practices to the automated monitoring of
essential system resources. The application detects
bottlenecks and other potential problems and provides for
the automatic recovery from critical situations, which
eliminates the need for system administrators to manually
scan through extensive performance data. The application
also integrates seamlessly with other Tivoli Availability
solutions, including the IBM Tivoli Business Systems
Manager and the IBM Tivoli Enterprise Console. Previously
called Tivoli Distributed Monitoring (Advanced Edition).

ILOM

Integrated Lights
Out Manager

Sun ILOM consists of service processor hardware and
firmware that supports the remote monitoring and
management of Sun servers through IPMI and SNMP
interfaces.

IP address

The IP address for a networked object is a 32-bit binary
number that identifies it as a network node to other nodes
on the network. An IP address is expressed in dotted quad
format, which consists of the decimal values of its 4 bytes,
separated with periods (for example, 127.0.0.1).

managed device
[object]

A managed device is an object that is monitored and
managed by a systems management application. Devices
include servers, clients, routers, switches, hubs, and service
processors.

MIB

Management
Information Base

MIB is a data specification for passing information using the
SNMP protocol. An MIB is also a database of managed
objects accessed by network management protocols.

Navigator

In IBM Tivoli Monitoring, the Navigator is the left pane of the
Tivoli Enterprise Portal window. The Navigator Physical
view shows your network enterprise as a physical hierarchy
of systems grouped by platform. You can also create other
views to create logical hierarchies grouped as you specify,
such as by department or function.

SSH

secure shell

SSH is a program that supports one user logging in to
another system over a network and executing commands
on that system. It also enables the user to move files from
one system to another, and it provides authentication and
secure communications over insecure channels.

SP

service processor

An SP is an on-board component or separate peripheral
card integrated with a managed device. SPs host their own
operating system and network connectivity so they can
function as a source of information bout a managed device
when the OS or basic services for that device become
degraded or inoperable. Typically SPs also have
specialized firmware that allows remote management
applications to communicate with the SP via a CLI or GUI.

SNMP

Simple Network
Management
Protocol

SNMP is a popular network control and monitoring protocol
developed in the 1980s. SNMP provides the format in which
important information about network-attached devices can
be sent to a management application.
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Acronym

Term

Definition

situation

In IBM Tivoli Monitoring, a situation is a set of conditions
that, when met, creates an event. A condition consists of an
attribute, an operator such as greater than or equal to, and
a value. It can be read as, "If - system condition - compared
to - value - is true". An example of a situation is: IF - CPU
usage - > - 90% - TRUE. The expression "CPU usage >
90%" is the situation condition.

SNMP agent

An SNMP agent is a process running on an SNMP-
managed device that uses SNMP to exchange
management information with one or more management
stations.

SNMP trap

An SNMP trap is a message sent by a managed device to a
system management application. The message notified the
system management application about the state of
components or operation on the managed device.

MASF

Sun SNMP
Management
Agent

The Sun MASF agent provides SNMP integration between
Sun SPARC-based servers and management hosts.

threshold

A threshold is a preset limit that produces an event when
the limit is reached or exceeded.

TEPS

Tivoli Enterprise
Portal Server

TEPS is a server you log on to and connect to from the
Tivoli Enterprise Portal client. The portal server connects to
the hub monitoring server. It enables retrieval, manipulation
and analysis of data from monitoring agents.

trap A trap is an alert, error, or system message generated by a
device reporting an exception or change in state in its
operation.

workspace In IBM Tivoli Monitoring, the workspace is a viewing area of

the Tivoli Enterprise Portal window, excluding the
Navigator. Each workspace comprises one or more views.
Every Navigator item has its own default workspace and
may have multiple workspaces.
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