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Release Notes Revision History

Release Notes Revision History

This section lists the changes that have been made in these release notes after the initial release of
the Sun Java System Application Server 7 Standard and Enterprise Edition product.

Revision Date Description of Change

June 2008 Added known issue 6635248.

October 2007 Localization-related Updates to Update 6 release of Sun Java System Application Server
7 2004Q2 Standard and Enterprise Edition

June 2007 Update 6 release of Sun Java System Application Server 7 2004Q2 Standard and
Enterprise Edition

December 2006 Update 5 release of Sun Java System Application Server 7 2004Q2 Standard and
Enterprise Edition

November 2005 Update 4 release of Sun Java System Application Server 7 2004Q2 Standard and
Enterprise Edition

April 2005 Update 3 release of Sun Java System Application Server 7 2004Q2 Standard and
Enterprise Edition

January 2005 Update 2 release of Sun Java System Application Server 7 2004Q2 Standard and
Enterprise Edition

September 2004 Update 1 release of Sun Java System Application Server 7 2004Q2 Standard and
Enterprise Edition

May 2004 Initial release of Sun Java System Application Server 7 2004Q2 Standard and Enterprise
Edition

What's New

The Sun Java System Application Server 7 Standard and Enterprise Edition 2004Q2 Update 6
provides a high-performance J2EE platform suitable for broad deployment of application services
and web services. The following changes have been made to the Update 6 release:

e J2SE14.2_13
The JVM version has been upgraded to 1.4.2_13.
e JWSDP 1.5.1 Plug-in for Application Server
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Platform Summary

Java Web Services Developer Pack v1.5.1 Plug-in is available for Sun Java System
Application Server Standard and Enterprise Edition 7 2004Q2 Update 6. The plug-in can be
downloaded at the following URL: ht t p: // w. sun. coni downl oad/ pr oduct s. xm ?i d=432b5f 8e

Platform Summary

This section provides information on supported platform components for the Sun Java System
Application Server Standard and Enterprise Edition 7 2004Q2 Update 6.

This section includes:
¢ Operating Systems and Distribution Types
¢ System Requirements
e JDBC Drivers and Databases
¢ Web Servers
* Software Packages

e  Browsers

Operating Systems and Distribution Types

The following table identifies the supported operating systems and distribution types for Sun Java
System Application Server 7 2004Q2 Update 6:

Table 1  Supported Operating Systems and Distribution Types

Platform Operating System Version Distribution Type  Application Server 7
2004Q2 Update 1
Edition
Solaris Solaris 8 Update 7, Solaris 9 Update 6, Solaris file-based and Standard and Enterprise
SPARC® 10t package-based? Edition
Solaris x86 Solaris 9 Update 4, Solaris 10 file-based and Standard and Enterprise
package-based Edition
Linux x86° Red Hat Advanced Server 2.1 Update 3, file-based and Standard and Enterprise
Red Hat Advanced Server 3 RPM-based Edition
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Platform Summary

Table 1  Supported Operating Systems and Distribution Types

Platform Operating System Version Distribution Type  Application Server 7
2004Q2 Update 1
Edition

Microsoft Windows 2000: Server Service Pack 2 file-based Standard and Enterprise

Windows* Windows 2000: Advanced Server Service Pack 2 Edition

Windows 2000: Professional Service Pack 2
Windows 2003
Windows XP: Professional

'On Solaris 10, both file-based and packaged based installs are supported. Only global zone is
supported. Local zones or local sparse root zone is not supported.

2 Superuser privileges are required for installing package-based and RPM-based distributions.
30On Red Hat Advanced Server 2.1, HADB supports devices on ext 2 file systems only.

#On Windows XP Professional, only Standard Edition is available.

System Requirements

The following table summarizes the Sun Java System Application Server 7 Standard and Enterprise
Edition 2004Q2 Update 6 requirements.

Table 2 Platform Requirements for Sun Java System Application Server

Operating System Architecture  [Minimum Recommended Minimum Recommended
Memory Memory Disk Space |Disk Space
Sun Solaris 8, 9, or 10 for 32 and 64 bit* [256 MB 1024 MB 250 MB free  [500 MB free
SPARC 15GB b GB (with
Solaris x86, Version 9 and 10 32 bit (with co-located
- - co-located HADB)
Red Hat Enterprise Linux 2.1, 3 HADB)

\Windows 2000: Server Service  [x86 32 bit
Pack 2

\Windows 2000: Advanced
Server Service Pack 2
\Windows 2000: Professional
Service Pack 2

\Windows 2003

\Windows XP: Professional

%32 and 64 bit here refers to the supported OS. Sun Java System Application Server is a 32 bit
application.

¢ On UNIX, you can check your operating system version using the unane command. Disk
space can be checked using the df command.
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Platform Summary

* On Solaris, ensure that the system-wide instance of perl under / usr/ bi n/ per| is in the
path. Application Server installation will fail if the default perl installation is not found.

¢ HADB is not supported on Microsoft Windows or Red Hat Enterprise Linux operating
system versions in 64 bit mode. On Solaris (x86), HADB has been tested only in 32 bit mode
of the operating system.

e HADB uses Intimate Shared Memory (SHV SHARE MW flag) when it creates and attaches to
its shared memory segments. The use of this flag essentially locks the shared memory
segments into physical memory and prevents them from being paged out. Therefore,
HADB database’s shared memory is locked into physical memory, which can easily impact
installations on low end machines. Ensure you have the recommended amount of memory
when co-locating Application Server and HADB.

JDBC Drivers and Databases

The Sun Java System Application Server Standard and Enterprise Edition is designed to support
connectivity to any DBMS with a corresponding JDBC driver. For a list of components that Sun has
tested and found to be acceptable for constructing J2EE compatible database configurations, refer to
the following table:

Table 3  Supported JDBC Drivers

JDBC Vendor JDBC Driver Type Supported Database Server
PointBase 4.2 Type 4 PointBase Network Server 4.2
JConnect 5.5 Type 4 Sybase ASE 12.5

DataDirect 3.2 Type 4 MS SQL Server 2000 Service Pack 1
DataDirect 3.2 Type 4 Oracle 8.1.7

DataDirect 3.2 Type 4 Oracle 9.2.0.1

Oracle 9.2.0.3 Type 2 (OCI) Oracle 9.2.0.3+ w/ RAC

Oracle 10.1.0.2 Type 4 and Type 2 (OCI) Oracle 10g Release 1 (10.1.0.2.0)
IBM Type 2 IBM DB2 8.1 Service Pack 3

Additional drivers have been tested to meet the JDBC requirements of the J2EE 1.3 platform with
the JDBC Driver Certification Program. These drivers can be used for JDBC connectivity with Sun
Java System Application Server. While Sun offers no product support for these drivers, we will
support the use of these drivers with the Sun Java System Application Server.
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Platform Summary

Web Servers

This section lists the web servers that are supported for the Sun Java System Application Server 7
2004Q2 Update 6 Standard and Enterprise Edition.

Table 4  Supported Web Servers

WebServer Version Operating System

Sun Java System Web Server 6.0 Service Pack 6 Solaris SPARC 8 and 9
Red Hat Enterprise Linux 2.1 x86
Windows 2000: Server Service Pack 2
Windows 2000: Advanced Server Service Pack 2
Windows 2000: Professional Service Pack 2
Windows 2003
Windows XP: Professional
HP-UX 11i

Sun Java System Web Server 6.1 Solaris SPARC 8 and 9,
Solaris 9 x86,
Red Hat Enterprise Linux 2.1
Windows 2000: Server Service Pack 2
Windows 2000: Advanced Server Service Pack 2
Windows 2000: Professional Service Pack 2
Windows 2003
Windows XP: Professional
HP-UX 11i

Apache Web Server 1.3.29, 2.0.49 Solaris SPARC 8 and 9,
Solaris 9 x86,
Red Hat Enterprise Linux 2.1, 3,
Windows 2000: Server Service Pack 2
Windows 2000: Advanced Server Service Pack 2
Windows 2000: Professional Service Pack 2
HP-UX 11i

Microsoft IS 5.0 Windows 2000: Server Service Pack 2
Windows 2000: Advanced Server Service Pack 2
Windows 2000: Professional Service Pack 2
Windows XP: Professional and Windows 2003 (Standard
Edition of Application Server Only)

Software Packages

This section lists the associated software packages that are supported for Sun Java System
Application Server Standard and Enterprise Edition 7 2004Q2 Update 6.
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Solaris Patches Required

Table 5  Version of Component for Bundling with Application Server

Component Version used Version Version used in Version used in Version used in
in Application used in Application Application Application Server
Server 7.0 Application  Server 7 2004Q2  Server 7 2004Q2 7 2004Q2 Update 6
Platform and Server 7.0 Standard and Update 1 Standard and
Standard Enterprise Enterprise Standard and Enterprise Edition
Edition Edition Edition Enterprise Edition

J2SE 1.4.0_02 1.4.1 03 142 04 1.4.2_05 142 13

PointBase 4.2 n/a 4.2 (Standard 4.2 (Standard 4.2 (Standard

Edition Only) Edition Only) Edition Only)

Sun Java 3.0.1 3.0.1 3.5 Service Pack 3.5 Service Pack 1 3.5 Service Pack 2

System Message 1

Queue Standard

Edition

JWSDP 1.0 01 1.0_01 1.0 01 1.0 01 151

5 Use the JWSDP 1.4 common components available in the product CD to upgrade your JWSDP
installation.

Browsers

This section lists the browsers that are supported with the Sun Java System Application Server
Standard and Enterprise Edition 7 2004Q2 Update 6.

Table 6 Browsers Supported

Browser Version

Mozilla 14,17

Netscape Navigator 4.79, 6.2

Internet Explorer 5.5 Service Pack 2, 6.0

Solaris Patches Required

Solaris 8 users must install the Sun recommended patch cluster, available in the Recommended and
Security Patches section at:

http://sunsol ve. sun. com
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Upgrade Options

The required patches for Solaris 8§ are 109326-06, 108827-26, and 110934 (any revision, for
packaged-based installation only). Without these patches, which the installer checks for, you won't
be able to install or run the Sun Java System Application Server 7 2004Q2 Update 6 software. These
patches are already contained in the latest recommended patch cluster.

Upgrade Options

This section contains the following topics:
e Upgrading Sun Java System Application Server
¢ Upgrading the High Availability Database

Upgrading Sun Java System Application Server

The Sun Java System Application Server Standard and Enterprise Edition 7 2004Q2 Update 6
installer allows you to upgrade from a previous version of the Application Server to the current
version. The various Application Server installations on all the supported platforms can be
upgraded to their corresponding version on the same platform and installation type. The following
table identifies the upgrade options available.

Table 7 Upgrade Options Available

Currently Installed Product Can Be Upgraded to Sun Java System Application Server 7
2004Q2 Update 6:

Sun ONE Application Server 7.0 Standard Edition, Standard Edition
Update 1 - Update 9 Enterprise Edition

Sun ONE Application Server 7.0 Enterprise Edition  Enterprise Edition

Sun Java System Application Server 7 2004Q2 Standard Edition
Standard and Enterprise Edition, Update 1, Update  Enterprise Edition
2, Update 3, Update 4, and Update 5

e After an upgrade, you must compare the new configuration files with the original files in
the backup directory for any changes. Custom settings made in the original configuration
files might not be carried over to the new files after upgrading. You might experience
issues during server restart if the new configuration files are not in sync with the older files
that contained customized settings. The following files will be effected during an upgrade:
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Upgrade Options

o All*. conf files in install_dir/ confi g.

o server.xm (Admin and server instance)

o Admin and server instance st ar t serv scripts.
o Admin and server instance server . pol i cy file.
o Server instance sun-acc. xm file.

o docroot/index. htn file.

For more details on this and other important prerequisites for upgrading, see Sun Java System
Application Server Standard and Enterprise Edition 7 2004Q2 Update 2 Installation Guide.

Upgrading the High Availability Database

This section contains the following topics:
e Pre-upgrade Tasks/Data Migration
e Upgrade Procedure
¢ Testing the Upgrade

Pre-upgrade Tasks/Data Migration

Before you begin the upgrade, keep the HADB history files, management agent configuration files,
log files and repository, and all the data devices outside the installation path. Use the following
procedure to move the management repository and configuration files:

1. Stop all the old management agents and keep the HADB nodes running.
2. On each host, move the repository directory to the new location.

3. On each host, copy the dbconf i g directory to the new location.
4

On each host, update the ngt . cf g file, and set the correct path for dbconf i g and repository
directory.
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Upgrade Options

5.

Start the management agents using the updated nyt . cf g file.

NOTE

On Linux, uninstall HADB 4.4.1-6 before upgrading the Japanese version of
Application Server Enterprise Edition 7 2004Q2 Update 2 to Application Server
Enterprise Edition 7 2004Q2 Update 6.

The HADB version bundled with Application Server Enterprise Edition 7 2004Q2
Update 6 is 4.4.1-7.

Uninstalling HADB 4.4.1-6 after performing an in-place upgrade to 4.4.1-7 might not
remove all RPMs, specially sun-hadb-i -4. 4. 1-6.

To remove sun- hadb-i - 4. 4. 1- 6, run the following command:

rpm-e --nodeps sun-hadb-i-4.4.1-6

Upgrade Procedure
To upgrade from HADB version 4.4.x to version 4.4.2-7, use the following procedure:

1.

Perform the pre-upgrade tasks mentioned under “Pre-upgrade Tasks/Data Migration” on
page 9.

Install HADB version 4.4.2-7 on all HADB hosts (on another path than that of version 4.4.x,
for instance on / opt / SUN\Whadb/ 4. 4. 2- 7).

Install the HADB 4.4.2-7 version on the hadbmclient hosts, if they are different than that of
the HADB hosts.

Stop all management agents running on all HADB hosts.

Start the management agent processes using the HADB 4.4.2-7 software, with the old
configuration files. In the remaining steps, use the hadbmcommand found in the HADB
4.4.2-7 / bi n directory.

Register the package in the management domain (default package name becomes V4.4, so
another package name may be required to avoid conflicts with existing packages having
the same name):

hadbm r egi st er package - - packagepat h=/ opt/ SUN\Whadb/ 4. 4.2-7 V4. 4.2-7

Run the hadbm | i st packages command and check that the new package is registered in the
domain.
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Upgrade Options

8. Restart the database with the new hadbm version 4.4.2-7. If it is necessary to move the
devices and history files, run online upgrade combined with setting new paths for devices
and history files in one single operation:

hadbm set packagename=V4. 4. 2-7, devi cepat h=new_devpath,hi st or ypat h=new_histpath

If the devices and history files are already outside the installation directory, run the
following command, which only does a rolling restart of the nodes:

hadbm set packagename=V4. 4. 2- 7 database name

9. Check that the database status is "running" (using the hadbm st at us command) and that it
functions normally, serving the client transactions.

10. If everything is working, the old installation can be removed later. Before unregistering the
old package, remove all references to the old package from the na repository. Otherwise,
hadbm unr egi st er package will fail with "package in use" error message. A dummy
reconfiguration operation, for instance, hadbm set connect i ont r ace=same as previous value
will remove all references to the old package.

11. Unregister the old package:
hadbm unr egi st er package [ - - host s=host-list] old pacakge name

12. Remove the old installation from the file system.

Testing the Upgrade

On Solaris, to test that the upgrade was successful, check that the upgrade was performed
properly using the following procedure:

1. Ensure that the running processes use the new binaries. Check the following in all HADB
nodes:

new pat h/bin/ma -v
new pat h/ bi n/ hadbm -v

2. Check whether the database is running. The following command should show that all the
HADB nodes are in a "running" state.

new path/bin/hadbm status -n

3. Ensure that the products using HADB have changed their pointers to point to the new
HADB path.

4. The products using the HADB can run their upgrade tests to verify the HADB upgrade is
also working.
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Using Migration Tool

5. After an online upgrade, if the new version does not work properly, go back to using the
previous HADB version. However, if there has been a change to the management agent
repository, the HADB itself can be downgraded, but the new management agent must be
kept running.

Using Migration Tool

If you have an existing J2EE application that runs on another vendor’s application server, you can
use the Sun Java System Migration Tool to migrate the application and run it on the Sun Java
System Application Server 7 2004Q2 Update 6 release. The migrated application will run on the Sun
Java System Application Server 7 2004Q2 release without any modifications. However, to use the
high availability features, change the DTD version of the sun-ej b-j ar. xni deployment descriptors
to point to sun-ej b-j ar_2_0- 1. dt d instead of sun-ej b-jar_2_0-0. dtd.

Sun ONE Studio 5 Standard Edition Update 1

The Sun ONE Studio 5, Standard Edition product that you can use with the Sun Java System
Application Server has its own documentation that can be found at the following location:

http://docs. sun. coni app/ docs/ col I/ 790. 4

Other IDEs that you can use include, Sun Java Studio 5 Standard Edition Update 1, Sun Java Studio
Enterprise 6 2004Q1 and other 3rd party IDEs, for example, Borland’s JBuilder X.

Other Requirements and Limitations

¢ ACL applet in Admin GUI is not loaded in browsers that do not have Java and cookies
enabled. Check your browser settings to ensure that both Java and cookies are set to
enabled before accessing the Application Server Admin GUL

¢ Application Server is not supported over NFS.
* Application Server 7.0 or 7.1 does not work with J2SE 5.0.
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Other Requirements and Limitations

Although the file-based installation can be performed on NFS, it is not recommended to
run the Application Server in this configuration for the following reasons:

o Issues with timestamp locking and file synchronization.

o Stability of the Application Server on NFS depends on the network’s availability and
reliability.

o NFSintroduces an additional point of failure.

o Hard to troubleshoot when there is an NFS issue. Application Server will report vague
error messages.

Enabling fix for bug id 6275091: get Server Port () returns port 80 if the Host header
does not contain port nunber.

By default, the fix for this bug is disabled. To enable the fix, modify your web server’s
configuration files and Application Server’s server. xni file as described in the following
procedure:

a. Modify magnus. conf .
Forlnit fn="Ioad-nmodul es" add i nit-passthrough and servi ce- passt hr ough in f uncs.

Example:
funcs="ini t - passt hrough, servi ce- passt hr ough, name- t r ans- passt hr ough, change_host
header _i ni t, change_host header"

b. Enable the change by specifying:
Init fn="change host header init" enabled ="true" debug="fal se"

By default, this flag is disabled. Set debug="t r ue” to enable logging for the fix. By default, it
is disabled.

If you set enabl ed="f al se" your get Server Port will return the port number as it used to
do earlier. If you set enabl ed="t rue", get Server Port will return the Application Server
port you specify in server. xni .

c. Modify obj . conf.

After Pat hCheck fn="deny-existance" path="*/WEB-| N/ *, add
Servi ce fn="change_host header" inside <Chject name="1Ibpl ugi n">.
d. Modify server. xni .

In server. xm , change the ser ver nane format to ser ver nane="host name: port".
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Other Requirements and Limitations

The hostname should be the same as before. Change the port number to the Application
Server instance’s port number. The port number specified here will be returned by the
get Server Port () method.

In some cases, the ser ver nane attribute might be specified as ser ver - nare.

¢ High Availability Requirements and Limitations

The following high availability requirements must be met before configuring the Sun Java
System Application Server High Availability component:

u}
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HADB requires 512 MB minimum memory and 1GB recommended memory to work
properly with the Application Server.

If you install Application Server and HADB on the same machine, the minimum
memory required is 1.5GB and the recommended memory is 2GB.

HADB supports IPv4 only.
The network must be configured for UDP multicast.

Do not use dynamic IP addresses (DHCP) for hosts used in create domain, extend
domain, hadbm create, or hadbm addnodes commands.

If running HADB on Red Hat Linux 3.0, you must install Update 4 to avoid problems
with excessive swapping by the operating system. See bug id 6158393.

HADB does not support any Microsoft Windows or Red Hat Enterprise Linux
operating system version in 64 bit mode.

HADB File System Support: There are several important considerations before you
configure HADB to use one of the supported file systems.

Make sure write caching is disabled for hard drives storing data devices and log files.

On RedHat Linux, use the / shi n/ hdpar mutility for IDE disks. The command

! sbi n/ hdparm - W) /dev/ hda disables write caching for disk hda. Use

I sbi n/ hdpar m - | device to get detailed status information about the drive. For SCSI
disks, the sdpar mutility (http://sg. t orque. net/ sg/ sdpar m ht n ) must be
downloaded and installed, because it is not part of the default RedHat Linux
Advanced Server distribution. Be very careful using these utilities, as they can be
harmful to your hard drive if used incorrectly.

» On Solaris (SPARC or x86), the f or mat - e utility should be used. Make sure the - e
option is used, otherwise, the ‘cache’ entry will not be present in the command
menu.
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Accessing the Documentation

On Windows, open the Device Manager. Find your hard drive, bring up its
properties, and select the Disk Properties tab. A checkbox indicates whether write
caching is enabled.

For details on important installation prerequisites and troubleshooting options, see Sun
Java System Application Server Standard and Enterprise Edition 7 2004Q2 Update 2 Installation
Guide.

Accessing the Documentation

The Sun Java System Application Server documentation is provided in a number of ways:

Manuals—You can view Sun Java System Application Server manuals and release notes in
HTML and in printable PDF downloads at:

http://docs. sun. com app/ docs/ prod/ sj s. asse

Online help—Click the Help button in the graphical interface to launch a context-sensitive
help window.

Man pages—To view man pages at the command line, you must first add install_dir/ man to
your MANPATH environment variable (Solaris unbundled only). After setting the
variable, you can access man pages for the Sun Java System Application Server commands
by typing man command_name on the command line. For example:

man asadm n

Sun Java System Application Server 7 2004Q2
Update 6 Documentation

The Sun Java System Application Server Standard and Enterprise Edition 7 2004Q2 manuals are
available as online files in Portable Document Format (PDF) and Hypertext Markup Language
(HTML).

The following table lists tasks and concepts described in the Sun Java System Application Server
manuals. The following manuals have been updated for the Sun Java System Application Server 7
2004Q2 Update 6 Standard and Enterprise Edition release. For a full list of all available manuals, see
http://docs. sun. com app/ docs/ prod/ sj s. asse.
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Resolved Issues

Table 8

Sun Java System Application Server Documentation

For information about

See the following

Late-breaking information about the software and the documentation. Release Notes
Includes a comprehensive, table-based summary of supported hardware,
operating system, JDK, and JDBC/RDBMS.

Resolved Issues

The following table lists the critical issues resolved in Sun Java System Application Server Standard
and Enterprise Edition 7 2004 Update 1, Update 2, Update 3, Update 4, Update 5, and Update 6

releases.

Table 9 Resolved Issues

Bug ID Description

6546242 Exceeding maximum number of open cursors

6371019 Enable File Cache option is not checked by default in the Admin GUI

6453440 Load balancing plug-in health check creates zombie threads.

6451701 ACL with LDAP Authentication is not working.

6459623 Issues using URL Encode.

6438986 Load balancer plug-in malfunctioning since httpsrouting is set to true.

6491181 Japanese version of index.html not correctly due to CSS and images directory.

6432803 Initialization load balancing subsystem fails because of incorrect listener.

4775866 JavaMail sample issues

6543857 Port 4856895 from SJWS to AS7.x for watchdog crashes

6532682 Redirect does not complete until the response times out using apache load
balancer plug-in.

4816663 stopserv does not get the location of the PID_FILE value from the setting of
PidLog in init.conf.

6465923 Unrecoverable Connection Pool issue when DBMS is restarted repeatedly,

6516230 Connection Pool problem when commit or rollback fails in a transaction.

6439570 Documentation link from Admin Console in invalid.
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Known Problems and Limitations

Table 9 Resolved Issues

Bug ID Description

6246582 During upgrade, the samples directory within the default instance directory
(serverl) gets re-created, even if the default instance, serverl, has been deleted.

6568090 JSP source code disclosure vulnerability

6562167 Unable to start domain on file-based installation of Application Server Standard
Edition 7.1 on Solaris x86

6528257 Fix for Sun Alert ID: 102696

6487022 Load balancer plug-in replaces commas in a cookie header with semi-colons.

6374199 Need to incorporate JDK 1.4.2_10 or higher for AS 7.1 on T2000 systems.

4751904 Broken links at top of ConfigMQSeries.html

4771657 Sample stateless checker application uses stateful beans instead of stateless
beans

6556284 Sticky loadbalancing not working on one of the hosts.

6544762 High CPU consumption due to load balancing plugin when using SSL endpoint

6557531 DaemonConfig::getSuggestedld() is bigor little-endian dependent and returns

duplicate values on x86

Known Problems and Limitations

This section describes known problems and associated workarounds for the Sun Java System
Application Server 7 2004Q2 Update 6 Standard and Enterprise Edition.

NOTE

If a problem statement does not specify a particular platform, the problem applies
to all platforms.

This information is organized into the following sections:

Database Driver

Logging
Web Container

Installation and Uninstallation

Server Startup and Shutdown
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Known Problems and Limitations

* Message Service and Message-Driven Beans
e Java Transaction Service (JTS)

¢ Application Deployment

* Verifier

* Load Balancer

e High Availability

* Server Administration

¢ Sample Applications

e ORB/IIOP Listener

e Documentation

Installation and Uninstallation

This section describes the known installation and uninstallation issues and associated solutions.

ID Summary

6602615 After upgrading from localized version of Application Server 7.1 Update 5 to Application Server
7.1 Update 6, the upgraded instance fails to start on Soalris 10 Update 3 and above.

There is a conflict between the Message Queue (MQ) versions bundled with Solaris and the version
bundled with Application Server.

Solution:

1. Remove the following MQ packages using the pkgr mcommand:

* Base packages: SUN\W qdoc, SUNWgfs, SUNWQjx, SUNWqr, SUNWqu, SUNWquc, SUNW qum
and SUNW gl pl

e japackages: SUNWi qu, SUNWi quc
» zh packages: SUN\i qu, SUNWi quc

2. Install the corresponding OS-bundled base, ja, and zh packages.
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ID Summary

6606419 Upgrade from localized version of Application Server 7.1 Update 5 to Application Server 7.1
Update 6 fails.

The installer fails to delete the directory, SU\Whadb/ 4.

Solution:

Do one of the following:

e Delete SU\Whadb/ 4 before running . / set up.

* Run the ./setup command for the second time, if you have already run the . / set up command once
and experienced a failed upgrade.

6606417 Upgrade from localized version of Application Server Enterprise Edition 7.1 Update 5 to
Application Server Enterprise Edition 7.1 Update 6 does not change the SU\Whadb/ 4 symbolic
links.

Solution:
Changed the symbolic link to 4.4.2-30.
6606979 Upgrade to localized version of Application Server Enterprise Edition 7.1 Update 6 displays

English index.html

Solution:

Perform the following steps:

3. Change directory to <AppServer _i nstal | _di r>/ domai ns/ domai n1/ server 1/ docr oot .
4. Rename index. htm toindex. htnl _en.

5. Copy AppServer_install_dir/ 1 i b/install/tenpl ates/index. htm to
AppServer_install_dirl dormai ns/ domai n1/ server 1/ docr oot .
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Known Problems and Limitations

ID

Summary

6245916

When upgrading from localized Application Server 7.1 Update 2 to Update 3/Update 4/Update 6
in Japanese and Simplified Chinese locales, the localized welcome page and index.html is
displayed from Update 2.

The localized version of Application Server 7.1 Update 6 contain localized files from Application Server
7.1 Update 2.

Solution

After upgrading to Update 6, refer to the English welcome page and index page located at:
Appserver_Install_Dirl docs/ about . ht m

Appserver_Install_Dirl i b/ i nstal | / t enpl at es/ i ndex. ht m

To register Sun Java System Application Server, use the following URLS:

Japanese: https://ww sun. coni sof t war e/ product _regi stration?l ocal e=j a_JP

Simplified Chinese: htt ps: //ww sun. cont sof t war e/ product _regi stration?l ocal e=zh_CN

To view the latest index.html (in English) for an existing domain, instead of the old localized
version, copy the index.html to the docroot folder:

copy Appserver_Install_Dirl 1ib/install/tenpl ates/index. htni to

Appserver_domain_root/ domai ns/ domai n1/ admi n- ser ver/ docr oot

Before creating a new domain, replace the localized index.html with the English index.html:
Copy Appserver_Install_Dirl | iblinstall/tenpl ates/index. htn to

Appserver_Install_Dirl i blinstal | /tenpl at es/{ja,zh_CN}/ i ndex. ht m

Ensure that you back up your current Japanese or Chinese index.html file.

6222700

When upgrading from localized Application Server 7.1 Update 2 to Update 3/Update 4/Update 6
in Japanese and Simplified Chinese locales, the default page of serverl instanceis displayed in
English.
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ID

Summary

6245424

After uninstalling localized versions of Application Server Update 6, the localized
packages/RPMs will remain.

Solution

Remove the localized packages/RPMs first and then run the uninstall program. Perform the following

procedure on package-based Solaris installations.

6. Remove the following packages:

pkgr m SUNW aspx SUNW asdnmo SUNW i quc SUNWi qu SUNW aso
pkgrm SUNW j mai | SUNWj af SUNWasaco SUNWascmo SUNW aspx
pkgr m SUN\Waspx SUNWasdno SUNWEI quc SUNWi qu SUNWaso
pkgrm SUNWj mai | SUNWj af SUNWeasaco SUNWascmo SUNWaspx
7. Run the Application Server uninstall program.

8. Remove the Application Server installation directory.

rm-rf Appserver_Install_Dir

Perform the following procedure on RPM-based Linux installations.
1. Remove the following RPMs:

rpm-e SUNWasaco-7.1.0-02.src.rpm

rpm-e SUNWascno-7.1.0-02.src. rpm

rpm-e SUNWasdmo- 7. 1. 0- 02. src. rpm

rpm-e SUNWaso-7.1.0-02.src.rpm

rpm-e SUNWaspx-7.1.0-02.src.rpm

rpm-e SUNWjaf-7.1.0-02.src.rpm

rpm-e SUNWjnail-7.1.0-02.src.rpm

rpm-e SUN\Wasaco-zh_CON-7.1.0-02. src. rpm

rpm-e SUNWAscno-zh_ON-7.1.0-02. src. rpm

rpm-e SUN\Wasdno-zh_CON-7. 1. 0-02. src. rpm

rpm-e SUNW&so-zh_ON-7.1.0-02.src.rpm

rpm-e SUNWAspx-zh_CN7.1.0-02.src.rpm

rpm-e SUNWaf-zh_ON-7.1.0-02.src.rpm

rpm-e SUNWmail-zh_ON-7.1.0-02.src.rpm

2. Run the Application Server uninstall program.

3. Remove the Application Server installation directory.

rm-rf Appserver_Install_Dir

Perform the following procedure on Windows installations:

1. Run the Application Server uninstall program.

2. Delete Appserver_Install_Dir.
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ID Summary
6208875 Upgrade installation Failed:java.io.FileNotFoundException
File-based upgrade of HADB on Solaris SPARC, Solaris x86, and Linux will encounter problems in
certain scenarios, as described here:
Installation fails with the following exception:
java.io. Fil eNot FoundException: /sun/appserver?7/./SUNWadb/4 (Is a directory)
Upgrade scenarios: 7.1RTM/7.1ER1/7.1UR1 file-based upgrade to 7.1UR2.
Solution
Rename the file-based-installing-directoryl SUNWhadb/ 4 softlink to another name, such as, SUN\Whadb/ 3.
Restart the upgrade.
6217112 Incremental installation is not working on Windows platforms.
Sample applications can be installed along with Application Server. They cannot be incrementally
installed.
Solution
Select to install sample applications at the beginning of installation. During incremental installations, do
not select the sample applications option.
5006942 On Windows, the services created have the start type set by default to “Automatic” after an
upgrade.
Solution
1. Open the Windows services.
2. Change the start type of the servers to “Manual.”
6217097 File-based upgrade performed as a non-root user seems to fail if the Application Server

binaries for the upgrade were not downloaded as non-root user.
Solution

The downloaded binaries need to be owned by the non-root user. The downloaded archive must be
unzipped by the user who will do the installation or upgrade. Otherwise this is known to lead to
permissions issues while the JDK is being upgraded.

Server Startup and Shutdown

This section describes the known startup and shutdown issues and the associated solutions.
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ID Summary

4693581 During Application Server startup, IMQ broker fails with | OExcepti on: Not Enough Space

This error appears when Application Server and the IMQ broker is started simultaneously. The
appser vd process tries to fork a new process to start the iIMQ broker, and fails if there is not enough
swap space.

Solution

Start the IMQ broker process before starting Application Server. For example:
appserver_install_dir/ i mg/ bi n/ i ngbr okerd - nane appserver_instance_name -port jms-service port
-silent

4762420 Firewall rules may cause Application Server startup failures.

If you have a personal firewall installed, you may experience this problem. The presence of strict
firewall rules on the same machine as a Application Server installation may cause startup failures of
the Admin Server and App Server instances. Specifically, the Admin Server and App Server instances
attempt to establish local connections within the Application Server environment. Since these
connection attempts access ports using the host name of the system rather than localhost, local
firewall rules may block such attempts.

The local firewall may also inadvertently generate alerts saying that either the “Portal of Doom Trojan”
attack (for example, TCP connection attempts on port 3700) or similar attacks have occurred when, in
fact, such access attempts have been made by the Application Server and are in no way a security
threat to your machine. Under some conditions, the port number which the Application Server uses for
various local communications may overlap with port numbers used in known popular attacks. Some
symptoms of this problem:

« The administrative and server instance log files contain connection exceptions followed by this
message: CORE3186: Failed to set configuration

Solution

Modify the firewall policy to allow the Application Server to make connection attempts to ports on the
local system.

To avoid inaccurate alerts concerning possible attacks, either modify the relevant rules or change the
conflicting port number(s) used by the Application Server.

To determine the port numbers used by the Admin Server and App Server instances, see the
server. xm file in the following location of your Application Server installation:
domain_config_dir/ domai n1/ adni n- server/ confi g/ server. xm
domain_config_dir/ domai nl/ server 1/ confi g/ server. xm

where domain_config_dir is the location of your initial server configuration. For example:
Solaris 9 integrated install: / var / appser ver/ domai ns/ . . .
Solaris 8, 9 unbundled install: / var / opt / SUN\WAppser ver 7/ domai ns/ . . .

Look for the port settings in the <i i op- | i st ener > and <j ms- ser vi ce> elements. You can either
change these port numbers to other unused port numbers, or you can modify your firewall policy to
allow connection attempts from clients on the local machine to these port numbers on the same
machine.
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ID

Summary

5003245

Server listens on two ports after reconfiguring ports and restarting
Solution

After changing the port numbers, stop and then start the server using asadmin commands, asadmin
stop-instance and asadmin start-instance, respectively.

Database Driver

This section describes the known database driver issues and associated solutions.

ID Summary

2082209/50 DB2 Server has connection growing after idle time-out with DB2 Type Il driver

22904 .
Solution
Set the St eadyPool Si ze and MaxPool Si ze to the same number, and in addition, set the Idle Connection
timeout also to 0 (zero). This will disable the timing-out of idle connections and the user will have the
full set of connections available.

4700531 On Solaris, an Oracle JDBC driver error occurs with JDK 1.4.

This affects the new JDBC driver for Oracle (R) when working with JDK1.4. The problem is caused by
a combination of the Oracle 9.0.1 database and ojdbc14.jar. Applying the patch will fix the problem on
Solaris 32-bit machine, running an Oracle 9.0.1.3 database.

Solution

Obtain and apply the patch to your server from the Oracle Web site for Bug 2199718. Perform the
following steps:

Go to the Oracle Web site.

Click the 'patches’ button.

Type 2199718 in the patch number field.

Click the 32-bit Solaris OS patch.Go to Met al i nk. or acl e. com
Click patches.

Under patch number, enter 2199718.

Click the 32 bit Solaris OS patch.

N o g~ w DR
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ID

Summary

4991065

Oracle JDBC drivers must be configured properly to be compliant with J2EE 1.3.
Solution

Use the following configuration for Type 2 and Type 4 drivers:

1. Use the JDBC from 9.2.0.3 or later.

2. The Oracle database needs to have conpati bl e=9. 0. 0. 0. 0 or higher in its parameter (i ni t. ora)
file.

Use the o] dbc14. j ar file.
4. Configure the Application Server to define the following JVM property:
- Dor acl e. j dbc. J2EE13Conpl i ant =t r ue

In addition, for Type-2 drivers both the ORACLE_HOMVE and LD LI BRARY_PATH (which must include
$ORACLE_HOWE | i b) need to be defined in the environment that the Application Server is started in. For
example, add them to the asenv.conf file and ensure they are exported.

Logging

ID

Summary

5014017

The Appclient logging services don’t work properly

Default value for file attribute will not work.

Solution

1. Create a logs directory.

2. Specify the complete path to the newly created logs directory in the sun-acc.xml file.

In case of logging to console, the log level is always’ INFO’ irrespective of the log level setting
(FINE,FINEST...etc)

The Administration Guide to Clients states that logs will be present in the acc_dir/ | ogs/client. | og,
however you must create the “logs” directory and then specify the full path to this dir in the sun-acc.xml
to make it work.

Web Container

This section describes the known web container issues and associated solutions.
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ID Summary
6183117 Incorrect http-headers when using servlet filters for pdf/ xls files.
There is no default m ne- t ype mapping in def aul t - web. xm . Add the desired m ne- t ypes to
def aul t-web. xni .
Solution
Add the following m nme- t ype definition in the def aul t - web. xm of the instance that will server xI s:
<m ne- mappi ng>
<ext ensi on>x| s</ ext ensi on>
<m ne-t ype>appl i cati on/ vnd. ns- excel </ m rme- t ype>
</ m ne- mappi ng>
Similarly, add the specific mime-type definitions for other file types to the def aul t - web. xni file.
6308777/63  Servlet container UTF-8 URI mapping vulnerability.
24326 ACL-based protection for JSPs can be bypassed by presenting characters in the URI in UTF-8 format.
Solution
Ensure to modify ACLs to not accept wildcards in the URI.
5089201/50 getRequestURI() returns unencoded values when it should not.
01994 The fix for this issue will break clients of older NSAPI, such as Portal Server 6.3, which call
get Request UR () and expect the URI to be automatically decoded when the data is returned.
Therefore, to maintain backward compatibility for older NSAPI clients, a new JVM option has been
added to revert to the old NSAPI behavior and allow Portal Server to function correctly.
Solution
Enable the JVM option, - DI2EEDecodeURl , on computers running Portal Server to allow cookie-less
mode (and all other functionality) on the get Request URI () call.
4951476 j avax. ej b. EJBExcepti on: org/ domdj/ El enent error is thrown with JWSDP 1.2(1.3) installed.
Solution
Add domdj-full.jar to server-classpath in server.xmil file. It can be downloaded from http://dom4j.org and
should precede appserv-jstl.jar entry in server-classpath.
4997770 HTTP 404 error message still indicating "Sun ONE Application Server"”

Read "Sun ONE Application Server" as Sun Java System Application Server.
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Message Service and Message-Driven Beans

This section describes the known issues in Java Message Service (JMS), Sun Java System
Application Server Standard and Enterprise Edition, and message-driven beans issues and the
associated solutions.

1D Summary

6184426 ConnectException errors on HP-UX11.11during stress tests.
Configuration of the HP-UX TCP-IP parameter at the OS level or at the IMQ level is required.
Solution
At the IMQ level, make the following changes:
i ng. por t mapper . backl og=1000
i ng. aut hentication.client.response.tineout =360
i my. j ms. t cp. backl 0g=3000
i ng. j ms. max_t hr eads=5000

4683029 The -javahome flag in all MQ Solaris scripts does not work if the value has a space.

The command-line utilities in Sun ONE Message Queue have a - j avahone option that allows you to
specify an alternate Java runtime. Using this option exposes a limitation where the path of the specified
alternate Java runtime must not contain spaces. Examples of paths that have spaces are:

/work/java 1.4

This problem occurs at Application Server instance startup. When a Sun ONE Application Server
instance is started, by default its corresponding Sun ONE Message Queue broker instance is also
started. The broker always starts using the - j avahonme command-line option to ensure that it uses the
same Java runtime used by the Application Server. If the Java runtime that is configured for use by the
Application Server (and therefore passed on for use by the broker) is located at a path that contains
spaces, broker startup fails, which also causes the Application Server instance startup to fail.

Solution

Make sure that the Java runtime used by the Application Server is located at a path that does not
contain spaces.

Java Transaction Service (JTS)

This section describes the known Java Transaction Service (JTS) issues and the associated solutions.
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ID Summary
6218460 Transactions can fail due to a transaction timeout even when the JTS timeout is large enough.
Solution

Configure the Application Server’s transaction service property, xar esour ce-t xn-ti meout , and set its
value to match the transaction timeout (in seconds) configured for the transaction service.

Recovery

There are some known problems with the recovery implementations of some of the JDBC drivers.
For these known problems, Sun Java System Application Server provided some workarounds. By
default, these workarounds will not be used unless you explicitly indicate that these workarounds
are to be used.

* Issue with the Oracle (R) JDBC driver—Oracle XA Resource implementation's recover
method repeatedly returns the same set of in-doubt Xids regardless of the input flag.
According to the XA specs, the Transaction Manager should initially call
XAResour ce. recover with TMSTARTSCAN and then call XAResour ce. r ecover with
TMNOFLAGS repeatedly until no Xids are returned.

Oracle XA Resource's commit method also has some problems, which are addressed in a
workaround provided by the Application Server. To enable this workaround, the following
property should be added to the t r ansact i on- ser vi ce subelement in the ser ver . xni file:
or acl e- xa-recovery-wor kar ound

This property value should be set to true.

® Issue with Sybase JConnect 5.2—There are some known problems with JConnect 5.2 driver
which are resolved in JConnect 5.5. If the JConnect 5.2 driver is used, to make recovery to
work, the following property should be added to the t r ansact i on- ser vi ce subelement in
the server. xm file:

sybase- xa-recovery-wor kar ound

This property value should be sent to true.

Transactions

In the server. xnl file, r es-t ype is used to demarcate the connection as non-XA or XA. This
demarcation is used to identify the configuration of the data source to drive data. For example, in
the Datadirect driver, the same data source can be used as either XA or non-XA.
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The default behavior of the data source is non-XA. To make the data source behave as XA with the
connpool element for transactions, r es- t ype is needed. For the connpool element to work and
participate in transactions, add the following for the attributes r es- t ype in the server. xnl file:

res-type="j avax. sql . XADat aSour ce"

Application Deployment

This section describes the known application deployment issues and associated solutions.

ID Summary

6502888 In Application Server 7.1, when you deploy an application to server instance that is running as
non-root user, the files of <server -i nst ance>/ gener at ed is owned by root user.
Solution
You need to change the permissions manually.

6078271 Deployment of an EAR fails on Windows due to file length issue.
Windows running on non-NTFS file systems will face file name and path limitation of that file system.
Solution
Run Windows on an NTFS file system.

6223279 ejb-ref-name to the jndi-name mapping incorrect if the jndi-name is missing.

When deploying ejb applications, the XML Deployment Descriptor (sun- ej b-j ar. xnl ) should have a
jndi-name entry for each EJB reference. For example:

<ej b-ref>
<ej b-r ef - nane>ej b/ package_name. ejb_name</ ej b- r ef - nane>
<j ndi - nane>ej b/ package_name. ejb_name</ j ndi - nane>

</ ejb-ref>

If the j ndi - name entry is missing, it will deploy without error, but the application will not work correctly
as JNDI lookup will fail to find an EJB.

Solution

Ensure that JNDI names are present in the deployment descriptors. To ensure that your application
does not have this problem, select the Run Verifi er check box before deploying as this will highlight
problems with missing JNDI names.
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ID Summary

4725147 Cannot choose a particular virtual server for deployment.
In this case, two virtual servers are configured with exactly the same host and listener. If an application
is deployed only for second virtual server, it cannot be reached because combination host:port leads to
the first virtual server.
Solution
The virtual server hostname should not be the same as the original hostname, especially when the
same HTTP listener is used.

4994366 Deploy error with ejb-local-ref and ejb-link.

Solution

ejb-local-ref requires ejb-link. Therefore, when dealing with ejb-local-ref, you must specify an ejb-link
value.

Verifier

This section describes the known verifier issues and associated solutions.

1D

Summary

4742545

Standalone verifier shows EJB Class Not Found errors.

The verifier indicates some failed tests with the following test description message: EJB C ass Not
Found. The test failures occur when an EJB JAR file uses an enterprise bean with a reference to
another enterprise bean that is packaged in a separate EJB JAR file within the same EAR application.
The failure messages are also observed if you try to validate the connector (RAR) dependent EAR
files. This is because the RAR bundle need not be packaged within the EAR file that houses the
enterprise bean with dependency on the RAR bundled files. The failures (exception to this are the
connector-related failures) are only observed with the standalone verifier. The verifier invoked through
the deployment command or the Administration interface does not show the failures.

Solution

Make sure that the packaging of the application EAR is correct and if you are using any utility JAR file,
it is packaged within the EAR file. To resolve the referencing errors, you can shift to the verifier invoked
through the deployment backend using asadni n or the Administration interface. For the
connector-related failures, place the JAR file containing the required classes into the class path for the
verifier. You can open the install_root/ bi n/ verifier[.bat] file and add a LOCAL_CLASSPATH
variable to the end of the JVM_CLASSPATH variable. Locally add the classes to the
LOCAL_CLASSPATH variable, then run the verifier.
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Load Balancer

This section describes the known load balancer issues and associated solutions.

1D Summary

6422893 The Application Server 7.1 UR5 load balancer plug-in does not recognize the HTTPS listeners
even when the htt ps-routi ng property is set to true in | oadbal ancer . xm .

Solution
If you are installing Application Server 7.1 afresh:

1. Install Application Server 7.1 UR5 without the load balancer plug-in by deselecting the load
balancer during product installation.

2. Install the Java Enterprise System (JES) 3 or JES4 Application Server from
http: //ww: sun. con sof t war e/ | avaent er pri sesyst em

3. Download JES component Patch 10 from ht t p: // sunsol ve. sun. com

. For package-based patches, the patch ids are 119166-16(Solaris Sparc), 119167-16 (Solaris
x86), 119168-16 (Linux)

. For file-based patches, the patch ids (Enterprise Edition) are 119169-08 (Solaris Sparc),
119170-08 (Solaris x86), 119171-08(Linux) , 119172-08 (Windows)

. For file-based patches, the patch ids (Platform Editon) are 119173-08 (Solaris Sparc),
119174-08 (Solaris x86), 119175-08 (Linux), 119176-08 (Windows)

4. Begin installation. From the component list, select only the load balancer plug-in and proceed with
the installation of the load balancer plug-in in the specified Web Server location.

5. Configure Application Server 7.1 UR5 and Web server to use this plug-in.
If you already have an installation of Application Server 7.1:

1. Rename thel i bpasst hr ough. so file and all other related files, such as
LBPI ugi nDef aul t _root . res and LBPI ugi n_r oot . r es installed as part of the Application
Server 7.1 URS5 load balancer plugin.

2. Install the Java Enterprise System (JES) 3 or JES4 Application Server from
http: //ww: sun. com sof t war e/ | avaent er pri sesyst em

3. Download JES component Patch 10 from ht t p: / / sunsol ve. sun. com

»  For package-based patches, the patch ids are 119166-16(Solaris Sparc), 119167-16
(Solaris x86), 119168-16 (Linux)

. For file-based patches, the patch ids (Enterprise Edition) are 119169-08 (Solaris Sparc),
119170-08 (Solaris x86), 119171-08(Linux) , 119172-08 (Windows)

. For file-based patches, the patch ids (Platform Editon) are 119173-08 (Solaris Sparc),
119174-08 (Solaris x86), 119175-08 (Linux), 119176-08 (Windows)

4. Begin installation. From the component list, select only the load balancer plug-in and proceed with
the installation of the load balancer in the specified Web Server location.

5. Configure Application Server 7.1 UR5 and Web server to use this plug-in.
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1D Summary
6338687 Load Balancer Plug-in cannot handle URL/URI greater than 8K.
Ensure not to create a URL/URI greater than 8k if it is going to be forwarded by the load balancer
plug-in to the Application Server.
6262746 Load balancer plug-in on Apache web server, installed on Solaris 10 (SPARC and x86), is not a
supported configuration.
Solution
e Use Apache on Solaris 8 or 9, and the Application Server on Solaris 10.
Or,
e Use Sun Java System Web Server on Solaris10.
6155134 Manual setting of path is required for webservers to start.
After installing load balancer plug-in on Windows for 1IS or Apache, append the path of the Application
Server to the Path environment variable.
* Go to Start->Settings->Control Panel->System->Advanced->Environment Variables->System
Variables->Path, and add: appserver _instal | _dir\bin
* You must restart the machine.
4761151, Intermediate form and basic authentication failures while sending intermittent SSL and
4825429, non-SSL requests through load balancer plug-in. Displays a 502 Bad Gateway error message.
4981545 The persistency of proxy-to-container connections is not maintained with the default settings.

Loadbalancer looses persistent connections to the application server due to deployment/undeployment
on the application server and/or due to keep alive timeout or due to stale connections in the load
balancer’s connection pool. When this happens, some of load balancer’s requests will fail and the error
page is displayed. This typically occurs in a development environment where frequent
deployment/undeployment and other configuration changes are tried and tested.

Solution

Set the keep alive timeout on the appserver to 0.

Using web-based Administration interface:

1. Launch the Administration console.

2. Select HTTP Server -> Tuning.

3. Inthe HTTP Persistent Connection Timeout field, enter O (last text box on the page)
4. Apply changes and restart the appserver.

Using the Command-line Interface:

1. Add the line: KeepAl i veTi neout 0 ininit.conf of appserver

2. Launch the asadmin reconfig command.

3. Restart the appserver.
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ID

Summary

4962735

On Linux, Apache Web Server 1.3.27 does not start after installing load balancer plug-in and
sec_db files.

Solution

Include the following lines in / src/ MakeFi | e after “End of automatically generated section,” and just
before “OBJS=\". Also, make sure the Application Server libraries are already installed in a particular
location:

LIBSt= -licuuc -licuil8n -Inspr4 -Ipthread -1 xerces-c -1support -lnsprwap -Ins-httpd40
LDFLAGSt= -L/space/ SJISAS/installations/lib.

Where: / space/ SISAY i nst al | ati ons is the location of the application server installation. For more
information, see Appendix “Compiling Apache Web Server” in Sun Java System Application Server
Administration Guide.

5018537

Identity Server/Application Server Integration Services unavailable error shown during failover.

Loadbalancer.xml has “/” as the context-root for a web-module. After a failover, since there is no
context root, a “Default” string is assigned as the path of the update JROUTE cookie. This results in
two JROUTE cookies on the browser side.

1. The old JROUTE cookie pointing to the failed instance with “/” aspath.
2. The new JROUTE cookie pointing to the new instance with “/Default” as the path.

The browser would always use the old outdated cookie (1) and consequently it results in redirects and
failovers, and sometimes the browser itself fails.

Solution
Have specific context root for all web modules. For example:

<web- nodul e cont ext-root="appl " enabl ed="true”
di sabl e-ti meout -i n-ninutes="60" error-url="appl-lberror.htm” />
<web- nodul e cont ext - r oot =" app2” enabl ed="tr ue”
di sabl e-ti neout -i n-m nut es="60" error-url="app2-lberror.htm” />

After the failover, the JROUTE gets the path as “/appl” which is valid and works correctly.

5007720

Log message not proper for invalid value for error-url in web-module.

When the error-url attribute in web- nodul e tag of | oadbal ancer. xni is set, as follows, to an invalid
value, such as:

<web- nodul e cont ext - r oot ="appl" enabl ed="true"
di sabl e-ti meout -i n-ni nutes="60" error-url="abc"/>

The log message displayed is as follows:

warning (11113): reports: Ib.configurator: XM._VALI DATOR WARNING Invalid
format for the error-url sun-http-Iberror.

However, the log should be:

warni ng (20015): reports: Ib.configurator: XM._VALI DATOR WARNING Invalid
format for the error-url abc
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High Availability

This section describes the known high availability issues and associated solutions.

1D Summary

6301842 Sometimes on Windows, the management agent cannot deregister the service when running, ma
-1, and fails with the error message, Coul d not identify program
Solution
Start a Windows command prompt window and run sc st op HADBWMynt Agent and then run sc del ete
HADBMynt Agent . If the command ma -i - n servicename was used to install and start the service, then
use servicename when running the command sc.

6293912 The Management Agent should not use special-use interfaces.
Solution
When issuing hadbm create on hosts with multiple interfaces, always specify the IP-addresses
explicitly, using DDN notation.

6291562 Reassembly failures on Windows.
On the Windows platform, with certain configurations and load, there may be a large number of
reassembly failures in the operating system. The problem has been seen with configurations of more
than 20 nodes when running several table scans (select *) in parallel. The symptoms could be that
transactions abort frequently, or repair and recovery may take a long time to complete, and there may
be frequent timeouts in various parts of the system.
Solution
To fix the problem, the Windows registry variable
HKEY LOCAL_MACH NE\ SYSTEM Curr ent Cont r ol Set\ Ser vi ces\ Tcpi p\ Par amet er s should be set to a
value higher than the default value of 100. We recommend increasing it to 0x1000 (4096). For more
information, see article 811003 from the Microsoft support pages:
http://support.mcrosoft.com def aul t.aspx?sci d=kb; en- us; 811003.

6275319 Non-root users cannot manage HADB.
Installing with Java Enterprise System (as root) does not permit non-root users to manage HADB.
Solution
Always login as root to manage HADB.

6275103 hadbm management agent should give a better error message when a session object has timed

out and deleted at MA.

Sometimes, a resource contention problem on the server may cause a management client to become
disconnected, When reconnecting, a misleading error message, hadbm Error 22184: A password is
required to connect to the managenent agent may be returned.

Solution

Check if there is a resource problem on the server, take proper action (e.g., add more resources), and
retry the operation.
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6273681

Management agents in global and local zones may interfere.

On Solaris 10, stopping a management agent by using the na- i ni t d script in a global zone stops the
management agent in the local zone as well.

Solution

Do not install the management agent both in the global and local zone.

6271063

Install/removal and symlink preservation.

Regarding install/removal of HADB ¢ package (Solaris: SUN\Wadbc, Linux: sun- hadb- ¢) version
<m.n.u-p>, the symlink / opt / SUN\Whadb/ < is never touched once it exists. Thus, it is possible that an
orphaned symlink will exist.

Solution

Delete the symlink before install or after uninstall unless in use.

6265419

Downgrading from HADB Version 4.4.2.5 to HADB Version 4.4.1.7 causes management agent to
fail with different error codes.

When downgrading to a previous HADB version, the management agent may fail with different error
codes.

Solution

It is possible to downgrade the HADB database, however the management agent cannot be
downgraded if there changes have been made in the repository objects. After a downgrade, you must
use the management agent from the latest HADB version.

6262824

hadbm does not support passwords containing uppercase letters.
Capital letters in passwords are converted to lowercase when the password is stored in hadb.
Solution

Do not use passwords containing uppercase letters.
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1D Summary

6173886, hadbm createdomain may fail.

6253132 . ] . . .
If running the management agent on a host with multiple network interfaces, the cr eat edonai n
command may fail if not all network interfaces are on the same subnet:
hadbm Error 22020: The nmanagenent agents coul d not establish a domain, please check that
the hosts can conmunicate with UDP multicast.
The management agents will (if not configured otherwise) use the first interface for UDP multicasts
(first as defined by the result from j ava. net . Net wor kI nt er f ace. get Net wor kI nt er f aces() ).
Solution
The best solution is to tell the management agent which subnet to use (using
ma. server. nai nternal . interfaces in the configuration file. For example,
ma. server. mai nternal . interfaces=10. 11. 100. 0). Alternatively you can configure the router between
the subnets to route multicast packets (the management agent uses multicast address 228.8.8.8).
Before retrying with a new configuration of the management agents, you should clean up the
management agent’s repository. Stop all agents in the domain, and delete all files and directories in the
repository directory (identified by r eposi t ory. dr. pat h in the management agent configuration file).
This must be done on all hosts before restarting the agents with a new configuration file.

6249685 clu_trans_srv process cannot be interrupted on Linux.

There is a bug in the 64 bit version of Red Hat Enterprise Linux 3.0 that makes the cl u_trans_srv
process end up in an uninterruptible mode when performing asynchronous 1/0. This means that kill -9
does not work and the operating system must be rebooted.

Solution

Use a 32 bit version of Red Hat Enterprise Linux 3.0.
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1D Summary

6230792, Starting, stopping or reconfiguring HADB may fail or hang.

6230415 On AMD Opteron™ systems running Solaris 10, starting, stopping or reconfiguring HADB using the
hadbmcommand may fail or hang with one of the following errors:
hadbm Error 22009: The command issued had no progress in the last 300 seconds.
HADB- E- 21070: The operation did not conplete within the time limt, but has not been
cancel | ed and may conplete at a later tine.
This may happen if there are inconsistencies while reading/writing to a file (nomandevice) which the
cl u_noman_srv process uses. This problem can be detected by looking for the following messages in
the HADB history files:
n:3 NSUP | NF 2005-02- 11 18:00: 33. 844 p: 731 Child process noman3 733 does not respond.
n:3 NSUP | NF 2005-02-11 18:00: 33.844 p: 731 Have not heard fromit in 104.537454 sec
n:3 NSUP | NF 2005-02-11 18:00: 33.844 p: 731 Child process noman3 733 did not start.
Solution
To solve the problem, run the following command for the affected node:
hadbm restartnode --Ievel =cl ear nodeno dbname
Note that all devices for the node will be reinitialized. You may have to stop the node before
reinitializing it.

None HADB database creation fails.
Creating a new database may fail with the following error, stating that too few shared memory
segments are available:
HADB- E- 21054: Systemresource is unavailable : HADB-S-05512: Attaching shared nenory
segnent with key "xxxxx" failed, OS status=24 OS error nessage: Too many open files.
Solution
Verify that shared memory is configured and the configuration is working. In particular, on Solaris 8,
inspect the file / et ¢/ syst em and check that the value of the variable shnsys: shm nf o_shnseg is at
least six times the number of nodes per host.

6232140 The management agent terminates with the exception, "IPV6_MULTICAST_IF failed."

The management agent may terminate with the exception, | PV6_MULTI CAST_| F f ai | ed, when starting
on a host running Solaris 8 with several NIC cards, and if there is a mixture of cards with IPv6 and IPv4
enabled. The root cause is described in bug 4418866/4418865.

Solution
1. Set the environment variable, JAVA_OPTIONS, as described here:
$> export _JAVA CPTI ONS="-Dj ava. net . pref er| Pv4St ack=t r ue”

2. Alternatively, use Solaris 9.
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6171832/ Stale sessions are not cleaned up leading to degraded HADB performance, or the data device is
6172138 getting full.
Solution
To remove stale sessions efficiently, modify the sun- ej b-j ar. xni file to set the value of
cache-idl e-tineout -i n-seconds to less than the renoval - ti meout - i n- seconds value.
If the cache-i dl e-ti meout -i n- seconds is equal to or greater than the renoval - ti meout - i n- seconds,
old sessions will not be cleaned-up in HADB, which is the expected behavior.
If you continue to face issues with stale sessions even after setting these properties as recommended,
contact product support for help.
6171994 Improper permissions in security.policy file causing startup hang.
Description
hadb-jdbc has improper access permissions in the security.policy file.
Solution
If there is an intermittent hang during startup, add the following suggested permissions in the
security.policy file:
By default, the following is present:
perm ssion java. net. Socket Per m ssi on "x" . "connect";
Suggested permissions:
perm ssion java. net. Socket Perm ssion "*", "connect accept,|isten,resolve";
5042351 New tables created after new nodes are added will not spread on the added nodes.

Description

If a user creates a database instance, add nodes to it, then any new tables created afterwards will not
be fragmented on the nodes added after database creation. Only the tables created before addnodes
will be able to use the added nodes when hadbm addnodes refragment it.

This is because create table uses the sysnode node group which is created at the boot time of the
database (when hadbm cr eat e is executed).

Solution

Run hadbm r ef ragnent after new tables have been added, or create the new tables on nodegroup,
all_nodes.
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6158393

HADB problem with RedHat AS 3.0 in co-located mode under load.
Description

HADB runs on RedHat Linux AS 3.0 co-located with Application Server. Transactions may get aborted
and affect the performance. This is caused by the excessive swapping performed by the operating
system.

Solution

This issue appears to have been resolved when HADB was tested against RedHat Linux AS 3.0
Update 4.

6214601

Addnodes fails with table not found error since hadbm searches user tables in sysroot schema.
Description
The hadbm refragment command fails with:

hadbm Error 22042: Database coul d not be refragnented. Please retry with hadbm
refragnment conmand to refragnment the database.. Caused by: HADB-E-11701: *Table
si ngl esi gnon not found*

Solution

Refragment the Application Server tables manually with the help of cl usql :
> clusql server:port list> system+dbpassword specified at database create>

SQ: set autoconmt on;
set schema haschenwy;

alter table sessionattribute nodegroup all_nodes;

alter table singlesignon nodegroup all _nodes;

alter table stateful sessionbean nodegroup al | _nodes;

alter table sessionheader nodegroup al |l _nodes;

alter table bl obsessions nodegroup all _nodes;

BBEBEL L

quit;

6159633

configure-ha-cluster may hang.
Description

When the asadm n confi gur e- ha- cl ust er command is used to create or configure a highly available
cluster on more than one host, the command hangs. There are no exceptions thrown from the HADB
Management Agent or the Application Server.

Sol ution

HADB does not support heterogeneous paths across nodes in a database cluster. Make sure that the
HADB server installation directory and configuration directory are the same across all participating
hosts.

Additionally, clear the repository directories before running the command again.
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6197822 hadbm set brings the database instance to a state from which it is difficult to recover.
Description
In this scenario, the hadbm set command fails when attempting to change some database
configuration variable; for example, setting Dat aBuf f er Pool Si ze to a larger size fails due to insufficient
shared memory on node-0. The hadbm set command then leaves the database with node-0 in stopped
state and node-1 in running state. Resetting the pool size back to the original value with the help of
hadbmset fails with the message:
22073: The operation requires restart of node 1. Its nirror node is currently not
avai |l abl e. Use hadbm status --nodes to see the status of the nodes.
In this case, hadbm startnode 0 also fails.
Solution
Stop the database, then restore the old values using hadbm set and restart the database.
6200133 Failure in configure-ha-cluster; creating an HADB instance fails.
Description
Attempts to create a HADB cluster fails with the message:
HADB- E- 00208: The transaction was aborted.
The booting transaction populating the SQL dictionary tables gets aborted.
Solution
Run the confi gur e- ha- cl ust er command again. If you run the hadbm cr eat e command and it fails
with the previous message, rerun it.
5091349 Heterogeneous install paths are not supported.
It's not possible to register the same software package with the same name at different locations on
different hosts.
Solution
HADB does not support heterogeneous paths across nodes in a database cluster. Ensure that the
HADB server installation directory and configuration directory are same across all participating hosts.
5091280 hadbm set does not check resource availability (disk and memory space)

Scenario
Increasing device or buffer sizes using hadbm set .
Description

The management system will check resource availability when creating databases or adding nodes,
but it will not check if there are sufficient resources available when device or main-memory buffer sizes
are changed.

Solution

Check that there is enough free disk/memory space on all hosts before increasing any of the
devi cesi ze or buf f er si ze configuration attributes.
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4855623 When one of the nodes’ host is down, hadbm stop command does not exit.
The hadbm stop command may not be able to shutdown a database completely if HADB nodes do not
receive shutdown messages due to network problems. The typical symptom is that hadbm takes more
than 60 seconds to complete. In this situation, hadbm stop/delete will not work. You must specify the
nodes that needs to be shutdown.
Solution
1. Use “hadbm status --nodes” to determine which nodes are still alive.
2. Run “hadbm stopnode -f node_number” for each of the partially running nodes.
4861337 If an active data node fails while executing hadm st opdb, hadm st art db will fail.
hadbm st at us should return non- oper ati onal if the database is unable to start.
Solution
To correct the problem:
1. Runhadbmclear --fast
If this command reports failures of type, addr ess in use, for each machine in the system, login and kill
all processes starting with cl u_.
2. Rerun the command, hadbm cl ear --fast.
This will restart the database, causing the loss of all data.
3. Recreate the session-store.
For details on creating the session-store, see Sun Java System Application Server Administration Guide.
4958827 Child process transaction does not respond.

When a host machine accommodates more than one HADB node and all nodes use the same disk for
placing their devices, it is observed that the disk 1/0O becomes the bottleneck. HADB process have
been waiting for asynchronous I/O and therefore did not answer the node supervisor’s heartbeat
check. This causes the processes to be restarted by the node supervisor. Although this problem can
occur on any operating system, it is observed on Red Hat Linux AS 2.1 and 3.

Solution

Use separate disks to place the devices belonging to different HADB nodes residing on the same
machine.
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None HADB Configuration with Double Networks

HADB, configured with double networks on two subnets, work properly on Solaris SPARC. However,
due to problems in the operating system or network drivers on some hardware platforms, it is observed
that Solaris x86 and Linux platforms do not handle double networks properly. This causes the following
problems to HADB:

e On Linux, some of the HADB processes are blocked on message sending. This causes HADB
node restarts and network partitioning.

* On Solaris x86, after a network failure, some problems may arise that prohibits switching to the
other network interface. This does not happen all the time, so it is still better to have two networks
than one. These problems are partially solved in Solaris 10.

e Trunking is not supported.

« HADB does not support double networks on Windows 2003 (bug id 5103186).

Server Administration

This section contains the following sections:
e Command Line Interface (CLI)
e Administration Infrastructure

e Administration Interface

Command Line Interface (CLI)

This section describes the known command-line interface issues and associated solutions.

Page 42 of 60 Application Server Version 7 2004Q2 Update 6 * Release Notes



Known Problems and Limitations
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Summary

4676889

CLI command overflows in single-mode if the command is more than 256 characters long.

On UNIX(R), when executing a CLI command in single-mode that contains more than 256 characters,
the command fails with this error: .. . Command Not Found. . .

This is a terminal restriction, not a CLI restriction.
Example:

create-jdbc-connection-pool --instance server4 --datasourceuser adnin

- - dat asour cepassword admi nadmi n --dat asourcecl assnane test --datasourceurl
test --mnpool size=8 --naxpool size=32 --maxwai t =60000 - - pool resi ze=2

--idl etimeout =300 --connectionval i dat e=fal se --validationnet hod=aut o- conmi t
--failconnection=fal se --description test sanple_connectionpoolid)

Solution
1. For commands that require more than 256 characters, use CLI multi-mode.

2. If you must use single-mode, run the command using OpenWin cndt ool .

Administration Infrastructure

This section describes the known administration infrastructure issues and associated solutions.

1D

Summary

6635248

*~ wildcard pattern does not work as documented.

http://docs. sun. cont sour ce/ 817- 2176/ dnwl dcr d. ht m #24629 shows a list of available wildcard patterns
used by Sun Application Server. However, the wildcard pattern with tilde in the ppat h does not work as
documented.

Solution
Add one of the following to the obj . conf file.

o <(bject ppath="/test["h].htm "> PathCheck fn="htaccess-find"
fil ename=". ht access" </ bj ect >

o <(bject ppath="*~*(.testh.htm|.testh.htn/)">
Pat hCheck fn="htaccess-find" filename=".htaccess" </ Chject>

¢ <Object ppath="*~* testh.htnl*"> PathCheck fn="htaccess-find" filenane=".htaccess"
</ vj ect >
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6245376 Virtual server’s obj.conf is not removed after deleting the virtual server.

By default, the configuration file for a virtual server is not removed from the filesystem after deleting the

virtual server.

Solution

Manually remove the virtual_server- obj . conf file of the deleted virtual server.

4686003 HTTP Quality of Service limits are not enforced.

Quality of Service (QOS) includes a means of specifying the maximum number of HTTP connections

and the bandwidth limit. When these attributes are exceeded, a 503 error should be returned to the

client. However, after enabling QOS through the Administration interface, the server does not enforce
the QOS limits.

Solution

To fully enable QOS features, you must manually add an AuthTrans fn=qos-handler line to the top of

the default object in the obj . conf file of the virtual server. The qos-handler Server Application

Function (SAF) and obj . conf configuration file are described in the Developer's Guide to NSAPI.

4740022 SNWP: END OF M Bis returned when adding and starting a new instance server.

If you add and start a new instance without shutting down the instance server and subagent, an END

OF M B message is returned.

Solution

1. To view a new instance, make sure the subagent and all the instance server processes are shut
down. Under each server ->Monitoring -> "Enable SNMP Statistics Collection: on", apply the
change, then restart each instance server, and start only one subagent process again.

2. Ifthe subagent is already running, don't start any extra subagent processes in any instance. There
can only be one master agent and one subagent for a Application Server installation (common for
all domains/instances).

4865739 Negative test for instance port in server.xml corrupts donai ns. bi n

If the port number and/or IP Address includes a letter character, no new instances can be created and
the current instances become unmanageable.

Solution

1. Editthe server. xmnl file and the backup server. xm and correct the port number and/or IP
Address.

2. Execute the asadni n reconfi g command using the keepmanual changes=t r ue option.

3. Using the Administration Interface, stop the instance by selecting the instance name in the
Administration tree.

4. Restart the administration server and application server instance.
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Administration Interface

When using Administration interface, make sure that the browser is configured to check for newer
versions of pages from the server, instead of picking these from cache. Generally, default browser
settings would not cause problems.

*  On Internet Explorer, make sure that Tools->Settings...->Check for newer versions of
stored pages: is not set to 'Never'.

® On Netscape, make sure that Edit->Preferences...->Advanced->Cache->Compare the page
in the cache to the page on the network: is not set to Never'.
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This section describes the known administration graphical user interface issues, and the associated
solutions.

ID Summary

4725473 External certificate nickname doesn't display on the Administration interface Nickname list.

When you install an external certificate through the Application Server Administration interface, a
problem is encountered when you attempt to enable SSL for the http-listener by using the certificate
that is installed on the external cryptographic module. Although the installation of the certificate is
successful, the certificate nickname does not display in the Administration interface.

Solution

1. Log in to the system where the Sun ONE Application Server software is installed as an
Administrative User.

2. Link the http-listener to the certificate installed on the external cryptographic module. Execute the
asadmi n command. For more information on the asadni n command, see the asadni n(1M) man

page.

/ sun/ appser ver 7/ bi n/ asadm n cr eat e- ssl
--user admin --password password
--host host_name
--port 8888
--type http-listener
--certnane nobody@ppreal m Server - Cert
--instance serverl
- -ssl 3enabl ed=true
--ssl 3tl sciphers +rsa_rc4_128 md5
http-listener-1

This command establishes the link between the certificate and the server instance; it does not install
the certificate (which was done using the Administration interface). Even though the certificate is linked
with http-listener, the http-listener will be listening in non-SSL mode.

3. Enable the http-listener to listen in SSL mode by using the following CLI command.

/sun/ appserver 7/ bi n/ asadm n set
--user adnmin
- - password password
--host host_name
--port 8888
serverl. http-listener.http-listener-1.securityEnabl ed=true

This command switches the server instance listening state from non-SSL to SSL.
After completing the preceding steps, the certificate is displayed in the Administration interface.

4. You can now use the Administration interface to edit the http-listener as needed.
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4760939 SSL: A self-signed certificate generated by certutil is not displayed on the Certificate Nickname
list.
A self-signed certificate is generated by the certutil and Certificate Nickname is not displayed on the
Administration interface.
Solution
To use a self-signed certificate, you must manually edit the ser ver. xmi file.

4991824 Restart times out after SSL is enabled from the Admin Console.
Solution
Stop and start the server when SSL is enabled instead of doing a instance restart.

4988332 “Apply Changes Required” icon appears even though no changes have been made.
In the Admin Console, when an Application Server instance’s properties or settings are viewed, the
Apply Changes Required” icon appears even if no changes have been made to the settings.
Solution
This message appears only once and does not make any changes to the Application Server. Select
“Apply Changes” when you get this message.

5011969 On Solaris x86, HTTP listener and IIOP listener pages in the Administration interface give

errors.
Solution
The problem is caused by certain versions of jss3.jar. Two workarounds exist:

For patch levels 115924-03, 115925-03, 115926-03, 115927-03, upgrade the SUNWijss package with a
later version.

Remove the path to j ss3.j ar from the server’s classpath as described here:
1. Open server.xn for editing.

2. Remove usr/share/lib/ nps/secvl/jss3.jar from the classpath.

This is the first entry in the classpath unless you have explicitly modified it.
3. Save server.xm and run asadm n reconfig.

4. Before starting your server instance, you also need to rename j ss3.j ar.

Sample Applications

This section describes known sample application issues and associated solutions.
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5048279 Steps 1&2 of the Precompilation Tasks section of JDBC Realm Authentication sample is
incomplete.
Solution
The proper steps for 1 and 2 should be:
1. 1. Start the PointBase database server.
Go to the appserver_install_root/ poi nt base/ ser ver directory and run the St art Server. sh script.
2. Start the PointBase Console.
*  Go to the appserver_install_root/ poi nt base/ cl i ent _t ool s directory and run the PB_consol e. sh
script.
e The database URL is: j dbc: pont base: server:// I ocal host/ sun- appser v- sanpl es
e The default admin username is: security.
e The default admin password is: security.
3. Verify that the PUBLI C. user _t bl exists and contains users.
* Navigate to the Catalog -> Catalog menu item.
« Within the Database Catalog, navigate to the PUBLI C, TABLES, USER _TBL node.
* Right-click the USER_TBL node and click SELECT * FROM "PUBLI C'. " USER TBL" within the pop-up
menu.
4739854 Instructions needed for deploying resources using asadmin.

In the documentation for some samples, your are instructed to deploy the application using the
asadni n command, but no explanation is provided on how to create the needed resources.

Solution

You can deploy the application/resource by using the asadm n command and can get more
information by referring to the sample's bui | d. xm file. More information can also be found in the
printout from running asant depl oy.

For JDBC/BLOB example, the following steps create the resources using asadmni n (assuming the
hostname is j acki el 2 and the username/password/port for the Admin Server is
adm n/ adm nadni n/ 4848):

asadmi n create-jdbc-connection-pool --port 4848 --host jackiel2 --password
admi nadmin --user admin jdbc-sinple-pool

--dat asour cecl assnane com poi nt base. j dbc. j dbcDat aSource --instance serverl
asadmn set --port 4848 --host jackiel2 --password adm nadm n --user adm n

server 1. jdbc-connecti on-pool .| dbc-si npl e- pool . property. Dat abaseNane=j dbc: po
i nt base: server:/ /1 ocal host/sun-appserv-sanpl es
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4993620 afterCompletion() called with false when more than one XA connection is used.

Using a modified version of sanpl es/ transacti ons/ ej b/ cnt / bank application - The BankBean ejb
connects to two databases. one for checking a/c and one for saving. There are two connection pools
created which are configured for or acl e. j dbc. xa. cl i ent. O acl eXADat aSour ce datasource and global
transactions have been turned on.

Running the standalone client which transfers some balance and retrieves the checking as well as
saving balances, three remote calls are made - t r ansf er Bal ance() , get Checki ngBal ance() and
get Savi ngsBal ance() .

It is observed that afterCompletion for get Checki ngBal ance() invocation is called with
commi t t ed=f al se, although all the database operations were successful.

For example, the following is executed:

appclient -client

/ space/ SIAS/i nstal | ati on/ donai ns/ donai n1/ server 1/ appl i cati ons/j 2ee- apps/ transact i ons-ba
nk_13/transact -name BankCient -textauth com sun.jndi.cosnan ng. CNCt xFact ory
iiop://local host: 3700

Result: af t er Conpl et i on() is called with false even though tx is successful for a stateful session bean
that uses more than one XA connections and performs only read-only db operations.

Solution

The current JTS implementation does not support this.
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5016748 The description for running SFSB Failover sample application using java client is incorrect.

The java command for running the SFSB Failover sample application in the sample application
documentation is incorrect.

Solution
The following is the correct description for running sfsbFailover with java client:
Running sfsbFailover sample with local or remote RMI/IIOP-based client without ACC:

The java client is executed without using the interface of Application Client Container. It can be
executed on the local machine (ashost) or a remote machine. The client application runs from the
command line, i.e.

java -Djava.library. pat h=$AS | NSTALL/ | i b: /usr/1i b/ nps

- Dcom sun. CORBA. connect i on. ORBSocket Fact or yd ass=com sun. ent er pri se. i i op. EEl | OPSocket Fact ory
- Dor g. ong. Portabl el nterceptor. CRBI nitializerd ass.com sun. appserv.ee.iiop. EECRBInitializer

- Dor g. ong. CORBA. CRBO ass=com sun. ent er pri se. i i op. POAEJBCRB

- Dor g. ong. CORBA. ORBSI ngl et ond ass=com sun. cor ba. ee. i nt er nal . cor ba. ORBSi ngl et on

-D avax.rm . CORBA Wil d ass=com sun. cor ba. ee. i nt er nal . POA. Shut downU i | Del egat e

-classpath <CP> <di ent App>

java. nam ng. factory.initial =com sun. appserv. nam ng. SLASCt xFact ory

com sun. appserv. i i op. | oadbal anci ngpol i cy=i c- based

com sun. appserv. i i op. endpoi nt s=host : port, host: port

where:

* CPincludes five jar files for CLASSPATH which are sf sbFai | over.jar, appserv-rt.jar,
appserv-ext.jar and appserver-rt-ee.jar, appserv-admn.jar.

The file of sf sbFai | overQ i ent . j ar is copied to the current directory from the deployment directory:
install_dir/ dormai ns/ donai nl/ server 1/ appl i cati ons/ j 2ee- apps/ sf sbFai | over _1

The other jars are copied to the current directory from AS installation: install_dir/ 1 i b

If you intend to run the client application on a remote machine, you need to transfer the

sfsbFai | overQient.jar and other three appserver jar files to the client machine. Although the
sfsbFail overdient.jar file is used in this example to run application client with or without an ACC, it
contains more files than absolutely necessary for the situation in which an ACC is not used. The
minimal files required to run the example on a remote machine without an ACC are the

appserv-ext.j ar file and the following files as extracted from the sf sbFai |l overdient. | ar file:

sanpl es/ ej b/ stateful / sinpl e/ej b/ Cart. cl ass - Remote Interface

sanpl es/ ej b/ st at ef ul / si npl e/ ej b/ Cart Hone. cl ass - Home Interface

sanpl es/ ej b/ stateful / sinpl e/ ej b/ _Cart_Stub. cl ass - Remote Stub

sanpl es/ ej b/ st at ef ul / si npl e/ ej b/ _Cart Home_St ub. cl ass - Home Stub

sanpl es/ ej b/ stateful /sinple/client/Cartdient.class - Client Application Main Class

The appserv-ext.j ar file is required on the client machine because it contains the javax.ejb package
that the client needs, and also contains the implementation and interface for J2EE APIs that the client
may need.

« ClientApp refers to the client program. In this example:
sanpl es. ejb.stateful .sinple.client.Cartdient
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5016748
cont.

* URL refers to the comma separated list of application server running as part of one cluster with
hostname (e.g. ashost ) and with an ORB-port (e.g. 3700). For example,

ashost : 3700, ashost : 3701, ashost : 3702
The following is a complete example for the command:

java -Djava.library. path=$AS_| SNTALLI i b:/usr/lib/ nps

- Dcom sun. CORBA. connect i on. ORBSocket Fact or yd ass=com sun. ent er pri se. i i op. EEl | OPSocket Fact ory
-Dorg. ong. Portabl el nterceptor. ORBI ni tial i zerd ass. com sun. appserv. ee.iiop. EECRBInitializer
- Dor g. ong. CORBA. ORBO ass=com sun. ent er pri se. i i op. POAEJBCRB

- Dor g. ong. CORBA. ORBSI ngl et on0 ass=com sun. cor ba. ee. i nt ernal . cor ba. ORBSi ngl et on

-D avax. rm . CORBA. Uil O ass=com sun. cor ba. ee. i nt ernal . POA. Shut downU i | Del egat e

-classpath
sfsbFailoverdient.jar:appserv-ext.jar:appserv-rt.jar:appserv-rt-ee.jar:appserv-adnin.jar
sanpl es. ej b. stateful .sinple.client.CartQient

java. nam ng. factory.initial =com sun. appserv. nam ng. SLASCQt xFact ory

com sun. appserv. i i op. | oadbal anci ngpol i cy=i c- based

com sun. appserv. i i op. endpoi nt s=I ocal host : 3700, | ocal host : 3701

Include $AS_INSTALL/lib and /ust/lib/mps in LD_LIBRARY_PATH before running the command.

You will see interactive console, which helps you to also test the high availability of the SFSB,

I ni tial Cont ext, Home reference and remote reference. After creating the | ni ti al Cont ext, press
Enter. The reference is failed over to another available server instance. You can test the failover
behavior for home reference, remote reference as well in the same way.

5016656

Samples document points to incorrect path for PointBase startup scripts.

The path of startserver.sh is incorrectly mentioned as
pointbase_install_dir/ t ool s/ server/startserver. sh.

Solution

The correct path to the PointBase startup script is
pointbase_install_dir/ cl i ent _t ool s/ server/startserver. sh.

5016647

Indent-amount issue with Coffee Break application in JWSDP 1.0_01.

The following error is displayed while running the Coffee Break sample application:
ERROR: output property 'indent-amount’ not recognized

Solution

This is a known issue in JWSDP 1.0_01. To avoid this issue, use a JWSDP version later than 1.1.

ORB/IIOP Listener

This section describes known ORB/IIOP-Listener issues and associated solutions.
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4743419 RMI-IIOP clients will not work for IPv6 addresses where DNS address lookups fail for the IPv6
address.
If a DNS lookup for an IPv6 address fails, clients of Remote Method Invocation-Internet Inter-ORB
Protocol (RMI-IIOP) will not work for IPv6 addresses.
Solution
Domain Name Service (DNS) should be set up at the deployment site in order to look up an IPv6
address.

5017470 Default IIOP port numbers assigned by the Application Server are randomly generated.

When a new ORB listener or IIOP endpoint is created, the IIOP Port value varies, depending on
whether one is creating an ORB Listener or IIOP Endpoint.

1. Creating a new ORB Listener > The IIOP port value cannot be left blank, though the * that signifies
a 'must-specify’ entry is not present. The default value shown is 1072, although the listener port
value for the default listener created during server installation is 3700.

2. Creating a new IIOP Endpoint > The default IOP port value shown is 3600. If an endpoint is
created with the port value left blank, an IIOP endpoint is created with IIOP port value null.

3. If an new server instance is created, the default ORB listener port value is an arbitrarily high value,
usually > 30000.

Solution

IIOP port values should not exceed 32767. If the values configured are outside this range, a connection
failure occurs during failover. When configuring the IIOP listener for the server, ensure that the port
values are within this range.
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Documentation

This section describes the known documentation issues and associated solutions.

1D Summary
6489168 Instructions in the README.txt file in the <addons_install>/se directory need to be revised for
clarity.
The README.txt currently reads as follows:
Installing on Solaris as root user
1) Copy SUNWaspx from the RootInstall directory on the CD to directory on your machine.
2) Change the directory to where SUNWaspx was copied.
$ cd <addons_i nstal | >/ ProxyPl ugi n
Solution:
The instructions in README.txt must read as follows:
1) Copy SUNWaspx from the RootInstall directory on the CD to a directory on your machine.
$ cp -R <addons_i nstal | >/ se/ \\ebPl ugi ns/ Root | nst al | / SUNWaspx /var/tnp
2) Change the directory to where SUNWaspx was copied.
$ cd /var/tnp
6511489 Information regarding KeepAliveFlushes in the Sun Java System Application Server
Performance Tuning guide is incorrect.
The Performance Tuning guide currently has the following information:
The number of times the server had to close a connection because the KeepAliveCount exceeded the
MaxKeepAliveConnections. This setting is not tunable.
Solution
The statement must read as follows:
Application Server does not close existing connections when the KeepAliveCount exceeds the
MaxKeepAliveConnections. Instead, new keep-alive connections are refused and the
KeepAliveRefusals count is incremented.
6495372 The section on Dynamic Deployment in Chapter 13 - Application Deployment of the Sun Java System

Application Server Standard and Enterprise Edition 7 2004Q2 Update 3 Administration Guide (English)
or the Sun ONE Application Server 7 Administration Guide (Japanese) does not warn users about
errors that could occur if they attempt dynamic deployment when a client is accessing the server.

Solution

It is recommended that you execute the online dynamic deployment only when a client is not accessing
the server. An error could occur in the data processing for memory and files if a client accesses the
server during the application deployment process.
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6412668 The following statement in the Configuring the File Cache section of the Application Server 7
Performance Tuning Guide is incorrect:
By default, Transmit File is enabled on NT, and not enabled on Unix. On Unix, enable Transmit File for
platforms that have native OS support for PR_TransmitFile, which currently includes HP-UX and AlX. It
is not recommended for other Unix/Linux platforms.
Solution
The statement must read as follows:
By default, Transmit File is enabled on NT, and not enabled on Unix. On Unix, Transmit File is enabled
for platforms that have native OS support for PR_TransmitFile, which currently includes Solaris, HP-UX
and AlX. It is not recommended for other Unix/Linux platforms.
6067211 Change in behavior of sessionFilename for memory persistence in Application Server 7 2004Q2
as compared to Application Server 7.0 series not documented.
The sessi onFi | eNane property in the manager-properties table from Developer’'s Guide to Web
Applications should read:
Specifies the absolute or relative pathname of the file in which the session state is preserved between
application restarts, if preserving the state is possible. A relative pathname is relative to the temporary
directory for this web module. The actual name of the file gets prepended with the context information.
For example, if you specify fi | eNane to be / t np/ Sessi on and the web app context name is
Menor yPer si st enceApp, the session state is preserved in / t np/ Menor yPer si st enceAppSessi on.
This is applicable only if the persistence-type attribute of the session-manager element is memory.
5060001 Typo in sample config.xml in Developing JAX-RPC Web Services chapter.
In the Developer’s Guide to Web Services chapter, Developing JAX-RPC Web Services, the sample
config.xm incorrectly capitalizes the S in t ar get Nanespace and t ypeNanespace.
Solution
t ar get NameSpace should be t ar get Nanespace.
t ypeNaneSpace should be t ypeNarmespace.
5050378 Incorrect button label specified in Application Server 7 2004Q2 Getting Started Guide.
In Chapter 1, under Session Persistence Types, the guide incorrectly states to use the Save button to
complete the procedure.
There is no Save button. Use the OK button.
6267772 Instructions for configuring Borland Optimizelt are incorrect.

Sun Java System Application Server Developer's Guide contains a typo in instructions for configuring
Borland Optimizelt Profiler.

Solution
Use the following parameters for JVM options in the Profiler tab:

- DOPTI THOVE=Qpt i m zei t _dir
- Xboot cl asspath/p:/Qptimzit _dir/lib/oibcp.jar
-Xrunpri:startAudit=t
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5039674

Error in asadmin create-jdbc-connection-pool man page.
The current description of --restype is incorrect.

The -restype must be specified to disambiguate when a Datasource class implements both interfaces.
An error is produced when this option has a legal value and the indicated interface is not implemented
by the datasource class. This option has no default value.

Solution

- -rest ype must be specified to disambiguate when a datasource class implements more than one of
the JDBC interfaces j avax. sql . Dat aSour ce, j avax. sql . Connect i onPool Dat aSour ce or

j avax. sql . XADat aSour ce. An error is produced when this option has a legal value and the indicated
interface is not implemented by the datasource class.

5010038

Incorrect information in Administration Console online help on security realms.

In Application server Administration console, under Appserver instances>Server1>Security>Realms,
the help file lists the different realms as: fil e, | dap, certificate, solaris.

This is incorrect. The actual realms are: fil e, | dap, certifi cate, agent Real m The Application Server
installer sets the security realm to agent Real mby default.

6190702

hadbm help gives outdated information.
Solution

For the latest information, see Chapter, “Administering the High-Availability Database (Enterprise
Edition),” in Sun Java System Application Server Standard and Enterprise Edition 7 2004Q2 Update 3
Administration Guide ht t p: / / docs. sun. con app/ docs/ doc/ 819- 2783.

4970418

In the cr eat e- ssl man page, a space is missing between - - cert nane and cert _nane.
Solution
The correct syntax for the - - cert name option is as follows:

--certnane cert_name

4993601

Outdated help files from Sun ONE Application Server 7, Enterprise Edition are displayed.
Solution

If you have previously installed a different version of the Sun Java System Application Server (for
example, Sun ONE Application Server 7, Enterprise Edition), make sure that your MANPATH
environment variable points to your current installation directory.

5008199

Documentation error in the example section of the del et e-j vm opt i ons manpage.
The example should read as follows:

asadnin del ete-jvmoptions --user admn --password adni nadm n

--host |ocal host --port 4848 --instance serverl --

"- D ava. security. policy=/var/opt/ SU\Wappser ver 7/ donai ns/ dorai nl/ server 1/ confi g/ server.p
olicy"
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1D Summary
None Installation Guide PDF file in product CD is corrupt.
Solution

Use the HTML version of the Installation Guide.

Redistributable Files

Sun Java System Application Server Version 7 2004Q2 Update 6 does not contain any files which
you can redistribute.

How to Report Problems and Provide Feedback

If you have problems with Sun Java System Application Server, contact Sun customer support
using one of the following mechanisms:

* Sun Software Support services online at
htt p: // ww sun. cond ser vi ce/ sunone/ sof t war e

This site has links to the Knowledge Base, Online Support Center, and ProductTracker, as
well as to maintenance programs and support contact numbers.

¢ The telephone dispatch number associated with your maintenance contract

So that we can best assist you in resolving problems, please have the following information
available when you contact support:

¢ Description of the problem, including the situation where the problem occurs and its
impact on your operation

®  Machine type, operating system version, and product version, including any patches and
other software that might be affecting the problem

¢ Detailed steps on the methods you have used to reproduce the problem
¢ Any error logs or core dumps

You might also find it useful to subscribe to the following interest group, where Sun Java System
Application Server topics are discussed:
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http://forumjava. sun. conm f orum j spa?forum D=136

Sun Welcomes Your Comments

Sun is interested in improving its documentation and welcomes your comments and suggestions.
Use the web-based form to provide feedback to Sun:

htt p: // waw. sun. conl hwdocs/ f eedback

Please provide the full document title and part number in the appropriate fields. The part number
is a seven-digit or nine-digit number that can be found on the title page of the book or at the top of
the document. For example, the part number of this Release Notes document is 820-2610.

Additional Sun Resources

Useful Sun Java System information can be found at the following Internet locations:

® Sun Java System Documentation
http://docs. sun. comi db/ prod/ sj s. asse

® Sun Java System Professional Services
htt p: // wwv sun. cond servi ce/ sunj avasyst end sj sservi cessui t e. ht n

* Sun Java System Software Products and Service
http: // wwv sun. cont sof t war e

* Sun Java System Software Support Services
ht t p: // wwv sun. cond ser vi ce/ sunone/ sof t war e

* SunJava System Support and Knowledge Base
ht t p: // wwv sun. cond servi ce/ support/ sof t war e

® Sun Support and Training Services
http://training. sun.com

® Sun Java System Consulting and Professional Services
htt p: // waw sun. cont servi ce/ sunps/ sunone

* Sun Java System Developer Information
http:// devel opers. sun. com

®  Sun Developer Support Services
ht t p: // ww. sun. conl devel oper s/ suppor t
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* Sun Java System Software Training
htt p: // ww. sun. conl sof t war e/ t rai ni ng
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