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INTRODUCTION

This manual describes the procedures to install, configure, and verify installation of Sun
StorageTek Business Analytics 5.0 software infrastructure. There are two types of
deployments:

e First time deployment of Sun StorageTek Business Analytics Release 5.0 SP1
software components

e Upgrade deployment of software components from GSM Release 3.6 ,3.8, or 4.0 to
Sun StorageTek Business Analytics Release 5.0 SP1

Note: With the acquisition of StorageTek, Sun Microsystems has re-branded and re-
named Global Storage Manager (GSM) as Sun StorageTek Analytics, a member of the
Enterprise Storage Manager portfolio of software solutions. The functionality of Business
Analytics is identical to GSM, only the name has changed.

This chapter covers the first-time installation of the infrastructure components, including
the Central Manager, Management Console, and Local Manager.

Warning: Terminate running all virus scan software before you install the Central
Manager, Management Console, or Local Manager software.

CENTRAL MANAGER INSTALLATION

The following sections outline the installation steps for the Sun StorageTek Business
Analytics Central Manager that:

e Create the databases, schemas, and stored procedures.
e Install user-specified Storability agents.
e Install the Windows Configuration Tool.

CENTRAL MANAGER PREREQUISITES

Verify the Central Manager’s hardware and software prerequisites that are described in
the Infrastructure Planning Guide. Your Sun representative can provide the current
version of this document.

Note: If you are installing the Sun Storagetek Business Analytics Central Manager

on a Windows 2003 server, the operating system blocks Port 1433 for security purposes.
After you install Microsoft SQL Server Service Pack 3, the operating system opens that
port. Therefore, install Microsoft SQL Server Service Pack 3 on the Windows 2003 server
before you run the GSM Database Setup procedure.

Using SQL Query Analyzer, you can use the following SQL queries to verify the database
server environment.

o select QQ@version - Identify the installed version of SQL Server. An example
follows.
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File Edit Query Tools ‘window Help

& SOL Query Analyzer

J@'#H|%E|ﬁ!ﬁ|ﬂ|ﬁv|\/ 4 .”Eimaster

-

YR E

il Query - localhost.master.sa - Untitled1*

select [iwvers i|:|r1|

[No columwn hatoe)

1 Microsoft 3QL Server 2000 - 85.00.760 [(Intel ZS56)

l

Dec 17 2002 14::2...

| ]

| ] Grids | Messagesl

|Query batch completed. |I|:|call'u:|st (3.0) |sa (52) |master |IZI:IZID:IZIIZI

|1 rows |Ln [, Cal17

Figure 1 - select @@version

e exec sp helpsort - This query shows if your SQL Server is case sensitive or case

insensitive. An example follows.

File Edit Query Toals ‘Window Help

B SOL Query Analyzer

J@'@E|%Eﬁﬁ|ﬂ|mv|\/ [ 4 -||Eima$ter

~

£E % A

" Query - localhost.master.sa - Untitled1*

execs Sp helpsort

Serwver default collation

1 Latinl-General, case—-insensitiwve, accent-sensitive,

kanatype—-insens. ..

| ] Grids I Messagesl

|Quer\,.-' batch completed. |I|:|ca|h|:|st (8.0 |sa (53] |master | 0:00:03

|1 rows |Ln 1, Cal 17 4

Figure 2 - exec sp_helpsort
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Note: The Sun StorageTek Business Analytics Central Manager no longer requires that
SQL 2000 Server is configured “Case-Sensitive” unless you are upgrading or attaching
an existing, case-sensitive database.

INSTALLING MICROSOFT SQL SERVER ON A WINDOWS CENTRAL MANAGER

The Sun StorageTek Business Analytics Central Manager uses MS SQL Server 2000 for
its databases. The following section contains installation instructions you follow if your
Windows 2000/2003 server is not installed with this Windows SQL Server
database software. If you have verified a Business Analytics-supported Microsoft SQL
Server database is already installed and running, proceed to the following Sun
Storagetek Business Analytics Central Manager Installation section of this chapter.

Insert the SQL 2000 Server or Enterprise Edition CD in the CD-ROM drive.
Execute Autorun.exe from the CD (if it does not auto run).

Select SQL Server 2000 Components.

Select Install Database Server.

D WNR

TN

| ]
- i
- 1] ~ il | | ) 1l j i
M. r Install Components
‘ 8 Install Database Server
SQL Server 2000 provides rich and robust
support for scalable database solutions.,
Install Analysis Services
@ Install English Query
=]
Back Exit:

Figure 3 - Install Components Dialog Box

5. Setup will continue. When the Welcome Screen dialog appears, click Next to
continue.

6. When the Computer Name dialog box appears, select Local Computer for local
installation.
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Computer Name x|

Enter the name of the computer on which you want to
create a hew instance of SAL Server or modify an
exizting instance of SOL Server.

0y, enter the name of & new o existing Yitual SEL
Semver to manage.

TRAINING

i+ Local Computer

i Remate Camputer

€ Yirtual Gerver

Brotse... |

Help | < Back I Mest » I Cancel |

Figure 4 - Computer Name Dialog Box

7. When the Installation Selection screen appears, select Create a new instance of
SQL Server, or Install Client Tools and click Next> to continue.

Installation Selection x|

Select one of the following installation options.

% Create a new instance of SOL Server, or install Client Tools

|Uparade, remowve, or add components b an existing
instance of SEL Senver

" Advanced options

Create a Mew Inztallation

Thiz option allows you to create a new inztance of SOL
Server 2000 ar inztall Chent Toolz on any supported
Operating System.

Help < Back I Mest » I Cancel

Figure S - Installation Selection Dialog Box

8. When the User Information dialog box appears, enter appropriate information for the
Name and Company.

9. When the Software License Agreement screen appears, click Yes to continue.

10. When the Installation Definition dialog box appears, select Server and Client Tools,
and click Next> to continue.
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Installation Definition e x|

You can select one of the following types of installations.
" Client Toolks Only
& Server and Client Tools

" Connectivity Only

Thiz option allows you ta install a server and the client
toolz. Uge thiz option if you want to zet up a zerver with
administration capabilities,

Help < Back I Mext » I Cancel

Figure 6 - Installation Definition Dialog Box

11. When the Instance Name dialog box appears, select Default (default value checked)
and click Next> to continue.

12. When the Setup Type dialog box appears, select Custom.

13. Browse to the appropriate Destination Folder where you would like to install the SQL
Program Files and Data Files. Click Next> to continue.

14. When the Select Components dialog box appears, select and check the appropriate
SQL Server Components you would like to install. Uncheck anything you do not want
to install.

Select Components x|

Select or clear the components toinstall / remove,

Components:

Sub-Components:

- tanagement Tools 25824 K
Client Connectivity 272K
Books Online 30924 F,
Development Tools Z2B0F LI

Dezcription

- SCL Server
Upgrade Tools

Fieplication Support
Full-Text Search
Debug Symbols

Installz the core functional companents of the SAL Server relational database.

Required: Avvailable:
Space on program files drive 3205 K 4452808 k.
Space on gystem drive: 182917 K, 4452808 K,
Space on data files drive; 432K 4452808 K,

Help I < Back Mt » Cancel

Figure 7 - Select Components Dialog Box
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15. When the Service Accounts dialog box appears, select Use the same account for
each server, Auto start SQL Server Service.

16. Select Use the Local System Account for local server installation. Click Next>
to continue.

Services Accounts il

" |lze the same account for each service. Auto start SOL Server Service.

" Customize the settings for each service.

—Services——————— [~ Service Seltings

£ 50 Server * Usze the Local System account

£ SOL Semver Ssgent
E = Usze a Domain Uzer account

Usemnarne: IAdmini&tratnr

Pazzword: I

Domair: [TRAINING

™| suto Start Semvice

Help | ¢ Back I Mext > I Cancel

Figure 8 - Service Accounts Dialog Box

17. When the Authentication Mode dialog box appears, select Mixed Mode, and enter
the new SQL 2000 Server system administrator password. Click Next> to continue.

Authentication Mode x|

Chooze the authentication mode.

" Windows Authentication Mode

' Mixed Mode [Windows Authentication and S0L Server Zuthentication)

Add pazzword for the 2a login:

xxxxxxx

Enter pazsword; |

Caonfirm password: I xxxxxxx

[~ Blank Password [not recommended}

Help < Back I Mext > I Cancel

Figure 9 - Authentication Mode Dialog Box

18. When the Collation Settings dialog box appears, highlight Dictionary order, case-
sensitive, for use with 1252 Character Set.
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Note: The Sun StorageTek Business Analytics Central Manager no longer requires
that SQL 2000 Server is configured “"Case-Sensitive” unless you are upgrading or
attaching an existing, case-sensitive database.

Collation Settings x|

—"Windows Locale

Change the default zettings only if pou muzt match the collation of another instance of
5L Server or the Windows locale of another computer.

" Collation designator: Sort order
J [™ | Binany

[T | Caze sensitive

[T Lccent sensitive
[T Kana senstive

™ width sensitive

o SOL Collations [Used for compatibility with previous versions of SOL S erver).

Stnct compatibiliby waith verzion 1.x cage-ingengitive databases, for uge with the 850 [M;I

Dictionary order, case-zensitive, for uge with 1252 Character Set. ==
Dictionary order, case-inzenzitive, for use with 1252 Character Set., -
e 5 [P US| 5P PP P ) P B | sl T ] PRSP [P
af | v

Help | < Back I Mest > I Cancel |

Figure 10 - Collation Settings Dialog Box

19. When the Network Libraries dialog box appears, select TCP/IP Socket and the SQL
default port “"1433"”. Click Next> to continue.

20. When the Start Copying Files dialog box appears, click Next> to start copying files
and continue with the installation.

21. When the SQL 2000 Server Licensing Mode dialog box appears, enter the appropriate
License. For Licensing questions, please contact Microsoft.

22. When the Setup Complete dialog box appears, click Finish.

Next, reboot the Windows 2000/2003 Server before you install SQL 2000 Database
Component Service Pack 3, as described in the following section.

INSTALLING SQL SERVER 2000 SERVICE PACK 3
The following sections describe how to install Service Pack 3 for SQL Server 2000/2003.

IDENTIFYING THE CURRENT VERSION OF SQL SERVER OR ANALYSIS SERVICES

Use the techniques that are described in the following sections to determine which

version of SQL Server or Analysis Services you have installed.

SQL Server

1. To identify which version of SQL Server 2000 you have installed, type:
SELECT @@VERSION or SERVERPROPERTY 'ProductVersion'
at the command prompt using the osql or isql utility or the Query window in SQL
Query Analyzer.

2. Similarly, the product level for a given version of SQL Server 2000 can be
determined by executing:

SELECT SERVERPROPERTY 'ProductLevel'

Page 10 Installation



The following table shows the relationship between the SQL Server 2000 version and
level and the version number reported by @@VERSION and the product level reported
by SERVERPROPERTY('ProductLevel').

'SQL Server 2000 version and level @@VERSION ProductLevel
'SQL Server 2000 RTM 8.00.194 RTM
‘Database Components SP1 |8.00.384 ‘SPl
\Database Components SP2 8.00.534 sP2
‘Database Components SP3 |8.00.76O ‘SPB

Table 1 - SQL Server 2000 Version and Level and Product Level

DOWNLOADING AND EXTRACTING SERVICE PACK 3

The self-extracting files can be downloaded from the Internet at the Microsoft SQL
Server Downloads Web site: http://www.microsoft.com/sqgl/downloads/default.asp

INSTALLING SERVICE PACK 3

1. Run Setup.bat and the Welcome dialog box appears. Click Next to continue.

2. When the Software License Agreement dialog box appears, click Yes to continue.

3. When the Instance Name dialog box appears, click Next> to continue and accept the
default instance name.

Note: The installation program displays an Authentication Mode dialog box if it
detects that the installation is using Mixed Mode Authentication with a blank password
for the system administrator login. Leaving the system administrator login password
blank provides users with easy administrative access to SQL Server or Desktop Engine,
and is not recommended; protect your systems by enforcing a strong password.

4. Enter the system administrator (‘sa’) password. Click Next> to continue.

Conneck to Server ﬂ

Select the authentication mode zetup should uze to connect
to SOL Server.

% The S0L Server system adminiztrator login information
[SOL Server authentication]

Enter =a pazsword:

" The Windows account information | use to log on ta my
computer with [Windows authentication)

< Back I Mext » I Cancel

Figure 11 - Connect to Server Dialog Box
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The Validating SQL Password dialog box appears if there was no sa password
previously configured and you entered one on the Connect to Server dialog box.

The installation program displays an SA Password Warning dialog box if it
detects a blank password currently exists for the sa login. Although you can
continue the installation with a blank password for the sa login by explicitly
choosing to ignore the recommendation and continue Setup, a blank password
poses a security risk and is not recommended. This dialog is displayed regardless
of the authentication mode you use.

54 Password Warning

Semvice pack setup has detected that your S4 pazsword iz 28t to blank. It iz highly recommended that you et a
ztrong paszward and secure your databaze server, even if wou are using Windows authentication.

' | do not want a blank password, set password :

Enter 5e Pazsword: I *******

Caonfirm 54 Password:

Ixxxxxxx

" |gnore the security threat warning, leave the password blank.

Figure 12 - SA Password Warning Dialog Box

5. When the SQL Server 2000 Service Pack 3 Setup dialog box appears, select
Upgrade Microsoft Search and apply SQL Server 2000 SP3 (required). Click
Continue to start the SP3 installation.

Page 12

SOL Server 2000 Service Pack 3 Setup 1[

Backward Compatibility Checklist

YWerify the following SP3 zecurnity enhancements. Click Help for more information.

Cross-databasze awnership chaining is turmed off by default in SP3. After installation, pou can enable
crozs-databage ownership chaining for individual databases. IF vou must uge crogs-database ownerzhip
chaining, select the check box below.

[~ Enable crozs-database ownership chaining for all databases [not recommended)
SP3 will upgrade Microsoft Search service and automatically rebuild all full-text catalogs for all

applications using the service. During the rebuild, fulltext functionality may not be fully available. S elect
the check box below to continue upgrading to SF3.

¥ Uparade Microsoft Search and apply SAL Server 2000 SP3 (required).

Click Cancel to exit Setup without installing SP3.

| Continue I | Cancel I

Figure 13 - SQL Server SP3 Setup Dialog Box
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6. When the Error Reporting dialog box appears, do not check Automatically send
fatal error reports to Microsoft. Click OK to continue.

The “Please wait...” dialog box will appear. This may take a few minutes.

g Fleaze wait while zetup gathers infarmation. .

Figure 14 - Gathering Information Dialog Box

7. When the Start Copying Files dialog box appears, click Next to continue.

The script will run. This might take a while depending on the database component
installed. It updates MDAC components if necessary. In addition, it replaces existing
SQL Server 2000 files with SP3 files and runs Transact-SQL script files to update
system stored procedures.

8. When the Setup Complete dialog box appears, click Finish. The installation
program displays an option to reboot the computer in the final dialog box if Setup
determines that a reboot is needed.

9. Reboot the Windows 2000 Server.

CENTRAL MANAGER INSTALLATION
To install the Sun StorageTek Business Analytics Central Manager, proceed as follows:

1. Insert the Sun StorageTek Business Analytics Central Manager Installation media
into the CD-ROM drive on the Windows 2000/2003 server. The InstallShield-based
installation (setup.exe) will start.

SETUP

Sun StorageTek™
Business Analytics

E2006 Sun Mierreyatems, Inc. All dight reserved.

Figure 15 - Central Manager Installation Splash Screen
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2. Click Yes to accept the terms of the software license agreement.

3. Review/change the informational User Name and Company Name fields and click

G5SM License Agreement E

Sun StorageTek™ Business Analytics
SETUP

License Agreement
Prezs the PAGE DOWHM key to see the rest of the agreement.

Sun Microzystems, Inc. ["Sun'’] ﬂ
SOFTWARE LICEMNSE AGREEMENT

READ THE TERMS OF THIS AGREEMEMT ["AGREEMENT') CAREFLILLY

BEFORE OPEMING SOFT'WARE MEDIA PACKAGE. BY OPEMING SOFTWARE

MEDIA PACKAGE, vOU AGREE TO THE TERMS OF THIS AGREEMENT. IF

0L ARE ACCESSING SOFTWARE ELECTROMICALLY, IMDICATE %0UR

SCCEPTAMCE OF THESE TERMS BY SELECTIMNG THE "ACCERPT" [OR

EQUINMALEWT] BUTTOM AT THE EMD OF THIS AGREEMENT. IF 0L DO KOT _Ij
k

Kl

Do wou accept all the termsz of the preceding Licenze Agreement? |f pou choose Mo, the
zetup will cloze. Toinstall Central M anager, vou must accept this agreement.

[Fztalls hield

Tez Mo

Figure 16 - Software License Agreement

Next> to continue.

4. Click Next> to install Central Manager to the default Destination Folder (or click
Browse to change to desired location).

Page 14

InstallShield Wizard E3

Sun StorageTek™ Business Analytics
SETUP

Setup will create a GSM falder in the specified location and install Central b anager.

To inztall to this Folder, click Mest. Toinstall to a different folder, click Browse and select
anather folder.

C:AFrogram File=45Starabiliby Browse. .. |

|metallShield

" Destination Faolder

< Back Mest » | Cancel I

Figure 17 - Select Destination Folder
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5. On the “Click the type of setup you prefer” dialog, choose Typical or Custom and
click Next>.

Sun StorageTek™ Business Analytics

SETUP
Click the type of Setup vou prefer, then click Mest.
* Typical Pragram will be inztalled with the most common optionz. Becommended for
most Lgers.
= Custam Y'ou may choose the optiohs you want ta ingtall. Becommended for advanced

LZErs.

[rztallS hield

< Back | Mest » I Cancel

Figure 18 - Setup Type

6. The Typical installation option installs the following components:

GSM Database Setup - Creates databases, tables, and installed procedures for
first-time installation.

Storability Data Aggregator - Aggregates collected data from Smart Agents
into the assurent database.

Storability Routing Agent - Uses the agent registration table to allow it to
activate, deactivate, and collect data from configured Sun StorageTek Business
Analytics Smart Agents.

Storability Scheduling Agent - Is used to support the scheduling of data
collection from the deployed agents and policy execution.

Storability Data Polling Agent - Validate data collection schedules and works
with the Scheduler Agent to support data polling.

Storability Policy Agent - Executes policies that are configured and scheduled
through the Management Console’s Policy Alerting menus. The Policy Agent
must be running to use these menus.

Storability Host Agent - Provides information on host servers, including HBA
configuration, operating system, and file system details.

GSM Scheduled Jobs - Adds the GSM scheduled job to the Windows Scheduler.
Storability License Agent - Installs the License Agent used to support the
audit license report.

The Custom installation allows you to additionally install the following agent(s) by
clicking on their respective selection box:

Storability SRM Agent - Provides disk usage statistics about volumes, files, and
directories on a host; option is disabled unless the Host Agent has been selected.
Storability Proxy Agent - Supports sending forwarded SNMP traps to a
specified SNMP destination.
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e Storability Remote Host Agent - Provides an interface to collect data from
supported Windows and Solaris servers through the Windows Management
Instrumentation (WMI) or Web Based Enterprise Management (WBEM) protocol.

InstallShield Wizard

Sun StorageTek™ Business Analytics

SETUP
Select features to be installed and click Mext.
Y'ou can chooge not ta inzstall this application by clicking on Cancel bo exit Setup.
— Dezcrption
IV GSM Database Setup Creates GSM Databases.

[V PFouting Agent

¥ Agogregator

[T Promp &gent

¥ Host fgent

[T SFM Agent

¥ GSM Scheduled Jobs
¥ Licenze Agent

¥ Data Palling gent
v Scheduler fgent

¥ Palicy &gent

[T Femate Host Agent
[ristallSHield

< Back | MHext = I Cancel

Figure 19 - Custom Install Dialog

7. Review the current settings and click Next>. The following screen shows the settings
after a Typical setup type was selected.
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InstallShield Wizard Ed

Setup haz enough infarmation to start copying the program files. [F pou want bo review or
change any settingz, click Back. [F yow are satizfied with the zettings, click Mext to beqin
copring files.

Curment Settings:

Sun StorageTek™ Business Analytics
SETUP

K

[rtallS hield

Central Manager -
|nztallation directony : C:hProgram FileshStarabilibes G5k
Componentz being installed:

5K Databaze
Agaregator
Fiouting &gent
Lizenze Agent
[rata Paolling Agent
Scheduler Agent

Policy Agent _ILI
k

< Back Mext > | Cancel I

Figure 20 - Current Settings

8. Choose the desired installation type:

- Create Database and Users Automatically (default) - Select for first time Sun
StorageTek Business Analytics Central Manager installation.

- Create Database Schemas On Existing Database and Users - Select to
install only the database schema. This option may be used when a Database
Administrator has already created the database and users for you.

- Upgrade Existing Database and Users - Select to upgrade the Central
Manager to the current Sun StorageTek Business Analytics software version.

If the installation detects existing databases and their schemas, a dialog box will
appear that allows you to choose whether the installation will upgrade or recreate
the databases and schemas.

Installation
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Installshield Wizard

Sun StorageTek™ Business Analytics
SETUP

Do pou wigh to

& Create G5M Databazes and Users Automatically?

" Create G5M Databaze Schemas On Existing G5M Databazes and Uzers?

" |Ipgrade Existing G5k D atabazes and Users?

[rztallS hield

< Back I Mest = I Cancel |

Figure 21 - Desired Database Setup

9. When the “Enter Database Connection Details” dialog appears, review/modify the
SQL Server user (administrator) ID and password. The user/administrator must have
administrative privileges to the SQL Server database that was created as a
prerequisite. The default account is sa with no password.

You also specify the IP address of the database server, and TCP port number. The
default IP Address is 127.0.0.1 (localhost). After you enter the Database Connection
Details, click Next> to continue.

Installshield Wizard

Sun StorageTek™ Business Analytics
SETUP

Enter D atabaze Connection Details:

Uzer D I}sa
Paggword: I

IP Address: [127.0.04
Part; [1433

|mztallShield
’7 < Back I Mest > I Cancel

Figure 22 - Database Connection Details
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10. The Sun StorageTek Business Analytics Database Setup creates the assurent and
portal databases, tables, and stored procedures as well as installs the agents
associated with the selected installation type (e.g., Typical). A status dialog box
appears in the installation window to show the progress of the installation.
¢ | Ch WINNT Y system 32 cmd.exe

Creating assurent database

...lLoading datahase driver & establishing connection.
...connecting to databasze successfully.

-..ztart writing files...done

«--.performing dropping and-/or creating database objects. Please wait

ng and-sor creating database objects done.

-.-check log file C:“Program Files“Storahility~GSM~GEMDatabazeSetup™~log assurent
_dropDBUsers.zgl.log for messages generated hy databazse server.

.-.-close database connection.

...lLoading datahase driver & establishing connection.

...connecting to databasze successfully.

-..ztart writing files..._.done

«--performing dropping and-/or creating database objects. Please wait..._

Figure 23 - Sample Database Setup Status

11. Before the Central Manager’s Host Agent is installed, an informational dialog box

appears concerning the Microsoft Disk Management Diagnostic utility being needed
for the Host Agent to report on dynamic disks.

Information x|

i Microsaft Disk. Management Diagnostic ukility (DMDiag. exe) is reguired For reporting information
\1) abouk the configuration of dynamic disks, IF this server has dynamic disks,

this utility: must be present to report the logical volume configuration of those disks,

Click "QK" ko conkinue,

Figure 24 - Host Agent Information

12.Click OK to acknowledge the informational dialog box regarding the Microsoft Disk
Management Diagnostic (DMDiag.exe) utility and to continue installing the Host
Agent. Refer to the Sun StorageTek Business Analytics Support Matrix on the
Documentation CD to obtain additional information regarding the Microsoft Disk
Management Diagnostic (DMDiag.exe) utility if you are running dynamic disks.

a Inztalling Host Agent ...

Figure 25 - Host Agent Install Splash Box

13. The Configuration Tool is installed and its window can be minimized on the
desktop.
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You can close or minimize it until after you have configured the Central Manager
agents before starting them. Refer to the following Configure the Central Manager
Agents section.

14. When the “"System DSN must be configured for Aggregator to work. Do you want to
configure System DSN?” dialog box appears, specify (yes/no) to have the System
Data Source Name that the Aggregator uses to connect to the Sun StorageTek
Business Analytics database automatically created and verified.

@ Swstem Data Source Mame (DSM) must be configured For Aggregator bo work, Do wou wank to configure Swstem DSRT

Yes Mo

Figure 26 - Create System Data Source?

15. If you selected Yes in the previous step, the Where is your GSM Database
located dialog box appears.

16. Review/modify the settings to suit your installation and click Next>. The default
values are:

e DSN Name: atlantis

User ID: assurent

Password: The password for the assurent database is “stOrage”.
IP Address: 127.0.0.1

Port: 1433

17.Click OK when the informational dialog box appears indicating the System DSN
Configuration is complete.

Information |

@ Connecking ko G5M Databases using atlantis Syskem DSM successFully, Syskem DSM configuration is complete!

Figure 27 - System DSN configuration is complete!

18. Click Finish in the InstallShield Wizard Complete for Central Manager dialog box.
The Readme file will be displayed in a system text editor (e.g., Wordpad) if the check
mark in the Readme checkbox was not removed on the previous screen.
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Central Manager

InstallShield Wizard Complete

Sun Setup has finizhed installing Central Manager on your
o computer.

StorageTek

Business

ﬂnalytics ¥ Launch the ReadMe

YSun

Fi g e e

¢ Back | Finizh I Eanzel

Figure 28 - InstallShield Wizard Complete

INSTALL THE SOFTWARE LICENSE

The Sun StorageTek Business Analytics software license must be installed in the Central
Manager Routing Agent folder to enable data collection to occur properly on the Central
Manager. Proceed as outlined below.

1. Copy the license file (which you Sun representative provides) and rename it to
license.txt if necessary.

2. Paste the license file into the Routing Agent’s installed directory. This is typically
<install path>:\Program Files\Storability\GSM\Agents\Storability Routing Agent.

3. Start the Routing Agent using the Windows Component Services panel.

4. Using Windows Explorer, locate and open the Message.log for the Storability Routing
Agent.

5. Verify there is a logged message indicating that “valid CM license found”.

CONFIGURE THE CENTRAL MANAGER AGENTS

The Configuration Tool is used to configure the agents that you have installed on the
Central Manager. These Central Manager agents (e.g., Data Aggregator Agent) must be
installed, configured, and running before you set up agent data collection using the
Management Console’s Data Polling Schedule menus.
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SMART AGENT CONFIGURATION

All Sun StorageTek Business Analytics Smart Agents (including the SMIS agents) read
and observe configuration settings stored in the storability.ini (agent initialization) file.
The configuration method depends on the platform on which the agent is installed, as
described below.

¢ Windows - Use the Configuration Tool.
e Solaris — Type in confirmation settings during the package installation.
e Other UNIX - Manually enter configuration settings.

CONFIGURATION TOOL

Sun StorageTek
Business Analytics

E2006 Sun Microsystems, Inc. All fight resarved, ; Sun

Us= iz subject fo licanse tarms. microsystems

Figure 29 - Configuration Tool Splash Screen

INTRODUCING THE CONFIGURATION ToOL

The Configuration Tool is used to configure Windows-based Central Managers and
Local Managers. This utility allows the administrator to configure all of the parameters
associated with the Local Manager’s Smart Agents, including device agents, Host Agents,
and the Routing Agent.

It is launched automatically during the installation of Windows-based Central and Local
Managers. To perform post-installation configuration changes, you can manually run the
Configuration Tool from the Storability program folder by selecting the Launch
Configuration Tool menu selection. The Configuration Tool Main Menu appears below.
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Ennfiguratinn Tool
View Tools Format Window Help

Smart Agent Configuration
Proxy Configuration

Figure 30 - Configuration Tool Main Menu

The File menu selection provides the capabilities described in the following table for the
Smart Agent Configuration (storability.ini) and Proxy Configuration (proxyagent.conf)
files.

Menu Selection | Description

Edit Change the current configuration
Save Save the configuration being edited
Exit Close the Configuration Tool

Table 2 - Configuration Tool File Menu

The View menu allows you to preview the actual configuration file you are creating or
editing before you save it. The Tools pull-down menu allows you to start, stop, or
restart a context-specific agent.

Format Win

Start Service
Stop Service
Restart Service

Figure 31 - Tools Menu in Configuration Tool

When you edit the Smart Agent configuration, the Configuration Tool provides a tab for
each Smart Agent that is installed on the server. Clicking on an Agent tab opens the
agent’s configurable parameters in the main window and highlights that agent tab. The
configuration tab for the Storability EVA agent is shown below.

You click the Add button to add agent-specific configuration settings. Conversely, you
use the selection box to choose existing configuration details and click Delete to delete
these settings out of the storability.ini file.
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Il Configuration Tool ]

File V“iew Tools Format Window Help

-3 storability.ini

|PCicense Raent THiost Agent [ERM Agert "Folley Agent

EvA Agent

[P Save Configuration Settings Current Parameters

IP Address

[E] [192.168.0.62

Add Delate

Local Manager [localhost [ Jlocaincst -

Local Manager Part [17148 | ORE -

‘ Comments |

| Show Advanced Settings |

Figure 32 - Smart Agent Tabs in Configuration Tool

In some agent configuration windows, you click the Add button to add agent-specific
configuration settings. In other agent configuration windows, you click the Change
Options button to add agent-specific configuration settings, as shown below.

Routing Agent rLlcense Agent rHostAgent rFollcyAgent rSchedu\erAgem rDalaAggregatorAgent rDataF'ollmg Agent ;

[¥l Save Configuration Settings Current Parameters

Local Manager [192188.1.133 |
Local Manager Reagistration Port [17148 |
=fully-gualified path of license file= |C ‘\Program FilestStorabilibGShiigentsiStorahility Routing Agentilicense brl" =

Central Manager Routing Agent IP and Portfpipe delimitedy |1 92.168.1.133[17130 |

Database Parameters Enter Database Parameter Options 5'
ODBC DSN Mame [atlantis |
| COMRETS User Marne [azsurent |
| Show Advanced Settings Password |mw |
Database Server [atiantis |
Datahase Mame [azsurent |

Figure 33 - License Agent Configuration Window

Note: In this configuration window, you must click Submit to have the default (or
updated) configuration settings be written to the storability.ini file.

You use the selection box to choose existing configuration details and click Delete to
delete these settings out of the storability.ini file.

Some general guidelines for using the Configuration Tool are briefly described as
follows:

e Clicking an agent tab refreshes the window with that agent’s configuration
parameters and highlights the selected agent tab.
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e Clicking the Add button allows you to add device-specific configuration parameters
for some Smart Agents.

¢ Make sure the “Save Configuration Settings” is checked before you click File->Save
to update your storability.ini file.

e Any password (e.g., Brocade admin user’s password) is automatically encrypted
before it is written to the storability.ini file.Clicking the left arrow icon copies a
template file parameter to the respective configuration parameter’s input box.

e If the variable is a directory path, you can click on the Folder icon to browse for a
desired directory path.

¢ The Comments button allows you to add comments and click Submit to save them
to the storability.ini file.

e Optionally click the Show Advanced Settings tab to view and/or modify these
variables.

e It is recommended that you manually back up an existing configuration file to a
different folder/name before you begin an editing session.

Restart a Smart Agent to have its configuration changes take effect.

AUTO REGISTRATION

Auto registration feature is a configuration option that allows agents to automatically
register with a specified Local Manager for automatic activation of agent data collection.
The following configuration parameters are used for auto registration:

¢ Local Manager - Identifies the IP address or DNS-resolvable host name of the Local
Manager to be automatically contacted for the agent’s auto registration

¢ Local Manager Port - Specifies the Local Manager port on which the Local Manager
listens for auto registration requests. The default port number is 17146.

¢ Enable Auto Registration - Turns auto registration on (true) or off (false).

AGENT UPSTREAM MESSAGING

The Central Manager agents will publish the gsa_message object when the “Allow GSM
Upstream Messaging” configuration parameter is set to “true”. This published object is
necessary to enable certain functionality of the Central Manager agents. With the
exception of the Storability Routing Agent, this configuration parameter should be
enabled (true) for other Central Manager agents, including the Scheduler Agent, Data
Polling Agent, and Policy Agent.

CONFIGURING AGENTS ON CENTRAL MANAGER USING THE CONFIGURATION TooL

The Configuration Tool is used to configure the agents that you have installed on the
Central Manager. These agents must be installed, configured, and running before you
set up agent data collection using the Management Console’s Polling Schedule menus.

LAUNCH THE CONFIGURATION ToOL

1. Select Start->Programs->Storability->Launch Configuration Tool on the
Central Manager.

2. Select File->Edit->Smart Agent Configuration. The Smart Agent configuration
main window is displayed, similar to the one shown below that has the License Agent
tab enabled.
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File View Tools Format Window Help

-~ starahbility.ini

License Agent +

[ Save Configuration Settings Mew Parameters

Local Manager \Iocalhast | ’E
Local Manager Registration Part ‘1 T146 | ’E
=fully-gualified path of license file= \C.\Prugram Files\StorahilitAGSMAQents\Storahility Routing Agentilicense.bd || = -
Central Manager Routing Agent IP and Portipipe delimited) ‘ | E
Database Parameters Change Option Values =

| Comments |

| Show Advanced Setlings |

=TT

Figure 34 - Storability License Manager Configuration Window

CONFIGURE ROUTING AGENT
Each Central Manager (or Local Manager) runs a Routing Agent, whose primary
responsibility is to perform agent data collection within the messaging infrastructure.

Note: Because the Central Manager runs the Routing Agent, it is by definition also a
Local Manager. However, the Central Manager Routing Agent serves as the top-level
Routing Agent in the messaging infrastructure.

Proceed as follows to configure this agent:

1. Launch the Configuration Tool.
2. Select File->Edit->Smart Agent Configuration.
3

Click the Routing Agent tab. The Routing Agent Configuration Window, with Show

Advanced Settings turned on, is shown below.
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T

File Wiew Tools Format YWindow Help

-1 storahility.ini

Routing Agent [Licens Age

[ Save Configuration Settings Mew Parameters

Routing Agent 1D 00

Farent Routing Agent IP {required ifthe agentis a L) |

Fort used to publish tables |1?130

TCP Connect Timeout [10

Data Timaout [200

Siatic Sub Agent Change Option Yalues

| Comments

it 51 [ ) RS

| Hide Advanced Settings

Advanced Settings Bewy Parameters

Allow GEM Upstream Messading false

Auto Activate Registration ‘true

A specific network interface to bind to \

Max. Mumber of Threads {(defaultis 10} \

Mumber of Days Agents Remain Registered (defaultis 7 days) |

Agent Registration Cache File

License File Mame (defaults to license bd)

License Audit Freguency (defaultis & hr)

of) E1) R RE) OS] RN AR

Interval to Poll Agent Meta Table (defaultis 600 sec)

Figure 35 - Routing Agent Configuration Window

4. In the Routing Agent ID input box, enter the unique integer value to identify the
Central Manager Routing Agent. The default Local Manager ID that the installation
creates for the Default Local Manager is 300. Refer to the Administration chapter for
additional information on Site/Local Manager Administration as well as the
Default Local Manager and Default Site.

Notes: If you leave the RID parameter field blank, a default RID of 1 is assighed
when the Routing Agent is started. This RID will not match any Local Manager ID
that is generated using the Management Console’s Site/Local Manager
Administration menus. This condition will cause collected agent data to be written
to the Sun StorageTek Business Analytics database, but it will not appear in the
Management Console application!

5. Leave the Parent Routing Agent IP input box empty (blank); this parameter only
has meaning for Local Manager Routing Agents.

6. For the Port used to publish tables parameter, specify the TCP port on which the
Central Manager publishes its objects. The default port number is 17130.

7. For TCP Connect Timeout, accept the default time interval (10 seconds) to connect
to an agent, which should be fine for most TCP environments.

8. For Data Timeout, this parameter is generally ignored because the value is over-
ridden by a system parameter passed to the Routing Agent by clients. The default
value is 300 seconds.

9. If your Central Manager Routing Agent will collect agent data from agents that are
not configured to use auto registration, proceed as follows:

a. Click Change Option Values button next to the Static Sub Agent heading.
The Enter Static Sub Agent Registrations dialog box appears.
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b. Type the port number and IP address pair or the port number and server name
pair to define each SUB_AGENT entry in the storability.ini file.

c. Click Submit after you have completed all the static agent registrations.

-3 storahility.i

Huost Agent rEMC Agent rRemoteHostAgent rPohcyAgent rScheduIerAgent (DataAggregatorAgent rDataPollmg Agent

Static Sub Agent

Routing Agent r Clariion Agent r License Agent

¥l Sawve Configuration Seftings Current Parameters

Routing Agent 1D [200 | =

Parent Routing Agent IP (required ifthe agent is a L) | | =
Fort used to publish tables |1I-'130 | e

TCP Connect Tirmeout [1n | —

_ =
Data Timeout Format is =port=|=ip= or =port=|=serer name=, use a new line for each additional option oL

17130110.255.252. 151
17132|192.168.0. 52

Comments

17132|10.255.252. 92

17132|10.255.253.41

| Show Advanced Setftings

17132|10.255.246. 103

17132|172.16.123.25

=

Figure 36 - Enter Static Subagent Registrations

10. Click Show Advanced Settings to review/modify the following configuration
parameters: (Note: You do not have to make entries in this section unless you want
to change from using the agent defaults.)

e Allow GSM Upstream Messaging - Turns on (true) or off (false) having this
agent publish the gsa_message object. For the Routing Agent, this value should
be turned off (false), which is the default value.

Auto Activate Registration - Allows the Central Manager by default to

automatically activate incoming agent registrations.

Specific Network Interface to Bind to - The value may be an IP address,

specified in standard Internet dot ("x.x.x.x ) notation, or a name service

resolvable hostname. This option allows you to bind the Routing Agent to a

specific network interface in a dual-homed computer, for example. If you do not

bind the Routing Agent to a specific network interface, the Routing Agent will
bind to all available local interfaces.

Max Number of Threads - Sets the number of threads the agent will spawn. A

rule of thumb is to set this value to one half the number of immediate sub-agents

(number of rows in the Routing Agent’s gsa_agent_register object, where rid =

RID). This should be set no lower than five (5) and no higher than fifty (50). The

default value is ten (10).

Number of Days Agents Remain Registered - Specifies the maximum

number of days an agent can be down and remain registered. Its purpose is to

provide a simple mechanism for removing records of agents that are no longer
installed. When expired, the sub-agent registration is removed. However, the
agent can always re-register if it ever comes back online.
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11.

12.

¢ Agent Registration Cache File - Is <drive>:\Program
Files\Storability\Agents\Storability Routing Agent\ardb.dat by default. The agent
registration cache file (e.g., ardb.dat) will be created after the Routing Agent has
been started.

¢ License File Name - Use the Folder icon to specify the fully qualified name of
the software license file; is <drive>:\Program Files\Storability\Agents\Storability
Routing Agent\license.txt by default.

¢ License Audit Frequency - Specifies how often to perform license audit;
default value is 6 hours. The maximum value is 46 hours.

¢ Frequency to Poll Agent Meta Table - Specifies how often in seconds to
gather object schemas from sub agents.

With the “Save Configuration Settings” check box enabled, select File->Save and
confirm your changes to the storability.ini file.

Select another agent tab to review/modify its configuration settings or click File-
>Exit to close the Configuration Tool.

CONFIGURE LICENSE AGENT
The Central Manager License Agent supports the Management Console’s GSM License
Report accessed under the Tools menu.

Proceed as follows to configure this agent:

1.
2.

Click the LicenseAgent tab within the main configuration window.

For Local Manager, enter the network resolvable host name or IP address of the
Local Manager to be contacted for agent auto registration. The default value is
localhost.

For Local Manager Registration Port, specify the TCP port humber the Local
Manager uses for agent auto registration. The default port number is 17146.

To specify the fully qualified path for the license file, click the Folder icon. The fully
qualified path is <drive>:\Program Files\Storability\Agents\Storability Routing
Agent\license.txt by default.

In the Central Manager IP and Port input box, identify the Central Manager
Routing Agent by IP address or host hame and the port number on which it publishes
its objects. The pipe delimiter must separate these configuration parameters. For
example: 127.0.0.1] 17130.

Click the Change Option Values button next to the Database Settings heading
and the Enter Database Parameters Options dialog box appears.
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8.

9.

[ Configuration Tool il -

File “iew Tools Format Window Help

~V storahilityini

"Routing.

[l Save Configuration Settings Mew Parameters

Local Manager |I0ca|host | i

Local Manager Registration Part |1 7146 | =

=fully-gualified path of license file= |zPragram FilasiStorabilitnG SMagentsiStarability Routing Agertlicense b | = =

Central Manager Routing Agent IP and Port(pipe delimited) |C12?715|1?130 | -

e x| -
ODBC DSM Name atlantis

‘ S User Mame lassurent

Database Server ‘atlant\s

|
|
‘ Show Advanced Settings Password et |
|
|

Database Mame ‘assurent

Figure 37 - License Manager Database Parameter Options

Note: Although default ODBC settings are displayed, you must click Submit to have
these settings saved to the storability.ini file.

Review the ODBC connection parameters that the License Agent will use to connect
to the assurent database. By default, the Storability License Agent uses the “atlantis”
ODBC System Data Source (DSN) that may have been automatically created and
verified during software installation.

Notes: Your Windows administrator can use the Windows ODBC Configuration
menus to verify and test the “atlantis” ODBC System DSN or to set up a separate
ODBC System DSN for use by the License Agent. The assurent database user’s
default password is “stOrage”.

Click Show Advanced Settings to review/modify the following configuration
parameters:

e Enable Auto Registration - Is used to turn auto registration on (true) or off
(false).

e Collection Timeout - Sets how long the License Agent waits to complete data
collection; default value is 30 seconds.

¢ Frequency to collect config data — Sets the frequency for collecting the
software license-related configuration data; the default value is 3600 seconds (1
hour).

With the “Save Configuration Settings” check box enabled (check mark), select File-
>Save and confirm your changes to the storability.ini file.

Select another agent tab to review/modify its configuration settings or click File-
>Exit to close the Configuration Tool.
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CONFIGURE DATA AGGREGATOR AGENT

The Data Aggregator requests agent data collection and is responsible for inserting
collected agent data into the Sun StorageTek Business Analytics database. Proceed as
follows to configure this agent:

1. Launch the Configuration Tool.

2. Select File->Edit->Smart Agent Configuration.

3. Click the Data Aggregator tab. The Data Aggregator Agent Configuration window,
with Show Advanced Settings turned on, appears below.

B

Routing Agent rLicense Agent rHostAgent rPolicyAgent rScheduIerAgent (DataAggregalorAgent rDataPolling Agent

¥l Save Configuration Settings Mew Parameters

Lacal Manager [lacalhost | =]
Local Manager Registration Part |1?146 | m
DDBC DEM Mame [atlantis | =]
Datahase Server [P [127.0.0.1 | =
Database Mame |assurent | IE
Database Login Mame |assurent | m
Password [ | =
| Comments |

| Hide Advanced Settings |

Advanced Settings Mew Parameters

Central Manager IP and Data Port |Iocalhost:1 7130 |

Enahle Auto Registration |true |

t @%T

Allow GEM Upstream Messaging |true |

Figure 38 - Data Aggregator Configuration Window

4. For Local Manager, identify the Local Manager by IP address or host name that will
be contacted for agent auto registration. The default value is the local host.

5. For Local Manager Registration Port, specify the Local Manager port used for
agent auto registration. The default port number for agent auto registration is
17146.

6. In the ODBC DSN Name input box, identify the ODBC System Data Source Name
the Aggregator will use to update the database. The default value is “atlantis”.

7. In the Database Server IP input box, specify the IP address of the Central
Manager database server.

8. The Database Name is “assurent” (default value).

9. The default Database User is “assurent”.

10. Accept the default Password for the assurent database user.

11. Click Show Advanced Settings to review/modify:

¢ Central Manager IP and Data Port - Specify the IP address of the Central
Manager and its data port number. The Central Manager default data port
number is 17130.

¢ Enable Auto Registration - Turns auto registration on (true) or off (false) for
this agent.

e Allow GSM Upstream Messaging - Turns on (true) or off (false) having this
agent publish the gsa_message object, used for communication between
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Storability agents on the Central Manager. This value must be true (enabled) for
the Storability Data Aggregator.
12. With the “Save Configuration Settings” check box enabled, select File->Save and
confirm saving your changes to the storability.ini file.
13. Select another agent tab to review/modify its configuration settings or click File-
>Exit to close the Configuration Tool.

CONFIGURE DATA POLLING AGENT
In conjunction with the Central Manager Scheduler Agent, the Data Polling Agent is used
to control the scheduling of agent data collection and policy management.

Proceed as follows to configure this agent:
1. Launch the Configuration Tool.

2. Select File->Edit->Smart Agent Configuration. The Data Polling Agent
Configuration window, with Show Advanced Settings turned on, appears below.

Routing Agent rL|cense Agent rHostAgent rPohcyAgent rScheduIerAgent rDataAggregatorAgent rDataPolllng Agent

[ Save Configuration Settings Mew Parameters

Laocal Manager |Ioca|host | ’E
Local Manager Registration Port |1?146 | IE
DDBC DEM Mame [atlantis | =
Database Login Marme |assurent | IE
Datahase Password . | =
Scheduler Timeout [20 | =
| Comments |

| |

Advanced Settings Mew Parameters

Enahle Auto Registration |true

DataPolling Agent Passward |

Fortal Database Mame |p0nal
Scheduler Agent Mame |St0rabi|ity Scheduler Agent

Scheduler Agent Password |

|
|
|
Client Mame [Schedule |
|
|
|

of| 1] o] o] o] [ ot

Allowy GEM Upstream Messaging |true

Figure 39 - Data Polling Agent Configuration Window

Click the Data Polling Agent tab.

For Local Manager, identify the Local Manager by IP address or host name to be

contacted for agent auto registration. The default value is localhost.

5. For Local Manager Registration Port, identify the port number the Local Manager
uses for agent auto registration. The default port number is 17146.

6. The ODBC DSN Name is atlantis by default.

7. The Database Login Name is assurent.

8. The Database Password field is stOrage and is displayed as asterisks in the
Configuration Tool window. A password is encrypted before stored in the
storability.ini file.

9. In the Scheduler Timeout field, specify how long the Data Polling Agent waits when
communicating with the Scheduler Agent. The default timeout is 30 seconds.

10. Click Show Advanced Settings to review/modify the following parameters:
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Enable Auto Registration - Turns agent auto registration on (default) or off.
Data Polling Agent Password - Is optional.

Portal Database Name - Is portal.

Client Name - Sets the agent’s client name.

Scheduler Agent Name - Names the client.

Scheduler Agent Password - Optionally specifies the Scheduler Agent’s
password.

e Allow GSM Upstream Messaging - Turns on (true) or off (false) having this
agent publish the gsa_message object, used for communication between
Storability agents on the Central Manager. This value must be true (enabled) for
the Storability Data Polling Agent.

14. With the “Save Configuration Settings” check box enabled, select File->Save and
confirm your changes to the storability.ini file.

15. Select another agent tab to review/modify its configuration settings or click File-
>Exit to close the Configuration Tool.

CONFIGURE SCHEDULER AGENT

In conjunction with the Data Polling Agent, the Scheduler Agent is used to control the
scheduling of agent data collection and execution of policy management. To configure
the Central Manager Scheduler Agent, you must specify the IP address or network-
resolvable host name of the database server.

Proceed as follows to configure this agent:

1. Launch the Configuration Tool.

2. Select File->Edit->Smart Agent Configuration.

3. Click the Scheduler Agent tab. The Scheduler Agent configuration window, with
Show Advanced Settings turned on, appears below.

EEE

File Wiew Tools Fornat Window Help

jent [Palicy Adent [Scheduler Agent [D:

¥l Save Configuration Settings Mew Parameters

Local Manager [localnost

Local Manager Registration Port [17148

ODBC DSH Narme [atlartis

Database Sener IP |C127?15

Database Login Mame [assurent

Al A B & &

Database Password [

| Comments

| Hide Advanced Getings

Advanced Settings Mew Parameters

Enahle Auto Registration [true

Partal Database Mame [mortal

A

Allow GEM Upstrearm Messaging  [rue

Figure 40 - Scheduler Agent Configuration Window
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12.

13.

For Local Manager, identify the Local Manager by IP address or host nhame to be
contacted for agent auto registration. The default value is localhost.

For Local Manager Registration Port, specify the port number that the Local
Manager uses for agent auto registration. The default port number is 17146.

In the ODBC DSN Name input box, identify the ODBC System Data Source Name
the Scheduler will use to access the database. The default value is atlantis.

In the Database Server IP input box, specify the IP address (or network resolvable
host name) of the Central Manager database server.

The database name for polling schedules is “portal” (default value).

In the Database Login Name field, accept the default value of “assurent”.

. Accept the default password for the assurent database user in the Database

Password field .

.Click Show Advanced Settings to review/modify:

¢ Enable Auto Registration - Turns agent auto registration on (default) or off.

¢ Portal Database Name - Is portal.

e Allow GSM Upstream Messaging - Turns on (true) or off (false) having this
agent publish the gsa_message object, used for communication between
Storability agents on the Central Manager. This value must be true (enabled) for
the Storability Data Polling Agent.

With the “Save Configuration Settings” check box enabled, select File->Save and

confirm your changes to the storability.ini file.

Select another agent tab to review/modify its configuration settings or click File-

>Exit to close the Configuration Tool.

CONFIGURE PoOLICY AGENT

The Policy Agent is responsible for executing the actions related to policy management.
Besides specifying auto registration information and an ODBC System DSN to access the
Sun StorageTek Business Analytics database, you will enter SMTP client configuration
settings.

Note: The Policy Agent will not start successfully unless there is valid SMTP Server
configuration details stored in its section of the storability.ini file.

The policies are defined using the Management Console’s Policy Alerting menus. You
must start the Policy Agent to use these menus.

Proceed as follows to configure this agent:

1.
2.
3

Launch the Configuration Tool.

Select File->Edit->Smart Agent Configuration.

Click the Policy Agent tab. The Policy Agent configuration window, with Show
Advanced Settings turned on, appears below.
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A storahbility.i

Routing Agent rLicense Agent rHostAgent rPolicyAgent rScheduIerAgent rDataAggregatorAgent rDataPolling Agent

[C] Save Configuration Settings Mew Parameters
Local Manager |I0ca|host
Local Manager Registration Port |1?146

Central Manager |Iocalhost
Central Manager Port |1?130

Email Address of Policy Alert Sender |

SMTF Server Port 25
ODBC_DSM [atlantis

Database Server IP |

|
|
|
|
|
SMTP Server IP | |
|
|
|
|
|

1) 5] 1) K1) BE) R R ORE R RRD R

Database User |assurent
Datahase Password |“""""‘*"’

| Comments |

| |

Advanced Settings Mew Parameters

Enahble Auto Registration |true

Enahble Upstream Messaging |true

SMTP server password |

| & A A 6

|
|
SMTF server login | |
|
|

Scheduler Agent Password |

Figure 41 - Policy Agent Configuration Window

4. For Local Manager, identify the Local Manager by IP address or host nhame to be
contacted for agent auto registration. The default value is localhost.

5. For Local Manager Registration Port, specify the port humber the Local Manager
uses for agent auto registration. The default port is 17146.

6. For Central Manager, enter the Central Manager’s network resolvable host name or
IP address; default value is local host.

7. For Central Manager Port, identify the port on which the Central Manager's
Routing Agent publishes its objects. The default port humber is 17130.

8. In the Email Address of Policy Alert Sender input box, enter the email address
that will be used to send emails containing policy execution results.

9. In the SMTP Server IP input box, specify the IP address of the SMTP Mail server
used to send emails.

10.In the SMTP Server Port input box, specify the SMTP server port used for sending
emails. The default SMTP server port number is 25.

11.In the ODBC DSN Name input box, specify the ODBC System Data Source Name
the Policy Agent will use to access the database. The default value is “atlantis”.

12.1In the Database Server IP input box, specify the IP address of the Central Manager
database server.

13. The database name for polling schedules is “portal” (default value).

14.1In the Database Login Name field, accept the default value of “assurent” as the
database user ID.

15. Accept the default password for the assurent database user.

16. Click Show Advanced Settings to review/modify:
¢ Enable Auto Registration - Turns auto registration on (true) or off (false).

Auto registration is enabled (true) by default.
e Enable GSM Upstream Messaging — Turns on (true) or off (false) having this
agent publish the gsa_message object, used for communication between
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17.

18.

Storability agents on the Central Manager. This setting must be set to true for the
Storability Policy Agent.
¢ SMTP server login - Specify a valid SMTP server login if the SMTP server
requires authentication.
SMTP server password - Enter the SMTP user’s password.
Scheduler password - Encrypted Scheduler agent password (if applicable).
Portal Database Name - Is “portal” by default.
Assurent Database Name - Is “assurent” by default.

With the “Save Configuration Settings” check box enabled, select File->Save and
confirm your changes to the storability.ini file.

Select another agent tab to review/modify its configuration settings or click File-
>Exit to close the Configuration Tool.

CONFIGURE HOST AGENT

The Host Agent reports configuration information as well as file system, physical volume,
and logical volume information for Windows, Solaris, IBM AIX, HP-UX, VMWare, and
Linux platforms. The Host Agent is automatically started after it is installed.

If you change any configuration settings, such as the location of the EMC powermt
program, restart the Host Agent to have the changes take effect.

Proceed as follows to configure this agent on the Sun StorageTek Business Analytics
Central Manager:

1.
2.
3.

Launch the Configuration Tool.
Select File->Edit->Smart Agent Configuration.
Click the HostAgent tab.

4.

Routing Agert rucense Agent rHostAgent (F’ohcyAgent (SchedulerAgent rDataAggregatorAgent rDataF'olllng Agent

[0 Save Configuration Settings Mew Parameters

Local Manager \Iocalhost \ e
Local Manager Registration Port \1?146 | IE
Config Cache Update Interval \?}EDD e
| Comments |

| Hide Advanced Settings |

Advanced Settings : Mew Parameters

Enable Auto Registration |true | IE

EMC powerpath file for End-to-end mapping |CIF’rugram Files\EMC\PowerP athipowermt.exe |!ﬂ =

Figure 42 - Host Agent Configuration Window

In the Local Manager field, type the network resolvable host name or IP address of
the Local Manager to be contacted for agent auto registration. The default value is
“localhost”. In this case, keep in mind that the Central Manager is also a Local
Manager as it runs a Routing Agent.

In the Local Registration Manager Port input box, specify the port number that
the Routing Agent uses for agent auto registration. The default port is 17146.
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6. In the Config Cache Update Interval input box, review/modify how long the agent
caches configuration data. The default value is 7200 seconds.

7. Click Show Advanced Settings.

8. Review/modify the Enable Auto Registration configuration setting that turns auto
discovery on (true) or off (false). The default value of “true” will cause the agent to
attempt to register with the Local Manager at start up. If registration fails, the agent
will re-attempt registration every five minutes. If registration succeeds, the agent
will “refresh” its registration every twenty-four (24) hours.

9. Review/modify the EMC powerpath file for End to end mapping setting. If the
host server has EMC PowerPath software installed, use the Browse icon to locate
and specify the location of the powermt.exe file.

10. With the “Save Configuration Settings” check box enabled (check mark), click File-
>Save and then confirm saving the storability.ini file.

11. Click File->Exit to close the Configuration Tool.

12.Use the Windows Services panel to restart the Host Agent if you have made any
configuration changes.

CONFIGURE SRM AGENT

You may have selected to install the SRM Agent using the Custom Installation Type.
The SRM Agent classifies files by type, size, owner, and access patterns.

Proceed as follows:
1. Launch the Configuration Tool.
2. Select File->Edit->Smart Agent Configuration.

3. Click the SRM Agent tab in the main configuration window.

- storabilityini -

-

Rauting Agent |'License Agent rHostAgent |'EMC Agent rRemoteHostAgent NSRM Agent 'PolicyAgent rScheduIerAgent rDataAggregatorAgent rDataPoIIing Agent

[ Save Configuration Settings  MNew Paramaters

Local Manager |I0ca|host |

Lacal Manager Registration Port |1T146 |

ML schema file name |C:1Pr0gram Files\StarahilibdGShagentsiStorability SRM Agent‘tconﬂg_srm.xsd" =
AML input file harme |C:1Program Files\StarabilibAG SMkgentsiStarability SRM Agenﬂconﬂg_srm.xml" =
| Comments |

| Hide Advanced Setings |

Advanced Settings Mew Parameters Current Parameters

Enable Auto Registration |true

Figure 43 - SRM Agent Configuration Window

4. In the Local Manager field, specify the IP address or host name of the Local
Manager to be contacted for agent auto registration. The default value is “localhost”.
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5. In the Local Manager Registration Port field, specify the TCP port humber the
Local Manager uses for agent auto registrations. The default port number is is
17146.

6. For the XML schema file name, setting click the Folder icon and browse to the
folder where the config_srm.xsd file is installed. The default location is c:\Program
Files\Storability\Agents\Storability SRM Agent.

7. Select the file and click Open.

8. For the XML input file name setting, the Folder icon and browse to the folder
where the config_srm.xml file is installed. The default location is c:\Program
Files\Storability\Agents\Storability SRM Agent.

9. Select the file and click Open.

10. Click Advanced Settings to review/modify the “"Enable Auto Registration”
configuration setting, which turns agent auto registration on or off. Unless you want
to disable agent auto registration (false), accept the default setting of true.

11. With the “Save Configuration Settings” check box enabled (check mark), click File-
>Save and then confirm saving the storability.ini file.

12. Select File->EXxit to close the Configuration Tool.

If you installed the optional SNMP Proxy Agent, refer to the subsequent “Installing SNMP
Proxy Agent on Windows"” section to obtain instructions on configuring and verifying this
agent. The Remote Host Agent Installation Guide provides instructions on configuring
and verifying this agent.

START CENTRAL MANAGER AGENTS

The Windows administrator can use the Windows Services panel to start, stop, or
restart the agents installed on the Central Manager. Be sure to start the Routing Agent
first and then allow time for each agent to auto register before you verify agent
functionality.

Note:
If you restart the database server, you also must restart the Central Manager agents in
the following order:

1. Use the Windows Services panel to start the agents installed on the Sun StorageTek
Business Analytics Central Manager in the following order:

Routing Agent.
License Agent.
Scheduler Agent.
Data Polling Agent.
Data Aggregator

N OB NN e ui )]

2. Use the Windows Services panel to start or restart the remaining Central Manager
agents (i.e. Policy Agent, Host Agent, SRM Agent, SNMP Proxy Agent, Remote Host
Agent,).

The following section describes how to verify the Central Manager agents have started
and registered successfully.
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AGENT DIAGNOSTIC TOOL

The Agent Diagnostic Tool (gsmdiag.exe) is installed in the Storability Local Manager
Utilities folder as part of the Local Manager and Central Manager for Windows
installation procedures. It represents the primary tool to verify agent functionality once
it is configured and started.

You can use GSMdiag to:

e Communicate directly with a Smart Agent by specifying its IP address/nodename and
TCP/IP port Number.

e Communicate directly with a Local Manager or Central Manager.
e Collect any object that the Smart Agent publishes.
e Save a file if requested by a support representative.

The utility’s (gsmdiag.exe) Agent Info tab is displayed when you run it, which is
installed by default in the <drive>:\Program Files\Storability\GSM\Utilities\Local
Manager Utilities folder.

File Edit Wiew Actions Help

IR

Agent Info I Specific Target I User Parameters I Caonsale

Agent location———————————— Syztem Parameters
ip address/host name timeout [secands]
|I0c:alhost |3D
{ L i
Cp port/service name I hard feteh
|1 F1EE I

Fublished Objects

I =1 & =l

Figure 44 - GSM Agent Diagnostic Tool Main Window

To collect an agent’s objects (or tables), proceed as follows:

1. Type the IP Address or network resolvable node name in the ip address/host
name box.

2. Click the button associated with the tcp port/service name input box and a list box is
displayed with agent names.

3. Select the desired agent from the list box and the appropriate port number is
automatically put into the input box.

4. In the timeout input box, specify a timeout or accept the default (30 seconds).
5. Click the Get Object List button, whose icon is shown below.

A

6. If the client (GSMdiag) can collect the tables successfully, the Published Objects
list box is enabled.
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[.:jUntitled - Storability Software GSM Agent Diagnostic Tool
File Edit Help

View  Actions

EFIEEEEER)

Agent Info I Specific Target I Uzer Parameters I Canscle
G5M network "=s=oft fetch" reguest to agent at ;l
—Agent location System Parameters localho=t 17132 for the object descriptions
. . succesded .
ip address/host name timeout [seconds] request completed in 1 secondis).
|Iocalh0$t |30
b L i
cp portdzervice names ™ hard fetch
|1?132 I
Publizhed Objects
-1 & =l
alertz-3_1

gza_agent_version-2_0
gsa_cache_control-2_0
gza_hba_config
gsa_host_config
gza_hoszt_filespstemn-2_3
gsa_host_interfaces
gza_host_netzhares
gsa_ini_control-2_0
gza_logicalvolume config-2_1
gsa_logicalvolume_relation
gza_parrn_info
gsa_physicalvolume_config
gza_physicalvolure_path-2 1

Table 3 - Sample Published Objects List

The following figure shows an example of the main window after the host configuration
(gsa_host_config) object has been requested.

[ﬂgsa_hnst_cnnfig - Storability Software G5M Agent Diagnostic Tool
File  Edit Help

FIEEEEEE)

View  Actions

Agent Infa | S pecific Targetl Uzer F‘arametersl Cansdle
GEM network "soft fetch" reguest to agent at ;I
Agent lacation Syztemn Parameters localhost (17132 for object "gsa_host_config”
. . succesded .
ip addrezs host name timeout [zeconds) 11 columnis) found.
IIocthost |3IJ 1 row(s) retrieved.
request completed in 0 second(=) .
tcp port/zervice name
°r [ hard fetch
|1 732 |
Published Objects
Igsa_host_config j Eal ;I
ip_address | nodename | host_id | 0sname | vendnrnamel model | vErsion numberl release_level | NUMCpUs | TN | timeskamp
192.168.1.133 jpalmer0l  2c0S-62el  Windows NT - Intel Pentium  Service Pack4 5.0 1 253 Wed Jun 01 16:5%

Table 4 - Sample Host Configuration

After you select File, a menu selection list appears that allows you to:

e Save - Save a particular collected object’s data to a user-specified file. The default
file extension is .gsm.

e Save All - Save the output from collecting all the objects that the agent publishes to
a single file.
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[.:jgsa_host_conﬁg - Storability Software GS™ Agent Diagnostic Tool
File Edit Wiew Actions Help

EEIEEEEEE)

Agent [nfa I Specific Targetl User Parametersl Console
GSM network "soft fetch" reguest to agent at ;I
Agent location ————— — Systemn Parameters localhost 17132 for object "gsa_host_config"
X X succeeded .
ip address/host name timeout [seconds) 11 colunn(s) found.
IIocthost IBD 1 row(=) retrieved.

request completed in 0 second(=).
tep portdzervice name

[ hard fetch
|1 7132 |
. . s all
Published Objects
Igsa_hosl_config This action will netwark Fetch all objects Ll
published by the currently specified agent
and save the daka to a single file,
ip_address | nodename | host_id I 0snarn se_level | numcpus | memar I timestamp
197,166.1.133 jpalmer0l  9c05-6Zel  Windo oK I Cancel 1 253 wed Jun 01 16:5

Table 5 — Save All Option

CENTRAL MANAGER CM-GET UTILITY

The <drive>:\Program Files\Storability\GSM\Utilities\Storability Central Manager Utilities
directory contains the cm-get utility, which provides similar agent verification
functionality to that of the GSM Agent Diagnostic Tool (gsmdiag.exe). However, cm-get
differs from the GSM Agent Diagnostic Tool in that it will only work against a Central
Manager Routing Agent (CMRA). That is, the cm-get utility cannot be used to collect
data directly from an agent or Local Manager Routing Agent (LMRA), whereas the GSM
Agent Diagnostic Tool supports both of these operations. If either operation is attempted
using cm-get, the "authorization failed" message is returned as the output.

The usage for cm-get is described below.

C:\Program Files\StorabilitynGSMsUtilitiessStorahility Central Manager Utilitiesrcm—get —H
Usage: cm-get [-sh] {cm_host_ip> <port> <{target’ [timeout] [arql
vhere target ::= {ohject nameX[@{ip>1[:{popt}1lx{rid>]

Examples: cn—get 127.08.8.1 17138 gsa_agent_version 38 null
cn-get 127.0.8.1 1138 gsa_agent_version 38 "{namelXvaluel "
cmget 127.0.8.1 17130 gsa_host_config:1?132%181 3@ "{niX{vallX{n2Xval2>"

Legend:

-s - Soft fetch

-h - Hard fetch (default)

cm _host ip - Central Manager IP Address

port — TCP port number to communicate with the agent (e.g., 17132)
object name - Agent object name (e.g., gsa agent version-2 0
timeout - Execution timeout in seconds

arg — Optional arguments (e.g., _passwdO=password)

rid - Routing ID assigned to the Routing Agent (e.g., 300)
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A sample collection of the gsa_agent_register object is shown the following figure.

C:nProgram Files“\Storability\GSMsUtilities\Storability Central Manager Utilities>cm—get —s 127.8.8.1 17138 gsa_agent_re

ister 3
First response in 1 seconds

sa_agent_register
13
rds: 8
ra_host ra_info_port index type port peer_list active_peer last_freshened

ctivated applicati stat or
.12
.12
.12

192.168.1. 17146 AUTO_MNET 17132 instructor3wlk .168.

2885 ACTIVATED up

192.168.1. 17146 STATIC 17146  192.168.1.12 .168.

2806 ACTIVATED up

192.168.1. 17146 AUTO_MET 17148 instructor3w2k 192.168.
ACTIVATED

ACTIVATED

171
ACTIVATED up

17146 AUTO_MNET 17156 instructor3w2k 192.168.1.12
ACTIVATED up

17146 AUTO_NET 17130 INSTRUCTOR3W2K 192.168.1.12
ACTIVATED

up
192.168.1.3 17146 STATIC 17146 192.168.1.3 192.168.1.3
2886 ACTIVATED up

up
AUTO_MET 17155 instructordw2k 192.168.1.12

1

1

1
20885 up
192.168.1. 17146 AUTO_MET 17152 instructordw2k 192.168.1.12

1

1

1

192.168.1.3
2

Figure 45 - Sample cm-get Output

VERIFY CENTRAL MANAGER AGENT FUNCTIONALITY

The Agent Diagnostic (gsmdiag.exe) utility should be used to verify the Central Manager
agents have started and are registered with their configured Local Manager.

Proceed as follows:
1. Select Start->Programs-> Storability->Launch GSM Agent Diagnostic Tool.

Verify Routing Agent

2. Wait approximately 30 seconds after the Routing Agent has started to allow it to
initialize before querying it with the GSM Agent Diagnostic Tool.

a. On the Agent Info window, enter the IP Address or network resolvable Host
Name of the server where the agent is installed in the ip address/host name
input box.

b. Set the port to 17146 (or select the Routing Agent from the drop down list of
service names).

c. Click the Get Object List button and you should receive a list of objects
published by the Routing Agent.

d. Select the gsa_alerts-3_1 object and examine the columns for warnings or
errors. If errors are displayed, open the Routing Agent’s Message log to further
investigate the error.

e. Select the gsa_agent_version-2_0 object to verify the agent’s software release
level.

f. Select the gsa_ini_control-2_0 object and verify the agent’s configuration
settings you configured using the Configuration Tool. See Figure 38.

g. Select the alerts-3_1 object and examine the columns for warnings or errors.

h. Verify the other objects the agent publishes.
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File:

control-Z_0 - Storability Software G5™ Agent Diagnostic Tool
Edit Wiew Actions Help

=

IR

Agert Info I Specific Targetl Uszer Parametersl Consale

GSH network "soft fetch" regquest to agent at localhost:17130 for chject
Agent lacation Suster P. b "gza_ini_control-2_0" succeeded

8 column(=) found.

ip address/host name timeout [zeconds) 187 row(s) retrieved.

IIocthost ISU request completed in 3 second(s).

tep port/service name
17130

™ hard fetch

Published Objects

I gza_ini_contral-2_0 j EI

rid | ip_address | port | domain | parameker | value | status | timestamp

301 10.285.252.150 17132  hostagent.exe COMFIG_CACHE_REFRESH_INTERVAL &00 current  FriJun 17 16:35:S
301 10.285.252.150 17132  hostagent.exe GSM_EMABLE_LM_REGISTRATION true current  FriJun 17 16:35:S
301 10.255.252.150 17132 hostagent.exe GSM_LM_HOST locahost current  FriJun 17 16

301 10.255.252.150 17132 hostagent.exe GEM_LM_PORT 17146 current  FriJun 17 16:

301 10.255.252.150 17132 hostagent.exe POWERPATH_POWERMT_BIMARY_PATH  Ct\Program Files\EMCPowerPathlpowermt exe current  FriJun 17 16

301 10.285.252.92 17132 hostagent HOST_SLEER_TIME &00 current  FriJun 17 16

301 192.168.1.141 17132 hostagent.exe COMFIG_CACHE_REFRESH_INTERVAL Fz2o0 current  FriJun 17 16

301 192.168.1.141 17132  hostagent.exe E5M_EMABLE_LM_REGISTRATION krue current  FriJun 17 16:

301 192.168.1.141 17132 hostagent.exe GSM_LM_HOST locahost current  Fri Jun 17 16:4
301 192.168.1.141 17132  hostagent.exe E5M_LM_PORT 17146 current  FriJun 17 16:

301 192.168.1.141 17132  hostagent.exe POWERPATH_POWERMT _BIMARY _PATH  C:\Program Files\EMO\PowerPathipowernit .exe current  FriJun 17 16:

301 10.255.253.11 17133 global ESM_LM_HOST 10,255.253.37 current  Fri Jun 17 17:05:
301 10.285.253.11 17133 netbackupagent DEIMPORT_SCHEDULE *4114400 current  FriJun 17 17:05:¢
301 10.285.253.11 17133 netbackupagent MEU_PATH Justfapenv/netbackup current  FriJun 17 17:05:¢
301 10,255.253.11 17133  netbackupagent MBU_REPORT_PERICD 24 current  FriJun 17 17:05:¢
301 10.285.253.11 17133 netbackupagent MEU_WOLMGR_PATH Tust fapeny fvalmgr current  FriJun 17 17:05:¢
301 10.285.253.11 17133 netbackupagent VERITAS_CATALOG_DIR fustfopenv/netbackupdb/images current  FriJun 17 17:05:¢
301 10.285.253.11 17133 netbackupagent VERITAS_CLIENT_POLICY_FILE lapp/starability fdatafnetbackupagent/client_policy. arsunl.out current  FriJun 17 17:05:¢
301 10.285.253.11 17133 netbackupagent VERITAS_DATA_FILE lapp/starability fdatafnetbackupagent fbpimagelist. arsunl . out current  FriJun 17 17:05:¢
301 10.285.253.11 17133 netbackupagent VERITAS_FILELIST_FILE lapp/starabilitydatafnetbackupagent fjobFileList .arsunl . out current  FriJun 17 17:05:¢
301 10.285.253.11 17133 netbackupagent VERITAS_IMMEDIA_FILE lapp/starability jdatafnetbackupagent fbpimmedia. arsunl. out current  FriJun 17 17:05:¢
301 10.285.253.11 17133 netbackupagent VERITAS_MEDIA_FILE lapp/starability fdatafnetbackupagent fbpmedialist. arsunl . out current  FriJun 17 17:05:¢
301 10.285.253.11 17133 netbackupagent VERITAS_SCHEDULE_FILE lapp/starability fdatafnetbackupagent/schedule. arsunl. out current  FriJun 17 17:05:¢
301 10.285.253.11 17133 netbackupagent VERITAS_STAT_FILE lapp/starabilityjdatafnetbackupagent fbperrarMEW . arsunl .out current  FriJun 17 17:05:¢
301 10.285.253.11 17133 netbackupagent VERITAS _WOLUME_IMFO_FILE lapp/starability fdatafnetbackupagent fvmguery. arsunl. out current  Fridun 17 17

301 192.168.1.141 17146 routingagent,exe AGEMT_EXPIRATION_IM_DAYS 1 current  FriJun 17 16:

301 192.168.1.141 17146 routingagent,exe AUTO_ACTIVATE_REGISTRATICONS Erue current  FriJun 17 16:

301 192.168.1.141 17146 routingagent,sxe COMMECT_TIMEQUT 10 current  FriJun 17 16:

301 192.168.1.141 17146 routingagent,sxe DATA_TIMECUT 300 current  FriJun 17 16:45:2

Verify

Figure 46 - Sample gsa_ini_control Object for Routing Agent

License Agent

3. Wait approximately 30 seconds after the License Agent has started to allow
registration and agent initialization to occur.

a.

In the Agent Info window, enter the IP Address or network resolvable Host
Name of the Central Manager/Local Manager in the ip address/host name
input box.

Set the port to 17130 (or select Local Manager/Central Manager from the drop
down list of service names).

Click the Get Object List button and you should receive a list of objects
published by the License Agent.

Collect the gsa_ini_control-2_0 object and verify the agent’s configuration
settings you configured using the Configuration Tool.

Select the gsa_agent_version-2_0 object and verify the rid, port nhumber, and
version of the License Agent. Use the port number in the next step.
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Agent Infa | Specific Target | User Parametersl

Consale

G5H networl "soft fetch" request to agent at ﬂ
Agent location System Parameters localhost 17130 for object
. . "gza_agent_version-2_ 0" succeeded.
ip addresz/host name timeowt [zeconds) 10 column(s) found.
Ilgcalhggt |3U 8 row(s) retrieved.
request completed in 1 secondis).
tcp port/service name
Fr ™ hard fetch
[17120 [
Publizhed Objects
Giet Object List =l
rid | ip_address | pork | agent_name | YEFSIOn | compile_kime | managed_entities | tz_name | tz
300 192.168.0.2 17132 Storability Host Agent Win32-4-0-3 Tue Dec 25 17:56:13 2004 1 Eastern Standard Time  -05:0C
300 192.168.0.2 17146  Storability Routing Agent Win32-4-0-3  Tue Dec 25 20053:25 2004 1 Eastern Standard Time  -05:0C
300 192.168.0.2 17147 Storabiity Data Aggregator Win32-4-0-3  Tue Dec 286 20053:25 2004 1 Eastern Standard Time  -05:0C
300 192,168.0.2 17152  Storability SRM Agent Win32-4-0-3 Tue Dec 25 17:56:13 2004 1 Eastern Standard Time  -05:0C
300 192,168.0.2 17165 Storability Data Poling Agent  Win32-4-0-3  Tue Dec 28 17:56:13 2004 1 Eastern Skandard Time  -05:00
300 192.168.0.2 17167 Storability License Agent Win32-4-0-3  Tue Dec 25 17:56:13 2004 1 Eastern Skandard Time  -05:0C
300 192.168.0.2 17170 Storability COM Agent Win32-4-0-3  Tue Dec 25 17:56:13 2004 1 Eastern Skandard Time  -05:0C
300 192,168.0.2 17171 Storability Scheduler Agent Win32-4-0-3  Tue Dec 28 17:56:13 2004 1 Eastern Skandard Time  -05:0C

Figure 47 - Verify License Agent

Verify Scheduler Agent

4. Wait approximately 30 seconds after the Scheduler Agent has started to allow
registration and agent initialization to occur.

In the Agent Info window, enter the IP Address or network resolvable Host

a.
Name of the Local Manager/Central Manager in the ip address/host name
input box.

b. Set the port to 17130 (or select Local Manager/Central Manager from the drop
down list of service names).

c. Click the Get Object List button and you should receive a list of objects
published by the Routing Agent.

d.

version of the Scheduler agent. Its default port numberis 17171.

Verify Storability Data Polling Agent

Select the gsa_agent_version-2_0 object and verify the rid, port humber, and

5. Wait approximately 30 seconds after the Data Polling Agent has started to allow
registration and agent initialization to occur.

In the Agent Info window, enter the IP Address or network resolvable Host

a.
Name of the Local Manager/Central Manager in the ip address/host name
input box.

b. Set the port to 17130 (or select Local Manager/Central Manager from the drop
down list of service names).

c. Click the Get Object List button and you should receive a list of objects
published by the Routing Agent.

d.

version of the Scheduler agent. Its default port number is 17165.

Verify Storability Data Aggregator Agent

Select the gsa_agent_version-2_0 object and verify the rid, port number, and

6. Wait approximately 30 seconds after the Storability Data Aggregator Agent has
started to allow registration and agent initialization to occur.

a.

In the Agent Info window, enter the IP Address or network resolvable Host

Name of the Local Manager/Central Manager in the ip address/host name

input box.
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Set the port to 17130 (or select Local Manager/Central Manager from the drop
down list of service names).

Click the Get Object List button and you should receive a list of objects
published by the Routing Agent.

Select the gsa_agent_version-2_0 object and verify the rid, port humber, and
version of the Data Aggregator agent. Its default port humber is 17147.

Verify Host Agent

1. Wait approximately 30 seconds after the Host Agent has started (or restarted) on
the Central Manager to allow it to initialize before querying it with GSMdiag.

a. In the Agent Info window, enter the IP Address or network resolvable Host
Name of the server where the agent is installed in the ip address/host name
input box.

b. Set the port to 17132 (or select the Host agent from the drop down list of service
names).

c. Click the Get Object List button and you should receive a list of objects
published by the Host Agent.

d. Select the gsa_host_config object and it should list the IP address, node name,
host ID of the host server as well as additional fields.

e. Verify all other objects published by the agent.

2. To verify the Host Agent has registered successfully with its configured Local

Manager:

a. In the Agent Info window, enter the IP Address or network resolvable Host

Name of the Local Manager in the ip address/host name input box and set the
port to 17130 (or select Local Manager/Central Manager from the drop down list
of service names).

Click the Get Object List button and you should receive a list of objects
published by the Routing Agent.

Select the gsa_agent_version-2_0 object and verify the rid, port humber, and
version of the Host Agent.

At this point, the Central Manager agents are running and registered with their Local
Manager.

SNMP PROXY AGENT ON CENTRAL MANAGER

The SNMP Proxy Agent is used to forward alerts to one or more trap receivers. The
agent configuration is stored in the Proxy Configuration (proxy.cfg). If you installed the
SNMP Proxy Agent on the Central Manager through the use of the Custom installation
type, proceed as follows to configure the agent.

1. Select Start->Programs->Storability->Launch Configuration Tool.

2. Click File, Edit.

3. Click Proxy Configuration.

4. Click Add.

5. Set the IP address of the trap receiver in the IP Address column.

6. Set the TCP port number in the Port column.

7. Click Submit.
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8. Repeat Steps 4 through 7 for each trap receiver.
9. Click Show Advanced Settings to review or edit these configuration settings.

10. If there is a peer to this proxy agent, set the PEERADDR value with the IP address
of the peer. Make sure the IS_SECONDARY value is set appropriately (0 for false
and 1 for true) on both machines.

11. Click File, Save on the Configuration Tool main menu and confirm saving the
configuration settings.

12. Close the proxy configuration file.
13. View and then close the readme.txt file and click Finish.

14.Use the Windows Services panel to start the agent.

MANAGEMENT CONSOLE

The following sections describe how you install, configure, and verify the Sun
StorageTek Business Analytics Management Console. The Management Console is
supported both on Windows 2000 and Windows 2003 servers as well as on a VMWare
instance. Refer to the Sun StorageTek Business Analytics Infrastructure Planning
document for additional information on these supported platforms. Your Sun
representative can provide you with the current version of this document.

INSTALL/VERIFY MICROSOFT IIS SERVER IIS 5.0

The Management Console is supported using IIS 5.0. The following section outlines its
installation for reference if it is not already configured and running on the Windows
2000/2003 server.

1. Verify the platform requirements specified in the Sun StorageTek Business Analytics
Infrastructure Planning document for Microsoft IIS 5.0 Server.

Insert the Windows 2000 installation CD in the CD-ROM drive.
Select Start-> Settings>Control Panel.

Select Add/Remove Windows Components.

Follow the on-screen instructions to install IIS.

Verify the World Wide Web Publishing and Simple Mail Transport Protocol
(SMTP) Services are running before you install Management Console. Open Internet
Explorer on the server you will use for the Management Console and enter
http://localhost. If the IIS default page is not returned, IIS is not running, or more
likely not installed.

A

7. During the installation, follow the on-screen instructions to install SMTP Services that
work in conjunction with IIS. You can view the product documentation by typing:
file:\\%systemroot%\help\mail.chm in the browser address bar and pressing Enter.

INSTALL/VERIFY MICROSOFT IIS SERVER IIS 6.0 FOR WINDOWS 2003

The Sun StorageTek Business Analytics Management Console is supported on a Windows
2003 server running IIS 6.0. There are several ways to install IIS 6.0, which is shipped
with Windows 2003. The following procedure summarizes its installation using the
Add/Remove Programs option from the Control Panel:

1. From the Start menu, click Control Panel.
2. Double-click Add or Remove Programs.
3. Click Add/Remove Windows Components.
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In the Components list box, click Application Server.

Click Details.

Click Internet Information Services Manager.

Click Details to view the list of IIS optional components.

Select all the optional components you wish to install. Note: The World Wide Web
Publishing Service optional component includes important subcomponents like the
Active Server Pages component and Remote Administration (HTML). To view and
select these subcomponents, click World Wide Web Publishing Service and then
click Details.

9. Click OK until you are returned to the Windows Component Wizard.

10. Click Next and complete the Windows Component Wizard.

XNOU A

Refer to your Microsoft documentation for additional details on installing Microsoft IIS
6.0.

ADDITIONAL CONFIGURATION SETTINGS FOR WINDOWS 2003 SP1

The Management Console requires that the Active Server Pages option is enabled on
the Windows 2003 server.

1. Click Start -> Administrative Tools -> IIS Manager (or loading the Control
Panel, entering the Administrative Tools folder, and double clicking IIS Manager).

2. Go to the Web Service Extensions tab.

3. Click Active Server Pages, and then press the "Allow" button on the left. Active
Server Pages should now work.

4. To prevent IIS from timing out before Management Console, perform the following
procedure:
a. Open the Properties on the Default Web Site.
b. On the first tab (Web Site), change the Connection Timeout to 900 seconds,

which is the setting used in IIS 5.0.

PROBLEMS RUNNING ON WINDOWS 2003 SP1

On a computer that is running Microsoft Windows Server 2003 Service Pack 1 (SP1),
programs that use DCOM do not work correctly. The Management Console “gsmcom”
uses DCOM. In this case, the COM Agent is unable to communicate to the License agent
but is registered with the Routing Agent.

This issue occurs because the default Component Object Model (COM) permissions are
changed in Windows Server 2003 SP1. The new COM permissions restrict remote calls
that are not authenticated. The COM program may work locally, but the remote calls
that are not authenticated fail. By default, only members of the Administrators group
have the Remote Activation permission and the Launch permissions. This change
prevents user accounts that do not belong to the Administrators group from starting
COM components.

To resolve the permissions issue, proceed as follows:

1. Click Start, point to Control Panel, Administrative Tools, and then click
Component Services.

2. Expand the Component Services\Computers container.
3. Expand My Computer, click and expand DCOM Config.
4. In the right pane, locate the program called "gsmcom”

5. Right click the “"gsmcom”, and then select Properties.
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6. On the Security tab, in the Launch and Activation Permissions group box, select
Customize, and then click Edit.

7. Add Internet Guest Account “IUSR_Server_Name”.

8. Click and highlight the "IUSR_Server_Name” account and then click Allow for the
Local and Remote Access permissions.

9. Click OK two times to accept the changes. Then, try to Launch the Management
Console.

This issue may not occur if SP1 is installed after the Management Console has been
installed.

MANAGEMENT CONSOLE INSTALLATION

Before you proceed, refer to the Sun StorageTek Business Analytics Infrastructure
Planning Guide to verify the Management Console’s requirements. Your Sun
representative can provide the current version of this document.

Note: If the installation program detects that an existing Management Console has
already been installed, you are prompted to uninstall the Management Console and its
source files. If you select to delete the currently installed Management Console, you
must run the Setup (setup.exe) from the installation media after it has been uninstalled.

The Management Console installation installs the Storability COM Agent. The default
installation path is the <drive: >\Program Files \Storability\GSM\Agents\Storability COM
Agent folder. The storability.ini is created and saved in the COM agent folder. If an
existing storability.ini file is found, the install will rename the existing copy as
“storability.ini.old + current time in milliseconds” before creating a new Storability.ini
file.

1. Insert the Sun StorageTek Business Analytics Management Console Installation CD
into the CD-ROM drive. Note: If the Setup program does not auto-run after you
insert the CD into the drive, run setup.exe from the installation media to start the
InstallShield Wizard.

2. Click Next> to continue on the Installation Welcome screen.

3. Click Yes to accept the Software License Agreement.
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InstallsShield Wizard

Sun StorageTek™ Business Analytics
SETUP

Licenze Agreement
Fresz the PAGE DOWHN key to zee the ezt of the agreement.

Sun Microsysterns, Inc. ['Sun') il
SOFTwARE LICEMSE AGREEMENT

READ THE TERMS OF THIS AGREEMENT [MAGREEMENT") CAREFULLY

BEFORE OPEMING SOFTwWARE MEDIA PACKAGE. BY OPEMING SOFTWARE

MEDIA PACKAGE, YOU AGREE TO THE TERMS OF THIS AGREEMEMT. IF

O ARE ACCESSING SOFTWARE ELECTROMICALLY, INDICATE YOUR

SCCEPTAMCE OF THESE TERMS BY SELECTIMG THE “ACCERPT" [OR

EQUIMNALENT]BUTTOM AT THE EMD OF THIS AGREEMENT. IF¥'0U DO NOT _ILI
F

K

Do you accept all the termsz of the preceding Licenze Agreement? |f pou choose Mo, the
zetup will close. Toinstall Storability b anagement Console, you must accept thiz agreement.

[mztallEhield
< Back Yes Mo

Figure 48 - Software License

4. Select Typical on the Setup Type screen and click Next>. The Choose Destination
Location dialog is displayed. Note: The Typical setup type should be used for first-
time installation of the Management Console. The Custom setup type can be used to
install individual components, such as an upgraded version of the Storability COM
Agent.

5. Specify an installation destination folder or accept the default destination location

(C:\Progam Files\Storability\Storability Management Console) and click Next>. The
Storability COM Agent dialog appears.
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InstallsShield Wizard - comAgent Configuration
Sun StorageTek™ Business Analytics
SETUP
Setup will configure comdgent.
Central Manager Fouting Agent IP: I“ 27001
Reqistration Part ; |1 7148
Enable Auto Regiztration : I j
IrstallEhield
|7 < Back Ment Cancel

6. In

Figure 49 - Storability COM Agent Configuration Dialog
the respective input boxes, enter the following:

Central Manager Routing IP - Specify the IP Address or network resolvable
host name for the Local Manager to be contacted for auto registration. The
default IP address is localhost (127.0.0.1) and will need to be changed if the
Local Manager/Central Manager is not running on the Management Console
server.

Registration Port - Central Manager Routing’s Agent’s port used for agent auto
registration. The default port is 17146.

Enable Auto Registration - Set this parameter to TRUE and allow the COM
Agent to use agent auto registration, or set it to FALSE to disable auto
registration for the Storability COM Agent.

7. Click Next> to continue and the “Setup will configure System DSN” dialog appears.
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InstallsShield Wizard

Sun StorageTek™ Business Analytics
SETUP

Setup will configure System DSM. Pleaze enter P address and port number of the Microsoft
SOL Server where GSM Databazes are located

Swstern DSM: Iatlantis

IP Address: |1 27.001

Part; I'I 433
[mztallEhield

¢ Back I Mext > I Cancel |

Figure 50 - Configure System DSN

8. Review/modify the configuration settings for the System DSN (atlantis) to be used to
communicate with the Central Manager database server:

e IP Address - Specify the IP address of the Central Manager

e Port - Specify the TCP port of the database instance; the default SQL Server
port is 1433.

9. Click Next> to continue.
10. Specify the Program Folder to be updated with the Management Console option.
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Installshield Wizard

Sun StorageTek™ Business Analytics
SETUP

Select Program Folder

Setup will add program icons to the Program Folder listed below. You may twpe a new folder
hame, o zelect ane fram the exizting falders list, Click Mest to cantinue.

Frogram Folders:
Starability
E wizting Folders:

Feal -
RaoboHelp Office

Show Traffic

55H Secure Shel

S55H Tectia Server

Startu

InstallShield

¢ Back | M et = I Cancel

Figure 51 - Select Program Folder

11. Click Next> to continue and the Current Settings dialog appears. Review the current
settings and click Next> to continue or <Back to make any changes to the listed
configuration settings.

12. After you click Next>, the installation displays a dialog that warns you that IIS must
be stopped. Click Yes to continue.

Storability Management Console x|

Setup needs ko shukdawn the IIS Adrmin, Simple Mail Transport (SMTR), and
Wiorld Wide Web publishing services toinstall Skorability Management Console,
Click. "YES" ko stop these services and continue with the installation, ar click
"MC" to leave the services running and return ko the previous skep, IF wou click,
"YE5" these services will be started again at the end of the installation process,

Yes Mo

Figure 52 - Shutdown IIS Informational Dialog

13. The Setup Status splash box will display and will update you through the status bar
on the progress of the installation.
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InstallsShield Wizard

Setup Status

Storability Management Conzole Setup iz performing the requested operations.

C:A vmezvepB0.dil

0%

| zkallE hield

Cancel

Figure 53 - Setup Status

13. The InstallShield Installation Complete dialog appears. Specify whether or not to
view the Readme file and click Finish.

MANAGEMENT CONSOLE CONFIGURATION

This section covers the steps that you can use to set up and then verify your
Management Console functionality using the Central Manager’s Host Agent. After you
verify the Management Console using this simple configuration, you can proceed to add
your additional Local Managers/Sites, dashboards, views, users, and polling schedules to
the Sun StorageTek Business Analytics application.

LAUNCH MANAGEMENT CONSOLE

1. Select Start->Programs->Storability-> Launch Management Console.

2. The Sun StorageTek Business Analytics Management Console Login window appears.

3. Log in using the default administrative account, gsmuser, as both the username and
password, as shown in the Management Console Login window that appears below.
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- Sun StorageTek
Business Analytics

STORAGETEK™

User Login

Password

L LOGIN J

Forgot your Password?

Sun

microsystems

Figure 54 - Management Console Login Window

4. After a successful log in to the application, the Management Console Home Page
appears. The home page is blank with the words "No Default View" displayed in the
upper right corner. As soon as a view is created in the system and is used by the
gsmuser, "No Default View" will disappear off of the home page.

CusTOoMIZE THE DEFAULT LOCAL MANAGER AND DEFAULT SITE
5. Customize the default Local Manager:
a. Select Tools -> Site/Local Manager Administration.

Site and Local Manager Listing

Local Manager ID Local Manager Name IP Address Assigned To Site Site Location
300 Default Local Manager 192,168.0.1 Default Sike Anywhere, USA

Add Mew Site

Figure 55 - Site and Local Manager Listing

b. Click the Default Local Manager link displayed in the Site/Local Manager
Listing window.

c. Customize the default name to suit your company and to accommodate the
Central Manager that you are setting up as a Local Manager. Remember that the
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Central Manager also functions as a Local Manager because it runs a unique
instance of the Routing Agent. The Central Manager Routing Agent supports the
top level of the messaging infrastructure.

Storability Global Storage Management Console: Administration )

Modify / Delete Local Manager

Mame: |default local manager
Short Marme: |default Im
IF Address: [192.168.0.1

Site: | &+ Default Site Anywhere, USA

ID:

d. Modify the Name to suit your application/company.

e. Modify the Short Name or alias for the Local Manager to suit your
application/company.

f. Update the IP Address of the Central Manager to its actual IP address.

g. Click Save and click OK on the confirmation dialog box to update the Local
Manager.

Microsoft Internet Explorer x|
@ ‘ou are about ko update any changes to this Local Manager.

Ok to proceed, Cancel to abort,
i I Cancel

Figure 56 - Update Changes to Local Manager
6. Customize the default Site:
a. Click the Default Site link for the listed default site.

b. Enter a site name and location to suit your company’s implementation.
c. Click Save and confirm the changes, when prompted.
d. Close the window.

CREATE VIEW AND ASSIGN TO USER

7. Create a View:

a. Select Tools -> View Administration and the Views wizard appears.
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Select one of the Following options to either Create a new Yiew, Modify a Yiew or Delete an existing Yiew and click Mext,

o Create Mew Yiew
[ Modify existing Yiew

o Dielete a View

Cancel | Close | <= Back | Mext == Firish ==

Figure 57 - Views Wizard

b. Select Create New View (default) and click Next >> to continue.
c. In the Create View window, enter the name of your enterprise as the name
of the view.

d. Use the View Type list box to select Asset View (do not specify Composite
View).
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Create View
¥iew Definition
Mame: |F\CME Carporation |
View Type: |.f\sset Wigw ;I
Description: Maximum 255 characters are allowed,
ACME Corporaktion enterpise view -
-,
Cancel | <= Back | Mext == Fimish ==

Figure 58 - Create View

e. Click Next>> and the Add Assets to View window appears for your new
view.

f. Select the "What type of asset do you wish to add to this view?” list box and
select Sites. Only sites may be added until agent data collection has been
completed successfully.

g. Click the List button and the site(s) you created will appear.

h. Click the Select check box to choose the site and then click the Add to View
button.
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<} view Administration: Add Assets to Yiew - Microsoft Internet Explorer provided by Storat 10l x|

View Administration: Add Assets to View

Add Assets to View ACME Corporation

What type of asset do you wish to add to this view?

B =
u Asset Type Mame Location Description
I sike Headguarters Headgquarters Boston, MA *all fssets at this Sike®

add ko Yiew

Cancel << Back || Mext »> Finish ==

Figure 59 - Add Assets to View

i. Click Next>>. The “Site assets added successfully.” text message appears on
the Add Assets to View window to confirm adding the site to the view.

j. Click Next>> and the Add Users to View <View Name> window appears.

k. Use the checkbox to choose the (GSMuser) and click Add to View. The
“Users Added Successfully” message is displayed in the Add Users to View
window.

I. Click Next> and the Create View — Summary window appears.
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a Create ¥Yiew - Summary - Microsoft Internet Explorer provided by StorageTek = - = IEIIEI

Create Yiew - Summary

Printer Friendly Page

Yiew "ACME Corporation” created successfully,
MName & SCME Corporation

Yiew Type H fasset Yiew

Description

Asset List

Asset Type Name Location Description

site Headquarters Headquarters Boston, Ma *all Assets at this Site®
User List

User Name First Manme Last Mame

G3MUser et SMUser

Zancel | <« Back || Next=> Finish ==

Figure 60 - Create View - Summary

m. Review the information on the new asset view, including its status
(“<view_name> created successfully.”), View Type, and Asset List. You can
optionally click the Printer Friendly Page button and then Print to print the
Create View — Summary information on a local or network printer.

n. Click Finish>> and you are returned to the Views Wizard window.
0. Click Close to close the Views Wizard.
DASHBOARD ADMINISTRATION

8. Create Dashboard:

a. Select Tools->Dashboard Administration->Manage Dashboards.

b. Click Create New.

c. Type a meaningful name for the dashboard.

d. Use the dashboard type list box to choose the dashboard security of public
or private. Assign public to allow any Business Analytics user to choose the
dashboard. Select private to restrict its use to its creator.

Optionally enter a description.
f. Beside the "Components in the layout:” heading, click each type of pane
(Storage, etc.) you want to be included. In this example, minimally click
Server. A check appears in the selection box for each component you select.
g. Click Save.
h. Close the window.
9. Change Dashboard:
a. Select Tools->Dashboard Administration->Change Dashboard.
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Use the radio button to select the dashboard you created.

Click Set as current dashboard and click OK to confirm.

Verify the Home Page appears displaying the Host Filesystem Utilization pane
(as pane well as any other selected panes in the dashboard you created). Note:
Because you have not yet collected agent data using the Data Polling Schedules
functionality, no data appears in the panes.

DATA POLLING SCHEDULES

10. Review/use the default polling schedules for the Configuration Type of Host:

a.
b.

Select Tools -> Data Polling Schedule.

The Polling Schedules window is displayed. The default polling schedules in the
database, which were automatically created at installation time, include three
schedules for Host. These have a Collection Metric of Configuration, FileSystem,
and Logical VM (Volume Manager).

You are now ready to collect the Host Agents’ data for all sites. You can later
repeat this procedure for the other Collection types after your Storability Agents
(fabric, array, etc.) have been deployed.

Click the Collect Now button for the Collection Type of Host and the Collection
Metric of Configuration.

Wait approximately thirty seconds and click the Collect Now button for the
Collection Type of Host and the Collection Metric of Filesystyem.

Wait approximately thirty seconds and click the Collect Now button for the
Collection Type of Host and the Collection Metric of Logical VM.

Verify the Central Manager server appears in the Host Filesystem Utilization
dashboard. If so, the Management Collection is nhow ready for data collection.

LocAL MANAGER

The Sun StorageTek Business Analytics Local Manager consists of the Routing Agent and
a set of utilities. Each Local Manager is added to the application using the Management
Console’s Site/Local Manager Administration menus. The Local Manager ID is
configured as the Local Manager’s Routing ID in the storability.ini file. Each Local
Manager must specify a parent Local Manager in its configuration settings to allow the
messaging infrastructure to work properly.

The SNMP Proxy Agent may optionally be installed on a Windows or Solaris Local
Manager.

ADD THE LoCcAL MANAGER USING THE MANAGEMENT CONSOLE

1. Select Start->Programs->Storability-> Launch Management Console from the
Start menu. The Sun StorageTek Business Analytics Management Console Login
window appears.

2. Log in using an administrative account (e.g., gsmuser).

Create the Local Manager:

a.
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Select Tools -> Site/Local Manager Administration -> Add New Local
Manager.

Enter a name for the Local Manager in the Name field.
Enter a Short Name or alias for the Local Manager.

Enter the IP Address of the server where you will install the Local Manager.
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e. Select an existing site (or leave the Local Manager unassigned until you've
created a site).

Note: These instructions assume that you have selected an existing site.

f. Click Save and click OK on the confirmation dialog box to create the Local
Manager and assign it to the selected site.

g. When the Modify/Delete Site screen appears, review the information on the site
and Local Manager.

Notes: The Local Manager Routing ID is generated when the new Local Manager is
created using the Management Console application. You will specify this unique
identifier when you configure the Local Manager Routing Agent. Be aware that Local
Manager ID, Routing ID (RID) and acom_id (in the database) are different terms for
the same entity.

INSTALLING LOoCAL MANAGER - WINDOWS

1. Insert the Sun StorageTek Business Analytics Local Manager Windows Installation CD
into the CD-ROM drive.

2. Click Next on the Welcome menu to continue the installation.

3. Click Yes to accept the terms of the software license agreement.

4. Click Next.

5. Review/modify the User Name and Company Name and click Next>.

6. A screen appears that allows you to select Smart Agents. Select (check) the Routing
Agent under the Local Manager heading.
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Installshield Wizard x|

Sun StorageTek™ Business Analytics

SETUP

Select features to be installed and click Mest.
ol zan chooze not to install thiz application by clicking on Cancel to exit Setup.
| Local b anager | Databaze [ HP3P Agent
[ Routing Agent [T Databaze Agert [T Celena Agent
™ Proxy Agent | Auray [~ SMIS Amap Agent
| Host [ Clariion Agent | .
[ Host Agent ™ Compag Agent [ Fabric Agent
I SRM Agent [T Compag EM& dgent
[T Femate Host &gent [ EMC Agent | Tape Library

[T ESS Agent [T 5Tk Libram Agent
| Backup I™ HDS [DAMP] Agent I 1Bt 3494 Library sgent
[T Legato Agert I™ HDS [HiCommand) Agent [T SIS Libram Agent
[~ Weritas MetBackup Agent I~ LSl Agent
[~ TSM Agent [T Mettpp Agent

Select Al Clear &l | < Back | Mexst » I Cancel

Figure 61 - Select Features To Be Installed
Notes: If you are running the installation after previously agents, the installation
screen contains check marks in the checkboxes for the installed agents. You are
prompted to uninstall and then reinstall each installed agent if you do not remove
the check marks.
7. Click Next> to continue with the installation.
8. Review and verify the agents to be installed and click Next> to continue.
9. Click Next> to accept the default destination folder and click Next> to continue.
10. When the Configuration Tool is launched, configure the Local Manager:

a. Select File->Edit->Smart Agent Configuration.

b. Click the Routing Agent tab.
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-3 starability.ini

Routing Agent rHICDmmand Agent

[JJ Save Configuration Settings Mew Parameters

Routing Agent ID [ | =]
Farent Routing Agent IP {required ifthe agentis a Lk} | | E
Fort used to publish tables |1T130 | E
TCF Connect Timeout [10 | =]
Data Timeaut [200 | =
Static Sub Agent | Change Option Yalues | m
| Comments |

| Hide Advanced Settings |

Advanced Settings Mew Parameters Current Parameters

Allowy 33M Upstream Messaging |fa|se

Auto Activate Registration |true

Max. Mumher of Threads (defaultis 10} |

|
|
A specific network interface to bind to | |
|
|

Mumber of Days Agents Remain Registered idefaultis 7 days) |

Agent Registration Cache File

License Audit Frequency (defaultis & hry

R

|

License File Mame {defaults to license td) | || =
|
|

Interval to Poll Agent Meta Table (default iz 600 sec)

Figure 62 - Routing Agent Configuration Tool Window

c. In the Routing Agent ID input box, enter the unique integer value to identify the
Local Manager. Be sure that this RID matches the Local Manager ID (e.g., 301)
that was created using the Management Console’s Site/Local Manager
Administration menus.

d. In the Parent Routing Agent IP input box, specify the IP address of the Local
Manager/Central Manager that will collect the agent data.

e. For Port used to publish tables, specify the TCP port number the Local
Manager uses to publish its objects. The default TCP port number is 17130.

f. For TCP Connect Timeout, accept the default time interval (10 seconds) to
connect to an agent, which should be fine for most TCP environments.

g. For Data Timeout, this parameter is generally ignored because this value is
over-ridden by a system parameter passed to the Routing Agent by Sun
StorageTek Business Analytics clients. The default value is 300 seconds.

h. If your Local Manager will collect agent data from statically registered agents,
proceed as follows:

i. Click Change Option Values button beside the Static Sub Agent heading.
The Enter Static Sub Agent Registrations dialog box appears.

ii. Type the port number and IP address pair or the port nhumber and server
name pair to identify each sub agent.

iii. Click Submit after you have completed all the static agent registrations.
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12.

13.

14.

15.
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Click Show Advanced Settings to review/modify the following configuration
parameters:

Allow GSM Upstream Messaging - Turns on (true) or off (false) the
capability to exchange messages with upstream agents. For the Routing
Agent, set this variable to “false”, which is the default value.

Auto Activate Registration - Turns on (true) or off (false) auto registration
for this agent. The default value is “true” (enabled).

Specific Network Interface to Bind to - The value may be an IP address,
specified in standard Internet dot ("x.x.x.x ) notation, or a name service
resolvable hostname. This option allows you to bind the Routing Agent to a
specific network interface in a dual-homed computer, for example. If you do
not bind the Routing Agent to a specific network interface, the Routing Agent
will bind to all available local interfaces.

Max. Number of Threads - Specify the number of threads to be spawned. A
rule of thumb is to set this value to one half the number of immediate sub-
agents (number of rows in the gsa_agent_register table where rid = RID).
This should be set no lower than five (5) and no higher than fifty (50). The
default value is ten (10).

Number of Days Agents Remain Registered - Specifies the maximum
number of days an agent can be down and remain registered. Its purpose is
to provide a simple mechanism for removing records of agents that are no
longer installed. When expired, the sub-agent registration is removed.
However, the agent can always re-register if it ever comes back online.

Agent Registration Cache File - Is <drive>:\Program
Files\Storability\Agents\Storability Routing Agent\ardb.dat by default. The
Routing Agent creates the agent registration cache file you specify at start up.
License File Name - Is not applicable for a Local Manager.

License Audit Frequency - Is not applicable for a Local Manager.

Interval to Poll Agent Meta Table - Specifies how often in seconds to
gather agent objects from the configured sub agents.

. Select File->Save and confirm your changes to the storability.ini file.

Select another agent tab to review/modify its configuration settings or click File-
>Exit to close the Configuration Tool.

View and then close the Readme file and click Finish.

Use the Windows Services panel to start the Routing Agent before you verify agent
functionality

Proceed to the Verifying Local Manager section.
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INSTALLING SNMP PROXY AGENT ON WINDOWS LOCAL MANAGER

You may optionally install the SNMP Proxy Agent on a Windows Central Manager/Local
Manager. Proceed as follows.

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21,

Insert the Sun StorageTek Business Analytics Local Manager Installation CD into the
CD-ROM drive.

Click Next on the Welcome menu to continue the installation.

Click Yes to accept the terms of the software license agreement.
Click Next.

Review/modify the User Name and Company Name and click Next.

Select (check) the Proxy Agent checkbox on the screen that allows you to select
Sun StorageTek Business Analytics Agents.

Review the settings and click Next to continue.

After the SNMP Proxy Agent is installed, the Configuration Tool is automatically
launched.

Click File, Edit.

Click Proxy Configuration.

Click Add.

Set the IP address of the trap receiver in the IP Address column.

Set the TCP port humber in the Port column.

Click Submit.

Repeat Steps 14 through 15 for each trap receiver.

Click Show Advanced Settings to review or edit these configuration settings.

If there is a peer to this proxy agent, set the PEERADDR value with the IP address
of the peer. Make sure the IS_SECONDARY value is set appropriately (0 for false

and 1 for true) on both machines.

Click File, Save on the Configuration Tool main menu and confirm saving the
configuration settings.

Close the proxy configuration file.
View and then close the readme.txt file and click Finish.

Use the Windows Services panel to start the agent.
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INSTALLING LOCAL MANAGER - SOLARIS

This section describes installing the Sun Storagetek Business Analytics Local Manager
packages on a Solaris server, including GSMbase, GSMImutil, and GSMroute. During the
installation of GSMbase and GSMImutil, you can optionally specify a user account for the
agents that do not require root privilege to run under and for the required group
ownership of GSM files. The default values are:

e The user name is gsm.
e The group name is gsm.
e The Group ID is 1090.

The GSMbase and GSMImutil packages must be installed on the Local Manager (or other
server platform) before specific Smart Agents (e.g., Fabric Agent) are installed.

1. Insert the Sun StorageTek Business Analytics Installation CD for Solaris into the
CDROM drive.

2. Mount the CD using the following command, for example:
mount -F hsfs -o ro /dev/dsk/c0t6d0s0 /mnt

3. Change directory to the directory corresponding to the host’s Solaris Operating
System version. Display the /etc/release file if the Operating System version
information is not available.

4. Type the following command to install GSMbase, GSMImutil, and GSMroute.

pkgadd -d . GSMbase GSMlmutil GSMroute

5. Enter a different installation directory or press Enter to accept /opt/storability as the
installation directory.

rootlsymmsunild pkgadd -d . G3Mbase GSMlnutil GSMroute

Processing package instance <G3Mhase> from < )psThmix/5o0larissg8-
Storability GSM bhase

[sparc) prod-4.0.3

Copyright (c) Z002 Storability, Inc

&11 Rights Reserwved

This is licensed software. By installing this software you agree
to the terms of the license agreement included with the package in
foptsstorabilicy /GEHM-license. tHt

GiMbase was built on 3un03% 5.7.

Please enter the path where Global Storage Manager should be
installed. If wou enter a path other than Jopt/storability, a
gymholic link will be created to Sfoptsstorabilicy from the real
install location.

Install path? [Jfappsstorability] [7]

Enahle automatic agent registration? [v] [¥.n,.?] ¥

Local Manager address for agent registration? [localhost]

TCPF port for agent registrationr [1714d6] [#]

Figure 63 — GSMbase Package Installation
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6.

9.

10.

11.

For “Enable automatic agent registration? [y] [y,n,?]”, simply press Enter to accept
that agent auto registration is turned on or type n and press Enter to disable it.

For “Local Manager address for auto registration”, specify the IP address or the host
name of the Local Manager to be contacted for agent auto registration. The localhost
default value is localhost.

If you press Enter to accept the default value, the GSM_LM_HOST value will not be
created in a GSMBase section of the storability.ini file. If you type the IP Address,
that IP address becomes the default Local Manager value for agent auto registration
when you subsequently install other agents. The IP address will appear enclosed in
brackets beside the Local Host prompt to show it is the default value during the
installation of subsequent agents.

For “Local Manager port number”, press Enter to accept the default TCP port number
(17146) the Local Manager uses for agent auto registration (or specify a different
port number if you know the default port number was changed when the agent was
started).

The installation next prompts you for the group nhame to be used by agents not
required to run as root. If the group does not exist, the package installation
(pkgadd) will prompt you whether (y/n) to create it.

Agents which do not require root priwvileges will be run under a dedicated
account (by default, userhame g3, Jroup gsSwm).

That user account need not be set up yet, but the group ownership of all
the G3M files requires that the group exist.

Group name for G3M files? [gsm]

group 'gsm' does not yet exist.

Iutomatically create group? [n] [¥,.h,?] ¥

GID for gsm? [1090] [2]

The agentMonitor script is run from cron to ensure that all configured
agents are running. If an agent iz down, it will generate an SNMP tCrap

and restart it. If desired, the automatic restart can be suppressed by
default or agent by agent.

Figure 64 - GSM Account Information
Press Enter to accept the default GID of1090, or set the identifier to a different,
unique integer value for your UNIX environment.

Read the informational text on the Agent Monitor. Specify (y/n) whether to have
the agent restarted if down using the Agent Monitor.

The agentMonitor script is run from cromn to ensure that all configqured
agents are running. If an agent i=s down, it will generate an 3SNMFP trap
and restart it. If desired, the automatic restart carn be suppressed by
default or agent by agent.

dutomatically restart stopped agents by default? [n] [v.n,?] I

Figure 65 - Agent Monitor
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12. Press Enter to accept the default (no) or enteryvy.
13. Specify whether (y/n) to allow the installation directory to be created, if prompted.
14. When prompted, enter y to allow the installation of GSMbase to continue. The

installation proceeds and returns you to the main package installation menu. You can
next choose to install the required Local Manager Utilities.

Do wou want to continuae with the installation of <GEMbase> [w, 1,21 7
Installing Storability G3M base as <GSMbase>

##&# Executing preinstall script.

group 'gsm' created

## Installing partc 1 of 1.

Jappsstorability sGSHM-license. tHt
Jappsstorability et sagents
JappsstorabilityAlgpl-license. =t
JappsstorabilityslibAslibgoco__s.30.1
JapprsstorabilicyslibAsAlibstdot++.50.5 <symbolic link>
JappsstorabilitySslibAsAlibstdot++.so0.5.0.0
Jappsstorabilitcysopenssl-license. it
Jappsstorabilityspore—-license. =t
sappsstorabilityspegasus—license. Lt
Jappsstorabilitcyssnia-license. oL
SJappsstorabilitcySsmpi+—license. tHT
Jappsztorabilitysxercesc—license. txt

[ werifving class <nones> ]

Joprorsstcorabilicy <syvmbolic link>>

[ werifywing class <dirlink> ]

Modifving Asetcsdnit.d/storabilitylbgents

[ werifving class <kbuild:= ]
Jetosrocl.drsE07storabilityvagents <_symbolic link>=
JeCosrcl.drsE07storabilicyviagents <symbolic linkss
Jetosrocd.dsS93storabilityigents <symbolic link>=
JetocsreS . dsEO07storabilityvigents Ssyvmbolic links>
[ werifving class <hlink> ]
JappsstorabilitysetosSstorabilici.dni: updated.
[ werifwing class =ini> ]

Installation of =<GSMbase> was successfual.

Frocessing package instance <GSMlmatil> Crom < AJpsUnixsSolaris &=

Figure 66 - GSMBase Install Completed

Install Local Manager Utilities (Imutil)
The Imutil package installs the Local Manager utilities, including the inicrypt program for
password encryption and the bulkall utility to test access to a SNMP MIB.

15. The Local Manager Utilities (GSMImutil) package is processed after the GSMbase
installation has completed.

16. Press Enter to accept the default account name for Business Analytics agent files,
or specify a different user account.

17. If the user account does not exist, enter y to let the script create it or n to not have
it automatically created.

18. Press Enter to accept the default account hame, gsm, or specify a different account
name.

19. Press Enter to accept the default UID of 1090, or set the UID to the desired integer
value.

20. When prompted, enter y to continue with the installation. The installation proceeds
and the GSMroute package is next processed.
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Installation of <FIMlmutil> was successful.

Processing package instance <G5Mroute> from </jp/Unix/3olaris/ 8-
Storability G3M BEouting Agent

[eparc) prod-4.0.3

Copyright (c) 2002 3torability, Inc

411 Rights Reserwved

This is licensed software. By installing this software you agree
to the terms of the license agreement included with the package in

Soptfetorability/GEM-license. tHt

F3Mroute was built on Jun03 5.7,

Mnicue routing IDe: [2] 302

Iz thiz system a central manager? [n] [¥.n,?] n
Central manhager addresz? [done] 192.165.1.2

CH registration port? [17146] [7]

Central manager address? [done]

Figure 67- GSMroute Package Configuration

21. For “Unique Routing ID”, enter the unique Routing ID to match the one generated
when you added this Local Manager to the Sun StorageTek Business Analytics
application using the Management Console’s Site/Local Manager Administration
menus.

22. For "“Is this system a Central Manager”, enter n and press Enter to specify this is
NOT a Central Manager.

23. For Central manager address”, enter the IP address or network resolvable host
name of the Local Manager/Central Manager that will collect the agent data and
press Enter. This is a required configuration setting (RA_PARENT) for all Local
Managers.

24. For “"CM Registration Port” specify the TCP port number the Central Manager/Local
Manager (Parent RA) uses for agent auto registration. The default port number is
17146.

25. On a blank “Central Manager address” line, press Enter to specify you have
completed these configuration settings.

26. Type y and press Enter to review/modify the Advanced Settings.
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Modify adwanced settings? [n] [v.n,?] ¥

dutomatically restart this agent from agentMonitorz [v] [¥.n,?] ¥
FEouting Agent listen portz [17130] [2]

Fouting Agent maximum concurrent working threads? [10] [2] 5
Fouting Agent TCP connect timeout [(seconds)? [10] [2]

FEouting Agent data transfer timeout (seconds)? [300] [#]

Fouting Agent metadata collection interwval (seconds)? [e00] [2]
Fouting Agent registration expiration [(days)? [7] [#]

Fouting Agent license audit interwal (hours)? [e] [#]
dutomatically activate subagents? [v¥] [¥.h,.7] ¥

[Re-)start agents after install [v] [v.n,?,9] ¥

Figure 68 - Routing Agent Advanced Settings

e AgentMonitor — Specify n (no) unless you enabled the Agent Monitor during
the base package installation.

e The Routing Agent “listen” port is 17130 by default.

e The default TCP Connect Timeout time interval (10 seconds) to connect to
an agent should be fine for most TCP environments.

e The data transfer timeout is generally ignored because the value is over-
ridden by a system parameter passed to the Routing Agent by Sun
StorageTek Business Analytics clients. The default value is 300 seconds.

e The metadata collection interval specifies how often in seconds to gather
object schemas from sub agents; the default value is 600 seconds.

e Agent registration expiration specifies the maximum number of days an
agent can be down and remain registered. Its purpose is to provide a simple
mechanism for removing records of agents that are no longer installed. When
expired, the sub-agent registration is removed. However, the agent can
always re-register if it ever comes back online.

e The license audit interval specifies how often to perform license audit; is
not applicable for Local Manager.

e The automatically activate registration setting turns on or off the
capability to automatically register agents.

e By default, the agents will be automatically restarted after installation is
complete.

Note: If you plan to manually add agent data collection configuration settings
for GSM 3.x agent(s), you may want to wait and restart the agents after you
have completed this task.

27. After you have reviewed/modified the Advanced Settings the installation prompts

you to continue with the installation of the Routing Agent. Type y and press Enter
to continue.
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Do wou want to continue with the installation of <G3Mroute> [v,n,?] ¥
Installing Storability RN Bouting Agent as <G3Mroute-

## Executing preinstall script.

## Installing part 1 of 1.
Sappsetorability/binsroutingligent
JSappsstorability/etc/agents-registry

[ werifving class <nonex ]

Modifying fetc/init.d/routinghgent

[ werifving clazs <build-= ]
Jappsstorability/etcfagents: updated.

[ werifving class <cfox ]
fappsetorability/fetcsatorability. ini: updated.
[ werifving class <ini> ]
JSappsstorability/datasHessage. log
Jappsstorability/datasardb,. dat

[ werifving clazs <touch> ]

## Executing postinstall script.

Storability agent startup:

Starting Storability routing agent: routinghgent started
Storability agent startup complete,

Installation of <G3Mroute> was successful.

b

|

Figure 69 - Routing Agent Advanced Settings

The installation of the Routing Agent completes and you are returned to the
command line.

28. Use a system editor (e.g., vi) to add SUB_AGENT entries for agents not using
agent auto registration, if any. For example:

SUB_AGENT=17152]192.255.252.70
29. Restart the Routing Agent if it is not running.
/etc/init.d/routingAgent start

30. Use the process status (ps) command to verify the Routing Agent is started

before you proceed to verify agent functionality. A sample command output when
the Routing Agent is running follows. Note that it was started using the default

user account, gsm.

Last login: Wed Oct 27 08:50:01 2004 from 192.168.1.136
Euny Microsyvstens Inc. Sun05 5.8 Generic February 2000
rootAsymmaunll# ps -ef | grep storabhility

-w Sapp/sstorabilitysbin -wsgdir Aappsstorabil
FootAaymmatnil#

gem 261238 1l 0 18:15:258 = 0:10 fappsstorability/binsroutingigent

Figure 70 - Verify Routing Agent Running
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VERIFY LOCAL MANAGER FUNCTIONALITY

The Agent Diagnostic Tool (gsmdiag.exe) should be used to verify the Local Manager.

Proceed as follows:

1. Using Windows Explorer, launch gsmdiag.exe that is located in the
<drive>:\Program Files\Storability\GSM\Utilities\Storability Local Manager folder on
Windows Local Managers and the Central Manager.

Wait approximately 30 seconds after the Routing Agent has started to allow it to

initialize before querying it with GSMdiag.

In the Agent Info window, enter the IP Address or network resolvable Host

Name of the server where the agent is installed in the ip address/host name

a.

b.

input box.

Set the port to 17146 (or select the Routing Agent from the drop down list of
service names).
Click the Get Object List button and you should receive a list of objects
published by the Routing Agent.
Select the gsa_alerts-3_1 object and examine the columns for warnings or

errors.

Collect the gsa_agent_version-2_0 object to verify the agent’s software
release level. Be aware that the output below is for illustrative purposes only;
your agent version, time zone, and time zone offset to GMT will be current to
your Sun StorageTek Business Analytics software release and geographical

location

File Edit ‘iew Actions Help

iidgsa_agent_version-2_0 - Storability Sottware GSM Agent Diagnostic Tool

ZHG BB @R O

Agert Info | Specific Targetl Usger F‘arametersl Cansole
GEM network "soft fetch" request to agent at 192 168.1.141:17130 for j
Agent location System Paramet object "gsa_agent_wersion-2_0" succesded.
. . 10 colunn(s) found.
ip address/host name timeout [seconds) 13 row(s) retrieved.
|192_1881_141 |30 request completed in 1 secondis).
b (T
cp port/service hame I hard feich
[i7130 [
Publizhed Objects
Igsa_agent_version-2_ﬂ j El
tid | ip_address | port | agent_name | VErsion | compile_time | managed_entities | tz_name | tz | timestamp

301 10.255.252,150 17132  Storability Host Agent Win32-4-0-4-p17  Tue May 03 11:51:10 2005 1 Eastern Davlight Time  -05:00
301 10.255.252,92 17132 Storability Host Agent HPUX-4-0-46-qa  Fri Jun 03 10:01:02 2005 1 EDT 05:00
301 10.255.253.230 17132 Storability Host Agent Win32-4-0-5 Thu Jun 09 11:06:21 2005 1 Eastern Daylight Time  -05:00
301 192.168.1.141 17132 Storability Host Agent Win3z2-4-0-43-ga  Thu May 12 10:29:15 2005 1 Eastern Davlight Time  -05:00
301 10.285.253.11 17133 Storabilty MNetBackup Agent  SunQ3-4-0-5 Thu Jun 09 11:38:38 2005 1 EDT 05:00
301 192,168.1.141 17146 Storability Routing Agent Win32-4-0-42-ga  Thu May 05 15:36:12 2005 1 Eastern Daylight Time  -05:00
301 192.168.1.141 17148 Storabilty Database fgent  Win32-4-0-43-ga  Thu May 12 10:29:55 2005 2 Eastern Daylight Time  -05:00
301 10.,255.253,220 17149 Storability Legato Agent Win3z-4-0-5 ThuJun 09 11:06;21 2005 1 Eastern Davlight Time  -05:00
301 10,255.246,103 17152  Storability SRM Agent Sun05-4-0-4p7  TueFeb 01 13:19%:33 2005 1 EDT 05:00
301 192.168.1.141 17152  Storability SRM Agent Win32-4-0-43-ga  Thu May 12 10:29:55 2005 1 Eastern Daylight Time  -05:00
301 192.168.1.141 17155 Storabilty ST Library Agent  Win32-4-0-43-ga  Thu May 12 10:29:18 2005 2 Eastern Daylight Time  -05:00
301 192.168.1.141 17156 Storability TSM Agent Win32-4-0-43-ga  Thu May 12 10:29:18 2005 1 Eastern Daylight Time  -05:00
301 192.168.1.141 17170 Storability COM Agent Win3z-4-0-42-ga  Thu May 05 14:06:03 2005 1 Eastern Davlight Time  -05:00

Mon Jun 13 13:22:14 2005
Mon Jun 13 13:22:07 2005
Mon Jun 13 13:24:19 2005
Mon Jun 13 13:31:44 2005
Mon Jun 13 13:51:50 2005
Mon Jun 13 1313144 2005
Mon Jun 13 13:31:44 2005
Mon Jun 13 13:39:27 2005
Mon Jun 13 13:33:52 2005
Mon Jun 13 1313144 2005
Mon Jun 13 13:31:44 2005
Mon Jun 13 13:31:44 2005
Mon Jun 13 13:31:44 2005

Figure 71 - GSMdiag: gsa_agent_version-2_0 Object

g. Collect the gsa_ini_control-2_0 object and verify the agent’s configuration
settings (e.g., RID).
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Eggsa_ini_contrul—z_ll - Storability Software GSM Agent Diagnostic Tool
File Edit Wiew Actions Help

IR

89 row(s) retrieved.
|192_188_1_141 |3U request conpleted in 1 secondis)

tep portdsernvice name

™ hard fetch
HED ]

Agent Infa | Specific Targetl User Parametersl Cansdle
GSM network "soft fetch" reguest to agent at 192.168.1.141:17130 for cbject =
Agent lacation System P, iy "ge=a_inl_control-2_0" succeesded.
X . 8 colunn(s) found.
ip address/host name timeout [zeconds]

Published Objects
Igsa_ini_controI-Z_D j EI
-]
rid | ip_address | pork | domain | parameter | value | status | timestamp |‘
301 10.255.252.150 17132  hostagent.exe CONFIG_CACHE_REFRESH_TMTERVAL 600 current  Mon Jun 13 13:24:02 2005
301 10.255.252.150 17132 hostagent.exe G5SM_EMABLE_LM_REGISTRATION true current Mon Jun 13 13:24:02 2005
301 10.255.252,150 17132  hastagent.exe GSM_LM_HOST localhost current  Mon Jun 13 13:24:02 2005
301 10.255.252.150 17132  hastagent.exe QSM_LM_PORT 17146 currenk Mon Jun 13 13:24:02 2005
301 10.255.252.150 17132 hastagent.exe POWERPATH_POWERMT_BIMARY_PATH  C:\Program Files\EMC\PowerPathpowermt. exe current  Mon Jun 13 13:24:02 2005
301 10,255.252.92 17132  hostagent HOST_SLEEP_TIME 500 current. Mon Jun 13 13:23:55 2005
301 192.168.1.141 17132 hostagent.exe COMNFIG_CACHE_REFRESH_TMTERWAL 200 current. Mon Jun 13 13:33:31 2005
301 192.168.1.141 17132 hostagent.exe G5M_EMABLE_LM_REGISTRATION true current  Mon Jun 13 13:33:31 2005
301 192.168.1.141 17132 hostagent.exe GSM_LM_HOST localhost current Mon Jun 13 13:33:31 2005
301 192,168.1.141 17132  hostagent.exe GSM_LM_PORT 17146 currenk Mon Jun 13 13:33:32 2005 |
301 192.168.1.141 17132  hastagent.exe POWERPATH_POWERMT_BIMARY_PATH  C:\Program Files\EMC\PowerPathpowermt. exe current  Mon Jun 13 13:33:32 2005
301 10.255.253.11 17133 global GSM_LM_HOST 10,255.253.37 currerk Mon Jun 13 13:53:38 2005
301 10.255.253.11 17133 netbackupagent  DEIMPORT_SCHEDULE *+114400 current. Mon Jun 13 13:53:38 2005
301 10.255.253.11 17133 netbackupagent  NEU_PATH Tustfopeny/netbackup current Mon Jun 13 13:53:38 2005
301 10.255.253.11 17133 netbackupagent  MEBU_REPORT_PERIOD 249 current  Mon Jun 13 13:53:38 2005
301 10.255.253.11 17133 netbackupagent  NEU_WOLMGR_PATH fusrfopeny fvalmgr current  Mon Jun 13 13:53:38 2005
301 10.255.253.11 17133 netbackupagent  VERITAS_CATALOG_DIR Justjopenvinetbackup/dbfimages current  Mon Jun 13 13:53:38 2005
301 10.255.2583.11 17133 netbackupagent  VERITAS_CLIEMT_POLICY FILE lapp)storability /data/netbackupagentfcient_policy.arsunl.out  current  Mon Jun 13 13:53:38 2005

Figure 72 - Sample Routing Agent Configuration Settings

At this point, you may install device (e.g., array) and application agents on the Local
Manager. Refer to the Sun StorageTek Business Analytics Agent Installation
documentation for instructions on installing different types of agents, including the Host
Agent, SRM Agent, Array Agents, Backup Agents, Library Agents, and Database Agent.

INSTALLING THE SNMP PROXY AGENT ON SOLARIS LOCAL MANAGER

You may optionally install the SNMP Proxy Agent on a Solaris Local Manager or other
Solaris server. Proceed as follows:

1. Open a terminal window on the desktop of the Sun host.
2. Mount the Installation CD in your CD-ROM drive.
3. Change directory to the mount point.

4. Change directory (cd) to the directory corresponding to the host’s Operating System.
For example: cd /mnt/Unix/Solaris/8.

5. Run the pkgadd command to access the main package installation main menu. See
Figure 1.

6. Select the GSMproxy agent.

7. Enter the IP address of the SNMP framework system to which SNMP traps will be
sent or press Enter to specify no additional addresses will be entered.

8. Entery if the system has a peer; enter n if it does not have a peer.
9. Enter y to modify the administrative settings or n to accept the default values. You

can modify the UDP timeout value and the retry count used to control attempts to
contact the server.
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10. Enter a proxy log file name or press Enter to accept the default log file name
(proxyagent.log).

11. Enter y if a NIS master or slave will be contacted for name service lookups or enter
n to not contact a NIS system.

12. Enter y to start agents after the installation.
13. Enter y and press Enter to continue installing the Proxy Agent.
14. The installation will complete and return you to the main package installation menu

15. Enter the number for any other package you wish to install, or q to quit.

AGENT MONITOR

On a Solaris server, the GSMImutil package includes the Storability Agent Monitor. The
GSMbase installation script provides the following description of the agent monitor
functionality:

"The agentMonitor script is run from cron to ensure that all configured
agents are running. If an agent is down, it will generate an SNMP trap
and restart it. If desired, the automatic restart can be suppressed by
default or agent by agent.”

Some characteristics of the agent monitor functionality are summarized as follows:

e Isintended to ensure that all configured agents are running.

e Is disabled by default (Automatically restart stopped agents by default? [n] [y,n,?]).
e Checks monitored agents every five minutes if enabled.

¢ If a monitored agent is down, will attempt to restart that agent and send an SNMP
trap to configured SNMP destinations.

agents files contains list of agents to be monitored and OIDs for SNMP traps

e The monitor.cfg file must be manually edited to set SNMP trap destinations

GSMbase Installation

During the GSMbase installation, the prompt, “"Automatically restart stopped agents by
default? [n] [y,n,?]"”, is presented. The value (yes/no) you specify becomes the default
“auto restart by Agent Monitor” setting for all subsequently installed Storability agents.

GSMiImutil Installation
The GSMImutils package installation is recorded below.

root@sbolabsol03# pkgadd -d . GSMImutil
Processing package instance <GSMlmutil> from </gsmcd/Unix/Solaris/8>

Storability GSM Local Manager utilities
(sparc) prod-4.0.4p7

Copyright (c) 2002 Storability, Inc

All Rights Reserved

This is licensed software. By installing this software you agree
to the terms of the license agreement included with the package in
/opt/storability/GSM-license.txt

GSMlmutil was built on SunOS 5.7.
Agents which do not require root privileges will be run under a dedicated
account (default username gsm, group gsm) .

Username for GSM files? [gsm]
user 'gsm' does not yet exist
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Automatically create account? [n] [y,n,?] vy

UID for gsm? [1090] [?]
Using </app/storability> as the package base directory.
## Processing package information.
## Processing system information.
8 package pathnames are already properly installed.
## Verifying package dependencies.
## Verifying disk space requirements.
## Checking for conflicts with packages already installed.
## Checking for setuid/setgid programs.

This package contains scripts which will be executed with super-user
permission during the process of installing this package.

Do you want to continue with the installation of <GSMlmutil> [y,n,?] y
Installing Storability GSM Local Manager utilities as <GSMlmutil>

## Executing preinstall script.

passwd: password information changed for gsm
user 'gsm' created

## Installing part 1 of 1.
/app/storability/bin/bulkAll
/app/storability/bin/inicrypt
/app/storability/bin/trapgen
/app/storability/gsm/.cshrc
/app/storability/gsm/.profile

[ verifying class <none> ]

Modifying /app/storability/bin/agentMonitor
Modifying /app/storability/bin/gsmHB
Modifying /app/storability/etc/monitor.cfg
[ verifying class <build> ]

[ verifying class <cron> ]

Installation of <GSMlmutil> was successful.

GSMImutil Install — crontab Entries
The crontab is updated by the installation of the local manager utilities (GSMImutil) as
shown below.

root@sbolabsol03# crontab -1

#ident "@(#)root 1.19 98/07/06 SMI" /* SVr4.0 1.1.3.1 */
#

# The root crontab should be used to perform accounting data collection.

#

# The rtc command is run to adjust the real time clock if and when
# daylight savings time changes.

#

10 3 * * 0,4 /etc/cron.d/logchecker

10 3 * 0 /usr/lib/newsyslog

15 3 * * 0 /usr/lib/fs/nfs/nfsfind

1 2 * * * [ -x /usr/sbin/rtc ] && /usr/sbin/rtc -c > /dev/null 2>l

30 3 * *x x [ -x /usr/lib/gss/gsscred clean ] && /usr/lib/gss/gsscred clean

# GSM 4.0 Fabric Performance Testing (Paul Kendall)

#0 0,3,6,9,12,15,18,21 * * * /var/tmp/kendall/performance/brcd-to-mcdata.sh
40,5,10,15,20,25,30,35,40,45,50,55 0,3,6,9,12,15,18,21 * * *
/var/tmp/kendall/performance/brcd-to-brecd.sh

#0,10,20,30,40,50 1,4,7,10,13,16,19,22 * * * /var/tmp/kendall/performance/brcd-to-
brecd.sh

#30 22 * * 4 /usr/lib/acct/dodisk

# GSMlmutil -- start (do not delete this line)

# Storability agent monitor

#

0,5,10,15,20,25 * * * * /app/storability/bin/agentMonitor > /dev/null 2>l
30,35,40,45,50,55 * * *x *x /app/storability/bin/agentMonitor > /dev/null 2>l

# GSMlmutil -- end (do not delete this line)

The crontab is not updated after this initial entry.
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Monitor Configuration

The installation of the local manager utilities creates the monitor.cfg file. The contents of
this file are displayed below. This file can be manually edited to set up SNMP trap
destinations.

root@sbolabsol03# more /app/storability/etc/monitor.cfg

#!/bin/sh

#

# File contains hard coded configuration for agentMonitor script
#

# Parameters include the IP Address to which SNMP traps should be directed
# and an OID entry for each Storability agent process

#

# Created 05/15/01 by P. Cane

# Updated 06/08/01 by D. Butts

#

# Define these here, since multiple scripts use them.

#

snmpTrap () |

SEV=""

if [ -n "$3" ]; then SEV="-s $3" ; fi

for DEST in ${SNMP DEST LIST} ; do

/app/storability/bin/trapgen -d ${DEST} -o "$2.0.1" -v "$2.1" STRING "$1"
${SEV}
done

}

HB 0ID=.1.3.6.1.4.1.7509.101.1.3.8

HB PERIOD=14400

SNMP_DEST_LIST="" ; export SNMP DEST_LIST
TRAP HB=""

Agents File
The agents file after the installation of the Imutil package appears below.

root@sbolabsol03# more agents

# Storability GSM Agent startup/monitoring configuration

#

# binary rc-file OID AUTO-RESTART order

This file will be updated for each Storability agent that will be monitored.

Monitor Log

The monitor log file name has the following syntax: monitor.log.yyyymmdd (e.g.,
monitor.l0g.20050921). The following sample logged entries show the agent monitor is
checking the status of the host agent every five minutes.

09/21/2005 09:30:00|7412|hostAgent is running.
09/21/2005 09:35:01|7457 |hostAgent is running.
09/21/2005 09:40:00|7480|hostAgent is running.
09/21/2005 09:45:00|7500|hostAgent is running.
09/21/2005 09:50:00|7551|hostAgent is running.
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CHAPTER 2: UPGRADING INFRASTRUCTURE COMPONENTS

UPGRADE/UNINSTALL INFRASTRUCTURE COMPONENTS

This chapter covers the upgrade installation of the infrastructure components, including
the Sun StorageTek Business Analytics Central Manager, Management Console, and
Local Manager. When deploying Sun StorageTek Business Analytics Release 5.0 in an
existing GSM Release 4.x environment, you must upgrade the following software
components:

¢ GSM Management Console

e GSM Central Manager Databases

When considering the upgrade of an agent to its latest version, you upgrade agents
based on:

e A problem has been fixed in the particular component as described in the Release
Notes
e Recommendation by your Sun representative

Currently, the upgrade from GSM 3.x to Sun StorageTek Business Analytics Version 5.0
is a two-step procedure:

a. Upgrade GSM 3.x to GSM 4.0
b. Upgrade GSM 4.0 to Sun StorageTek Business Analytics Release 5.0

Notes
e Sun StorageTek Business Analytics was previously called Global Storage Manager
(GSM).

e Terminate running all virus scan software before you install the GSM Central
Manager, Management Console, or Local Manager software.

PROCEDURE SUMMARY TO UPGRADE FROM A PREVIOUS GSM
VERSION

Follow these steps:

1. Backup the assurent and portal databases, storability.ini, and config_srm.xml files.

2. Insert the Central Manager CD and select a Custom Installation. Choose Database
setup and the Smart Agents to be installed. When prompted, select Upgrade
Database.

3. Reconfigure the SRM agent using the Configuration Tool.

4. Manually copy any customized SRM files back into the Storability SRM Agent
directory

5. On the Management Console machine, backup any files that may have been
customized.

6. Uninstall Management Console.

7. Insert the Management Console CD into the CDROM drive and install the Sun
StorageTek Business Analytics 5.0 version of Management Console.

8. Update device Smart Agents as required.

9. Configure/verify Extract, Transform, and Load (ETL) data loading process in Policy
Alerting. Check to ensure the policy is enabled and that the email recipient is an
appropriate user.
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Note: If an SRM agent was installed from the Central Manager Installation CD, you
should uninstall the SRM Agent and reinstall it using the Sun StorageTek Business
Analytics Release 5.0 Central Manager Installation CD.

CENTRAL MANAGER SOFTWARE UPGRADE

To upgrade the Central Manager, proceed as follows:

Notes: Please make sure you have a backup of your existing database before running
the Sun StorageTek Business Analytics Central Manager Database Upgrade. Sun
StorageTek Business Analytics was previously called Global Storage Manager (GSM).

1. Create a temporary “Backup” directory and backup the following configuration files to
the directory:

e storability.ini

e ardb.dat (GSM 4.0/5.0 to Sun StorageTek Business Analytics 5.0 upgrade only)
e aggregator.conf (GSM 3.x upgrade only)

e queryAgent.conf (GSM 3.x upgrade only)

e license.txt

e config_srm.xml (GSM 4.x upgrade only)

2. If applicable, uninstall the Sun StorageTek Business Analytics Central Manager
Agents. Otherwise, proceed directly to the step in the procedure.

a. Select Start->Programs->Storability->Uninstall->Uninstall GSM Central
Manager. The InstallShield Uninstall Wizard is launched and a dialog box
appears allowing you to select agents to be uninstalled.

b.  Click the selection box for each listed agent you want to uninstall. A check mark
appears in each selection box you choose.

C. Click Next> after you have selected the agents to uninstall. The Question “Do
you want to continue with the Uninstall?” dialog appears.

d. Click Yes to continue (or No to terminate the uninstall procedure). After you
choose Yes on the agent to uninstall dialog, a splash box will appear informing
you of each selected agent that is being uninstalled.

e. When the Maintenance Complete dialog appears, click Finish.
3. Backup the Database Files:
a. Stop MSSQL Server Service using the Windows Control Panel Services interface.

b. For SQL 2000 Server, locate <drive>: x:\Program Files\Microsoft SQL
Server\MSSQL\Data\.

c. Copy the following to the temporary “Backup” directory:
e assurent.mdf
e assurent_log.ldf
e portal.mdf
e portal_log.ldf
4. Start MSSQL Server Service using the Windows Control Panel Services interface.

5. Insert the Sun StorageTek Business Analytics 5.0 Central Manager Installation media
into the CD-ROM drive.
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Note: If the Setup program does not auto-run after you insert the CD into the drive, run
setup.exe from the installation media to start the InstallShield Wizard.

6. The Software License Agreement Dialog Box appears.

G5M License Agreement E

Sun StorageTek™ Business Analytics
SETUP

Lizenze Agreement
Prezs the PAGE DOWMN key to zee the rest of the agreement.

Sun Microsysterns, Inc. ['Sun'] il
SOFTwWARE LICEMSE AGREEMEMNT

READ THE TERMS OF THIS AGREEMENT [MAGREEMENT") CAREFUILLY

BEFORE OPEMING SOFTwWARE MEDIA PACKAGE. BY OPEMING SOFTWARE

MEDIA FPACKAGE, YO AGREE TO THE TERMS OF THIS AGREEMENT. IF

O ARE ACCESSING SOFTWARE ELECTROMICALLY, IMDICATE YOUR

SCCEPTAMCE OF THESE TERMS B SELECTIMG THE “ACCERPT" [OR

EQUIMNALENT]BUTTOM AT THE EMD OF THIS AGREEMENT. IF¥'0U DO NOT _ILI
F

Kl

Lo pou accept all the terms of the preceding License Agreement? |f pou chooze Mo, the
zetup will cloze. Ta ingtall Central Manager, vau must accept this agreement.

| ztallsteld

Yes MHao

Figure 73 — GSM License Agreement
7. Accept the terms of the License agreement by clicking Yes to continue.

8. The User Name and Company Name screen appears. Review/change the
informational User Name and Company Name fields and click Next> to continue.

9. Click Next> to install Central Manager to the default Destination Folder (or click
Browse to change to where the previous GSM installation is located).

10.On the Setup Type dialog, use the radio button to choose Custom. A menu appears
that allows you to customize the components you upgrade.
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Sun StorageTek™ Business Analytics

SETUP
Click the type of Setup you prefer, then click Mest.
* Typical Frogram will be inztalled with the most common options. B ecommended far
most WEers.
" Custom “'ou may choose the options you want to install. Recommended for advanced

LIZETE,

| FtallS hield

¢ Back | Meut » I Cancel

Figure 74 - Setup Type

11.0On the “Select features to be installed” dialog, select the GSM Application
Component and the features to be installed and click Next> to continue.

Note: If you are upgrading from an installed GSM 4.0/5.0 version to Sun StorageTek
Business Analytics 5.0, you only need to upgrade software components to fix
problems or add features that are stated in the Release Notes or advised by your
Sun representative.

The Typical installation option installs/upgrades the following components:

¢ GSM Database Setup - Creates GSM databases, tables, and installed
procedures for first-time installation.

e Storability Data Aggregator - Aggregates collected data from Smart Agents
into the assurent database.

e Storability Routing Agent - Uses the agent registration table to allow it to
activate, deactivate, and collect data from configured GSM Smart Agents. For an
upgrade, the Routing Agent’s selection box is disabled as the agent must be
installed/upgraded.

e Storability Scheduling Agent - Is used to support the scheduling of data
collection from the deployed agents and policy execution.

e Storability Data Polling Agent - Validate data collection schedules and works
with the Scheduler Agent to support data polling.

¢ Storability Policy Agent - Executes policies that are configured and scheduled
through the Management Console’s Policy Alerting menus. The Policy Agent
must be running to use these menus.

e Storability Host Agent - Provides information on host servers, including HBA
configuration, operating system, and file system details.

¢ Storability Remote Host Agent - Provides information on remote host servers
supporting either the WMI or WBEM protocols.

¢ GSM Scheduled Jobs - Adds the GSM scheduled job to the Windows Scheduler.
This option should be selected if you also selected GSM Database Setup.

e Storability License Agent - Installs the License Agent used to support the
audit license report.
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The Custom installation allows you to additionally install/upgrade the following
agent(s) by clicking on their respective selection box:

e Storability SRM Agent - Provides disk usage statistics about volumes, files, and
directories on a host; option is disabled unless the Host Agent has been selected.

e Storability Proxy Agent — Supports sending/receiving SNMP traps; is required
to utilize the Real Time Events report in conjunction with the Storability
NetBackup Agent.

e« Storability Remote Host Agent - Provides an interface to collect data from
different Windows servers through the Windows Management Instrumentation
(WMI)/Web Based Enterprise Management (WBEM) protocol.

12. Review the Components to be installed in the Current Settings dialog.

InstallsShield Wizard

Sun StorageTek™ Business Analytics
SETUP

Setup has enough information ko start copying the program files. 1F pou want to resvies or
change any settings, click Back. If pou are satisfied with the zettingz, click MNest to begin
copying files.

Current Settings:

Central M anager -
Inztallation directom : C:hProgram FilezhStarabilites G5k
Components being inztalled:

G5k Databaze

Agagregator

Rauting Agent

Lizenze Agent

[rata Polling Agent

Scheduler Agent

Palicy Agent -
ki _"I_I

|ztallSheld

¢ Back Mewt = | Cancel I

Figure 75 - Current Settings

13.If you want to review or change any settings, click <Back. If you are satisfied with
the settings (selected features), click Next>to continue.

14. Choose the “Upgrade Existing GSM Databases and Users?” option on the installation
type dialog.

15. Click Next> to continue with the GSM Database upgrade.

16. The Enter Database Connection Details dialog appears.
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Installshield Wizard

Sun StorageTek™ Business Analytics
SETUP

Enter [ atabaze Connection Details:

zer 1D Ilsa
Paszward: I

IP Address: [127.0.0.1
Part: {1433

InstallShield
|V < Back I MHext > I Cancel

Figure 76 - Database Connection Details

17. Review/modify the following:

e User ID: Specify a database user/administrator ID that possesses administrative
privileges to the assurent and portal databases.

Note: If the Database Administrator has removed permissions from the account
(e.g., assurent), the upgrade can fail because of insufficient database access
permissions.

¢ Password - Enter the above user’s password.

e IP Address - Review/modify the IP address of the database server. The default
IP Address of the SQL database server is 127.0.0.1 (loopback).

e Port - Review/modify the TCP port number to connect to Microsoft SQL Server .
The default TCP Port Number is 1433.

18. Click Next> to continue.

19.The “"GSM Database Portal, Assurent, and their Schemas are currently present”
dialog appears.

20. Select “"Upgrade the Existing GSM Database and Users? “and click Next> to
continue.

21.The GSM Database Upgrade version check dialog appears. It shows the currently
installed database version and the database version associated with your Sun
StorageTek Business Analytics Central Manager. Click Yes to continue with the
upgrade or No to quit installation.

22.The upgrade installation proceeds. A status command window appears to show the
progress of the upgrade installation. An example is shown in the following figure.

Page 82 Installation



23.

24,

25.

26.

27.
28.

29.

WINNT system32h cmd.exe

gsa_hackup_frequency exists in database. >>>
gsa_hackup_frequency_long exists in database.
gsa_hackup_legato_errmsyg exists in database.
gsa_hackup_master exists in database. >>>
gsa_hackup_schedule_current exists in database. >>>
gsa_hackup_schedule_gueue exists in database. >3»
gsa_hackup_status_HEW exists in database. >>>
gsa_hackup_tape_capacity exists in database. >>>
gsa_bhackup_volume_info exists in database. >3>
gsa_hackup_volume_media exists in database. >>>
gza_hcv_alias exists in database. >>>

P2
By

B2y
22
222

gsa_hilling_dailylserBackup exists in database.

gsa_hilling_dailylserStorage exists in database.
gsa_bu_client_policy_current exists in database.
gsa_bu_device_class exists in database. >332
gsa_bu_lib_volumes exists in database. >>>
gsa_bu_libs exists in database. >>>
gsa_bu_storage_pools exists in database.
gsa_bu_volume_history exists in database.
gsa_bu_volumes exists in database. >2>
gsa_cache_perf exists in database. >2>
gsa_codes exists in database. >>>
gsa_config_event_types exists in database.
gsa_config_table exists in database. >>>

222
222

222

Figure 77 — Database Upgrade Messages Command Window

After the database setup has completed, the Scheduled Jobs are being installed
dialog appears.

The Central Manager message/log files were located dialog appears. It prompts you
to specify whether (yes/no) to have the installation delete these files?

Some messageflog files were Found in the Ci\Program Files\Storabilityh G5ty Central Manager direckary - Do you wish
ko delete these files?

\?I)

Figure 78 - Delete Central Manager Message/Log Files

Click Yes to allow the files to be deleted or No to retain them and the installation
continues.

The Upgrade Aggregator Agent Upgrade Dialog Box appears. Click OK to upgrade the
Aggregator Agent. If running, a dialog appears that specifies it will be stopped.

The Delete Previous Aggregator Message/Log files dialog appears.

Click Yes to allow the files to be deleted or No to retain them and the installation
continues.

The installation will prompt with a splash box as each Central Manager agent is
installed. For example, the installation splash box for the License Agent appears
below.

@,. Inztalling License Agent ...

Figure 79 - Installing License Agent Splash Box

Installation
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30

31.

32.

33.

34

35.

36.

37.

38.
39.

40.

41.

. The Microsoft Disk Management Diagnostic Utility (DMDiag.exe) dialog appears as

part of the Host Agent installation. Click OK to acknowledge the informational dialog
box regarding the Microsoft Disk Management Diagnostic (DMDiag.exe) utility and to
continue. Reporting on dynamic disks only is affected by the availability of this
Microsoft disk utility.

The Host Agent Upgrade Dialog Box appears, if applicable. Click OK to upgrade the
Host Agent.

The Delete Previous Routing Agent Message/Log files dialog appears. Click Yes to
delete these files.

The Installing SRM Agent pop-up dialog box appears (if you selected to optionally
install this agent on the Central Manager).

. The Install Configuration Tool dialog appears. The Configuration Tool is installed and

minimized on your desktop.

The Create System Data Source (DSN) for the Aggregator to work dialog appears.
Click Yes to create the System Data Source Name that the Aggregator uses to
connect to the database.

@ System Data Source Mame (D3N) must be configured For Aggregator to wark, Do yau wank to configure System DSN?

Yes Mo |

Figure 80 - System Data Source Name for Aggregator

When the “"What type of Central Manager GSM Database are you using?” dialog
appears, choose the Database Type (default is SQL) that you previously installed and
click Next> to continue.

The “Where is your GSM Database located?” dialog box appears. The values are
described as follows:

e DSN Name: atlantis
e UserID: User ID of SQL Server administrator
e Password: Above user’s password (appears as asterisks)
e IP Address: IP address of database server; the default value is 127.0.0.1
e Port: SQL Server Port Number; default value is 1433
Click *“Next> to continue.

Click OK when the informational Dialog Box appears indicating the System DSN
Configuration is complete.

Click Finish in the InstallShield Wizard Complete for Central Manager dialog box.
The Readme file will be briefly displayed and minimized, if the check mark in the
“Launch the Readme” checkbox was not removed before you clicked Finish.

The Configuration Tool is opened. You can proceed to configure your Central
Manager Agents or select File->EXxit to close the Configuration Tool. Refer to the
Configure the Central Manager Agents section in Chapter 1: Installing GSM
Infrastructure Components to obtain instructions on configuring the Central
Manager Agents (e.g., Routing Agent).
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USING THE AGGCONVERT UTILITY

The GSM aggConvert Utility (aggConvert.exe) is run after a successful database upgrade
from GSM Release 3.6.x to GSM Release 4.0.

Note: This utility is not run if you are updating a previous GSM 4.x or GSM 5.x release
to the latest Sun StorageTek Business Analytics software release.

This utility reads and parses a specified GSM Release 3.6.x Aggregator Configuration file
(aggregator.conf), and then it uses its configuration settings (e.g., Frequency) to
populate four tables in the portal database:

gsa_jobs
gsa_job_steps
gsa_job_schedule
gsa_time

These tables are empty (no seed data) after the database upgrade has completed
successfully. The command syntax for running aggConvert.exe is described as follows:

aggConvert -S {sgl server ip} —-R {Port Number} -U{user name} -P
{password} -d portal -I{path to aggregator.conf}

An example of running the aggConvert utility is shown below.

C:“\Program Files“Storability~GEM~UtilitiessStorability Central Manager Utilities
}aggCungert.exe —8127.8.8.1 —-R1433 -Usa -Ppassword —-dportal -I"c:“backup-aggrega
tor.conf"

successfully connected?

start converting aggregator.conf file and populating portal database

done converting aggregator.conf file to GSM 4.8

The quotation marks are required when you specify the fully qualified path to the
Aggregator Configuration file (aggregator.conf).

To convert your GSM Release 3.6.x Aggregator Configuration file, proceed as follows:

1. Copy your Aggregator Configuration file (aggregator.conf) to the location of the
aggConvert utility.
2. From a DOS command prompt, run aggConvert using the following syntax:

aggConvert -S {sgl server ip} —-R {Port Number} -U{user name} -P
{password} -d portal -I{path to aggregator.conf}

3. Using ISQL utility or other SQL Query interface, verify the following tables in the
portal database have been updated with new rows:

e gsa_jobs
e gsa_job_steps
e gsa_job_schedule

e gsa_time

USING GSA_PROC_VIEWS_USERS_40_UPG.SQL

Note: This utility is not run if you are updating a previous GSM 4.x release to Sun
StorageTek Business Analytics Release 5.0.
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If the GSM upgrade was from GSM 3.x to GSM 4.0, use

“gsa_proc_views_users_40_upg.sql”, which is located on the Windows Central Manager

installation media under Win32\dbSchema\assurent\reportsp to perform the following:

e Convert the existing 3-6 groups into 4-0 views

e Look up the current site allocation for these groups and add them to the appropriate
views

e Look up the current shared host and backup client allocation, and add these records
to the allocation tables

e Upgrade the 3-6 users into 5-0 users, and based on their 3-6 group (and child
groups), allocate the appropriate views.

Note: To undo the database changes this script makes, use the command:

"exec gsa proc views users 40 upg 'UNDO' "

The undo command will remove all views, view_allocation and views asset allocations
created by the script. However, it will not undo the changes made to the 3-6 portal user
table, as the old records are permanently saved in portal.Users_oldtable.

To use this function, issue the following command on the assurent database:
"exec gsa proc views users 40 upg".

Note: Refer to the Administration chapter to obtain information on the administrative
menus used to fully configure a Sun StorageTek Business Analytics deployment,
including dashboards and policy alerting.

UNINSTALL CENTRAL MANAGER

The “Unlnstall Central Manager” functionality is used to remove any or all Central
Manager Software components off of the Central Manager. The procedure will remove
the agent’s Windows Registry settings as well as the agent itself.

1. Select Start->Programs->Storability->Uninstall->Uninstall GSM Central

Manager. The InstallShield Uninstall Wizard is launched and a dialog box appears
similar to the one shown below
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6.

Sun StorageTek™ Business Analytics
SETUP

The following Agents were detected on wour system. Select the Agents that you want to
uninztall.

s
.. Fouting Agent
] License Agent
| D ata Palling Agent
] Scheduler &gent
| Paolicy Augent

| Host Agent

| Remote Host Agent

[ Selectan | Clearau |

[retallEheld

< Back | M ext > | Cancel |

Figure 81 - Select the Agents to Uninstall

Click the selection box for a listed Storability agent you want to uninstall. A check
mark appears in each selection box you choose.

Click Next> after you have selected the agents to uninstall. The Question “Do you
want to continue with the Uninstall?” dialog appears.

Click Yes to continue (or No to terminate the uninstall procedure).

After you choose Yes on the agent to uninstall dialog, a splash box will appear
informing you of each selected agent that is being uninstalled.

When the Maintenance Complete dialog appears, click Finish.

UNINSTALL DATABASE SETUP

The “Uninstall Database Setup” functionality removes the Central Manager databases
(assurent and portal) and their features from Microsoft SQL server. Sun StorageTek
recommends that you have a current backup of these databases before you proceed.

1.
2.

Use the Windows Services panel to stop all services that access the databases.
Select Start > Programs -> Storability -> Uninstall -> Uninstall
GSMDatabaseSetup.

3. The “Do you want to remove GSM Data Setup and all its features?” dialog appears.
4.,

Click Yes to proceed (or No to abort the procedure) and the Enter Database
Connection Details dialog box appears.
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Installshield Wizard

Sun StorageTek™ Business Analytics
SETUP

Enter [ atabaze Connection Details:

zer 1D Ilsa
Paszward: I

IP Address: [127.0.0.1
Part: {1433

InstallShield
|V < Back I MHext > I Cancel

Figure 82 - Enter Database Connection Details

Review/modify the following:

e User ID: Specify a database user/administrator ID that possesses administrative
privileges to the assurent and portal databases. The default user is assurent. The
assurent user’s password is stOrage.

Note: If the Database Administrator has removed permissions from the account
(e.g., assurent), the upgrade can fail because of insufficient database access
permissions.

¢ Password - Enter the above user’s password. The default password for the
assurent user is “stOrage”.

e IP Address - Review/modify the IP address of the database server. The default
IP Address of the SQL database server is 127.0.0.1 (loopback).

e Port - Enter the TCP port number for the Microsoft SQL Server database. The
default TCP Port Number is 1433.

Click Next> to continue.

6. The uninstallation of the Sun StorageTek Business Analytics databases and features
proceeds. A command window opens and provides information on the progress of the
operation.

7. When the Maintenance Complete dialog appears, click Finish.

UPGRADE MANAGEMENT CONSOLE

Proceed as described below to upgrade a previous version of the Management Console.
As previously described, observe the following guidelines:

e You must upgrade a GSM 3.x or 4.x Management Console to Sun StorageTek
Business Analytics Release 5.x to use its new report functionality.

e You upgrade an existing GSM 4.x Management Console to the latest Sun
StorageTek Business Analytics Release 5.x version if it fixes a problem, as
described in the Release Notes, or if recommended by Sun.

Page 88 Installation



Proceed as follows:

1. Insert the Management Console Installation media into the CD-ROM drive on the
Windows server. If the Setup program does not auto-run after you insert the CD into
the drive, run setup.exe from the installation media to start the InstallShield

Wizard.
2. The Management Console Uninstallation dialog is displayed.

Management Console Uninstallation |

Setup will uninstall Management Consale,
all customized changes on the existing wersion of Management Console will be lost,
Do wou wish ko proceed with the uninskallakion #

Yes Mo

Figure 83 - Management Console Uninstallation Dialog

Note: When the Management Console is uninstalled, all customized changes to the
existing Management Console are lost.

3. Click Yes to continue the uninstallation.
4. The Setup Status splash box appears to show the progress of the operation.

InstallsShield Wizard

Setup Status

Storability Management Conzole Setup iz performing the requested operations.

C:A vmezvepB0.dil

0%

| zkallE hield

Cancel

Figure 84 - Management Console Uninstallation Setup Status

5. When the InstallShield Complete dialog appears, click Finish.

At this point, you can rerun the Management Console Installation and perform
essentially a first-time installation of the Sun StorageTek Business Analytics
Management Console.
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UNINSTALL MANAGEMENT CONSOLE

Proceed as described below to uninstall a previous version of the Management Console.

1.

kW

8.

Select Start > Programs -> Storability -> Uninstall -> Uninstall Management
Console. The InstallShield wizard is launched that will guide you through the

uninstallation.

The Management Console Uninstallation dialog appears. As it indicates, the

Management Console Uninstallation removes any existing customized changes to the

Management Console.

Click Yes to proceed or No to abort the uninstallation.

to continue.

If you choose to continue, the Setup Status dialog appears. It informs you of the

progress of the Management Console.
The “InstallShield Uninstall Wizard is complete” dialog appears. Click Finish to

continue.

After the Management Console has been uninstalled, you must manually delete the
previously installed version of the Management Console folder/directories.

a. Open a Windows Explorer window.

b. Locate <drive_letter>:\Program Files\Storability\GSM\Storability Management

Console.

c. In Windows Explorer, select File->Delete to remove the Management Console

folder.

d. Click Yes to continue the Storability Management Console Directory deletion. If a
file in use message appears and you are unable to delete the folder, stop IIS and

repeat the deleting the folder.
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Figure 85 - Storability Management Console Directory Deletion

A Warning Dialog Box appears. Click Yes to continue and confirm the Storability

Management Console Folder deletion.

UPGRADE LOCAL MANAGER - WINDOWS

This section describes how you uninstall a Windows Local Manager in preparation to

upgrade that Windows Local Manager to the latest Sun StorageTek Business Analytics
Release 5.0 version. A previously installed GSM Local Manager has either an installed
Query Agent (3.x) or Routing Agent (4.x/5.x).
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Warning: Uninstalling a Local Manager can seriously impact your Sun StorageTek
Business Analytics Reporting Implementation. A Local Manager should not be
deleted/removed from the application without your fully understanding the
consequences to reporting.

1. Select Start > Programs -> Storability -> Uninstall -> Uninstall Local
Manager. The InstallShield wizard is launched that will guide you through the
uninstallation.

2. When the "Select the Agents that you want to uninstall” dialog appears, click
(enable) the selection box for the Query Agent or Routing Agent. A check mark
appears in the selection box for each agent you have selected.

3. Click Next> to continue and the “Do you wish to continue with the uninstall” dialog
appears.

4. Click Yes to confirm the uninstallation (or No to abort the procedure).

5. Click Finish in the InstallShield Wizard Complete dialog to complete the
uninstallation.

UPGRADE LOCAL MANAGER - SOLARIS

A Local Manager has an installed Routing Agent or Query Agent. If you are not planning
to install a new version of the Routing Agent, you may remove the Routing Agent’s
required packages, GSMbase and GSMImutil, as well.

Use the package remove (pkgrm) command to remove the existing versions of
GSMbase, GSMImutil (if installed), and GSMquery or GSMroute before you proceed to
upgrade to the latest version of Sun StorageTek Business Analytics.

Warning: Uninstalling the Local Manager Routing Agent can seriously impact your
reporting implementation. This Local Manager Routing Agent should not be
deleted/removed without fully understanding the consequences to reporting.

1. Create a temporary “Backup” directory on the Solaris server.

2. Copy the Storability Agent Configuration File (storability.ini) to the “Backup”
directory.

3. Copy the /<install_dir>/storability/bin/ardb.dat (agent registration cache file) to the
“Backup” directory. It is now available to be restored after the uninstall/re-install
procedure for the Local Manager Routing Agent has been completed.

3. Type the following command to remove the Routing Agent package:
pkgrm GSMroute
and press Enter.

4. The Currently Installed Package prompt appears. Type y and press Enter to confirm
removing the package.

The Routing Agent is removed off of the Solaris server. The package removal script
completes and returns to the command line.
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APPENDIX A: AGENT AUTO REGISTRATION SPECIAL CONSIDERATIONS

This appendix explains special considerations related to agent auto registration.

AUTO REGISTRATION - SPECIAL CONSIDERATIONS FOR MULTI-HOMED HOSTS

One of the features of Sun StorageTek Business Analytics agents is their ability to
automatically register themselves with their associated Local Manager. This removes the
previously required task of maintaining a list of IP address and port pairs in a
configuration file on the Local Manager host machine for each agent. Instead, each
agent adds the location of its local manager in its own storability.ini file by using the
GSM_LM_HOST and GSM_LM_PORT settings and by also setting the
GSM_ENABLE_LM_REGISTRATION to true.

For example:
:hostagent
GSM_LM_HOST = localhost
GSM_LM_PORT = 17146
GSM_ENABLE_LM_REGISTRATION = true

When an agent starts up, it will immediately attempt to register itself based on these
settings by passing special parameters to the Local Manager Routing Agent (LMRA) via
the gsa_agent_register object published on its upstream port (17146 by default). It
will also re-register once every 24 hours.

If the agent’s host has multiple network interfaces (is multi-homed), the agent will, by
default, bind its data port to all interfaces including the loopback. This does not cause
any problems with the auto registration process since the LMRA will register the agent
using the interface that the registration request originated from. The Routing Agent does
not randomly decide which interface to register.

Although not necessary, forcing the agent to bind only to the interface it needs to
communicate with the LMRA can avoid confusion. This is done using the
GSM_LISTEN_INTERFACE ini setting. This configuration setting accepts a resolvable host
name or IP address in standard dotted (x.x.x.x) notation:

:hostagent
GSM_LISTEN_INTERFACE = 192.168.0.2

This configuration setting guarantees that all successful data collections will happen
through this interface exclusively, and it ensures that the generic ip_address field found
in many agent objects always contains the same value for the multi-homed host. It will
also prevent the agent from binding to the loopback interface, so that data requests
using the localhost name are no longer possible. There is also the added benefit of
reducing the risk of duplicate host data in GSM that is caused by a static SUB_AGENT
setting in a rogue LMRA for one of the other interfaces.

While setting the GSM_LISTEN_INTERFACE is generally a good idea for an agent
configuration on a multi-homed host, it is most likely not what you want to configure for
the Routing Agent. When the LMRA or Central Manager Routing Agent (CMRA) is
installed on a multi-homed host, both interfaces are probably needed to route to all sub
agents, since agents which share a LMRA do not necessarily need to be on the same
subnet.

However, a host may have a second interface for a very specific purpose that is not
intended for use by GSM. An administrator may want to make sure that GSM agents do
not bind to this interface. In this case, it makes sense to set the
GSM_LISTEN_INTERFACE. It should be set to the address of the interface used to
connect to the LMRA'’s parent. In the case of a CMRA, it needs to be set to the address
of the interface that the Data Aggregator is configured to find it. Unfortunately, there is
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not a way to bind to a list of interfaces using GSM_LISTEN_INTERFACE. It is either all or
one. If the bind is restricted to a single interface on a Routing Agent host (LMRA or
CMRA), the interface obviously must be the only interface needed for GSM component
inter-communication.

AUTO REGISTRATION - SPECIAL CONSIDERATIONS FOR NETWORK ADDRESS TRANSLATION (NAT)
Network Address Translation (NAT) is an IETF standard that allows an organization to
present itself to the Internet with far fewer IP addresses than there are nodes on its
internal network. The NAT technology, which is implemented in a router, firewall or PC,
converts private IP addresses (such as in the 192.168.0.0 range) of the machine on the
internal private network to one or more public IP addresses for the Internet. It changes
the packet headers to the new address and keeps track of them via internal tables that
it builds. When packets come back from the Internet, NAT uses the tables to perform the
reverse conversion to the IP address of the client machine.

GSM auto-registration completely supports situations where agents live on a different
NAT layer than the CMRA or other LMRA. However, there is an important restriction.
When using agent->LMRA auto-registration, both MUST be in the same NAT layer. The
LMRA of any agent must be on the same side of the NAT layer as itself.

However, there is no such restriction for the Routing Agent. A LMRA and its parent LMRA
or CMRA may be separated by a NAT layer without issue. In this case, when there is a
registration request from a sub-LMRA, the parent will register the LMRA’s downstream
port (which defaults to 17130) using the NAT router’s address. All agents in this
situation will report their NAT address in the generic ip_address field of their objects, not
the router’s address. Also, any NAT layers within a single GSM implementation must
have a unique site id. This is why the global agent uniqueness key consists of: IP
address, port and site since two NAT layers may have the same address range.

Other questions may include:

e How does the Routing Agent register itself up out of a NAT layer?
e What address should it use for RA_PARENT, the router’s?

e What if I have a very conservative network administrator?

The NAT layer LMRA should use the parent’s normal interface address, not the router’s
address. Of course, the network administrator of the NAT router needs to allow IP traffic
to flow up from the NAT layer to the LMRA or CMRA on the upstream port (which
defaults to 17146). If the network administrator does not want to allow this, auto
registration needs to be turned off on the NAT layer LMRA (by commenting out the
RA_PARENT ini setting). In turn, the parent LMRA or CMRA needs to be configured for a
static SUB_AGENT using the NAT layer LMRA’s downstream port and the NAT router’s
address. Unfortunately, this will cause a periodic warning in the NAT layer LMRA's log
suggesting that it has no parent and is an orphan. In short, if the network administrator
agrees to open the upstream ports, it will make everybody’s life easier. However, it is
not absolutely required.

Auto Registration - Special Considerations for Virtual Private Networks (VPNs)

The administrative considerations for Virtual Private Networks (VPNs) are very similar to
those described for NAT layer. GSM works fine with VPN’s with the restriction that only
the Routing Agents should communicate across them. An agent and its LMRA should not
be separated by a VPN. Unlike NAT, VPNs by their nature give hosts an address in the
same range as the parent network (unless NAT is also being used, in which case you
need to follow those rules), so there is no site id restriction. Also, the VPN needs to be
connected before the LMRA is started.

Installation Page 93





