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Introduction

This topic introduces the Sun Servers Integration 1.2 for IBM Tivoli Enterprise Console.

IBM Tivoli Enterprise Console™ (hereafter TEC) is an enterprise management application that uses methods such as
log file forwarding and protocols such as the Simple Network Management Protocol (SNMP) to monitor the status of
networked devices.

Once you have installed and configured the Sun Servers Integration 1.2 for IBM Tivoli Enterprise Console, you will be
able to take advantage of the following Sun technologies and Sun-specific features in TEC.

« Alerts from Sun servers and service processors clearly identified by source.

» Sun-specific charts and tables depicting the number and severity levels of alerts received from Sun devices.

« Sun-specific monitoring data depicting the number and severity levels of alerts available for custom charts and tables
in TEC.

« Sun-specific rules for managing alerts received from multiple sources:

< Event clearing (automatic clearing of warnings once the system state that generated them has been changed)
« Event selection (automatic pruning of duplicate messages)
« Event severity marking (normalizing the status labels and colors for messages generated by multiple sources)

e Sun SPARC Enterprise T1000/T2000 service processor (ALOM) events forwarded to its host server Solaris syslogd
service and to the TEC Event Server.

e New SUN-HW-TRAP-MIB (available for ILOM 2.0 and higher service processors) providing more robust support
for reporting device names and changes to device status.

« Updated Sun™ SNMP Management Agent for Sun Fire™ and Netra™ Systems providing support for additional
monitoring information.

« Sun Server Hardware Management Pack for hardware monitoring via the operating system

The integration discussed in this paper has been tested with the most current release of the TEC Event Server running
on Solaris 10, the TEC SNMP and Logfile Adapters running on Solaris 10, and the Sun servers listed at the following
web site:

http://www.sun.com/systemmanagement/tools.jsp

Categories of Sun Servers

Sun Servers Integration 1.2 for IBM Tivoli Enterprise Console is one of several Sun ISV System Management solutions
that provides Sun-specific resources for monitoring Sun servers in enterprise or workgroup data centers.

All the Sun servers supported by these integration packs fall into four categories differentiated by architecture (x64 or
SPARC) and by service processor type (ALOM, ILOM, or Embedded LOM). The integration pack that you are installing
or the configuration that you are implementing may not support all categories of servers, so consult the following website
to verify that a particular server in one of these categories is supported by Sun Servers Integration 1.2 for IBM Tivoli
Enterprise Console:

http://www.sun.com/systemmanagement/tools.jsp

Category Supported | Description

x64 Servers with ILOM | Yes x64 servers and blade server modules with the Integrated Lights Out Manager
(ILOM) service processor.

Hereafter referenced as x64/ILOM servers.
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Category Supported | Description

These servers are monitored at either the service processor level or at the
operating system level via the Sun Server Hardware Management Pack.

SPARC Servers with Yes SPARC Solaris servers and Blade server modules with the Integrated Lights
ILOM Out Manager (ILOM) service processor.

Hereafter referenced as SPARC/ILOM servers.

These servers can be monitored at either the service processor level or at the
operating system level via the Sun SNMP Management Agent for Sun Fire and
Netra Systems.

x64 Servers with Yes x64 servers and blade server modules with the Embedded Lights Out Manager
Embedded LOM (Embedded LOM) service processor.

Hereafter referenced as x64/EmbeddedLOM servers.

These servers can be monitored at either the service processor level or at the
operating system level via the Sun Hardware Management Agent

SPARC Servers with Yes SPARC Solaris servers with the Advanced Lights Out Manager (ALOM) service
ALOM processor

Hereafter referenced as SPARC/ALOM servers.

These servers are monitored at the operating system level via the Sun SNMP
Management Agent for Sun Fire and Netra Systems.

x64 Servers with ILOM | Yes The Sun Hardware Management Agent sends alerts generated by the
SUN-HW-TRAP-MIB to the TEC SNMP adapter. To enable this integration, you
need to configure the snmpd service on supported operating systems to forward
traps to the TEC Event Server.

The matrix of servers and service processors supported by Sun integration packs is expanding dynamically. A complete,
current list of supported Sun servers, service processors, and service processor firmware is available at the following
web site:

http://www.sun.com/systemmanagement/tools.jsp

Please consult this web site before performing installation and/or configuration of the Sun Servers Integration 1.2 for
IBM Tivoli Enterprise Console.

Levels of Integration with TEC
This topic describes how the Sun Integration Pack can integrate with TEC at both the SNMP and log file levels.

The Sun Integration Pack integrates with both the TEC SNMP and the TEC Logfile adapter. Although it is technically
possible to implement both SNMP and log file forwarding for T1000/T2000 servers on your network, Sun recommends
that you implement one method of integration to simplify administration and to avoid receiving redundant messages
from both the SNMP and log file adapters.

Your options for integration derive from the types of Sun servers that you plan to integrate with TEC.

Servers Integration Description

SPARC/ALOM SNMP OS The Solaris operating system sends the TEC SNMP Adapter alerts generated
by the following SNMP MIBs and agents:
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Servers Integration Description
SPARC/ILOM * SUN-PLATFORM-MIB
Servers ° ENTITY-MIB

*+ Sun Management (MASF) Agent

To enable this integration, you do not need to install any TEC-specific agents on
the monitored devices. You are, basically, configuring the Sun™ SNMP
Management Agent for Sun Fire™ and Netra™ Systems to forward traps from
the SUN-PLATFORM-MIB and ENTITY-MIB to the TEC Event Server.

SPARC/ALOM Log file You can configure the ALOM service processor on your T1000/T2000 server to
Servers forwarding forward its messages to the Solaris syslogd output on its host server. Once
there, the locally installed TEC Lodfile Adapter can read those messages and
forward them to the TEC Event Server. Although you need to install and configure
the TEC Lodgfile Adapter on each T1000/T2000 server, the quality and specificity
of the messages forwarded to TEC via these log files is better than those
generated by the SNMP MIBs.

No log file integration is available for Sun Fire x64 servers.

SPARC/ILOM SNMP SP The ILOM service processor sends the TEC SNMP adapter alerts generated by
Servers the following SNMP MIB:

*  SUN-HW-TRAP-MIB

To enable this integration, you do not need to install any TEC-specific agents on
the monitored devices, you simply need to configure these service processors
to forward traps to the TEC Event Server.

x64/ILOM SNMP SP The ILOM and Embedded LOM service processors send the TEC SNMP adapter
x64/EmbeddedLOM alerts generated by one of the following SNMP MIBs:
Servers * SUN-1LOM-PET-MIB (ILOM 1.1, Embedded LOM)

*  SUN-HW-TRAP-MIB (ILOM 2.0 and higher)

To enable this integration, you do not need to install any TEC-specific agents on
the monitored devices, you simply need to configure these service processors
to forward traps to the TEC Event Server.

If you want to monitor different types of Sun servers, opt for SNMP integration. If you want to monitor Sun SPARC
Enterprise T1000/T2000 servers primarily or exclusively, use log file integration.

SNMP Integration

To implement SNMP integration, you must verify that SNMP is enabled on the monitored devices and is configured to
communicate with the TEC SNMP Adapter running on a central server.
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SPARC/ALOM | Installed Operating Systermns:
and - Salaris 10 |
SPARC/ILOM . — . SNMP OS __
Servers IS ==  ntegration
| IBM Tivoli
SPARC/ILOM, — S Enterprise
X641LOM, i —— Console
and | SHMP SP __|
: Integration
“E4JEI'_'E:]|,§ dded| o hedded Service Processor:
- ILOM [ Integrated Lights Out Manager
Servers - Embedded LOM

If you implement SNMP integration, do not implement log file integration on the same server.

Log File Integration

Log file integration is the preferred method for monitoring SPARC/ALOM servers. To achieve log file integration, you
must configure the ALOM service processor on your T1000/T2000 server to forward its messages to the Solaris system
log file on its host server. Then you must install and configure an instance of the TEC Logfile Adapter on that same
T1000/T2000 server. The TEC Logfile Adapter reads messages from the Solaris syslogd service and forwards them
to the TEC Event Server.

Embedded Service Processor:
- ALOM (Advanced Lights Out Manager)

SPARC/ALOM Log File
Servers _ ] o
_ ﬁ Integration IBM Twvoli

Enternprise

Console

If you implement log file integration, do not implement SNMP integration on the same server.

Access to TEC Integration
This topic explains where Sun-specific information is accessible in TEC.

Once you have installed and configured either SNMP or log file integration between TEC and your Sun devices, you
can access information derived from that integration in the TEC Event Console in four views.

< Summary Chart View: Displays the quantity, severity, and source filter for Sun-specific events.
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B Unknown
[Harmiless
[warning
Minor

[ Critical

W Fatal

| Ready =

rew A

« Configuration View: Displays the Event Groups, Group Filter definitions, and Consoles relevant to Sun events.

% wgs97-28 - IBM Tivoli Enterprise Console - Configuration |Z||E E|

File Edit Windows Help 3

Exent Consale Configuration Contents of: ALOM

@ ] Event Groups T ALOM filter

EdaLom
ZH AllActiveEvents

SH AlSun

E EBusingssEvents

}E Senvicelnavailable

UnMaonitoredEBUSIiNEss |

Ready

» Event View: Displays a table of events for a specific Event Group Filter.



ISV System Management | Introduction | 9

% wgs97-28 - Event Viewer: Group AllSun - All Sun servers x64 and SPARC E“E”z
B S
. | Time Received | Event T.. | Class | Hastna... Severityl Etatusl
February 12, 2007 2:00... Other CRPUOBcoreTempThre wgs97-225  Warning open I:
February 12, 2007 2:00... Other CRPUOBcoreTempThre wgs97-225  Warning open @
February 12, 2007 2:40... Other CPUDBcoreTempThre wos97-228 [0 S QZDpen
February 12, 2007 2:40... Other CPUQEBcoreTempThre wlysa7-225 == -:Dpen
February 12, 2007 2:51... Other MainboardCoreWVoltag wiys97-225 _poen
February 12, 2007 2:51... Other MainboardCorgWollag was97-225 ?Dpen IS
i - -
Time Received | Event T... Class Hastna. .. | Severity Status Message
February 12, 2007... Other CPUQBcor... wgs37-228  Warning open CPU QO bot. .. -
February 12, 2007... Other CPUQBcor... wgs37-228  Warning Cpen CRPU O bot... E
February 12, 2007... Other CPUOBCor... wgs37-228 e Cpen CPU O bot...
February 12, 2007... Other CPUOBCcor... wgs97-228 ;Dpen CPU Q bet. ..
February 12, 2007... Other Mainboard... wgs97-228 ;Open Mainboard. ..
February 12, 2007... Other Mainboard... wgs37-228 [0 ;Open Mainboard...
February 12, 2007... Other sunPlatEn... wgsS7-228  WWarning open PCORMUY. ..
February 12, 2007... Other sunPRAtER... wgs37-228 Warning Cpen FCORMUY.
February 12, 2007... Cther |OBoardC... wgsd7-228 [0 o Cpen 110 board ...
February 12, 2007... Other [OBoardC... wgs37-228 | 2 ;Open [FO board ...
February 12, 2007... Other |OBoardT... wgs97-228 Warning Cpen [fO board ...
February 12, 2007... Other |[DBoardT... wgs37-228 Warning Cpen M0 board ... [
EFehruars 12 2007 Cither CPUOToor  was97-225 T Cren CPLOton ek

» Detailed Event View: Displays detailed information about an individual event selected in an Event Viewer.
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}é Currently viewing details for event 1 of 1

Open Critical sunPlatEquipment&larm_MASF event received on May 23...

(General | Event Source |Status | Related Events |Attribute List |
EMOENAfwgs97-224.CHMBNY VYCORE: Yoltage threshold crossed

This Critical sunPlatEquipmentAlarm_MASF event was received by a TEC
server at May 23,2007 3:24:33 PM EDT.

It was last modified at May 23,2007 3:24:35 PM EDT.
3 events have been identified as duplicates of this one.

No automated responses 1o this event have been executed.

Close Help

You can also customize charts and views in the TEC Event Console to monitor the origin, severity, and volume of
messages received from monitored Sun devices.

Requirements

The managed devices and the TEC server software have different software requirements.

Managed Devices
This topic details requirements for Sun managed devices.

Managed devices (servers and service processors) must have the following software installed and configured properly.

A complete and current listing of supported Sun servers, service processors, and service processor firmware is available
at the following web site:

http://www.sun.com/systemmanagement/tools.jsp

Please consult this website before installing this integration package.

TEC Server Software
This topic details requirements for the TEC server.

Integration between TEC and Sun devices has been tested with the following versions of TEC software.
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Component Version Operating System and Software
TEC Event Server Release 3.9 Solaris 10
TEC SNMP Adapter Release 3.9 Solaris 10

Release 3.9 Fixpack 07 or higher installed

TEC Lodfile Adapter Release 3.9 Solaris 10
Release 3.9 Fixpack 07 or higher installed

To the extent that the Sun Integration Pack uses configuration files and rule definition files to achieve integration with
TEC, the Sun Integration Pack should run on any version of TEC hosted on any operating system supported by TEC.

Related Documentation

For information about Sun Server Management Solutions, Sun servers, and IBM Tivoli, consult the following related
documentation:

e IBM Tivoli Enterprise Console Adapters Guide

« IBM Tivoli Enterprise Console Command and Task Reference

» IBM Tivoli Enterprise Console Installation Guide

< IBM Tivoli Enterprise Console User's Guide

« Sun™ SNMP Management Agent Administration Guide for Sun Fire™ and Netra™ Servers (820-1188)

* Sun Integrated Lights Out Manager documentation

» Sun Server Hardware Management Using SNMP (820-7621)

« For documentation on the Sun Embedded Lights Out Manager, consult the product documentation that ships with
your particular x64/EmbeddedLOM server.
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Installing the Sun Integration Pack

This section describes how to perform the following tasks:

e Downloading the Sun Integration Pack on page 12
* Preparing to Install the Sun Integration Pack on page 12
« Installing the Sun Integration Pack

 Installing and Configuring the SNMP Integration on page 13
 Installing and Configuring the Log File Integration on page 15

» \erifying Successful Installation on page 17
» Uninstalling the Sun Integration Pack on page 17

Pre-installation Checklist

Before you download and install the Sun Integration Pack, collect the following information.

Information Category Details

TEC Version: Release 3.9 is the version tested.

Tivoli TMF Server Name: The name of the host server on which the
Tivoli framework has been installed and configured.

TEC SNMP Adapter Server: The name of the host server on which
the TEC SNMP adapter has been installed and configured.

Downloading the Sun Integration Pack

To install the most current version of the Sun Integration Pack, download it from the following web site:
http://www.sun.com/systemmanagement/tools.jsp

Save the Sun Integration Pack to a working directory on the local system from which you plan to perform the installation
and uncompress it.

Once you have downloaded the current version, uncompress the file.

Preparing to Install the Sun Integration Pack

The unpacked distribution archive contains the following files.

Integration | Distribution Files Description

SNMP sunfire_snmp.rls Sun-specific rules to be imported and compiled into the active TEC
rule base.
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Integration | Distribution Files Description

sunfire_snmp.baroc Sun-specific entries to be appended to the default TEC
tecad_snmp.baroc file and then imported and recompiled.

sunfire_snmp.cds Sun-specific entries to be copied to the tecad_snmp . cds file.
Log file sunfire_logfile.rls Sun-specific rules to be imported and compiled into the active TEC
rule base.

sunfire_logfile._baroc |[Sun-specific entries to be appended to the default TEC
tecad_logfile_baroc file and then imported and recompiled.

sunfire_logfile.fmt Sun-specific entries to be appended to the tecad _logFile.fmt
file on TEC Lodfile Adapter and then compiled to produce a new
tecad_logfile.cds class definition file on the TEC Logfile
Adapter system.

The following sections explain how to install and configure these distribution files for the SNMP and log file integrations.

Installing and Configuring the SNMP Integration

Once you have unpacked the distribution archive, you must configure the TEC SNMP Adapter running on a central
server to use the Sun-specific events and rules in the distribution archive. This involves identifying the appropriate

location of the existing TEC SNMP Adapter configuration files, copying Sun-specific entries to those configuration
files, and finally re-importing the updated configuration files into the active TEC rulebase.

Identifying the Location of the TEC SNMP Adapter Configuration Files

TEC adapters expect to find their configuration and error definition files in specific directory locations. By default, the
TEC SNMP Adapter software and its configuration files are stored on the TEC SNMP Adapter server in the following
directory:

/usr/tecad/etc

To confirm that the appropriate SNMP configuration files are available, do the following:

1. Verify that thesunfire_snnp. cds andt ecad_snnp. conf filesarein thefollowing directory:
/usr/tecad/etc/

2. Verify that you have sufficient privilegesto edit thesefiles.

Adding Sun-Specific Entries to Existing Configuration Files

Once you have identified the appropriate location of the configuration files used by your TEC SNMP Adapter, you must
copy Sun-specific entries from the configuration files in your unpacked distribution archive into the existing configuration
files.

Sun Distribution File Target TEC SNMP Adapter Configuration File

sunfire_snmp.baroc tecad_snmp.baroc
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Sun Distribution File Target TEC SNMP Adapter Configuration File

Note: You can, optionally, import the Sun-specific entries in the
sunfire_snmp.baroc configuration file directly into TEC

separately.
sunfire_snmp.cds tecad_snmp.cds
sunfire_snmp.rls No target. Needs to be compiled into the active TEC rulebase independently.

To add Sun-specific entries to these configuration files, do the following:

1. Copy the Sun-specific entriesin thesunf i re_snnp. bar oc sourcefileintothet ecad_snnp. bar oc file.
2. Copy the Sun-specificentriesin thesunf i r e_snnp. cds sourcefileintothetarget t ecad_snnp. cds file

Importing and Recompiling the SNMP Configuration Files

Before the TEC Event Server can process information from an adapter, the adapter-specific information in the configuration
files that you just updated must be integrated with the active rulebase running on the TEC Event Server. Once you update
the active rulebase, TEC can process information from the updated TEC SNMP Adapter.

To import and recompile the updated TEC SNMP configuration files, do the following:

1. Open a command shell window on the central server hosting your TEC Event Server.

2. Enter thefollowing commandstoimport theupdated or new SNM P configuration filesintotheactiverulebase
on the TEC Event Server.

# wb -inprbclass tecad_snnp. baroc <rul ebase>

# wb -inprbrule sunfire snnp.rls <rul ebase>

# wb -inptgtrul e sunfire_snnp Event Server <rul ebase>
# wb -conprul es <rul ebase>

# wb -loadrb -use <rul ebase>

3. (Optional) Enter the following commandsto stop and restart the TEC Event Server if you need to.

# wst opesvr

# wstartesvr

4. Stop and restart the TEC SNM P Adapter.

# /usr/tecad/bin/init.tecad_snnmp stop
# /usr/tecad/bin/init.tecad snnp start

The TEC Event Server should now be configured to receive SNMP messages from supported Sun service processors
and servers.
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Installing and Configuring the Log File Integration

Once you have unpacked the distribution archive, you must install the TEC Logfile Adapter on each Sun SPARC
Enterprise T1000/T2000 server and then integrate Sun-specific configuration files with the TEC Event Server.

Note: To forward messages from the TEC Logfile Adapter to the TEC Event Server, you must install TEC 3.9
Fixpack 06 or higher.

[ 1

Installing the TEC Logfile Adapter on your Sun SPARC Enterprise T1000/T2000 Servers

Once you have unpacked the distribution archive, you must install the TEC Logfile Adapter on each Sun SPARC
Enterprise T1000/T2000 server and then integrate Sun-specific configuration files with the TEC Event Server.

Note: To forward messages from the TEC Logfile Adapter to the TEC Event Server, you must install TEC 3.9
Fixpack 06 or higher.

Adding Sun-Specific Entries to the tecad_logfile.conf File

The first step in the log file configuration involves adding a line to the TEC Logfile Adapter configuration file.
To accomplish this task, do the following:
1. Openthefile/ usr/tecad/ etc/tecad | ogfile.conf inatext editor.

2. Add thefollowing lineto thetext file.
cl_ServerLocation=<TECEventServer>

where <TECEventServer> is the host name of the TEC Event server. This statement directs the TEC Logfile Adapter
to send its messages to the appropriate TEC Event Server.

3. Savethefile.

Copying Sun-Specific Entries to .baroc and .rls Configuration Files

To integrate Sun-specific configuration information with the active rulebase on your TEC Event Server, you must copy
Sun-specific entries from the configuration files in your unpacked distribution archive into the existing configuration

files.
Sun Distribution File Target TEC Lodfile Adapter Configuration File
sunfire_logfile.baroc tecad_logfile.baroc
e Note: You can, optionally, import the Sun-specific entries in the
- sunfire_logfile.baroc configuration file directly into TEC
separately.
sunfire_logfile.rls No target. Needs to be compiled into the active TEC rulebase independently.

To copy these Sun-specific entries, do the following:

1. Open the configuration filest ecad_| ogfi | e. baroc andsunfire_| ogfil e. baroc in atext editor.
2. Copy the Sun-specificentriesfrom sunfire_| ogfi |l e. baroc filetot ecad_| ogfi |l e. bar oc.
3. Savethe configuration filet ecad_| ogfi | e. bar oc.
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Configuring the .cds Configuration File

The TEC Logfile Adapter installed on each T1000/T2000 server reads messages from the Solaris syslogd output,
formats them, and forwards them to the TEC Event Server. To configure the TEC Logfile Adapter to format messages
appropriately, you must add Sun-specific formatting information to the default message formatting file and then compile
that formatting file into a class definition file (tecad_logfile.cds).

To configure the TEC Logfile Adapter on each Sun SPARC Enterprise T1000/T2000 server, do the following:

1. Openinatext editor thet ecad_| ogfil e. fnt filestored in the TEC Logfile Adapter directory on each
T21000/T2000 ser ver.

2. Copyintoit all linesbeginningwith FORMAT SC_fromthesunfire_ | ogfil e.fnt filethatisintheSun
distribution archive.

3. Savethefiletodisk.

4. Enter thefollowingcommandtorecompilethet ecad_| ogfi |l e. f nt intothemastert ecad_| ogfil e. cds
file.

# $TECADHOME/bin/logfile_gencds tecad_logfile.fmt > tecad_logfile.cds

5. Openinatext editor the$TECADHOVE/ et ¢/t ecad_| ogfi | e. conf configuration fileon theT 1000/T 2000
server.

6. Add thefollowing lineto that configuration file:
cl ServerLocation=TEC_ EventServer
where TEC_EventServer is the name of the server hosting the TEC Event Server.

7. Savethe configuration file.
8. Verify that the updated configuration filesarein their appropriate file location.

Configuration File File Location

tecad_logfile.cds /usr/tecad/etc

tecad_logfile.fmt /usr/tecad/etc/C
' Note:

/usr/tecad/etc/C is the recommended directory; substitute
a path to an alternate directory if your installation does not use the
recommended path.

9. Enter thefollowing commandsto stop and restart the TEC L ogfile Adapter:

# /usr/tecad/bin/init.tecad |ogfile stop

# /usr/tecad/bin/init.tecad_|logfile start

Importing and Recompiling the Log File Configuration Files

Before the TEC Event Server can process information from an adapter, the adapter-specific information in the configuration
files that you just updated must be integrated with the active rulebase running on the TEC Event Server. Once you update
the active rulebase, TEC can process information from the updated Logfile Adapter.

To import and recompile the updated TEC Logfile Adapter configuration files, do the following:
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1. Open acommand shell window on the central server hosting your TEC Event Server.

2. Enter thefollowing commandstoimport theupdated or new logfile configuration filesinto the activerulebase
on the TEC Event Server.

# wb -inprbclass tecad | ogfile.baroc <rul ebase>

# wb -inprbrule sunfire_logfile.rls <rul ebase>

# wb -inptgtrule sunfire_|l ogfile Event Server <rul ebase>
# wb -conprul es <rul ebase>

# wb -loadrb -use <rul ebase>

3. (Optional) Enter the following commandsto stop and restart the TEC Event Server if you need to.

# wst opesvr
# wstartesvr

The TEC Event Server should now be configured to receive logfile messages from TEC Logfile Adapters running on
Sun SPARC Enterprise T1000/T2000 servers. See Configuring Sun Devices to be Monitored by TEC for information
about configuring the ALOM service processor on your Sun SPARC Enterprise T1000/T2000 servers.

Verifying Successful Installation

The best way to verify that the Sun Integration Pack has been successfully installed on your TEC server is to observe
whether TEC reports a test event.

To verify correct installation, do the following:

1. Removethepower cord for aredundant power supply on a monitored server.
2. Check the TEC Event Console for a corresponding event

If you have configured your Sun devices, you should be able to perform a manual or remote verification procedure and
check the TEC Event Console for a corresponding event. If you have not configured your Sun devices, proceed to
Configuring Sun Devices to be Monitored by TEC. If you have configured them, see Verifying Successful Configuration
on page 23.

Uninstalling the Sun Integration Pack

Uninstalling the TEC is a manual process that involves the following stages:

* Uninstalling Sun-specific rules from the TEC rulebase on the TEC server
« Deleting one SNMP class definition file (/usr/tecad/etc/sunfire_snmp.cds)

« Uninstalling the Sun-specific formatting definitions from the TEC Log File Adapter server and then recompiling the
updated format definition file (tecad_logfile.fmt) into an updated class definition file
(tecad_logfile.cds)
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Uninstalling SNMP and Log File Rules from the TEC Rulebase

To uninstall Sun-specific SNMP and log file rules and event classes from the TEC rulebase, you must enter some
commands in a terminal window on the system hosting your TEC Event Server.

To accomplish this task, do the following:

1
2.

Open aterminal window on the server hosting TEC.
Enter the following commands.

wb -deltgtrule sunfire snnp Event Server <rul e base nane>
wb -deltgtrule sunfire_|ogfile EventServer <rule base nanme>

wrb -delrbrule sunfire_snnp <rul e base nanme>
wb -delrbrule sunfire_logfile <rule base name>

wb -delrbclass sunfire _snnp <rul e base nane>
wb -delrbclass sunfire |ogfile <rule base nane>

wrb -delrbclass tecad_snnp <rul e base name>
wb -delrbclass tecad | ogfile <rule base name>

HH O OHH OHH O HH

Deleting the SNMP Class Definition File

Once you have uninstalled the Sun-specific SNMP and log file rules from the rulebase, you must delete an SNMP class
definition file on the TEC SNMP Adapter server.

1
2.

Log on to the SNMP Adapter server.
Delete the following file.
/usr/tecad/etc/sunfire_snmp.cds

Stop and then restart the TEC SNM P Adapter daemon.

Uninstalling TEC Log File Format Definitions

To complete the uninstallation of Sun-specific configurations for the TEC Log File Adapter, you must perform several
steps.

To uninstall the TEC log file format definitions, do the following:

1
2.

Openin atext editor thet ecad_| ogfil e. fm filestored on each T1000/T 2000 ser ver.
Delete all linesthat begin with the following string:

FORMAT SC_

These lines define the Sun-specific events that you must uninstall.

Savethefileto disk.

Enter thefollowing command torecompilethet ecad_| ogfi | e. f nt intothemastert ecad_| ogfil e. cds
file.

# /usr/tecad/bin/logfile_gencds tecad |logfle.fnm > tecad |ogfile.cds

Openin atext editor the$TECADHOVE/ et c/ t ecad_| ogfi | e. conf configuration fileon theT1000/T 2000
server.

Save the configuration file.
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7. Enter thefollowing commandsto stop and then restart the L ogfile Adapter.

# /usr/tecad/bin/init.tecad |ogfile stop
# /usr/tecad/bin/init.tecad |ogfile start
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Configuring Sun Devices For Integration

This section describes how to configure your Sun devices to be monitored by TEC.

A complete and current listing of supported Sun servers, service processors, and service processor firmware is available
at the following web site:

http://www.sun.com/systemmanagement/tools.jsp

Please consult this website before installing this integration package.

You can integrate Sun servers with TEC at two levels:

« SNMP OS: Operating system level integration using the SNMP protocol
* SNMP SP: Service processor level integration using the SNMP protocol

Sun provides SNMP OS level management agents for SPARC and x64 architectures with different types of service
processor. For information on the various operating systems supported please see the following web pages:

« http://www.sun.com/systemmanagement/managementtools.jsp

Sun Device Integration Configuration Task
SPARC/ALOM server SNMP OS Configure the Sun™ SNMP Management Agent for Sun Fire™
SPARC/ILOM server Logfile and Netra™ Systems.
Configure the ALOM service processor to forward messages
to the Solaris syslogd service.
SPARC/ILOM SNMP SP Enable and configure SNMP on the ILOM service processor.
x64/ILOM
x64/ILOM SNMP OS Configure the Sun™ Server Hardware Management Pack
x64/EmbeddedLOM SNMP SP Enable and configure SNMP on the Embedded LOM service
processor.

Configuring Sun SPARC Servers to be Monitored by TEC

There are two possible levels of integration between TEC and Sun Integration Pack, SNMP integration and log file
integration. At the server level, each integration requires a unique procedure that is documented in separate sections.

Configuring SNMP on SPARC Solaris Servers

If you want TEC to use OS-based SNMP to monitor your SPARC Solaris servers, the Sun™ SNMP Management Agent
for Sun Fire™ and Netra™ Systems (hereafter MASF) must be installed and configured on each of these SPARC Solaris
nodes.

Installation

To evaluate SNMP system requirements for your SPARC Solaris server and to learn how to install MASF on it, consult
the following Sun manual:
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« Sun™ SNMP Management Agent Administration Guide for Sun Fire™ and Netra™ Servers (Part Number 819-7978).
You can download this manual from http://docs.sun.com.

Configuration

For integration between MASF and TEC to work correctly, you must verify that the MASF configuration file on your
managed SPARC Solaris nodes contains the following entries.

To update that configuration file, do the following:

1. Onthe managed server, open the following configuration filein a text editor:
/etc/opt/SUNWmasf/conf/snmpd.conf

2. Add an entry to specify whether you want to send SNMP v1 or SNMP v2trapsto TEC.

SNMP format Status Entry
vl One protocol (either v1 or v2c) is required trapsink <destination_hostname>
v2c One protocol (either v1 or v2c) is required trap2sink <destination_hostname>

where <destination_hostname> specifies the name or IP address of the destination server receiving the SNMP V1
(trapsink) or v2c (trap2sink) traps from the MASF Agent.

Note: Adding both lines will result in the MASF Agent sending TEC two traps for each alert and those redundant

L b
alerts appearing in the target event console.

3. (Optional and recommended) For versions of the MASF Agent earlier than version 1.6, uncomment the
following linein thefinal section of thefile.

HHHHH
# SECTION: Trap compatibility mode

éUMaI waysl ncl udeEnt PhysNane yes

Enabling this mode for the MASF Agent adds more detailed sensor and device names to traps and eliminates the
need for generic messages such as 'A device has been disabled.'

4. Savethe modified file.
For these changes to take effect, you must force the MASF Agent to re-read the configuration file.

5. Enter thefollowing commandsin aterminal window to forcethe MASF Agent to re-read its configuration
file:

# ps -ef | grep SUNWrasf | grep -v grep

This command returns the process ID of the MASF Agent daemon running on your SPARC Solaris system.

# kill -HUP <snnpd_pi d>

where <snmpd_pid> is the process ID of the MASF Agent obtained in the previous sub-step.

The MASF Agent also re-reads its configuration file automatically when it restarts.

Your Sun SPARC Solaris servers are now ready to be managed using TEC.


http://docs.sun.com

22| ISV System Management | Configuring Sun Devices For Integration

Configuring the TEC Logfile Adapter

The TEC Logfile Adapter installed on each T1000/T2000 server reads messages from the Solaris syslogd output, formats
them, and forwards them to the TEC Event Server. See Installing and Configuring the Log File Integration on page 15
for information about configuring the TEC Logfile Adapter on each Sun SPARC Enterprise T1000/T2000 server.

Configuring ALOM Service Processors to Forward Log File Messages to TEC

The ALOM firmware installed on the service processor of your Sun SPARC Enterprise T1000/T2000 servers can be
configured by default to copy the events that it monitors to the Solaris syslog facility.

Once the ALOM messages are forwarded to the syslogd service, the TEC Logfile Adapter that you installed and configured
on your T1000/T2000 server can forward those messages to the TEC Event Console.

Note: This feature is available only with ALOM CMT version 1.3 or later. Solaris 10 patch 123839-05 (or higher)
must be installed on the managed server.

To configure ALOM to forward event messages to the Solaris syslogd service on its T1000/T2000 server, do the
following:

1. Logintothe ALOM command shell on the Solaris server.
2. Enter thefollowing ALOM CMT command:

sc> sys_eventl evel <event nuneral >

where <event_numeral> sets the level of ALOM event to be sent to the host system SYSLOG (0=none, 1=critical,
2=major, 3=all).

Once configured, ALOM will forward event messages directly to the syslogd service on the T1000/T2000 server. All
event messages forwarded to TEC are then formatted with the prefix SC__

Configuring SNMP on x64/ILOM Servers

If you want TEC to use OS-based SNMP to monitor your Sun x64/ILOM servers, the Sun™ Server Hardware Management
Pack (hereafter Hardware Management Pack) can be used.

Installation

Before installing the Hardware Management Pack, you must check that the operating system installed on the Sun
x64/ILOM server is compatible. For more information on the Hardware Management Pack, consult the Sun Server
Hardware Management Using SNMP manual at the following web page:

« http://www.sun.com/systemmanagement/managementtools.jsp

Configuration

For integration between the Hardware Management Pack and TEC to work correctly, you must verify that the Hardware
Management Pack on your managed Sun x64/ILOM nodes is configured correctly.

To configure the Hardware Management Pack for integration with TEC , do the following:

Configurethe SNMP interface to send SNMP v2 trapsto TEC.
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For more information on configuring the Hardware Management Pack, please see the following document:
* Sun Server Hardware Management Using SNMP (820-7621)
Your Sun x64/ILOM servers are now ready to be managed using SNMP within TEC.

Configuring SNMP On Sun Service Processors

To enable service processor level SNMP monitoring, you must configure SNMP on your Sun service processor.

A complete and current listing of supported Sun servers, service processors, and service processor firmware is available
at the following web site:

http://www.sun.com/systemmanagement/tools.jsp

Please consult this website before installing this integration package.

Sun Server Configuration Tasks
SPARC/ILOM Configure SNMP on your ILOM service processor.
x64/ILOM e Note: Sun recommends that you upgrade the firmware on your ILOM service

processor to the most recent release. You may need to use different procedures
for different version of the ILOM firmware.

x64/EmbeddedLOM Configure SNMP on your Embedded LOM service processor.

Configuring SNMP On Sun Service Processors

The exact procedure for configuring your Sun service processor to enable SNMP moniotoring depends on the exact type
of service processor being used. The following section explains the general actions you should perform on a service
processor to enable it to be monitored using TEC .

1. Permit accessfor SNMP v2c queriesat port 161.
2. Configure SNMP v2c trapsto be sent to the TEC destination.

Your Sun service processor is now configured for SNMP monitoring.

Verifying Successful Configuration

To the extent that the Sun Servers Integration 1.2 for IBM Tivoli Enterprise Console employs a variety of system
management technologies to monitor different types of Sun servers, there is no one procedure that exercises every
interface on each managed system in order to verify that the entire integration has been installed and configured properly.
If you are physically located with your managed systems, you could always manually remove and re-insert a non-critical
component on one Sun server after another. See the topic ' Verifying Configuration Manually on page 24' below for
more information on manual verification. This manual procedure becomes impractical at large installations and impossible
at remote locations. Performing remote verification is more convenient, but requires different procedures for OS-level
or SP-level integrations and for different types of Sun servers (x64 or SPARC).

To determine which remote procedures are appropriate for your test plan and for the types of Sun servers supported by
your management application, consult the following table.

CPU Type SP Type OS-level Procedure(s) SP-level Procedure(s)
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x64 ILOM See ' Verifying Configuration See ' Verifying Configuration
Remotely Using IPMItool on page Remotely Using IPMItool on page
25' 25'
Embedded LOM Not supported See ' Verifying Configuration
Remotely Using IPMItool on page
25'
SPARC ILOM See 'Verifying Configuration See ' Verifying Configuration
Remotely Using psradm on page Remotely Using IPMItool on page
27 25'
ALOM See ' Verifying Configuration Not supported

Remotely Using ALOM on page 24'

The following sections describe how to perform each of these procedures.

Verifying Configuration Manually

If you are located physically near one or more of your Sun servers, you can always verify configuration by generating
a physical event. The most reliable way to accomplish this is to remove and re-insert a non-critical component.

To test your configuration manually, do the following:

1
2.

L ocate the Sun server or blade server module in your data center.
I dentify a component on that system that is non-critical and hot-pluggable (for example, a redundant power
supply or fan tray).

Note: Be certain that removal and re-insertion of this component will not affect the normal and routine operation
of the server. Verify that the redundant component is not critical to the current state of the system.

Remove that non-critical component.

Note: Be certain to follow all required software and firmware procedures required for the safe removal of any
hot-pluggable component. Consult the Sun manual or online information system that ships with your Sun server
for specific procedures related to removing the hot-pluggable component.

After an appropriate amount of time (10 seconds minimum), re-insert the non-critical component.

Inthemessage or event console of your management program, verify that removing/re-inserting thenon-critical
component has generated one or more hardwar e events.

If you do not see the events in the Operations Manager Console, review this manual for required configuration steps or
consult Troubleshooting topics.

Verifying Configuration Remotely Using ALOM

To verify that a remote ALOM-based SPARC Solaris system is configured correctly, do the following:

1.
. LogintotheALOM CMT command shell on that remote system via an Ethernet or serial connection.

I dentify the name and/or | P address of the ALOM -based SPARC Solaris server that you want to test.

Enter the following command to deter mine the current state of the system locator LED.
sc> show ocat or

ALOM returns one of the following messages:

* Locator led is ON
e Locator led is OFF

The following example assumes that the locator LED is currently OFF.
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4. Enter thefollowing command to turn thelocator LED on.
sc> setlocator on

5. Inthemessageor event console of your management package, verify that it hasreceived an event from ALOM
indicating that the locator LED ison.

6. Enter thefollowing command to restorethelocator LED to off.
sc> setl ocator off

7. (Optional) In the message or event console of your management package, verify that it has received an event
from ALOM indicating that the locator LED is off.

If you do not see these messages in the console, review this manual for required configuration steps or consult
Troubleshooting sections.

Verifying Configuration Remotely Using IPMItool

Recent Sun servers support either an Integrated Lights Out Manager (ILOM) service processor or an Embedded LOM
service processor. You can communicate with these ILOM and Embedded LOM service processors via their IPMI
interfaces to have them generate non-critical, simulated events. If TEC receives these non-critical, simulated events
from ILOM or from Embedded LOM, it is configured properly for actual events.

IPMItool is an open-source utility for managing and configuring devices that support the Intelligent Platform Management
Interface (IPMI) version 1.5 and version 2.0 specifications. Versions of IPMItool are available for the Solaris, Linux,
and Windows operating systems.

Operating System IPMItool Distribution(s)

Solaris - Web: http://ipmitool.sourceforge.net/
- Solaris 10 image: IPMItool is available at /Zusr/sfw/bin.

- Software resource CDs: Often distributed with Sun servers.

Linux - Web: http://ipmitool.sourceforge.net/

- Software resource CDs: Often distributed with Sun servers.

Windows - Web: http://www.sun.com/systemmanagement/tools.jsp

- Software resource CDs: Often distributed with Sun servers.

To verify that TEC is configured to receive hardware events from a server supporting an ILOM or Embedded LOM
service processor, do the following:

1. Collect the following information about the remote service processor that you want to test.

Field Description

<SPname> The name or IP address of the service processor

Example: 192.168.1.1

<SPadminname> The administrator login name for the service processor

Example: root

<SPadminpassword> The administrator password for the service processor
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Field Description

Example: changeme

2. Enter thefollowing IPMItool command to generate a list of all available sensorson that remote Sun server.

# i pmitool -U <SPadmi nname> - P <SPadmi npassword> \
-H <SPname> -v sdr |ist

For example, to get the list of available sensors on a Sun Fire X4200 M2 server with service processor with IP address
192.168.1.1, login/password root/changeme, you would enter the following command:

# ipmtool -Uroot -P changene -H 192.168.1.1 -v sdr |ist

3. Intheoutput from IPMItool, identify the Sensor | D name of a sensor that hasat least oneentry in theAssertions
Enabled or Deassertions Enabled fields.

In the following example, IPMItool returns the following information about the sensor named mb.t_amb

Sensor 1D > nb.t_anb (0x9)

Entity ID : 7.0 (System Board)

Sensor Type (Analog) : Temperature

Upbe? critical : 55.000

Asée}tions Enabled : Inc- lIcr- Inr- unc+ ucr+ unr+
Deassertions Enabled : Inc- Icr- Inr- unc+ ucr+ unr+

This sensor monitors ambient temperature on the motherboard of servers.

Note: Exercise caution in choosing a sensor to use for a simulated event. Simulating unrecoverably high or
low temperature for some sensors may cause the server to shut down.

[ N

4. Enter thefollowing IPMI command to generate a simulated event.

# i pmitool -U <SPadmi nname> -P <SPadm npassword> \
-H <SPnanme> event <sensornane> <option>

For example, to generate a simulated event for exceeding the upper critical (ucr) ambient temperature on a Sun Fire
X4200 M2 server with service processor at IP address 192.168.1.1 with ILOM SP login/password root/changeme,
you would enter the following command:

# ipmtool -Uroot -P changene -H 192.168.1.1 \
event nb.t_anb ucr assert

In the command shell, IPMItool returns information similar to the following:

Finding sensor mb.t _amb .. ok

O | Pre-Init Time-stamp | Temperature mb.t_amb | \
Upper Critical going high | Reading 56 > Threshold \
55 degrees C

5. IntheOperations M anager event console, verify that an event from ILOM or from Embedded L OM relevant
to the sensor that you specified in your |PMItool command has been received.

6. (Recommended) Clear the simulated event with the following syntax:
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# i pmitool -U <SPadmi nname> - P <SPadmi npassword> \
-H <SPnane> event <sensornane> <option>

To clear (deassert) the simulated event in the previous example, enter the following command:

# ipmtool -Uroot -P changene -H 192.168.1.1 \
event nb.t_anb ucr deassert

If you do not see these messages in the console, review this manual for required configuration steps or consult the
Troubleshooting topics.
Verifying Configuration Remotely Using psradm

The Solaris utility psradm(1M) performs configuration on multiprocessor CPUs. When you use psradm to disable or
to re-enable a CPU core, it generates a trap that should appear in the TEC event console. This procedure is appropriate
if you are verifying configuration for a Sun SPARC Enterprise server supporting the ILOM service processor such as
the SPARC Enterprise T5120 or T5220 server.

To use psradm to generate a trap for one of these supported systems, do the following:

1. Identify the name and/or |1 P address of the server that you want to test.
2. Logintothat server asroot or with administrator privileges.
3. Enter thefollowing command to disable a specific CPU core on that remote server.

# psradm -f <CPU Core_ | D>

where <CPU_Core_ID> is the ID for one CPUcore. For example, to disable core 0 on a Sun SPARC Enterprise
T5120, you would enter the following command:

# psradm-f O

The trap generated by the T5120 should appear in the TEC console in a format like the following:
CH/MB/CMPO/PO/CPU Device has been removed

4. (Recommended) Enter the following command to re-enable that same CPU core on that remote server.

# psradm -n <CPU Core_ | D>

If you do not see these messages in the console, review this publication for required configuration steps and troubleshooting
information.
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Monitoring Sun Devices iIn TEC

Once you have configured TEC, TEC adapters, and the Sun devices for SNMP or log file integration, you can monitor
Sun-specific events and detailed event information in the TEC Event Console. This chapter provides an overview of the

following tasks:

« Creating Event Group Filters for the Sun Management Pack on page 28
* Monitoring Sun Devices in the TEC Event Console on page 33

Creating Event Group Filters for the Sun Management Pack

Although Sun-specific events are always visible in the default console via the filter AllActiveFilters, creating a Sun-specific
event group in the TEC Console is useful and convenient. To create an event group filter for Sun-specific events, do the
following:

1. Launch theTEC Event Console.
2. Choose Windows - Configuration to display the TEC Console Configuration Viewer.

File Edit | Windows | Help

Summary Chart View

Priority Yiew
Configuration
TEC displays the default view of the Configuration Viewer.

& wgs97-28 - IBM Tiveli Enterprise Console - Configuration |Z|@E|

File Edit Windows Help

Event Console Canfiguration Contents of: Event Groups
o ;Event Console Gnnfigur‘atinn% Event Groups
@ [ Event Groups Consoles
@ | Consoles Operators
Operators

Ready

3. Right-click the Event Groups heading in the navigation paneto display a popup menu containing the menu
item Create Event Group.
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b wgs97-28 - IBM Tivoli Enterprise Console - Configuration

File Edit Windows H

Event Consale Canfiguration Contents aof: Event Graups |

¢ = B |

Name

| |
Description

OK Cancel Help

5. Enter thename and a description for the new event group.

& Create Event Group

Name

IT1000/T2000 |

Description

lALOMServers |

OK Cancel Help

In the above example, the name of the event group is T1000/T2000 and the description is ALOMServers.
6. Click OK to createthe group and to display the Add Event Group Filter dialog box.
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& Add Event Group Filter

Name

Description

Caonstraints

FY
=
Add Constraint Add SGL Edit Delete Test SAL
"" e |
OK Cancel Help

7. Specify aname and description for the new event group filter.

In this example, the name of the event group filter is SUnALOMFilter and its description is ALOM events from

T1000/T2000 Servers (prefix = SC_).

7% Add Event Group Filter

Mame

|SunALOMFilter

Description

|ALDI".-1 events from T10QO0/T2000 Servers (prefix = SG_j

Consiraints

Fs
=
Add Constraint Add SQL Edit Delete Test S0QL
"" ]
OK Cancel Help

8. Click the Add Constraint button to display the Add Constraint dialog box.
9. Set thefollowing valuesfor fieldsin the dialog box.
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Attribute Operator Value Description

Sub-origin Equal to (=) Sun ALOM Sun ALOM (for Sun SPARC T1000/T2000
Servers)

Sub-origin Equal to (=) Sun I1LOM Sun Sun ILOM Sun ELOM (for Sun Fire x64 and

Embedded LOM Sun SPARC Enterprise T5x20 service

processors)

Sub-origin LIKE (Like) Sun% Sun% (for all supported Sun servers and
service processors)

The following screen shot illustrates values for a constraint for Sun SPARC Enterprise T1000/T2000 servers.

?i:‘ Add Constraint

Attribute

Sub-origin

Operator

Equal ta (=)

Yalue

Sun ALOWN|

oK

Cancel Help

10. Click OK to confirm the definition and to add this constraint to the new event group filter.



32| ISV System Management | Monitoring Sun Devices in TEC

b was97-28 - IBM Tivoli Enterprise Console - Configuration [Z E||Z|

File Edit Windows Help

Event Consale Canfiguration

SH ALOM

ZH AllActiveEvents

EH ANsun

E EEBusinessEvents

SH ILom

E Senwicellnavailable

SunALOMFilter

SH T1000/T2000

11. Click OK to complete the definition and to add the event group filter to the definition of the new event group.

% wgs97-28 - IBM Tiveli Enterprise Console - Configuration IZ E”Z|
File Edit Windows Help 3

Event Consale Canfiguration || Contents of: T1000/T2000

EH ALOM

EH AlActiveEvents

ZF ANlSun

E EEBusinessEvents

SH 1Lom

FH Servicelravailable

SunAalLOMFEilter

SH T100mT2000

Repeat this procedure for each event group you want to define for your Sun devices. Once these event groups are defined,
you can add them to the TEC Summary Chart View and display listings of filtered events in the TEC Event Viewer.
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Monitoring Sun Devices in the TEC Event Console

Once TEC Event Console has event group filters that specify how to categorize and display events from Sun servers
and service processors, it can display views of those events in the Summary Chart Viewer and Event Viewer.

Monitoring Sun Devices in the TEC Summary Chart Viewer

The TEC Summary Chart Viewer provides a graphical view of the quantity, severity, and event grouping of events
received by the TEC Event Server.

To add Sun-specific event group definitions to the TEC Summary Chart Viewer, do the following:

1. Choose Windows - Configuration to open the Configuration Viewer.
2. Click the Consoleslabel in the navigation paneto expand the contents of Consoles.

e wgas97-28 - IBM Tivoli Enterpri
File Edit Windows Help

Event Consale Configuration

=) Ewent Console Canfig uratic:né
&= Ewent Groups
© | Consales

Cperators

3. Click thenameof the consolethat you have defined for Sun server sand the Event Groupslabel in the navigation
pane.

?‘5 wqs97-28 - IBM Tivoli Enterprise Co

File Edit Windows Help

Event Consale Canfiguration

ﬂ Ewvent Consale Configuration
@ /| Event Groups
@ =] Consoles
&= [l] AdministrativeConsole
o- EBusineszEventzConsole
o SunServers
Event Gmups.;
Operators |

Operators

4. Right-click the Event Group label to display a popup menu and choose Assign Event Groups.
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% wgs97-28 - IBM Tivoli Enterprise Console - Config

File Edit Windows Help

Event Consale Configuration

:ﬂ Event Console Configuration
@ =) Event Groups
@ = Consoles
& ] AdministrativeConsole
o- EEusinessEventsConsole
@ SunServers
Event Groups

£ oo LIRS x|

Assign Event Groups

Operators

The Configuration View displays a dialog box with the names of event groups associated with the selected console.

X% Console Properties 1 x|

Sensral Event Groups
&= A ppedrance G roups Roles
Event Groups AllSun
AL |Super, Senior, Admin, User
Qperators 1L |Super, Senior, Admin, User

Task Logfile
Custom Buttons

Web Custom Buttons

Assign Groups Unassign Group Edit Rales

OK Cancel Help

5. Click theAssign Groups button to display the following dialog box.
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}l; Assign Event Groups To Console ] El

Available Event Groups Event Group Roles
AllAactiveEvents =
EBusinessEvents
Openhaintenance ] Super
Openkletview
CtherMetview (] Senior
FrobableEventassn ] Admin
Senviceldnavailable [] User

1000/ T2000 -
=t (=] |

OK Cancel Help

6. Double-click the name of a Sun-specific event configuration that you want to add to the selected console and
tothe Summary Chart Viewer.

7. Click OK in the Console Properties dialog box to save the new configuration.
8. Choose Windows - Summary Chart View to display the updated set of event groupsin the console.

X% wgs97-28 - IBM Tivoli Enterprise Console - Summary Chart Yiew = O] x|

Click ona bar to display its Event Viewer

File Edit Windows Help

T100WT2000+

B U nknown
OlHamless
[ warning
CIminor
Eritical
Wratal

. .o S S S S
| a2 G 95 128 160 182 224 2E5 238 220
Ready =

g~ Note: In this example, the charts for the event groups named T1000/T2000 and ALOM are identical because
both event groups use the same filter definition: sub-origin = Sun ALOM.
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Monitoring Sun Devices in the TEC Event Viewer

To view a listing of the events associated with any of the event groups displayed in the Summary Chart Viewer, click
the chart bar associated with that event group.

}E wgs97-28 - Event ¥iewer: Group AllSun - All Sun servers ®64 and SPARC

File Edit

Options Selected

Automated Tasks

Help

=10l x|

Working Que ue

Total: 314 Selected: 1

.'0 Time Received Exric Class Hostna. . | Severity
May 23, 200 318267 Ofher . ST_Cogin_Notffication wosS/ 204 RN User adrmin od o
May 23, 2007 Z24:20 ... Other SC_Soft Shutdown wgs37-224 SC initiating s
May 23, 2007 Z24:31 ... Other SC_PowerOff_Host wgs37-224 S5C Request to
May 22, 2007 2:24:22 ... Other MainboardCoreWoltage... wgs37-224  Warning Mainboard corg
May 22, 2007 224:33 . Other isunF']atEqulpmentﬁ.lar |wgs97-224  Critical EMDENAIwgs;a
May 23, 2007 Z:37:32 ... Other sunPlatEquipmentalar.. wgs37-224 _ EMOZMNAMTST »
i [¥]
G Acknowledge Close Details Information
4| [ b
T e e e g T
All Events
Time Received Eve . Class Hostna... Severity | Status| Message
February 12, 2007... Other CPUQBcor... wgs37-228 Warning Dpen CPU O bot. .. -
February 12, 2007... Other CPUOEBcor... wgs37-228 Warning Cpen CPU Q bot... @
February 12, 2007... Other CPUOBcor.. wgs97-228 [[E0050 Open  CPU O bot...
Febroary 12, 2007... Other CPUQEcor... wgsl7-2258 :;Dpen CPU O bot. ..
February 12, 2007... Other Mainboard... wgsQ7-2258 :;Dpen Mainboard. ..
February 12, 2007... Other Mainboard... wgsa7-228 | :;Dpen Mainboard. ..
Febroary 12, 2007... Other sunPAtEn... wgsay-228 Warnlng Cpen FCORMUY, .
February 12, 2007... Other [OBoardT... wgsl7-228 Warning Cpen [FO board ... |
Fehruars 13 2007  Other  CPLUOTeor  wns97-228 OO0 onen GPLL 0 tan s

To drill down into a particular event in the Event Viewer, double-click it or click the Details button after selecting it.

The following screen shots illustrate detailed event information derived from an SNMP integration with a Sun SPARC

Enterprise T2000 server.
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& Currently viewing details for event 1 of 1 ] x|

Open Critical sunPlatEquipmentAlarm_MASF event received on May 23 ..

‘General | Event Source | Status | Related Events | Atiribute List |
EMOENASfwgs37-224 CHMEN VCORE: VYoltage threshold crossed

This Critical sunPlatEquipmentAlarm_MASF event was received by a TEC
server at May 23 _2007 3:24:33 PM EDT.

It was last modified at May 23,2007 3:24:35 PM EDT.
3 evenis have been identified as duplicates of this one.

Mo automated responses to this event have been executed.

Prex Nex Close Help

& Currently viewing details for event 1 of 1 ] x|

Open OCritical sunPlatEquipmentAlarm_MASF event received on May 23 ..

(General |Event Source [Status [Related Events [Atribute List |
This event was reported by SNMP (NET) from wqgs97-28_

It originated from 129 148 97 224 (Sun ALOM), on the host named
Tws9T-2247

It was not delivered with Tivoli communications mechanisms .

Prex Nex Close Help
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}q Currently viewing details for event 1 of 1

Open Critical sunPlatEquipmentAlarm_MASF event received on May 23 .

4+ Attribute Name Attribute Value
Sener D 1 o
Severity Zritical 5]
Sounce SR
Status open
Sub-arigin Sun ALCM
Sub-source MET
Time Modified May 223, 2007 22425 PM EDT
Tirme Occurred May 22 15:24:22 2007
Time Received May 23, 2007 224.22 PM EDT -
A B e e e e " [ ]

[w] Show Base Attributes [v¥] Show Extended Atiributes

[w] Display Formatted Names and Va__.

Previous Next Close Help
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Troubleshooting

The Tivoli TEC product provides a number of troubleshooting utilities for tracing the progress of events through various
TEC components and for observing the activation of TEC rules.

Tracing TEC Events

TEC events can be traced from the TEC adapter layer, through the TEC Event Server and into the database. TEC event
adapters read a configuration file at startup that can be used to enable tracing. The configuration file
$TECADHOME/etc/tecad_snmp.err (for the TEC SNMP Adapter), or tecad_logfile.err (for the TEC Logfile Adapter)
can be modified to write debugging statements from the adapter to the specified log file. The user can select many
individual categories of messages to be logged. Upon startup, the adapter will write a trace of its activities to the log
file. When new events arrive, the process by which each event is matched against the known TEC event classes is also
traced. Errors in parsing or missing event class definitions can be discovered at this phase.

Tivoli also provides a command to trace activity when an event arrives at the server from the adapter layer. The wtdumprl
command generates a report of received events from the event server's reception log. The following listing is an example
of an event as output from the wtdumpr I command:

1~1492~1~1175704967 (Apr 04 12:42:47 2007)

#i# EVENT ###

ProcessorPredictiveFailureAsserted PET;source=SNMP;sub_source=NET;
origin=129.148.97.116;adapter_host=wgs97-28;hostname=wgs97-116;
severity=CRITICAL ;msg="Processor Predictive Failure Asserted.";END
### END EVENT ###

PROCESSED

However, if the event class is not defined in the current active rule base, then the output will end with the following
line:

PARSING_FAILED~"Line 1: Class
ProcessorPredictiveFailureAsserted PET undefined”

Finally, the underlying TEC database can be queried to gain further information about an event that has been processed
and stored. The name of the table that stores the events is TEC_T_EVT_REP. A simple SQL query such as the following
will show you all events that were closed by a TEC event clearing rule:

Select class, status, date _event from tec_t_evt rep where administrator is not
null

Tracing TEC Rules

The actions of rules in the Sun Fire rule set can also be traced. The following line can be added to the
sunfire_snmp.rilsand sunfire_logfile.rlsfiles, toturn on tracing for a single rule or for the whole files:

directive: trace,
Or the rules can be compiled with the -trace option. In either case, the TEC event engine will write a trace of its activities

to the file /7tmp/rules . trace. By examining this log file, you can determine whether your rules are being triggered
appropriately.
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Log File Event Problems

If Logfile events do not appear in the TEC Event Console, verify that the tecad_logfi le. fmt file with the Sun
specific events is present in /usr/tecad/etc/C/ and that the compiled version of tecad_logfile.cds is
located in /usr/tecad/etc/.

File entries:/ usr/tecad/etc/ Ctecad logfile.fnt

FORMAT Logfile_SC Alert FOLLOWS Logfile_Base

FORMAT SC_Temperature_Alert FOLLOWS Logfile SC Alert
FORMAT SC_Temperature_Notice FOLLOWS Logfile _SC_Alert
FORMAT SC_Indicator_ Alert FOLLOWS Logfile SC Alert
FORMAT SC_Indicator_Notice FOLLOWS Logfile SC Alert
FORMAT SC Voltage Alert FOLLOWS Logfile SC Alert
FORMAT SC_Voltage Notice FOLLOWS Logfile _SC Alert
FORMAT SC_SystemlLoad_ Alert FOLLOWS Logfile_SC Alert
FORMAT SC_SystemlLoad_Notice FOLLOWS Logfile SC Alert
FORMAT SC_Soft_Shutdown FOLLOWS Logfile SC Alert
FORMAT SC_Fan_Absence FOLLOWS Logfile SC Alert

FORMAT SC _Fan_Presence FOLLOWS Logfile SC Alert
FORMAT SC_Input_Power_Alert FOLLOWS Logfile SC Alert
FORMAT SC_Input_Power_Notice FOLLOWS Logfile SC_Alert
FORMAT SC_PSU_Absence FOLLOWS Logfile_SC_Alert

FORMAT SC _PSU Presence FOLLOWS Logfile SC Alert
FORMAT SC Disk Absence FOLLOWS Logfile SC Alert
FORMAT SC Disk Presence FOLLOWS Logfile SC Alert

File entries: /usr/tecad/ etc/tecad_| ogfile. cds

CLASS Logfile_SC Alert
CLASS SC Temperature_ Alert
CLASS SC_Temperature_Notice
CLASS SC_Indicator_Alert
CLASS SC_Indicator_Notice
CLASS SC Voltage Alert
CLASS SC Voltage Notice
CLASS SC_SystemlLoad Alert
CLASS SC_SystemlLoad Notice
CLASS SC_Soft_Shutdown
CLASS SC_Fan_Absence

CLASS SC_Fan_Presence

CLASS SC_Input_Power_Alert
CLASS SC_Input_Power_Notice
CLASS SC_PSU_Absence

CLASS SC_PSU_Presence

CLASS SC Disk _Absence

CLASS SC Disk Presence
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Appendices

This section contains the following appendices:

e Appendix A - Sun SNMP MIBs on page 41
» Appendix B - Release Notes on page 41
* Appendix C - What's New? on page 42

Appendix A - Sun SNMP MIBs

Many Sun system management integration packages depend on the SNMP protocol and use one or more of the following
Sun SNMP MIBs:

« SUN-PLATFORM-MIB: This MIB is used by Solaris-based servers to extend the ENTITY-MIB Physical Entity
Table to represent new classes of component and the Logical Entity Table to represent high value platform and server
objects. This MIB supplies the Sun SNMP Management Agent for Sun Fire and Netra Systems with traps. The
operation of this MIB is described in the Sun publication Sun SNMP Management Agent Administration Guide for
Sun Blade, Sun Fire and Netra Servers (819-7978).

Filename: SUN-PLATFORM-MIB.mib

e SUN-ILOM-PET-MIB: This MIB enables management platforms that are not IPMI compliant to partly decode
standard IPMI Platform Event Traps (PETS) generated by the ILOM v1.x and Embedded Lights Out Manager service
processors.

Filename: SUN-I1LOM-PET-MIB.mib

e SUN-HW-TRAP-MIB: This MIB supplements and enhances the SUN-ILOM-PET MIB for ILOM 2.0 and higher
systems.

Filename: SUN-HW-TRAP-MIB.mib

e SUN-HW-MONITORING-MIB: This MIB enables hardware inventory, status, version and power consumption
information related to the Sun server or blade implementing this MIB. SNMP Traps associated with this server are
defined in a separate SUN-HW-TRAP-MIB.

Filename: SUN-HW-MONITORING-MIB.mib

To view a summary of the entries in these MIBs or to download them, consult the following Sun web site:
http://www.sun.com/systemmanagement/tools.jsp

Sun Integration Pack may also make use of other system management MIBs.

Appendix B - Release Notes

The following notes are relevant to the operation of Sun Servers Integration 1.2 for IBM Tivoli Enterprise Console.

Misreported Battery and Disk Events in the Logdfile Integration
In the logfile integration, the following two events are misreported as the LogFille_SC_Alert alert:

e BATTERY undervoltage
» DISK failure and restoration


http://www.sun.com/systemmanagement/tools.jsp
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They do not, therefore, respond to a corresponding CLEAR event. These misreported events appear as follows in the
event log:

Sep 17 17:12:23 sg-prg-t2000-01 SC Alert: [ID 628137 daemon.alert]
BATTERY at SC/BAT/V_BAT has exceeded low warning threshold.

Sep 17 14:47:01 sg-prg-t2000-01 SC Alert: [ID 601244 daemon.error] DISK
at HDDO has FAILED.

Sep 17 14:48:30 sg-prg-t2000-01 SC Alert: [ID 470500 daemon.notice] DISK
at HDDO is OK.
Misreported HDD Events on Sun Fire X4500 Servers

All disk events are reported with the following WARNING-severity message:
Hard drive sensor /SYS/HD/HDDO/STATE has detected an error: Rebuild In Progress

The HDDO identifier may vary depending on the disk.

Appendix C - What's New?

This topic provides an overview of the new features that are available with this release of the Sun Integration Pack.

The enhancements to Sun Servers Integration 1.2 for IBM Tivoli Enterprise Console fall into one major area:

» Server and firmware support

Server and Firmware Support

The Sun Integration Pack now supports the following Sun servers and updated Sun system management firmware.

Category Enhancements
New servers TBD ...
Updated firmware Integrated Lights Out Manager (ILOM) 2.0
Embedded Lights Out Manager (Embedded LOM) Version 4.x

SPARC/ILOM and x64/ILOM servers support the ILOM 2.0 service processor and firmware. SNMP traps from the new
SUN-HW-TRAP-MIB appear in the ILOM Group in TEC. In the following screen shots depict first the event summary
and then the event detail for a fatal-severity trap generated from a Sun SPARC Enterprise T5120 server.
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File Edit Options Selected Automated Tasks Help

Work

ol Ea EsYE e
_ Time Recered Eve.. Class Hosthame | Severity

Juh_.r 3D, 2007 2:40:42 PM... Other UultageUpperCrltlcaIGm WQSQT-E'I n

July 30, 2007 3:03:30 P Other  VoltageUpperCriticalGoi. wgs37-210  Warning

July 31, 2007 12:37:36 P Other  CormponentFault_SunHw wogsA7-236  Warning

July 31, 2007 1:15:52 PM... Other  TernpFatalThresholdExc... wysd97-236  Fatal

July 31, 2007 3:23:03 PM.. Qther  VoltageUpperCriticalGoi... wys97-210

July 31, 2007 34441 P Other  VoltageUpperCriticalGoi. wgs37-210  Warning

2007 1:15:52 PM EDT.

Currently viewing details for event 1 of L

Open Fatal TempFatalThresholdExceeded SunHW event received on  July 31, 2007 1:15:52 PM EDT.

General

Temperature sensor JSYSMB/CMPOEBRICHWDNT_AME: Upper Hon-recoverable going high

This Fatal TempFatalThreshollExceeded SunHW event was received by a TEC server at Juby 31,

it was last modified at Juby 31, 2007 1:15:52 PMEDT.
N events have been identified as duplicates of this one.

Ho automated responses to this event have been executed.

Previous

Mext

Close Help

For the most current list of servers supported in TEC, see the following web site:

http://www.sun.com/systemmanagement/tools.jsp
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