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Preface

This guide describes how to configure and administer the Application Server. This

preface contains information about the following topics:

Who Should Use This Book

Before You Read This Book

How This Book Is Organized
Conventions Used in This Book

Related Documentation

Accessing Sun Resources Online
Contacting Sun Technical Support
Related Third-Party Web Site References

Sun Welcomes Your Comments

Who Should Use This Book

This Administration Guide is intended for information technology administrators in
production envrionments. This guide assumes you are familiar with the following
topics:

Basic system administration tasks
Installing software
Using Web browsers

Starting database servers



Before You Read This Book

e Issuing commands in a terminal window

Before You Read This Book

Application Server is a component of Sun Java™ Enterprise System, a software
infrastructure that supports enterprise applications distributed across a hetwork or
Internet environment. You should be familiar with the documentation provided
with Sun Java Enterprise System, which can be accessed online at

http://docs. sun. coni col | / ent sys. 05q1#hi c.

How This Book Is Organized

The organization of this guide corresponds to the layout of the Admin Console, the
browser-based tool for administering the Application Server. Each chapter begins
with conceptual information, followed by procedural sections that explain how to
perform specific tasks with the Admin Console.

Conventions Used in This Book

10

The tables in this section describe the conventions used in this book.

Typographic Conventions

The following table describes the typographic changes used in this book.

Table1  Typographic Conventions

Typeface Meaning Examples

AaBbCc123 APl and language elements, HTML  Edit your. | ogi n file.
(Monospace) tags, web site URLs, command
names, file names, directory path Use |'s -ato list all files.
names, onscreen computer output,

sample code. % You have nai | .
AaBbCc123 What you type, when contrasted %S U
(Monospace with onscreen computer output. Passwor d:
bold)
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Table1  Typographic Conventions (Continued)

Typeface Meaning Examples

AaBbCc123 Book titles, new terms, words to be  Read Chapter 6 in the User’s
(Italic) emphasized. Guide.

A placeholder in a command or

path name to be replaced with a

real name or value.

These are called class options.

Do not save the file.

The file is located in the
install-dir/ bi n directory.

Symbols

The following table describes the symbol conventions used in this book.

Table 2 Symbol Conventions
Symbol Description Example Meaning
[] Contains optional command  |s [-1] The -1 option is not
options. required.
{11} Contains a set of choicesfor -d {y| n} The - d option requires that
a required command option. you use either the y
argument or the n
argument.
Joins simultaneous multiple  Control-A Press the Control key while
keystrokes. you press the A key.
+ Joins consecutive multiple Ctrl+A+N Press the Control key,

keystrokes.

Indicates menu item
selection in a graphical user
interface.

File > New > Templates

release it, and then press
the subsequent keys.

From the File menu, choose
New. From the New
submenu, choose
Templates.

Preface
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Default Paths and File Names

The following table describes the default paths and file names used in this book.

Table 3 Default Paths and File Names

Term Description

install_dir By default, the Application Server installation directory is located here:
« Sun Java Enterprise System installations on the Solaris™ platform:

/ opt / SUN\WAppser ver / appser ver
e Sun Java Enterprise System installations on the Linux platform:
/ opt / sun/ appser ver/
» Other Solaris and Linux installations, non-root user:
user’s home directory/ SUNVappser ver
* Other Solaris and Linux installations, root user:
/ opt / SUN\Wappser ver
*  Windows, all installations:
SystemDrive: \ Sun\ AppSer ver

domain_root_dir By default, the directory containing all domains is located here:

e Sun Java Enterprise System installations on the Solaris platform:
[ var/ opt / SUN\Wappser ver / donai ns/
e Sun Java Enterprise System installations on the Linux platform:
[ var/ opt/sun/ appser ver/ donai ns/
e All other installations:
install_dir/ domai ns/
domain_dir By default, each domain directory is located here:
domain_root_dir/ domain_dir
In configuration files, you might see domain_dir represented as follows:
${com sun. aas. i nst anceRoot }
instance_dir By default, each instance directory is located here:

domain_dir/ instance_dir
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Related Documentation

Shell Prompts

The following table describes the shell prompts used in this book.

Table 4  Shell Prompts

Shell Prompt

C shell on UNIX or Linux machine-name%
C shell superuser on UNIX or Linux machine-name#
Bourne shell and Korn shell on UNIX or Linux $

Bourne shell and Korn shell superuser on UNIX or Linux #

Windows command line C\

Related Documentation

The http://docs. sun. con¥™web site enables you to access Sun technical
documentation online. You can browse the archive or search for a specific book
title or subject.

You can find a directory of URLSs for the official specifications at
install_dir/ docs/ i ndex. ht m Additionally, the following resources might be useful.

General J2EE Information:

The J2EE 1.4 Tutorial:

http://java. sun. conlj2ee/ 1. 4/ docs/ tut ori al / doc/ i ndex. ht m
The J2EE Blueprints:

http://java. sun. con ref erence/ bl ueprints/i ndex. ht m

Core J2EE Patterns: Best Practices and Design Strategies by Deepak Alur, John Crupi,
& Dan Malks, Prentice Hall Publishing

Java Security, by Scott Oaks, O’Reilly Publishing

Programming with Servlets and JSP files:

Java Servlet Programming, by Jason Hunter, O’Reilly Publishing

Java Threads, 2nd Edition, by Scott Oaks & Henry Wong, O’Reilly Publishing

Programming with EJB components:

Preface 13


http://java.sun.com/j2ee/1.4/docs/tutorial/doc/index.html
http://java.sun.com/reference/blueprints/index.html

Related Documentation

Enterprise JavaBeans, by Richard Monson-Haefel, O’Reilly Publishing

Programming with JDBC:

Database Programming with JDBC and Java, by George Reese, O’Reilly Publishing

JDBC Database Access With Java: A Tutorial and Annotated Reference (Java Series), by
Graham Hamilton, Rick Cattell, & Maydene Fisher

Books in This Documentation Set

The Sun Java System Application Server manuals are available as online files in
Portable Document Format (PDF) and Hypertext Markup Language (HTML).

The following table summarizes the books included in the Application Server core
documentation set.

Table 5

Books in This Documentation Set

Book Title

Description

Release Notes

Quick Start Guide
Installation Guide

Deployment Planning Guide

Developer’s Guide

J2EE 1.4 Tutorial
Administration Guide
High Availability

Administration Guide

Administration Reference

Late-breaking information about the software and the documentation. Includes a
comprehensive, table-based summary of the supported hardware, operating
system, JDK, and JDBC/RDBMS.

How to get started with theSun Java SystemApplication Server product.
Installing the Application Server software and its components.

Evaluating your system needs and enterprise to ensure that you deploy Sun Java
System Application Server in a manner that best suits your site. General issues and
concerns that you must be aware of when deploying an application server are also
discussed.

Creating and implementing Java™ 2 Platform, Enterprise Edition (J2EE™ platform)
applications intended to run on the Application Server that follow the open Java
standards model for J2EE components and APIs. Includes general information
about developer tools, security, assembly, deployment, debugging, and creating
lifecycle modules.

Using J2EE 1.4 platform technologies and APIs to develop J2EE applications and
deploying the applications on the Sun Java System Application Server.

Configuring, managing, and deploying the Application Server subsystems and
components from the Administration Console.

Configuring and managing the Sun Java System Application Server high availability
featuers.

Editing the Sun Java System Application Server configuration file, donai n. xni .
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Accessing Sun Resources Online

Table 5 Books in This Documentation Set (Continued)

Book Title Description

Upgrade and Migration Guide Migrating your applications to the new Sun Java System Application Server
programming model, specifically from Application Server 6.x and 7. This guide also
describes differences between adjacent product releases and configuration options
that can result in incompatibility with the product specifications.

Performance Tuning Guide Tuning the Sun Java System Application Server to improve performance.

Troubleshooting Guide
Error Message Reference

Reference Manual

Solving Sun Java System Application Server problems.
Solving Sun Java System Application Server error messages.

Utility commands available with the Sun Java System Application Server; written in
manpage style. Includes the asadni n command line interface.

Other Server Documentation

For other server documentation, go to the following:

Message Queue documentation
http://docs. sun. con db?p=pr od/ s1. slnsgqu

Directory Server documentation
http://docs. sun. conicol | / D rectoryServer_04qg2

Web Server documentation
http://docs. sun. comicol | / S1L_websvr 61_en

Accessing Sun Resources Online

For product downloads, professional services, patches and support, and additional
developer information, go to the following:

Download Center
http: //wwms. sun. coni sof t war e/ downl oad/

Professional Services
htt p: // waw sun. coml ser vi ce/ sunps/ sunone/ i ndex. ht m

Sun Enterprise Services, Solaris Patches, and Support
http://sunsol ve. sun. com

Developer Information
http://devel opers. sun. con prodt ech/ i ndex. ht m
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Contacting Sun Technical Support

Contacting Sun Technical Support

If you have technical questions about this product that are not answered in the
product documentation, go to htt p: // www. sun. conl servi ce/ cont acti ng.

Related Third-Party Web Site References

Sun is not responsible for the availability of third-party web sites mentioned in this
document. Sun does not endorse and is not responsible or liable for any content,
advertising, products, or other materials that are available on or through such sites
or resources. Sun will not be responsible or liable for any actual or alleged damage
or loss caused or alleged to be caused by or in connection with use of or reliance on
any such content, goods, or services that are available on or through such sites or
resources.

Sun Welcomes Your Comments

16

Sun is interested in improving its documentation and welcomes your comments
and suggestions.

To share your comments, go to htt p:// docs. sun. comand click Send Comments. In
the online form, provide the document title and part number. The part number is a
seven-digit or nine-digit number that can be found on the title page of the book or
at the top of the document. For example, the title of this book is Sun Java System
Application Server 2005Q1 Administration Guide, and the part number is 817-6088.
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Chapter 1

Getting Started

This chapter describes the Sun Java™ System Application Server and introduces
basic administration tasks. This chapter contains following sections:

= About the Sun Java System Application Server
= Application Server Configuration
= Application Server Instances

= Configuration Changes

About the Sun Java System Application Server

< What is the Application Server?
= Application Server Architecture

e Tools for Administration

What is the Application Server?

The Application Server provides a robust J2EE platform for the development,
deployment, and management of enterprise applications. Key features include
transaction management, performance, scalability, security, and integration. The
Application Server supports services from Web publishing to enterprise-scale
transaction processing, while enabling developers to build applications based on
JavaServer Pages (JSP™), Java servlets, and Enterprise JavaBeans™ (EJB™)
technology.

23
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The Application Server Enterprise Edition provides advanced clustering and
failover technologies. These features enable you to run scalable and highly
available J2EE applications.

= Clustering - A cluster is a group of application server instances that work
together as one logical entity. Each Application Server instance in the cluster
has the same configuration and the same applications deployed to it.

Horizontal scaling is acheived by adding Application Server instances to a
cluster, thereby increasing the capacity of the system. It is possible to add
Application Server instances to a cluster without disrupting service. The
HTTP, RMI/ZIIOP, and JMS load balancing systems distribute requests to
healthy Application Server instances in the cluster.

= High Availability - Availability allows for failover protection of Application
Server instances in a cluster. If one application server instance goes down,
another Application Server instance takes over the sessions that were assigned
to the unavailable server. Session information is stored in the high-availability
database (HADB). HADB supports the persistence of HTTP sessions and
stateful session beans.

Application Server Architecture

This section describes Figure 1-1, which shows the high-level architecture of the
Application Server.
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Figure 1-1 Application Server Architecture

Containers - A container is a runtime environment that provides services such
as security and transaction management to J2EE components. Figure 1-1 shows
the two types of J2EE containers: Web and EJB. Web components, such as JSP
pages and servlets, run within the Web container. Enterprise beans, the
components of EJB technology, run within the EJB container.

Client Access - At runtime, browser clients access Web applications by
communicating with the Web server via HTTP, the protocol used throughout
the internet. The HTTPS protocol is for applications that require secure
communication. Enterprise bean clients communicate with the Object Request
Broker (ORB) through the the 11OP or IIOP/SSL (secure) protocols. The
Application Server has separate listeners for the HTTP, HTTPS, IIOP, and
IIOP/SSL protocols. Each listener has exclusive use of a specific port number.
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= Web Services - On the J2EE platform, it is possible to deploy a Web application
that provides a Web service implemented by Java API for XML-Based RPC
(JAX-RPC). A J2EE application or component can also be a client to other Web
services. Applications access XML registries through the Java API for XML
Registries (JAXR).

= Services for Applications - The J2EE platform was designed so that the
containers provide services for applications. Figure 1-1 shows the following
services:

o Naming - A naming and directory service binds objects to names. A J2EE
application locates an object by looking up its INDI name. JNDI stands for
the Java Naming and Directory Interface API.

o Security - The Java Authorization Contract for Containers (JACC) is a set of
security contracts defined for the J2EE containers. Based on the client’s
identity, the containers restrict access to the container’s resources and
services.

= Transaction management - A transaction is an indivisible unit of work. For
example, transfering funds between bank accounts is a transaction. A
transaction management service ensures that a transaction either completes
fully or is rolled back.

Access to External Systems

The J2EE platform enables applications to access systems that are outside of the
application server. Applications connect to these systems through objects called
resources. One of the responsibilities of an administrator is resource configuration.
The J2EE platform enables access to external systems through the following APIs
and components:

< JDBC - A database management system (DBMS) provides facilities for storing,
organizing, and retrieving data. Most business applications store data in
relational databases, which applications access via the JDBC API. The
information in databases is often described as persistent because it is saved on
disk and exists after the application ends. The Application Server bundle
includes the PointBase DBMS.

= Messaging - Messaging is a method of communication between software
components or applications. A messaging client sends messages to, and
receives messages from, any other client. Applications access the messaging
provider through the Java Messaging Service (JMS) API. The Application
Server includes a JMS provider.
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< Connector - The J2EE Connector architecture enables integration between J2EE
applications and existing Enterprise Information Systems (EIS). An application
accesses an EIS through a portable J2EE component called a connector or
resource adapter.

= JavaMail - Through the JavaMail API, applications connect to an SMTP server
in order to send and receive email.

= Server Administration - The lower right-hand corner of Figure 1-1 shows
some of the tasks performed by the administrator of the Application Server.
For example, an administrator deploys (installs) applications and monitors the
server’s performance. These tasks are performed with the administration tools
provided by the Application Server.

= Tools for Administration

< The Application Server includes three administrative tools:
o Admin Console
o asadmin Utility

o Application Server Management Extension (AMX)

Admin Console

The Admin Console is a browser-based tool that features an easy-to-navigate
interface and online help. This manual provides step-by-step instructions for using
the Admin Console. The administration server must be running to use the Admin
Console.

When the Application Server was installed, you chose a port number for the server,
or used the default port of 4849. You also specified a user name and master
password.

To start the Admin Console, in a web browser type:
htt ps: // host name: port

For example:

https://ki ndness. sun. com 4949

If the Admin Console is running on the machine on which the Application Server
was installed, specify | ocal host for the host name.

On Windows, start the Application Server Admin Console from the Start menu.
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The installation program creates the default administrative domain (named

domai n1) with the default port number 4849, as well as an instance separate from
the domain administration server (DAS). After installation, additional
administration domains can be created. Each domain has its own domain
administration server, which has a unique port number. When specifying the URL
for the Admin Console, be sure to use the port number for the domain to be
administered.

If your configuration includes remote server instances, create node agents to
manage and facilitate remote server instances. It is the responsibility of the node
agent to create, start, stop, and delete a server instance. Use the command line
interface (CLI) commands to set up node agents.

asadmin Utility

The asadni n utility is a command-line tool. Use the asadnmi n utility and the
commands associated with it to perform the same set of tasks that can be
performed in the Admin Console. For example, start and stop domains, configure
the server, and deploy applications.

Use these commands either from a command prompt in the shell, or call them from
other scripts and programs. Use these commands to automate repetitive
administration tasks.

To start the asadmi n utility:

$ asadnmin

To list the commands available within asadni n:

asadm n> hel p

It is also possible to issue an asadni n command at the shell’s command prompt:
$ asadm n help

To view a command’s syntax and examples, type hel p followed by the command
name. For example:

asadm n> hel p create-jdbc-resource

The asadni n hel p information for a given command displays the Unix man page of
the command. These man pages are also available in HTML format.
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Application Server Management Extension (AMX)

The Sun Java System Application Server Management eXtension is an API that
exposes all of the Application Server configuration and monitoring IMX managed
beans as easy-to-use client-side dynamic proxies implementing the AMX
interfaces.

For more information on using the Application Server Management Extension, see
the Using the Java Management Extensions (JMX) API chapter in the Sun Java
System Application Server Developers Guide.

Application Server Configuration

= Configuring the Application Server
« Configuring Domains

e Starting the Domain

< Restarting the Server or Domain

= Stopping the Domain

= Recreating the Domain Administration Server

Configuring the Application Server

Application Server domains are logical or physical units created to help the
administrator manage a system configuration. A domain is broken down into
smaller units including instances and node agents. A server instance is a single
Java Virtual Machine (JVM) that runs the Application Server on a single physical
machine. Each domain has one or more instances. A domain must also have at least
one associated node agent for the instance to function properly. Domains can be
grouped together to create a cluster. Clusters allow the administrator to manage
groups of hardware and software.
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Configuring Domains

Administrative domains provide a basic security structure whereby different
administrators can administer specific groups (domains) of application server
instances. By grouping the server instances into separate domains, different
organizations and administrators can share a single Application Server installation.
Each domain has its own configuration, log files, and application deployment areas
that are independent of other domains. If the configuration is changed for one
domain, the configurations of other domains are not affected.

Each Administration console session allows you to configure and manage the
domain. If you have created multiple domains, you must start an additional
Administation Console session to manage each domain. Each domain has its own
Domain Administration Server (DAS), with a unique port number. Each
administrative domain can have multiple application server instances. However,
an application server instance can belong to just one domain. When the
Application Server is installed, an administrative domain named domai nl is
automatically created.

Creating a Domain

Domains are created using the creat e- donai n command. The following example
command creates a domain named nydomai n. The administration server listens on
port 1234 and the admininstrative user name is hanan. The command prompts for
the administrative and master passwords.

$ asadmi n create-domain --admnport 80 --admi nuser hanan nydonai n

To start the Admin Console for mydomain domain, in a browser, enter the
following URL:

htt p: / / hostname: 80

For the preceding creat e- domai n example, the domain’s log files, configuration
files, and deployed applications now reside in the following directory:

install_dir/ donai ns/ nydonai n

To create the domain’s directory in another location, specify the --donai ndi r
option. For the full synax of the command, type asadnin hel p creat e- donai n.
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Deleting a Domain

Domains are deleted using the asadni n del et e- domai n command. Only the
operating system user (or root) who can administer the domain can execute this
command successfully. To delete a domain named nydonai n, for example, type the
following command:

$ asadnin del et e- domai n nydonai n

Listing Domains

The domains created on a machine can be found using the asadmi n |i st - domai ns
command. To list the domains in the defaulti nstal | _di r/donai ns directory, type
this command:

$ asadm n |ist-domains

To list domains that were created in other directories, specify the - - donai ndi r
option.

Starting the Domain

When starting a domain, the administration server and application server instance
are started. Once the application server instance is started it runs constantly,
listening for and accepting requests. Each domain must be started separately.

To start a domain, type the asadni n start-donmai n command and specify the
domain name. For example, to start the default domain (domai nl), type the
following:

$ asadm n start-domai n domai n1

If there is only one domain, omit the domain name. For the full command syntax,
type asadm n hel p start-donai n. If the password data is omitted, you are
prompted to supply it.

On Windows, to start the default domain:

From the Windows Start Menu, select Programs -> Sun Microsystems ->
Application Server -> Start Admin Server.
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Restarting the Server or Domain

Restarting the server is the same as restarting the domain. To restart the domain or
server, stop and start the domain.

Stopping the Domain

Stopping a domain shuts down its administration server and application server
instance. When stopping a domain, the server instance stops accepting new
connections and then waits for all outstanding connections to complete. This
process takes a few seconds because the server instance must complete its
shut-down process. While the domain is stopped, the Admin Console or most
asadm n commands cannot be used.

To stop a domain, type the asadm n st op- donai n command and specify the
domain name. For example, to stop the default domain (donai nl), type the
following:

$ asadm n st op-domai n domai nl

If there is only one domain, then the domain name is optional. For the full syntax,
type asadm n hel p st op-donai n.

To stop the domain using the Admin Console:

= In the tree component, select server (Admin Server) under the Standalone
Instances node.

< Onthe General Information page, click Stop Server.

On Windows, to stop the default domain:

From the Start menu select Programs -> Sun Microsystems -> Applicationserver->
Stop Admin Server.

Recreating the Domain Administration Server

For mirroring purposes, and to provide a working copy of the Domain
Administration Server (DAS), you must have:

= One machine (machinel) that contains the original DAS.
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A second machine (machine2) that contains cluster with server instances
running applications and catering to clients. The cluster is configured using the
DAS on the first machine.

A third backup machine (machine3) where the DAS needs to be recreated in
case the first machine crashes.

NOTE You must maintain a backup of the DAS from the first machine. Use

asadm n backup- donai n to backup the current domain.

Steps for DAS Migration

The following steps are required to migrate the Domain Administration Server
from the first machine (machinel) to the third machine (machine3):

1.

Setup the third machine by installing the same bits of the application server on
the third machine, as is installed on the first machine.

This is required so that the DAS can be properly restored on the third machine
and there are no path conflicts.

o Install the application server administration package using the
Command-line (interactive) mode. To activate the interactive
command-line mode, invoke the installation program using the consol e
option:

./ bundle_filename - consol e

You must have root permission to install using the command-line
interface.

o De-select the option to install default domain.

Restoration of backed up domains is only supported on two machines with
same architecture and exactly the same installation paths (i.e., use same
install_dir on both machines).

Copy the backup ZIP file from the first machine into i nstal | _di r/ domai ns on
the third machine. You may also FTP the file.

Execute asadmi n rest or e- donai n command to restore the ZIP file onto the
third machine:

asadmn restore-donain --fil enanme
instal | _dir/domai ns/sjsas_backup_v00001. zi p domai nl
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11.

You can backup any domain. However, while recreating the domain, the
domain name should be same as the original.

Changeinstal | _dir/domai ns/ donai n1/ gener at ed/ t np directory permissions
on the third machine to match the permissions of the same directory on first
machine.

The default permissions of this directory are: 2dr wx------ ? (or 700).
For example:
chnod 700 install _root/donai ns/ domai n1/ gener at ed/ t np

The example above assumes you are backing up donai nl. If you are backing up
a domain by another name, you should replace donmai n1 above with the name
of the domain being backed up.

Change the host values for the properties in the donai n. xmi for the third
machine:

Update the i nstal | _root/domai ns/ donai n1/ confi g/ donai n. xm on the third
machine.

For example:

Search for machinel and replace it with machine3. So, you can change:

<j mx- connect or ><property name=cl i ent - host name val ue=machi nel/>. ..
to:

<j mx- connect or ><property name=cl i ent - host nane val ue=machi ne3/>. ..
Change:

<j ms-service... host=nachinel.../>

to:

<j ms-service... host=nachine3.../>

Start the restored domain on machine3:

asadm n start-donain --user adm n_user --password adm n_password
donai nl

Change the DAS host values for properties under nodeagent on machine2:

Change agent . das. host property value in
i nstal | _dir/nodeagent s/ nodeagent/agent/confi g/ das. propertiesin
machine2.

Restart nodeagent on machine2.
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NOTE Start the cluster instances using the asadni n start-instance
command to allow them to synchronize with the restored domain.

Application Server Instances

= About Application Server Instances

= Defining Application Server Instances
= About Stand-Alone Instances

= Creating an Instance

e Starting an Instance

< Recovering Transactions

= Stopping an Instance

About Application Server Instances

Sun Java System Application Server creates one application server instance, called
server at the time of installation. You can delete the server instance and create a
new instance with a different name if you prefer.

Each Sun Java System Application Server instance has its own J2EE configuration,
J2EE resources, application deployment areas, and server configuration settings.
Changes to one application server instance have no effect on other application
server instances. You can have many application server instances within one
administrative domain.

For many users, one application server instance meets their needs. However,
depending upon your environment, you might want to create one or more
additional application server instances. For example, in a development
environment you can use different application server instances to test different Sun
Java System Application Server configurations, or to compare and test different
application deployments. Because you can easily add or delete an application
server instance, you can use them to create temporary “sandbox’ areas to
experiment with while developing.
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In addition, for each application server instance you can also create virtual servers.
Within a single installed application server instance you can offer companies or
individuals domain names, IP Addresses, and some administration capabilities.
For the users, it is almost as if they have their own web server, without the
hardware and basic server maintenance. These virtual servers do not span
application server instances. For more information about virtual servers, see
Configuring the JVM General Settings.

In operational deployments, for many purposes you can use virtual servers instead
of multiple application server instances. However, if virtual servers do not meet
your needs, you can also use multiple application server instances.

A Sun Java System Application Server instance is not started automatically. Once
you start an instance, the instance runs until you stop it. When you stop an
application server instance, it stops accepting new connections, then waits for all
outstanding connections to complete. If your machine crashes or is taken offline,
the server quits and any requests it was servicing may be lost.

Defining Application Server Instances

Application server instances form the basis of an application deployment. Each
instance belongs to a single domain and has its own directory structure,
configuration, and deployed applications. Each server instance also includes the
J2EE platform web and EJB containers. Every new server instance must contain a
reference to a node agent name defining the machine on which the instance will
reside.

There are three typres of server instances that can be created. Each server
instance can only be of one type:

= In the standalone server instance the configuration is not shared by any other
server instance or clusters.

= Inthe shared server instance the configuration is shared with other instances
or clusters.

= Inthe clustered server instance the configuration is shared with other
instances in the cluster.

Figure 1-2 shows an application server instance in detail. The application
server instance is a building block in the clustering, load balancing, and session
persistence features of the Application Server Enterprise Edition.
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Defining and Using Clusters - A cluster is a group of server instances sharing
the same set of applications, resources, and configuration information. A
server instance can belong to only one cluster. Among other things, the cluster
is used to facilitate load balancing, through ditribution of a load across
multiple machines, and high availability, through instance level failover.
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Figure 1-2 Sun Java System Application Server Instance

About Stand-Alone Instances

A Sun Java System Application Server instance is not started automatically. Once
you start an instance, the instance runs until you stop it. When you stop an
application server instance, it stops accepting new connections, then waits for all
outstanding connections to complete. If your machine crashes or is taken offline,
the server quits and any requests it was servicing may be lost.

Viewing General Server Information

From the General Tab you can perform the following tasks:
= Click Start Instance to start the instance.

= Click Stop Instance to stop the instance.

= Click View Log Files to open the server log viewer.

= Click Rotate Log File to rotate the log file for the instance. This action schedules
the log file for rotation. The actual rotation takes place the next time an entry is
written to the log file. The rotation happens immediately for the default server
(the DAS) but is delayed for other stand-alone server.

= Click JNDI Browsing to browse the JNDI tree for a running instance.

= Click Recover Transactions to recover incomplete transactions.

In addition you can select the following tabs to perform thse additional tasks:
= Applications Tab: deploy a selected application.

= Resources Tab: manage a selected resource.

= Properties Tab: configure instance specific properties.

= Monitor Tab: view monitoring data for JVM, Server, Thread Pools, HTTP
Service, and Transaction Service.

= Advanced Tab: set general properties for deploying applications.
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Managing Applications

From the Applications Tab, you can enable, disable, and deploy selected
applications associated with the instance.

To deploy an application:

1. Select the checkbox for the desired application.

2. From the Deploy drop down menu, select the type application module you
want to deploy:

n}

Enterprise Application: a J2EE application in an EAR(Enterprise
Application Archive) file or directory.

Web Application: a collection of Web resources such as JavaServer Pages
(JSPs), servlets, and HTML pages that are packaged in a WAR (Web
Application Archive) file or directory.

EJB Module: one or more Enterprise JavaBeans (EJBs) contained in an EJB
JAR (Java Archive) file or directory.

Connector Module: connects to an Enterprise Information System (EIS)
and is packaged in a RAR(Resource Adapter Archive) file or directory.

Lifecycle Module: performs tasks when it is triggered by one or more
events in the server’s lifecycle.

App Client Module: also called a J2EE application client JAR file, contains
the server-side routines for the client.

Managing Resources

From the Recources Tab, you can enable, disable, and create a new resource type to
associate with the instance.

To create a new resource type:

1. Select the checkbox for the desired resource.

2. From the New drop down menu, select the resource type you want to create
and associate with that instance:

n}

u}

JDBC: provide applications with a means of connecting to a database.

Persistence Manager: required for applications with container-managed
persistence beans (needed for backward compatibility).

Chapter 1  Getting Started 39



Application Server Instances

40

o JMS Connection Factory: objects that allow an application to create other
JMS objects programmatically.

o JMS Destination: represents a mail session in the JavaMail API, which
provides a platform-independent and protocol-independent framework to
build mail and messaging applications.

o JavaMail: provides a platform-independent and protocol-independent
framework to build mail and messaging applications.

o Custom: represents non-standard resources with a defined JNDI
subcontext, resource type, and factory class.

v External: enables an application to locate an external resource object in a
Lightweight Directory Access Protocol (LDAP) repository.

o Connector: a program object that provides an application with a
connection to an enterprise information systems (EIS).

o Admin Object: configures a JSR-160 compliant remote JMX connector

Administration Server Advanced Settings

The Administration Server Advanced settings allow you to set general properties
for deploying applications. These properties enable you to ensure and monitor that
changes to deployed applications are detected and the modified classes reloaded.

Setting Applications Configurations

If dynamic reloading is enabled, the server periodically checks for changes in the
files of the deployed application and automatically reloads the application with the
changes. Dynamic reloading is useful in a development environment because it
allows code changes to be tested quickly. In a production environment, however,
dynamic reloading may degrade performance.

Dynamic reloading is intended for development environments. It is incompatible
with session persistence, a production environment feature. Do not enable session
persistence if dynamic deployment is enabled.

NOTE Dynamic reloading is only available for the default server instance.

To configure dynamic reloading from the Applications Configuration page,
configure the following:
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o Reload: Enable or disable dynamic reloading with the Enabled checkbox.

o Reload Poll Interval: Specify how often the server checks for changes in the
deployed applications.

o Admin Session Timeout: Specify the amount of time before the Admin
Session times out and you have to log in again.

Setting the auto deploy

The auto deploy feature enables you to deploy a pre-packaged application or
module by copying it to the install_dir/ donai ns/ domain_dir/ aut odepl oy directory.

For example, copy a file named hel | 0. war to the
install_dir/ domai ns/ domai n1/ aut odepl oy directory. To undeploy the application,
remove the hel | 0. war file from the aut odepl oy directory.

The auto deploy feature is intended for development environments. It is
incompatible with session persistence, a production environment feature. Do not
enable session persistence if dynamic deployment is enabled

NOTE Auto deploy is only available for the default server instance.

To configure the auto deploy settings from the the Applications Configuration
page:

1. Enable or disable auto deploy by selecting or deselecting the Enabled
checkbox.

2. In the Auto Deploy Poll Interval field, specify how often the server checks the
auto deploy directory for application or module files. Changing the poll
interval will not affect the amount of time it takes to deploy an application or
module.

3. Inthe Auto Deploy Directory, if you specify the directory where you build
your application, then you won’t have to copy the file to the default auto
deploy directory.

The default is a directory called aut odepl oy in the server instance’s root
directory. By default a variable is used to eliminate the need to manually
change the directory for multiple server instances.

4. To run the verifier before deployment, select the Verifier Enabled checkbox.
The verifier examines the structure and content of the file. Verification of large
applications is often time-consuming.
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5. To precompile JSP pages, select the JSPs checkbox. If you do not select this
checkbox, the JSP pages are compiled at runtime when they are first accessed.
Because compilation is often time-consuming, in a production environment
select this checkbox.

Setting Additional Properties
Click the Add Property button to specify additional settings.

Setting Domain Attributes
The following domain attributes properties are available.

Table 1-1 Domain Attributes values

Property Definition

com.sun.aas.installRoot Directory where the application server is installed.
com.sun.aas.instanceRoot Top level directory for a server instance.

com.sun.aas.hostName Name of the host (machine).

com.sun.aas.javaRoot .J2SE installation directory.

com.sun.aas.imqLib Library directory of the Sun Java System Message Queue.
com.sun.aas.configName Name of the configuration being used by a server instance.
com.sun.aas.instanceName Name of the server instance. This property is not available for the

default-config but can be used for customized configurations.

com.sun.aas.clusterName Name of the cluster. This property is only set on the clustered server
instances. This property is not available for the default-config but can be
used for customized configurations.

com.sun.aas.domainName Name of the domain. This property is not available for the default-config
but can be used for customized configurations.

Instance Specific Configuration Properties

The instance specific Configuration Properties override the values for this instance.

NOTE The default values are defined in the configuration bound to the
instance.

To revert the value back to the default value:
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1. Remove the override value.
2. Click Save.

If no override value is set, the default value is used.

Adding or Deleting Instance Properties

To add properties:

e Click the Add Property button to specify additional settings.

The following property attribute name/value pairs for configuring the resource are

available:

Table 1-2  Property Attribute Name/Value Pairs

Property Definition

HTTP_LISTENER_PORT This port is used to listen for HTTP requests. This property specifies the
port number for http-listener-1. Valid values are 1-65535. On UNIX,
creating sockets that listen on ports 1-1024 requires superuser privileges.

HTTP_SSL_LISTENER_PORT This port is used to listen for HTTPS requests. This property specifies the
port number for http-listener-2. Valid values are 1-65535. On UNIX,
creating sockets that listen on ports 1-1024 requires superuser privileges.

IIOP_LISTENER_PORT This property specifies which ORB listener port for IIOP connections
orb-listener-1 listens on.

IIOP_SSL_LISTENER_PORT This port is used for secure IIOP connections.

JMX_SYSTEM_CONNECTOR_PORT This property specifies the port number on which the JIMX connector

listens. Valid values are 1-65535. On UNIX, creating sockets that listen on
ports 1-1024 requires superuser privileges.

IIOP_SSL_MUTUALAUTH_PORT This property specifies which ORB listener port for IIOP connections the

IIOP listener called SSL_MUTUALAUTH listens on.

To delete properties:
1. Click the for the property you wish to delete.
2. Click the Delete Property button.

Creating an Instance

To create an instance;
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1. Inthe tree component, select the Standalone Instances node.

2. On the Stand Alone Server Instances page, click New.

3. Inthe Name field, identify a unique name for the new instance.
4. Select a Node Agent.

The node agent must be started using the asadni n st art - node- agent
command on the node agent’s host machine so that the server instance you are
creating can be associated with that node agent.

5. Select a desired configuration.
o Reference an existing configuration. No new configuration is added.

o Make a copy of an existing configuration. A new configuration is added
when the server instance or cluster is added.

6. By default, new instances are created with configurations copied from the
default-config configuration. To copy from a different configuration, specify it
when creating the new instance.

7. For aserver instance, the new configuration is named i nst ance_nane- confi g.

The configuration default-config is the default configuration that acts as a
template for creating standalone server instance. No unclustered server
instances or clusters are allowed to refer to the default-config configuration; it
can only be copied to create new configurations. Edit the default configuration
to ensure that new configurations copied from it have the correct initial
settings.

Equivalent asadm n command: cr eat e- i nst ance.

Starting an Instance

To start an instance, perform these steps:

1. Inthe tree component, expand the Stand-Alone Instances node.
2. Select the Instance you wish to start.

3. On the General tab, click Start to start the instance.

The node agent associated with the instance must be started using the asadni n
st art - node- agent command before you can successfully start the instance.

Once an instance is started, it is possible to perform the following tasks from the
General tab:
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Click Stop Instance to stop the instance.

Click JNDI Browsing to view the JNDI entries for that instance.

Click View Log Files to view the Log Viewer and specify logging options.
Click Rotate Log File.

Click Recover Transactions to recover incomplete transactions.

Equivalent asadmin command: start-instance.

Recovering Transactions

Transactions might be incomplete either because the server crashed or a resource
manager crashed. It is essential to complete these stranded transactions and
recover from the failures. Application Server is designed to recover from these
failures and complete the transactions upon server startup.

If the selected server is running, then recovery will be done by the same server. If
the selected server is not running, then the selected Destination Server will do the
recovery.

Stopping an Instance

To stop an instance, perform these steps:

1. Inthe tree component, expand the Standalone Instances node.

2. Select the Instance you wish to stop.

3. On the General tab, click Stop to stop the instance.

Equivalent asadmin command: stop-instance.

Shutting Down the Server Instance

To shut down the Administration Server:

1. Inthe tree component, select the Standalone Instances node.

2. Select the Administation Server Instance

3. Click Stop.
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A confirmation dialog displays to confirm that you wish to shutdown the
Administration Server.

Configuration Changes

46

Changing Application Server Configuration

Ports in the Application Server

Viewing Port Numbers

Changing the Administrative Server Port

Changing an HTTP Port

Changing an 11OP Port

Configuring a JIMX Connector Using the Admin Service
Editing the IMX Connector Configuration

Changing the J2SE Software

Changing Application Server Configuration

When making any of these configuration changes, restart the server for the changes
to take effect:

Changing JVM options

Changing port numbers

Managing HTTP, 11OP, and JMS services
Managing thread pools

For instructions, see Restarting the Server or Domain.

With dynanamic configuration, most changes take effect while the server is
running. To make the following configuration changes, do NOT restart the server:

Deploying and undeploying applications
Adding or removing JDBC, JMS, and Connector resources and pools
Changing logging levels

Adding file realm users
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< Changing monitoring levels

= Enabling and disabling resources and applications

Note that the asadni n reconfi g command has been deprecated and is no longer

necessary. Configuration changes are applied to the server dynamically.

Ports in the Application Server

Table 1-1 describes the port listeners of the Application Server.

Table 1-1 Application Server Listeners that Use Ports

Listener

Default Port
Number

Description

Administrative
server

HTTP

HTTPS
IIOP

IIOP, SSL

IIOP, SSL and
mutual
authentication

4848

8081

8181

A domain’s administrative server is accessed by the Admin Console and the
asadmin utility. For the Admin Console, specify the port number in the URL of the
browser. When executing an asadmin command remotely, specify the port number
with the --port option.

The Web server listens for HTTP requests on a port. To access deployed Web
applications and services, clients connect to this port.

Web applications configured for secure communications listen on a separate port.

Remote clients of enterprise beans (EJB components) access the beans through
the IIOP listener.

Another port is used by the IIOP listener configured for secure communications.

Another port is used by the IIOP listener configured for mutual (client and server)
authentication.

Viewing Port Numbers

1. Inthe tree component, select an instance under the Standalone Instances node.

2. Select the Properties tab.

3. On the Instance Specific page, the default port numbers are identified. It is
possible to set the configuration to override these values.
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Changing the Administrative Server Port

1.

N

A W

In the tree component, expand the Configurations node.

Expand the server-config (Admin Config) node

Expand the HTTP Service node.

Expand the HTTP Listeners node.

Select the admin-listener node.

On the Edit HTTP Listener page, change the value of the Listener Port field.

Restart the server.

Changing an HTTP Port

1.
2.

o g k&

In the tree component, expand the HTTP Service node.

Expand the HTTP Listeners node.

Select the HTTP listener whose port number you want to change.

On the Edit HTTP Listener page, change the value of the Listener Port field.
Click Save.

Restart the server.

Changing an IIOP Port

1.
2.
3.

»

In the tree component, expand the Configurations node.

Expand the server-config (Admin Config) node

Expand the ORB node.

Expand the I1OP Listeners node.

Select the listener whose port number you want to change.

On the Edit I1OP Listener page, change the value of the Listener Port field.
Click Save.

Restart the server.
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Configuring a JMX Connector Using the Admin
Service

Use the Admin Service to configure a JSR-160 compliant remote JMX connector,
which handles communication between the domain administration server and the
node agents, which manage server instances on a host machine, for remote server
instances.

The Admin Service determines whether the server instance is a regular instance, a
domain administration server (DAS), or a combination. A DAS is similar to a J2EE
server instance, except that user applications and resources are not deployed to a
DAS, though it is capable of serving user application requests. The only significant
difference between a DAS and a J2EE Server Instance is that the former can not be a
part of a cluster, the homogeneous unit of server instances.

To configure the JIMX connector:
1. Select Configurations from the tree.
2. 2. Select the instance to configure:

a. To configure a particular instance, select the instance’s config node. For example,
for the default instance, server, select the server-config node.

b. b. To configure the default settings for future instances that use a copy of
default-config, select the default-config node.

3. Select Admin Service from the tree.

4. From the Type drop-down menu, select what you want the Admin service to
configure: DAS , DAS and server, or server. Selecting DAS and server is the
same as selecting DAS. The server selection selects a non-DAS server instance.

5. Inthe JMX Connector Name field, enter the name of the JIMX connector used
internally. The name of the connector is system.

Editing the JIMX Connector Configuration

With the Edit JIMX Connector screen you can edit the configuration of the JSR
160-compliant JIMX Connector.

1. Select Configurations from the tree.

2. Select the instance to configure:
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a. To configure a particular instance, select the instance’s config node. For example,
for the default instance, server, select the server-config node.

b. To configure the default settings for future instances that use a copy of
default-config, select the default-config node.

3. Expand the Admin Service node and click system, which is the JMX connector used
internally.

4. Enter the port of the JMX connector server. The JMX service URL is a function of the
protocol, port, and address, as defined by the JSR 160 1.0 Specification

5. Enter the protocol that this JMX connector should support. The Application Server
version 8.1 supports the rmi_jrmp protocol only.

6. Inthe Realm Name field, enter the name that represents the special administrative
realm. All authentication will be handled by this realm.

7. Select the Enabled checkbox to indicate that transport layer security should be used in
the JMX connector. If you enable transport layer security, fill out the SSL section by
following the instructions in Configuring Security for the Admin Service’s IMX
Connector.

Changing the J2SE Software

The Application Server relies on the Java 2 Standard Edition (J2SE) software. When
the Application Server was installed, the directory for the J2SE software was
specified. For instructions on changing the J2SE software, see Configuring the JVM
General Settings.

Using Online Help

The Admin Console’s online help is context-sensitive: When clicking the Help link
in the upper right corner, the help browser window displays a topic related to the
current Admin Console page. If the current page has no help information, the
Using Online Help topic is displayed.

The online help includes conceptual topics that are not context-sensitive. To view
one of these topics, select it from the table of contents in the help browser window.

To go back to the previous help screen:
1. From within the help browser window, right-click to display a selection menu.

2. Select Back.
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If you do not find the information you’re looking for, check the Application Server
Administration Guide, available online at:

http://docs. sun. conl

Further Information

Sun Microsystems Wordlwide Training - Over 250,000 students each year are
trained by Sun and its authorized centers through Web-based courses and at
over 250 training sites located in more than 60 countries. For more information,
see:

http://training. sun. conl

The J2EE 1.4 Tutorial - Written for developers, the tutorial has administrative
instructions for configuring JMS, setting up JavaMail resources, and managing
security. To access the tutorial, go to this URL:

http://java. sun. conlj 2ee/ 1. 4/ docs/ tutori al / doc/ i ndex. ht m

Application Server Developer’s Guide - This guide contains development
information that is specific to the Application Server. The Developer’s Guide is
available at:

ht t p: // docs. sun. com

The asadm n man pages - Available in HTML format, these pages include
syntax and examples for all the application server utilities including the
asadmi n utility commands. These HTML pages are posted at the following
URL:

ht t p: //docs. sun. com
Application Server Release Notes - Available online at:
http://docs. sun. con

Getting Started With J2EE Connectors - This document has instructions for
configuring connectors (resource adapters), connection pools, and connector
resources:

http://java. sun. conl j 2ee/ connect or/

docs.sun.com: Sun Product Documentation - From this site you can search for
and access all of our product documentation:

http://docs. sun. conl
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= J2EE 1.4 Documentation page - Located on our public Web site, this page has
links to the technical documentation for the J2EE 1.4 platform:

http://java. sun. conlj 2ee/ 1. 4/ docs/

= The Quick Start Guide - This document shows you how to deploy and run a
simple Web application. The guide is in the install_dir/ docs/ Qui ckStart. ht ni
file.
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Chapter 2

Configuring Clusters

This chapter describes how to use the Admin Console to configure clusters. It
contains the following sections:

e About Clusters

e Admin Console Tasks for Clusters

About Clusters

e What is a Cluster?
e Cluster Types

e Clusters, Instances, Load Balancers, and Sessions

What is a Cluster?

A cluster is a collection of zero or more server instances that work together as one
logical entity. A cluster provides a runtime environment for one or more J2EE
applications.

The use of clusters in the Sun Java System Application Server Enterprise Edition
8.1 environment provides the following:

= High availability, by allowing for failover protection for the server instances in
a cluster. If one server instance goes down, other server instances take over the
requests that the unavailable server instance was serving.
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= Scalability, by allowing for the addition of server instances to a cluster, thus
increasing the capacity of the system. The load balancer of the Application
Server distributes requests to the available server instances within the cluster.
No disruption in service is required as an administrator adds more server
instances to a cluster.

A cluster has the following properties:
= All instances in the cluster reference the same configuration.

= Allinstances in the cluster have the same set of deployed applications (for
example, a J2EE application EAR file, a web module WAR file, or an EJB JAR
file).

= Allinstances in the cluster have the same set of resources, resulting in the same
JNDI namespace.

Every cluster in the domain has a unique name; furthermore, this name must be
unique across all node agent names, server instance names, cluster names, and
configuration names. The name must not be dormai n. Administrators perform the
same operations on a cluster (for example, deploying applications and creating
resources) that they perform on an unclustered server instance.

For an overview of the use of clusters, node agents, and server instances, see the
Deployment Planning Guide. For details about the load balancer, see Configuring
Load Balancing and Failover.

Cluster Types

There are two types of clusters: stand-alone clusters and shared clusters.

= A stand-alone cluster has its own configuration shared by no other server
instances or clusters. By default, the name of this configuration is
cluster_name- conf i g, where cluster_name represents the name of the cluster.

= Asshared cluster shares its configuration with one or more other clusters or
unclustered instances.
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Clusters, Instances, Load Balancers, and
Sessions

Clusters, server instances, load balancers, and sessions are related as follows in the
Application Server:

= |tis not mandatory that a server instance be part of a cluster. However, an
instance that is not part of a cluster cannot take advantage of high availability
through transfer of session state from one instance to other instances.

= The server instances within a cluster can be hosted on different machines or on
the same machine. That is, you can group server instances across different
machines into a cluster.

= A particular load balancer can forward requests to server instances on multiple
clusters. You can use this ability of the load balancer to perform an online
upgrade without loss of service. For more information, see “Using Multiple
Clusters for Online Upgrades Without Loss of Service” on page 60.

= Asingle cluster can receive requests from multiple load balancers. If a cluster is
served by more than one load balancer, you must configure the cluster in
exactly the same way on each load balancer.

= Each session is tied to a particular cluster. What this implies is that although an
application can be deployed on multiple clusters, sessions will only be failed
over to server instances within the same cluster.

= The Application Server supports failover for HTTP sessions and stateful
session bean (SFSB) sessions. Failover of certain J2EE object references that are
stored within HTTP sessions is also supported.

For more information on failover of HTTP sessions, see “Configuring
Availability and Session Persistence” on page 149

The cluster thus acts as a safe boundary for session failover for the server instances
within the cluster. You can use the load balancer and upgrade components within
the Application Server without loss of service. For more information, see “Using
Multiple Clusters for Online Upgrades Without Loss of Service” on page 60.

Admin Console Tasks for Clusters

= Creating a Cluster

= Configuring a Cluster
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< Migrating EJB Timers

= Creating Server Instances for a Cluster

= Configuring Clustered Server Instances
= Configuring Applications for a Cluster

= Configuring Resources for a Cluster

e Deleting a Cluster

= Using Multiple Clusters for Online Upgrades Without Loss of Service

Creating a Cluster

To create a cluster, perform these steps:

1. In the tree component, select the Clusters node.

2. On the Clusters page, click New. The Create Cluster page appears.
3. Inthe Name field, type a name for the cluster. The name

o Must consist only of uppercase and lowercase letters, numbers,
underscores, hyphens, and periods (. )

o Must be unique across all node agent names, server instance names, cluster
names, and configuration names

o Must not be donai n
4. Inthe Configuration field, choose a configuration from the drop-down list.

To create a stand-alone cluster, choose def aul t - confi g, and leave the radio
button labeled “Make a copy of the selected Configuration” selected. The copy
of the default configuration will have the name cluster_name- confi g.

To reference another configuration, choose the configuration from the
drop-down list and select the radio button labeled “Reference the selected
Configuration.” This action creates a shared cluster if the configuration is used
by another cluster.

5. You can add server instances now, or you can wait until after the cluster is
created. Before you create server instances for the cluster, first create one or
more node agents or node agent placeholders. See “Creating a Node Agent
Placeholder” on page 104 for details.

To create server instances, perform the following steps:
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a. Inthe Server Instances To Be Created area, click Add.

b. Type a name for the instance in the Instance Name field

c. Choose a node agent from the Node Agent drop-down list.
6. Click OK.
7. Click OK on the Cluster Created Successfully page that appears.

For more details on how to administer clusters, server instances, and node agents,
see “Deploying Node Agents” on page 97.

Equivalent asadm n command: cr eat e- cl ust er

Configuring a Cluster

To configure a cluster, perform these steps:
1. Inthe tree component, expand the Clusters node.

2. Select the node for the cluster. On the General Information page, you can
perform these tasks:

o Click Start Instances to start the clustered server instances.
o Click Stop Instances to stop the clustered server instances.

o Click Migrate EJB Timers to migrate the EJB timers from a stopped server
instance to another server instance in the cluster.

Equivalent asadm n commands: start-cl uster, stop-cluster, mgrate-tiners

Migrating EJB Timers

If a server instance stops running abnormally or unexpectedly, it can be necessary
to move the EJB timers installed on that server instance to a running server instance
in the cluster. To do so, perform these steps:

1. From the Source drop-down list, choose the stopped server instance from
which to migrate the timers.

2. Optionally, from the Destination drop-down list, choose the running server
instance to which to migrate the timers. If this field is left blank, a running
server instance will be randomly chosen.

3. Click OK.
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4. Stop and restart the Destination server instance.

An error message appears if the Source server instance is running or if the
Destination server instance is not running.

Equivalent asadnmi n command: migrate-timers

Creating Server Instances for a Cluster

Before you can create server instances for a cluster, you must first create a node
agent or node agent placeholder. See “Creating a Node Agent Placeholder” on
page 104 for details.

To create a server instance for a cluster, perform these steps:

1. In the tree component, expand the Clusters node.

2. Select the node for the cluster.

3. Click the Instances tab to bring up the Clustered Server Instances page.
4. Click New to bring up the Create Clustered Server Instance page.

5. In the Name field, type a name for the server instance.

6. Choose a node agent from the Node Agents drop-down list.

7. Click OK.

Equivalent asadni n command: cr eat e- i nst ance

Configuring Clustered Server Instances

To make changes to a clustered server instance after creating it, perform these
steps:

1. In the tree component, expand the Clusters node.

2. Expand the node for the cluster that contains the server instance, then select
the server instance node to be edited.

3. Onthe General Information page, you can perform these tasks:
o Click Start Instance to start the instance.
o Click Stop Instance to stop a running instance.

o Click JNDI Browsing to browse the JNDI tree for a running instance.
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Click View Log Files to open the server log viewer.

Click Rotate Log File to rotate the log file for the instance. This action
schedules the log file for rotation. The actual rotation takes place the next
time an entry is written to the log file.

Click Recover Transactions to recover incomplete transactions.
Click the Properties tab to modify the port numbers for the instance.

Click the Monitor tab to change monitoring properties.

You can also perform operations on a server instance as follows:

1. Inthe tree component, expand the Clusters node.

2. Expand the node for the cluster that contains the server instance.

3. Click the Instances tab to go to the Clustered Server Instances page. On this
page you can perform the following tasks:

u]

u}

Select the checkbox for an instance and click Delete, Start, or Stop.

Click the name of the instance to bring up the General Information page.

To delete a clustered server instance from a cluster, select the checkbox next to the
instance name and click Delete.

Configuring Applications for a Cluster

To configure applications for a cluster, perform these steps:

1. Inthe tree component, expand the Clusters node.

2. Select the node for the cluster.

3. Click the Applications tab to bring up the Applications page. On this page, you
can perform these tasks:

u}

Select the checkbox next to an application and choose Enable or Disable to
enable or disable the application for the cluster.

From the Deploy drop-down list, select a type of application to deploy. On
the Deployment page that appears, specify the application.

From the Filter drop-down list, select a type of application to display in the
list.

To edit an application, click the application name.
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Configuring Resources for a Cluster

To configure resources for a cluster, perform these steps:
1. Inthe tree component, expand the Clusters node.
2. Select the node for the cluster.

3. Click the Resources tab to bring up the Resources page. On this page, you can
perform these tasks:

o Select the checkbox next to a resource and click Enable or Disable to enable
or disable the resource globally. This action does not remove the resource.

o From the New drop-down list, select a type of resource to create. Make
sure to specify the cluster as a target when you create the resource.

o From the Filter drop-down list, select a type of resource to display in the
list.

To edit a resource, click the resource name.

Deleting a Cluster

To delete a cluster, perform these steps:
1. Inthe tree component, select the Clusters node.

2. Onthe Clusters page, select the checkbox next to the name of the cluster to be
deleted.

3. Click Delete.

Equivalent asadni n command: del et e- cl ust er

Using Multiple Clusters for Online Upgrades
Without Loss of Service

You can use the load balancer and multiple clusters to upgrade components within
the Application Server without any loss of service. A component can, for example,
be a JVM, the Application Server, or a web application.

To perform this task, do the following:
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Stop one of the clusters using the Stop Cluster button on the General
Information page for the cluster.

Upgrade the component in that cluster.

Start the cluster using the Start Cluster button on the General Information page
for the cluster.

Repeat the process with the other clusters, one by one.

Because sessions within one cluster will never fail over to sessions within another
cluster, there is no risk of version mismatch caused by a session’s failing over from
a server instance that is running one version of the component to another server
instance (in a different cluster) that is running a different version of the component.
A cluster in this way acts as a safe boundary for session failover for the server
instances within it.

NOTE This approach is not possible in the following cases:

= When you change the schema of the high-availability database
(HADB). For more information, see the Administering High
Availability Database chapter in the Sun Java System Application
Server High Availability Administration Guide.

= When you perform an application upgrade that involves a
change to the application database schema.

CAUTION Upgrade all server instances in a cluster together. Otherwise, there is

a risk of version mismatch caused by a session failing over from one
instance to another where the instances have different versions of
components running.
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Chapter 3

Configuring Load Balancing and
Failover

This chapter describes how to set up load balancing of HTTP requests in the Sun
Java System Application Server. It also explains how to configure failover between
server instances controlled by the load balancer. In addition, it discusses RMI-110P
load balancing and Failover.

It contains the following sections:

About HTTP Load Balancing and Failover
Configuring Web Servers for HTTP Load Balancing
HTTP Load Balancer Configuration Tasks
Upgrading an Application

About RMI-IIOP Load Balancing and Failover

About HTTP Load Balancing and Failover

HTTP Load Balancing and Failover

Requirements for HTTP Load Balancing

Understanding Assigned Requests and Unassigned Requests
HTTP Load Balancing Algorithm

Overview of HTTP Load Balancing Set-up
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HTTP Load Balancing and Failover

The goal of load balancing is to evenly distribute the workload between multiple
Sun Java System Application Server instances, stand-alone or clustered, thereby
increasing the overall throughput of the system.

Using a load balancer also enables requests to fail over from one server instance to
another. For HTTP session information to persist, configure HTTP session
persistence. For more information, see “Configuring Availability and Session
Persistence”

Use the asadmin tool, not the Admin Console, to configure HTTP load balancing.

Requirements for HTTP Load Balancing

You must meet the following requirements before using the load balancer plug-in
for HTTP requests:

= Sun Java System Application Server Enterprise Edition is installed.
= A web server is installed and configured.

For more information, see “Configuring Web Servers for HTTP Load
Balancing” on page 68.

< Aload balancer plug-in is installed.
= The Application Server is configured.

o Application Server instances or clusters participating in load balancing are
created.

o Applications are deployed to all Application Server instances or clusters
participating in load balancing.

o Server instances and clusters participating in load balancing must have a
homogenous environment. Usually that means that the server instances
reference the same server configuration and have the same applications
deployed to them.
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Understanding Assigned Requests and
Unassigned Requests

When a request first comes in from an HTTP client to the load balancer, itis a
request for a new session. A request for a new session is called an unassigned
request. The load balancer routes this request to an application server instance in
the cluster according to a round-robin algorithm. For more information, see “HTTP
Load Balancing Algorithm” on page 65.

Once a session is created on an application server instance, the load balancer routes
all subsequent requests for this session only to that particular instance. A request
for an existing session is called an assigned or a sticky request.

HTTP Load Balancing Algorithm

The Sun Java System Application Server load balancer uses a sticky round robin
algorithm to load balance incoming HTTP and HTTPS requests. All requests for a
given session are sent to the same application server instance. With a sticky load
balancer, the session data is cached on a single application server rather than being
distributed to all instances in a cluster.

Therefore, the sticky round robin scheme provides significant performance benefits
that normally override the benefits of a more evenly distributed load obtained with
pure round robin.

About the Sticky Round Robin Load Balancing Algorithm

When a new HTTP request is sent to the load balancer plug-in, it's forwarded to an
application server instance based on a simple round robin scheme. Subsequently,
this request is “stuck” to this particular application server instance, either by using
cookies, or explicit URL rewriting.

From the sticky information, the load balancer plug-in first determines the instance
to which the request was previously forwarded. If that instance is found to be
healthy, the load balancer plug-in forwards the request to that specific application
server instance. Therefore, all requests for a given session are sent to the same
application server instance.

The load balancer plug-in uses the following methods to determine session
stickiness:

= Cookie-Based Method
= Explicit URL Rewriting Method
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Cookie-Based Method

In the cookie-based method, the load balancer plug-in uses a separate cookie to
record the route information.

NOTE The HTTP client must support cookies to use the cookie based
method.

Explicit URL Rewriting Method

In the explicit URL rewriting method, the sticky information is appended to the
URL. This method works even if the HTTP client does not support cookies.

Load Balancing and Failover Sample
Applications

The following directories contain sample applications that demonstrate load
balancing and failover:

install_dir/ sanpl es/ ee- sanpl es/ hi ghavai l ability
install_dir/ sanpl es/ ee- sanpl es/ f ai | over

The ee- sanpl es directory also contains information for setting up your
environment to run the samples.

Overview of HTTP Load Balancing Set-up

Use the asadni n tool to configure load balancing in your environment. Follow
these steps:

1. Complete the “Requirements for HTTP Load Balancing” on page 64, including
installing and configuring a web server and Application Server instances and
or clusters.

2. Create a load balancer configuration using the asadm n command
create-http-1b-config.

3. Add references to clusters and stand-alone server instances for the load
balancer to manage using asadm n create-http-1b-ref.

If you created the load balancer configuration with a target, and that target is
the only cluster or stand-alone server instance the load balancer references,
skip this step.
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Enable the clusters or stand-alone server instances reference by the load
balancer using asadm n enabl e- htt p-| b-server.

Enable applications for load balancing using asadni n
enabl e-htt p-1b-applicati on.

These applications must already be deployed and enabled for use on the
clusters or stand-alone instances that the load balancer references. Enabling for
load balancing is a separate step from enabling them for use.

Create a health checker using asadm n cr eat e- heal t h- checker .

The health checker monitors unhealthy server instances so that when they
become healthy again, the load balancer can send new requests to them.

Generate the load balancer configuration file using asadni n
export-http-1b-config.

This command generates a configuration file to use with the load balancer
plug-in shipped with the Sun Java System Application Server.

Copy the load balancer configuration file to your web server conf i g directory
where the load balancer plug-in configuration files are stored.

Configuring Web Servers for HTTP Load

Balancing

About Web Server Configuration
Modifications to Sun Java System Web Server
Modifications to Apache Web Server
Modifications to Microsoft 11S

Configuring Multiple Web Server Instances

About Web Server Configuration

The load balancer plug-in installation program makes a few modifications to the
web server’s configuration files. The changes made depend upon the web server.
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NOTE The load balancer plug-in can be installed either along with Sun Java
System Application Server Enterprise Edition, or separately, on a
machine running the supported web server.

For complete details on the installation procedure, see Sun Java
System Application Server Installation Guide.

Maodifications to Sun Java System Web Server

The installation program makes the following changes to the Sun Java System Web
Server’s configuration files:

1. Adds the following load balancer plug-in specific entries to the web server
instance’s magnus. conf file:

##EE | b-pl ugi n

Init fn="Ioad- modul es"

shli b="web_server_install_dir/ pl ugi ns/ | bpl ugi n/ bi n/ | i bpasst hr ough. so"
funcs="i ni t - passt hrough, servi ce- passt hr ough, name-t r ans- passt hr ough"
Thr ead="no"

Init fn="init-passthrough"
##end addition for EE | b-plugin

2. Adds the following entries specific to the load balancer plug-in to the web
server instance’s obj . conf file;

<Cbj ect nane=def aul t>

NameTr ans fn="name-trans- passt hrough" nane="I bpl ugi n"
config-file="web server_install_dir/web_server_instance/ conf i g/ | oadbal ancer. xm "

<Chj ect name="1 bpl ugi n">

oj ect Type fn="force-type" type="nagnus-internal/lbplugin"

Pat hCheck fn="deny-existence" path="*/WEB-| N~/ *"

Servi ce type="magnus-internal /| bplugin" fn="service-passthrough”

Error reason="Bad Gateway" fn="send-error" uri="$docroot/badgateway. htm"
</ obj ect >

I bpl ugi n is a name that uniquely identifies the Obj ect, and
web_server_install_dir/ web_ser ver _i nst ance/ confi g/ | oadbal ancer. xni is the
location of the XML configuration file for the virtual server on which the load
balancer is configured to run.
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After installing, configure the load balancer as described in “Overview of HTTP
Load Balancing Set-up” on page 67.

Modifications to Apache Web Server

Before installing the load balancer plug-in on Apache, see information on
compiling and configuring Apache in Appendix A, “Compiling and Configuring
Apache Web Server.”

Modifications Made by the Installer

The load balancer plug-in installation program extracts the necessary files to the
|'i bexec (Apache 1.3) or nodul es (Apache 2.0) folder under the web server’s root
directory. It adds the following entries specific to the load balancer plug-in to the
web server instance’s htt pd. conf file:

<Vi rt ual Host machine_name:443>
##Addi tion for EE | b-plugin
LoadFile /usr/lib/libCstd.so.1

LoadModul e apachel bpl ugi n_nodul e |i bexec/ nod_| oadbal ancer. so
#AddModul e nod_apachel bpl ugi n. cpp
<I f Modul e nod_apachel bpl ugi n. cpp>
config-file webserver_instance/ conf/| oadbal ancer. xm
| ocal e en
</ | f Modul e>

<Vi rtual Host machine_ip_address>
Docurrent Root " webserver_instance/ ht docs”
Server Nane server_nane

</ Vi rtual Host >

##END EE LB Pl ugi n Paramet ersVersion 7
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NOTE ¢ On Apache 1.3, when more than one Apache child processes runs, each
process has its own load balancing round robin sequence.

For example, if there are two Apache child processes running, and the load
balancing plug-in load balances on to two application server instances, the first
request is sent to instance #1 and the second request is also sent to instance
#1. The third request is sent to instance #2 and the fourth request is sent to
instance #2 again. This pattern is repeated (instancel, instancel, instance2,
instance2, etc.)

This behavior is different from what you might expect, that is, instancel,
instance2, instancel, instance2, etc. In Sun Java System Application Server,
the load balancing plug-in for Apache instantiates a load balancer instance for
each Apache process, creating an independent load balancing sequence.

* Apache 2.0 has multithreaded behavior if compiled with the
--wi t h- npnewor ker option.

Modifications After Installation

Apache web server must be run in secure mode to ensure that it works well with
the load balancer plug-in. Create a directory called sec_db_fi | es under
apache_install_dir and copy application_server_domain_dir/ conf i g/ security_db_filesto
apache_install_dir/sec_db_files.

Additional Modifications on Microsoft Windows

If you are running Apache on Microsoft Windows, after installing the plug-in,
some environment variable changes are required:

Add a new path to the Path environment variable by clicking
Start->Settings->Control Panel->System->Advanced->Environment
Variables->System Variables. Edit the Path variable to include the following:

application_server_install_dir/ bi n

In addition, set the environment variable NSPR_NATIVE_THREADS ONLY to 1
before starting Apache web server.

On the Environment Variables window, under System Variables, click New.Enter
the following name and value pair:

Variable name: NSPR_NATIVE_THREADS ONLY
Variable value: 1

Restart the machine.
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Modifications to Microsoft lIS

To configure Microsoft Internet Information Services (11S) to use the load balancer
plug-in, modify certain properties in Windows Internet Services Manager. The
Internet Services Manager is located in the Administrative Tools folder in the
Control Panel folder.

Make these modifications after installing the Sun Java System Application Server.
1. Open the Internet Services Manager.

2. Select the web site for which you want to enable the plug-in. This web site is
typically named the Default Web Site.

3. Rightclick on the web site and select Properties to open the Properties
notebook.

4. Toadd a new ISAPI filter, open the ISAPI Filters tab, click Add, and follow the
steps given below:

a. Inthe Filter Name field, enter Application Server

b. Inthe Executable field, type
C:\ I net pub\ wwr oot \ sun- passt hr ough\ sun- passt hr ough. di |

c. Click OK, and close the Properties notebook.
5. Create and configure a new virtual directory:
a. Rightclick on the default web site, select New, and then Virtual Directory.
The Virtual Directory Creation Wizard opens.
b. In the Alias field, type sun- passt hr ough.
c. Inthe Directory field, type C \ | net pub\ wwwr oot \ sun- passt hr ough

d. Check the Execute Permission checkbox. Leave all other
permission-related check boxes are left unchecked.

e. Click Finish.

6. Add the path of sun- passt hrough. dl | file and
application_server_install_dir/ bi n to the system’s PATHenvironment variable.
Restart the machine.
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7. Stop and start the web server for the new settings to take effect.

To stop the web server, right click on the web site and select St op. To start the
web server, right click on the web site and select Start.

Next, type the following in a web browser to access the web application
context root:

htt p: // webserver_name/ web_application

where webserver_name is the hostname or IP address of the web server and

/ web_application is the context root that you listed in the

C:\ I net pub\ www oot \ sun- passt hr ough\ sun- passt hr ough. properti es file. Verify
that the web server, load balancer plug-in, and Application Server are
operating correctly.

The installer automatically configures the following properties in
sun- passt hrough. properti es. You can change the default values.

Table 3-1  Automatically configured sun-passthrough.properties for Microsoft 11S

Property Definition Default Value

Ib-config-file Path to the load balancer 1IS_www_root\ sun- passt hr ough\ | oadbal ancer. xm
configuration file

log-file Path to the load balancer log file 1IS_www_root\ sun- passt hrough\ | b. | og

log-level Log level for the web server INFO

Configuring Multiple Web Server Instances

The Sun Java System Application Server installer does not allow the installation of
multiple load balancer plug-ins on a single machine. To have multiple web servers
with the load balancer plug-in on a single machine, in either a single cluster or
multiple clusters, a few manual steps are required to configure the load balancer

plug-in.

1. Configure the new web server instance to use the load balancer plug-in, as
described in “Modifications to Sun Java System Web Server” on page 69,
“Modifications to Apache Web Server” on page 69, or “Modifications to
Microsoft 11S” on page 71.

2. Copy the sun- | oadbal ancer _1_1. dt d file from the existing web server instance’s
confi g directory to the new instance’s confi g directory.
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To use the same load balancer configuration, copy the | oadbal ancer. xm file
from the existing web server instance’s confi g directory to the new instance’s
confi g directory.

To use a different load balancer configuration:

a.

C.

Create a new load balancer configuration using asadni n
create-http-1b-config.

Export the new configuration to a | oadbal ancer. xm file using asadm n
export http-1b-config.

Copy that | oadbal ancer. xm file to the new web server’s confi g directory.

For information on creating a load balancer configuration and exporting it to a
| oadbal ancer. xm file, see “HTTP Load Balancer Configuration Tasks.”

HTTP Load Balancer Configuration Tasks

Creating an HTTP Load Balancer Configuration

Creating an HTTP Load Balancer Reference

Enabling Server Instances for Load Balancing

Enabling Applications for Load Balancing
Creating the HTTP Health Checker

Exporting the Load Balancer Configuration File

Changing the HTTP Load Balancer Configuration

Enabling Dynamic Reconfiguration

Disabling (Quiescing) a Server Instance or Cluster

Disabling (Quiescing) an Application
Configuring HTTP and HTTPS Session Failover

Configuring ldempotent URLs

Configuring HTML Error Pages
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Creating an HTTP Load Balancer Configuration

A load balancer configuration is a named configuration in the domai n. xm file that
defines a load balancer.

Load balancing configuration is extremely flexible:

Each load balancer configuration can have multiple load balancers associated
with it, though each load balancer has only one load balancer configuration.

A load balancer services only one domain, though a domain can have multiple
load balancers associated with it.

Create the configuration using the asadm n command creat e- ht t p-1 b- confi g.
Specify the following parameters:

response timeout

The time in seconds within which a server instance must return a response. If
no response is received within the time period, the server is considered
unhealthy. The default is 60.

HTTPS routing

Specifies whether HTTPS requests to the load balancer result in HTTPS or
HTTP requests to the server instance.

For more information, see “Configuring HTTP and HTTPS Session Failover”
on page 82.

reload interval

The interval between checks for changes to the load balancer configuration file
| oadbal ancer. xm . When the check detects changes, the configuration file is
reloaded. A value of 0 disables reloading.

For more information, see “Enabling Dynamic Reconfiguration” on page 79.
monitor
Specifies whether monitoring is enabled for the load balancer.

For more information, see “Monitoring the HTTP Load Balancer Plug-in” on
page 84.

routecookie

Specifies the name of the cookie the load balancer plug-in uses to record the
route information. The HTTP client must support cookies. If your browser is
set to ask before storing a cookie, the name of the cookie is JROUTE.
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- target

Specifies the target for the load balancer configuration. If you specify a target,
it is the same as adding a reference to it. Targets can be clusters or stand-alone
instances.

For more information see the documentation for cr eat e- ht t p- 1 b- confi g,
del ete-http-1b-config,andlist-http-lb-configs.

Creating an HTTP Load Balancer Reference

When you create a reference in the load balancer to a stand-alone server or cluster,
the server or cluster is added to the list of target servers and clusters the load
balancer controls. The referenced server or cluster still needs to be enabled (using
enabl e- htt p- | b- server) before requests to it are load balanced. If you created the
load balancer configuration with a target, that target is already added as a
reference.

Create a reference using cr eat e- ht t p- | b-ref . You must supply the load balancer
configuration name and the target server instance or cluster.

To delete a reference, use del et e- htt p- | b-ref . Before you can delete a reference,
the referenced server or cluster must be disabled using di sabl e- htt p-1 b- server.

For more information, see the documentation for creat e- htt p- | b-ref and
del ete-http-1b-ref.

Enabling Server Instances for Load Balancing

After creating a reference to the server instance or cluster, enable the server
instance or cluster using enabl e- htt p- | b- server. If you used a server instance or
cluster as the target when you created the load balancer configuration, you must
enable it.

For more information, see the documentation for enabl e- ht t p- | b- ser ver.
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Enabling Applications for Load Balancing

All servers managed by a load balancer must have homogenous configurations,
including the same set of applications deployed to them. Once an application is
deployed and enabled for access (this happens during or after the deployment
step) you must enable it for load balancing. If an application is not enabled for load
balancing, requests to it are not load balanced and failed over, even if requests to
the servers the application is deployed to are load balanced and failed over.

When enabling the application, specify the application name and target. If the load
balancer manages multiple targets (for example, two clusters), enable the
application on all targets.

For more information, see the online help for enabl e-ht t p-1 b-appl i cati on.

If you deploy a new application, you must also enable it for load balancing and
export the load balancer configuration again.

Creating the HTTP Health Checker

The load balancer’s health checker periodically checks all the configured

Application Server instances that are marked as unhealthy. A health checker is not
required, but if no health checker exists, or if the health checker is disabled, the
periodic health check of unhealthy instances is not performed.

The load balancer’s health check mechanism communicates with the application
server instance using HTTP. The health checker sends an HTTP request to the URL
specified and waits for a response. A status code in the HTTP response header
between 100 and 500 means the instance is healthy.

Creating a Health Checker

To create the health checker, use the asadm n cr eat e- ht t p- heal t h-checker
command. Specify the following parameters:

e url

Specifies the listener’s URL that the load balancer checks to determine its state
of health. The defaultis“/".

e interval

Specifies the interval in seconds at which health checks of instances occur. The
default is 30 seconds. Specifying 0 disables the health checker.
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e timeout

Specifies the timeout interval in seconds within which a response must be
obtained for a listener to be considered healthy. The default is 10 seconds.

If an application server instance is marked as unhealthy, the health checker polls

the unhealthy instances to determine if the instance has become healthy. The health
checker uses the specified URL to check all unhealthy application server instances

to determine if they have returned to the healthy state.

If the health checker finds that an unhealthy instance has become healthy, that
instance is added to the list of healthy instances.

For more information see the documentation for cr eat e- ht t p- heal t h- checker
and del et e- htt p- heal t h- checker .

Additional Health Check Properties for Healthy Instances

The health checker created by cr eat e- ht t p- heal t h- checker only checks
unhealthy instances. To periodically check healthy instances set some additional
properties in your exported | oadbal ancer . xni file.

NOTE These properties can only be set by manually editing
| oadbal ancer. xm after you’ve exported it. There is no equivalent
asadmin command to use.

To check healthy instances, set the following properties:

Table 3-2  Health-checker properties

Property Definition

active-healthcheck-enabled  True/false flag indicating whether to ping healthy server instances
to determine whether they are healthy. To ping server instances,
set the flag to true.

number-healthcheck-retries  Specifies how many times the load balancer’s health checker pings
an unresponsive server instance before marking it unhealthy. Valid
range is between 1 and 1000. A default value to set is 3.

Set the properties by editing the | oadbal ancer. xm file. For example:
<property nane="active- heal t hcheck-enabl ed" val ue="true"/>

<property nane="nunber - heal t hcheck-retries" val ue="3"/>
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If you add these properties, then subsequently edit and export the
| oadbal ancer. xm file again, you must add these properties to the file again, since
the newly exported configuration won’t contain them.

Exporting the Load Balancer Configuration File

The load balancing plug-in shipped with Sun Java System Application Server uses
a configuration file called | oadbal ancer. xni . Use the asadni n tool to create a load
balancer configuration in the domai n. xm file. After configuring the load balancing
environment, export it to a file:

1. Exportal oadbal ancer.xn file using the asadm n command
export-http-1b-config.

Export the | oadbal ancer. xm file for a particular load balancer configuration.
You can specify a path and a different file name. If you don’t specify a file
name, the file is named | oadbal ancer. xni . load_balancer_config_name. If you
don’t specify a path, the file is created in the

application_server_install_dir/ domai ns/ domain_name/ gener at ed directory.

To specify a path on Windows, use quotes around the path. For example,
“c:\sun\ AppSer ver\ | oadbal ancer. xm ”.

2. Copy the exported load balancer configuration file to the web server’s
configuration directory.

For example, for the Sun Java System Web Server, that location might be
web_server_root/ confi g.

The load balancer configuration file in the web server’s configuration directory
must be named | oadbal ancer . xn . If your file has a different name, such as
| oadbal ancer. xm . load_balancer_config_name, you must rename it.

Changing the HTTP Load Balancer
Configuration

If you change an HTTP load balancer configuration by creating or deleting
references to servers, deploying new applications, enabling or disabling servers or
applications, and so on, export the load balancer configuration file again and copy
it to the web server’s conf i g directory. For more information, see “Exporting the
Load Balancer Configuration File” on page 78.

Application Server Enterprise Edition 2005Q1 +« Administration Guide



HTTP Load Balancer Configuration Tasks

The load balancer plug-in checks for an updated configuration periodically based
on the reload interval specified in the load balancer configuration. After the
specified amount of time, if the load balancer discovers a new configuration file, it
starts using that configuration.

Enabling Dynamic Reconfiguration

When dynamic reconfiguration is enabled, the load balancer plug-in periodically
checks for an updated configuration. To enable dynamic reconfiguration:

= Toenable dynamic reconfiguration when creating a load balancer
configuration, use the - - r el oadi nt erval option when running asadm n
create-http-1b-config.

This option sets the amount of time between checks for changes to the load
balancer configuration file | oadbal ancer. xni . A value of 0 disables reloading.
By default, dynamic reloading is enabled, and the interval is set to 60 seconds.

< To enable dynamic reloading if you have disabled it, or to change the reload
interval, use the asadm n set command.

After changing these settings, export the load balancer configuration file again and
copy it to the web server’s confi g directory.

If you enable dynamic reconfiguration after it has previously been disabled, you
also must restart the web server.

NOTE « If the load balancer encounters a hard disk read error while attempting to
reconfigure itself, then it uses the configuration that is currently in memory. The
load balancer also ensures that the modified configuration data is compliant
with the DTD before over writing the existing configuration.

If a disk read error is encountered, a warning message is logged to the web
server’s error log file.

The error log for Sun Java System Web Server' is at:
web_server_install_dir/ webserver_instance/ | ogs/ .
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Disabling (Quiescing) a Server Instance or
Cluster

Before stopping an application server for any reason, you want the instance to
complete serving requests. The process of gracefully disabling a server instance or
cluster is called quiescing.

The load balancer uses the following policy for quiescing application server
instances:

= [fan instance (either stand-alone or part of a cluster) is disabled, and the
timeout has not expired, sticky requests continue to be delivered to that
instance. New requests, however, are not sent to the disabled instance.

= When the timeout expires, the instance is disabled. All open connections from
the load balancer to the instance are closed. The load balancer does not send
any requests to this instance, even if all sessions sticking to this instance were
not invalidated. Instead, the load balancer fails over sticky requests to another
healthy instance.

To disable a server instance or cluster:
1. Runasadnin disabl e-http-1b-server, setting the timeout (in minutes).

2. Export the load balancer configuration file using asadm n
export-http-1b-config.

3. Copy the exported configuration to the web server conf i g directory.

4. Stop the server instance or instances.

Disabling (Quiescing) an Application

Before you undeploy a web application, you want to the application to complete
serving requests. The process of gracefully disabling an application is called
quiescing.

The load balancer uses the following policy for quiescing applications:

= |fan application is disabled, and the timeout has not expired, new requests to
the disabled applications are not forwarded by the load balancer. These
requests are returned to the web server. Sticky requests continue to be
forwarded until the timeout expires.

< When the timeout expires, the application is disabled. The load balancer does
not accept any requests for this application, including sticky requests.
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When you disable an application from every server instance or cluster the load
balancer references, the users of the disabled application experience loss of service
until the application is enabled again.

If you disable the application from one server instance or cluster while keeping it
enabled in another server instance or cluster, users can still access the application.

To disable an application:

1. Run asadnin disable-http-1b-application, specifying the timeout (in
minutes) the name of the application to disable, and the target cluster or
instance on which to disable it.

2. Export the load balancer configuration file using asadm n
export-http-1b-config.

3. Copy the exported configuration to the web server confi g directory.

Configuring HTTP and HTTPS Session Failover

The load balancer plug-in fails over HTTP/HTTPS sessions to another application
server instance if the original application server instance to which the session was
connected becomes unavailable. This section describes how to configure the load
balancer plug-in to enable HTTP/HTTPS routing and session failover.

For information about configuring HTTP session persistence, see “Configuring
Auvailability and Session Persistence”

The following topics are discussed in this section:

e About HTTPS Routing

« Configuring HTTPS Routing

< Known Issues in Load Balancing HTTP/HTTPS Requests

About HTTPS Routing

All incoming requests, whether HTTP or HTTPS, are routed by the load balancer
plug-in to application server instances. However, if HTTPS routing is enabled, a
HTTPS request will be forwarded by the load balancer plug-in to the application
server using an HTTPS port only. Note that HTTPS routing is performed on both
new and sticky requests.

If an HTTPS request is received and no session is in progress, then the load
balancer plug-in selects an available application server instance with a configured
HTTPS port, and forwards the request to that instance.
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In an ongoing HTTP session, if a new HTTPS request for the same session is
received, then the session and sticky information saved during the HTTP session is
used to route the HTTPS request. The new HTTPS request is routed to the same
server where the last HTTP request was served, but on the HTTPS port.

Configuring HTTPS Routing

The htt psrout i ng option of the creat e- htt p-1 b- confi g command controls
whether HTTPS routing is turned on or off for all the application servers that are
participating in load balancing. If this option is set to false, all HTTP and HTTPS
requests are forwarded as HTTP. Set it to true when creating a new load balancer
configuration, or change it later using the asadm n set command.

NOTE

For HTTPS routing to work, one or more HTTPS listeners must
be configured.

< Ifhttps-routingissettotrue, and a new or a sticky request
comes in where there are no healthy HTTPS listeners in the
cluster, then that request generates an error.

Known Issues in Load Balancing HTTP/HTTPS Requests

The following list discusses the limitations in Load Balancer with respect to
HTTP/HTTPS request processing.

= |fasession uses a combination of HTTP and HTTPS requests, then the first
request must be an HTTP Request. If the first request is an HTTPS request, it
cannot be followed by an HTTP request. This is because the cookie associated
with the HTTPS session is not returned by the browser. The browser interprets
the two different protocols as two different servers, and initiates a new session.

This limitation is valid only if ht t psrouti ng is set to t r ue.

= Ifasession has a combination of HTTP and HTTPS requests, then the
application server instance must be configured with both HTTP and HTTPS
listeners.

This limitation is valid only if ht t psrout i ng is set to t r ue.

= Ifasession has a combination of HTTP and HTTPS requests, then the
application server instance must be configured with HTTP and HTTPS
listeners that use standard port numbers, that is, 80 for HTTP, and 443 for
HTTPS.

This limitation is valid regardless of the value set for htt psrout i ng.
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Configuring Idempotent URLS

To enhance the availability of deployed applications, configure the environment to
retry failed idempotent HTTP requests on all the application server instances
serviced by a load balancer. This option is used for read-only requests, for example,
to retry a search request.

An idempotent request is one that does not cause any change or inconsistency in an
application when retried. In HTTP, some methods (such as GET) are idempotent,
while other methods (such as POST) are not. Retrying an idempotent URL must
not cause values to change on the server or in the database. The only difference is a
change in the response received by the user.

Examples of idempotent requests include search engine queries and database
gueries. The underlying principle is that the retry does not cause an update or
modification of data.

Configure idempotent URLs in the sun-web. xn file. When you export the load
balancer configuration, idempotent URL information is automatically added to the
| oadbal ancer. xni file.

For more information on configuring idempotent URLS, see the Developer’s Guide.

Configuring HTML Error Pages

You can specify your own error page or a URL to an error page to be displayed to
the end user. Specifying an error page overrides all other mechanisms configured
for error reporting.

Configure HTML error pages in the sun-web. xni file. When you export the load
balancer configuration, HTML error page information is automatically added to
the | oadbal ancer. xm file from the sun-web. xm file.

For more information on configuring HTML error pages, see the Developer’s Guide.

Monitoring the HTTP Load Balancer Plug-in

= Configuring Log Messages
= Types of Log Messages
= Configuring Monitoring

« Understanding Monitoring Messages
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Configuring Log Messages

The load balancer plug-in uses the web server’s logging mechanism to write log
messages. The default log level on the Application Server is set to the default
logging level on Sun Java System Web Server (I NFO), Apache Web Server (WARN)
and Microsoft 1IS (I NFQ . The application server log levels - FI NE, FI NER, and FI NEST
map to the DEBUG level on the web server.

These log messages are written to the web server log files, and are in the form of
raw data that can be parsed using scripts, or imported into spreadsheets to
calculate required metrics.

Types of Log Messages

The load balancer plug-in generates the following three different sets of log
messages:

< Load Balancer Configurator Log Messages
= Request Dispatch and Runtime Log Messages

= Configurator Error Messages

Load Balancer Configurator Log Messages

These messages will be logged when you are using idempotent URLs and error
page settings.

An output for idempotent URL pattern configuration contains the following
information:

< When the log level is set to FINE:

CONFxxxx: | denpotent Url Pattern configured <url-pattern>
<no-of-retries> for web-modul e : <web- nodul e>

= When the log level is set to SEVERE:

CONFxxxx: Duplicate entry of Idenpotent URL el ement <url-pattern>
for webMdul e <web-modul e> in | oadbal ancer.xm . "

< When the log level is set to WARN:

CONFxxxx: Invalid Idenpotent Url PatternData <url-pattern> for
web- modul e <web- nodul e>
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An output for error page URL configuration contains the following information
(log level set to WARN):

OONFxxxx: Invalid error-url for web-nodul e <web- nmodul e>

Request Dispatch and Runtime Log Messages

These log messages are generated while a request is being load balanced and
dispatched.

< Anoutput for standard logging for each method start contains the following
information (log level set to FINE):

RQUTxxxx: Executing Router method <nethod name>

= An output for router logs for each method start contains the following
information (log level set to INFO):

RQUTxxxx: Successfully Sel ected another Serverlnstance for
i denpot ent request <Request - URL>

= An output for runtime logs contains the following information (log level set to
INFO):

RNTMkxxx: Retrying | denpotent <GET/ PCST/ HEAD> Request <Request - URL>

Configurator Error Messages

These errors appear if there are configuration problems, for example, if the custom
error page referenced is missing.

e Log level set to INFO:
ROUTxxxx: Non Idempotent Request <Request-URL> cannot be retried

Exanpl e :: ROUTxxxx: Non |denpotent Request
http://sun. com addToDB?x=11&bc=2 cannot be retried

< Log level set to FINE:

RNTMxxxx: Invalid / Missing Custom error-url / page: <error-url> for
web-module: <web-module>

Exanpl e :: RNTMkxxx: Invalid / Mssing Qustomerror-url / page:
nyerror1xyz for web-nodul e: test
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Configuring Monitoring
Perform the following steps to turn on load balancer plug-in log messages:
1. Setthe logging options in the web server.

a. From SunJava System Web Server’s admin console, go to the Magnus Edi t or
tab.

Set the Log Ver bose option to On.
b. For Apache Web Server, set the log level to DEBUG

c. For Microsoft 1IS, set the log level to FI NE in the
sun- passt hr ough. properti es file.

2. Set the load balancer configuration’s moni t or option to true.

Use the asadni n create-http-1b-config command to set monitoring to true
when you initially create the load balancer configuration, or use the asadni n
set command to set it to true later. Monitoring is disabled by default.

The load balancer plug-in logs the following information:
= Request start/stop information for every request.

= Failed-over request information when the request fails over from an unhealthy
instance to a healthy instance.

< List of unhealthy instances at the end of every health check cycle.

NOTE When logging is enabled on the load balancer plug-in, and if the
web server logging level is set to DEBUG or to print verbose messages,
the load balancer writes HTTP session IDs in the web server log
files. Therefore, if the web server hosting the load balancer plug-in is
in the DMZ, do not use the DEBUGor similar log level in production
environments.

If you must use the DEBUG logging level, turn off load balancer
logging by setting r equi r e- noni t or - dat a property to f al se in
| oadbal ancer. xm .

Understanding Monitoring Messages

The format of the load balancer plug-in log messages is as follows.
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The start of an HTTP request contains the following information:
Request Start Sticky(New) <reg-id> <time-stanmp> <URL>

The timestamp value is the number of milliseconds from January 1, 1970. For
example:

Request Start New 123456 602983
htt p://aust en. sun. com \ebapps- si npl e/ ser vl et/ Exanpl el

The end of an HTTP request contains the Request Exi t message, as follows:

Request Exit Sticky(New) <reg-id> <tine-stanp> <URL> <listener-id>
<response-time> Failure-<reason for error>(incase of a failure)

For example:

Request Exit New 123456 603001
htt p: //aust en. sun. com \bapps- si npl e/ ser vl et/ Exanpl el
http://austen: 2222 18

NOTE In the RequestExit message, <response-time> indicates the total request
turn-around time in milliseconds, from the perspective of the load balancer

plug-in.

The list of unhealthy instances, as follows:

Unheal t hyl nst ances <cl uster-id> <time-stanp> <listener-id>,
<listener-id>...

For example:
Unheal t hyl nstances clusterl 701923 http://austen: 2210, http://austen: 3010
A list of failed-over requests, as follows:

Fai | edover Request <reqg-id> <tine-stanp> <URL> <sessi on-i d>
<fail ed-over-|istener-id> <unheal thy-1istener-id>

For example:

Fai | edover Request 239496 705623
http://aust en. sun. con Apps/ servl et/ Sessi onTest 16df dac3c7e80a40
http://austen: 4044 http://austen: 4045
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= About Rolling Upgrades
< Upgrading In a Single Stand-alone Cluster
< Upgrading in Two Clusters

About Rolling Upgrades

To upgrade an application without loss of service to a user, upgrade the
application on one server or cluster at a time. The cluster transparently maintains a
mixed-version environment, and users are unaware that the upgrade is taking
place. This type of upgrade is called a rolling upgrade.

Rolling upgrades are only possible if old and new versions of the application are
compatible and can both run at once. Session information must be compatible.
Perform a mixed-mode rolling upgrade in a single stand-alone cluster, or in
multiple clusters.

Rolling upgrade in a mixed-mode environment is not possible if the application
has major changes, for example, changes to the database schema. In that case, bring
down the application while you upgrade. Undeploy the application, then redeploy
the upgraded application with the same name.

Upgrading In a Single Stand-alone Cluster

To upgrade an application in a single, stand-alone cluster (that is, a cluster which
does not share a configuration with any other cluster):

1. Save an old version of the application or back up the domain.
To back up the domain use the asadm n backup- domai n command.
2. Turn off dynamic reconfiguration for the cluster if it is enabled.
Through the Admin Console:
a. Expand the Configurations node.
b. Click the name of the cluster’s configuration.

c. On the Configuration System Properties page, uncheck the Dynamic
Reconfiguration Enabled box.
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d. Click Save
The asadm n equivalent command is asadm n set . The syntax is:

asadmin set --user user --passwordfile password file
cluster_name- confi g. dynani c-r econfi gur ati on- enabl ed=f al se

Redeploy the upgraded application to the target donai n. If you redeploy using
the Admin Console, the domain is automatically the target. Because dynamic
reconfiguration is disabled, the old application continues to run on the cluster.

Enable the redeployed application for the instances using asadni n
enabl e-htt p-1 b-appl i cati on.

Disable one server instance using asadm n di sabl e-htt p-1 b-server.

Export the load balancer configuration file using asadni n
export-http-1b-config.

Copy the exported configuration file to the web server instance’s configuration
directory. For example, for Sun Java System Web Server, the location is
web_server_install_dir/ht t ps- host-name/ confi g/ | oadbal ancer . xn

Wait until the timeout has expired. Monitor the load balancer’s log file to make
sure the instance is offline.

Restart the disabled server instance while the other instances in the cluster are
still running. The restart causes the server to synchronize with the domain and
update the application.

Test the application on the restarted server to make sure it runs correctly.
Enable the server instance using asadm n enabl e- htt p-1 b- server.

Export the load balancer configuration file using asadni n
export-http-1b-config.

Copy the configuration file to the web server’s configuration directory.
Repeat Step 5 through Step 13 for each instance in the cluster.

When all server instances have the new application and are running, enable
dynamic reconfiguration for the cluster again.

Upgrading in Two Clusters

1.

Save an old version of the application or back up the domain.

To back up the domain use the asadm n backup- domai n command.
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10.
11.
12.

13.

Turn off dynamic reconfiguration for both clusters if it is enabled.
Through the Admin Console:

a. Expand the Configurations node.

b. Click the name of one cluster’s configuration.

c. On the Configuration System Properties page, uncheck the Dynamic
Reconfiguration Enabled box.

d. Click Save
e. Repeat for the second cluster.
The asadm n equivalent command is asadm n set . The syntax is:

asadmin set --user user --passwordfile password file
cluster_name- confi g. dynani c-r econfi gur ati on- enabl ed=f al se

Redeploy the upgraded application to the target donai n. If you redeploy using
the Admin Console, the domain is automatically the target. Because dynamic
reconfiguration is disabled, the old application continues to run on the clusters.

Enable the redeployed application for the clusters using asadm n
enabl e-http-1 b-appl i cati on.

Disable one cluster from the load balancer using asadm n
di sabl e-http-1b-server.

Export the load balancer configuration file using asadni n
export-http-1b-config.

Copy the exported configuration file to the web server instance’s configuration
directory. For example, for Sun Java System Web Server, the location is
web_server_install_dir/ht t ps- host-name/ confi g/ | oadbal ancer . xn

Wait until the timeout has expired. Monitor the load balancer’s log file to make
sure the cluster is offline.

Restart the disabled cluster while the other cluster is still running. The restart
causes the cluster to synchronize with the domain and update the application.

Test the application on the restarted cluster to make sure it runs correctly.
Enable the cluster using asadm n enabl e- htt p-1 b-server.

Export the load balancer configuration file using asadni n
export-http-1b-config.

Copy the configuration file to the web server’s configuration directory.
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14. Repeat Step 5 through Step 13 for the other cluster.

15. When all server instances have the new application and are running, enable

dynamic reconfiguration for both clusters again.

About RMI-IIOP Load Balancing and Failover

Requirements for RMI-IIOP Load Balancing and Failover

RMI-IIOP Load Balancing and Failover Algorithm

Requirements for RMI-1IOP Load Balancing and
Failover

Sun Java™ System Application Server provides high availability of remote EJB
references and name service objects over RMI-110OP. Before using these features,
your environment must meet the following requirements:

Sun Java System Application Server Enterprise Edition is installed.
A cluster of at least two application server instances exist s.
For more information on clusters, see “Configuring Clusters”

J2EE applications are deployed to all application server instances and clusters
that will participate in load balancing.

RMI-IIOP client applications are enabled for load balancing.
Load balancing is supported for the following RMI-11OP clients:

o Java applications executing in the Application Client Container (ACC)
accessing EJBs deployed on an Application Server instance.

o Java applications, not running in the ACC, accessing EJBs deployed on an
Application Server instance.

The configuration settings required to enable RMI-110P-based applications
depend on the type of client. For more information on configuring RMI-11OP
client applications for load balancing, see the Sun Java System Application
Server Developer’s Guide.

For additional information on RMI-IIOP failover and load balancing, see the
Sun Java System Application Server High Availability Administration Guide.
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NOTE RMI-IIOP failover over SSL is not supported.

RMI-1IOP Load Balancing and Failover Algorithm

Sun Java System Application Server employs a randomization and round-robin
algorithm for load balancing of remote EJB references and name service objects on
the RMI-I1OP path.

When an RMI-11OP client first creates a new | ni ti al Cont ext object, the list of
available Application Server 11OP endpoints is randomized for that client. For that
I nitial Context object, the load balancer directs lookup requests and other

I nitial Context operations to the first endpoint on the list. If the first endpoint is
not available then the second endpoint in the list is used, and so on.

Each time the client subsequently creates a new | ni ti al Cont ext object, the
endpoint list is rotated so that a different 11OP endpoint is used for
I nitial Context operations.

When you obtain or create beans from references obtained by an | ni ti al Cont ext
object, those beans are created on the Application Server instance serving the IIOP
endpoint assigned to the | ni ti al Cont ext object. The references to those beans
contain the I11OP endpoint addresses of all Application Server instances in the
cluster.

The primary endpoint is the bean endpoint corresponding to the I ni ti al Cont ext
endpoint used to look up or create the bean. The other IIOP endpoints in the cluster
are designated as alternate endpoints. If the bean's primary endpoint becomes
unavailable, further requests on that bean fail over to one of the alternate
endpoints.

RMI-IIOP Sample Application

The following directory contains a sample application that demonstrates using
RMI-11OP failover with and without ACC:

install_dir/ sanpl es/ ee- sanpl es/ sf sbf ai | over

See the i ndex. ht m file accompanying this sample for instructions on running the
application with and without ACC. The ee- sanpl es directory also contains
information for setting up your environment to run the samples.
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Configuring Node Agents

This chapter describes the node agents in Application Server. It contains the
following sections:

= About Node Agents
< Admin Console Tasks for Node Agents

« Tasks for Node Agents in asadmin Tool

About Node Agents

< Node Agents

= Node Agent Placeholders

< Deploying Node Agents

< Node Agent and Domain Administration Server Synchronization
< Viewing Node Agent Logs

« Tasks Available through the Admin Console and asadmin Tool

Node Agents

A node agent is a lightweight agent that is required on every machine that hosts
server instances, including the machine that hosts the Domain Administration
Server (DAS). The node agent:

- Starts, stops, creates and deletes server instances as instructed by the Domain
Administration Server.
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= Restarts failed server instances.
= Provides a view of the log files of failed servers.

= Synchronizes each server instance’s local configuration repository with the
Domain Administration Server’s central repository. Each local repository
contains only the information pertinent to that server instance or node agent.

The following figure illustrates the overall node agent architecture:

Figure 4-1 Node Agent Architecture
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Automatically Created Node Agent

When you install the Application Server, a node agent is created by default with
the host name of the machine. This node agent must be manually started on the
local machine before it runs.

Node Agents and Server Instance Management

You can create and delete server instances even if the node agent is not running.
However, the node agent must be running before you use it to start and stop server
instances.

If you stop the node agent, the server instances it manages are stopped too.

Additional Node Agents

A node agent services a single domain. If a machine hosts instances running in
multiple domains, it must run multiple node agents.

Node Agent Placeholders

You can create and delete server instances without an existing node agent using a

node agent placeholder. The placeholder is a node agent configuration created on

the Domain Administration Server (DAS) before the node agent itself is created on
the node agent’s local system.

NOTE Once you've created a placeholder node agent, use it to create
instances in the domain. However, before starting the instances you
must create and start the actual node agent locally on the machine
where the instances will reside using the asadm n command. See
“Creating a Node Agent” on page 108 and “Starting a Node Agent”
on page 109 for more information.

Deploying Node Agents
You configure and deploy your node agents in one of two ways:

= Online deployment, when you know your topology and have the hardware for
your domain before configuring it

= Offline deployment, when you configure domains and server instances before
setting up the full environment

Chapter 4  Configuring Node Agents 97



About Node Agents

Before Deploying Node Agents
Before you deploy node agents:

1. Install the Domain Administration Server.
2. Start the Domain Administration Server.

Once the Domain Administration Server is up and running, begin either online or
offline deployment.

Online Deployment

To configure the domain if you know the topology and have the hardware for your
domain before you start configuring it, use online deployment.

The following figure summarizes the online deployment of node agents:

Figure 4-2 Online Node Agent Deployment

DAS Local System

1. Run asadmin
create-node-agent.

2. Run asadmin
3. Create server start-node-agent.

instance. .
* Synchs with DAS

V' N

To configure online deployment:
1. Install a node agent on every machine that will host a server instance.

Use the installer or the asadm n command cr eat e- node- agent . If a machine
requires more than one node agent, use the asadn n command
creat e- node- agent to create them.

See “Creating a Node Agent” on page 108 for more information.
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2. Start the node agents using the asadm n command st art - node- agent .

When started, a node agent communicates with the Domain Administration
Server (DAS). When it reaches the DAS, a configuration for the node agent is
created on the DAS. Once the configuration exists, the node agent is viewable
in the Admin Console.

See “Starting a Node Agent” on page 109 for more information.
3. Configure the domain, including creating server instances and clusters and
deploying applications.

Offline Deployment

The offline approach lets you easily define and rearrange items in the domain
before configuring the individual local machines.

The following figure summarizes the offline deployment steps.

Figure 4-3 Offline Node Agent Deployment

DAS Local System
1. Create node agent
configuration.
2. Create server | 3. Run asadmin
instance. - create-node-agent.
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To configure the domain and server instances before setting up node agents on
local machines (offline configuration):
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1. Create placeholder node agents in the Domain Administration Server.

See “Creating a Node Agent Placeholder” on page 104 for more information.
2. Create server instances and clusters, and deploy applications.
3. Install a node agent on every machine that will host a server instance.

Use the installer or the asadm n command cr eat e- node- agent . The node
agents must have the same names as the placeholder node agents previously
created.

See “Creating a Node Agent” on page 108 for more information.
4, Start the node agents using the asadm n command st art - node- agent .

When a node agent is started, it binds to the Domain Administration Server
and creates any server instances previously associated with the node agent.

See “Starting a Node Agent” on page 109 for more information.

Node Agent and Domain Administration Server
Synchronization

Because configuration data is stored in the Domain Administration Server’s
repository (the central repository) and also cached on the node agent’s local
machine, the two must be synchronized.

Node Agent Synchronization

When a node agent is started for the first time, it sends a request to the Domain
Administration Server (DAS) for the latest information in the central repository.
Once it successfully contacts the DAS and gets configuration information, the node
agent is bound to that DAS.

If you created a placeholder node agent on the DAS, when the node agent is started
for the first time it gets its configuration from the central repository of the DAS.

During its initial start-up, if the node agent is unable to reach the DAS because the
DAS is not running, the node agent stops and remains unbound.

If changes are made in the domain to the node agent’s configuration, they are
automatically communicated to the node agent on the local machine while the
node agent is running.
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If you delete a node agent configuration on the DAS, the next time the node agent
synchronizes it stops itself and marks itself as awaiting deletion. Manually delete it
using the local asadm n command del et e- node- agent .

Server Instance Synchronization

If you explicitly start a server instance with the Admin Console or asadmi n tool, the
server instance is synchronized with the central repository. If this synchronization
fails, the server instance doesn’t start.

If a node agent starts a server instance without an explicit request through the
Admin Console or the asadni n tool, the repository cache for the server instance is
not synchronized. The server instance runs with the configuration as stored in its
cache.

Synchronizing Large Applications

When your environment contains large applications to synchronize or available
memory is constrained, you can adjust the JVM options to limit memory usage.
This adjustment reduces the possibility of receiving out of memory errors. The
instance synchronization JVM uses default settings, but you can configure JVM
options to change them.

Set the JVM options using the | NSTANCE- SYNC- JVM CPTI ONS property. The
command to set the property is:

asadm n set domai n. node- agent . node_agent_name. pr oper ty. | NSTANCE- SYNC- JVM CPTI ONS=" JVM_options"
For example:

asadm n set domai n. node- agent . node0. property. | NSTANCE- SYNC- JVM OPTI ONS=" - Xmx32m - Xss2mf
In this example, the node agent is node0 and the JVM options are - Xmx32m - Xss2m
For more information on JVM options, see:

http://java. sun. coni docs/ hot spot / VMXpt i ons. ht m

NOTE Restart the node agent after changing the
INSTANCE-SYNC-JVM-OPTIONS property, because the node
agent is not automatically synchronized when a property is added
or changed in its configuration.
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Viewing Node Agent Logs

Each node agent has its own log file. If you experience problems with a node agent,
see the log file at:

node_agent_dir/ node_agent_name/ agent / | ogs/ server. | og.

Sometimes the node agent log instructs you to look at a server’s log to get a
detailed message about a problem.

The server logs are located at:
node_agent_dir/node_agent_name/server_name/| ogs/ server. | og

The default location for node_agent_dir is install_dir/ nodeagent s.

Tasks Available through the Admin Console and
asadmin Tool

For node agents, some tasks must be performed locally on the system where the
node agent runs, while others can be performed on the Domain Administration
Server. Tasks that need to be performed locally are only available through the
asadmin tool running on the machine where the node agent resides. Tasks that
operate on the Domain Administration Server are available through the Admin
Console and through the asadmin tool

The following table summarizes the tasks and where to run them:

Table 4-1  Tasks available through the Admin Console and the asadmin command

Task Admin Console asadmin Command

Create node agent Create Node Agent placeholder create-node-agent-config
placeholder/configuration on page
Domain Administration

Server

Create node agent Not available create-node-agent

Start node agent Not available start-node-agent

Stop node agent Not available stop-node agent

Delete node agent Node Agents page delete-node-agent-config

configuration from Domain
Administration Server

Delete node agent from local  Not available delete-node-agent
machine
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Table 4-1  Tasks available through the Admin Console and the asadmin command

Task Admin Console asadmin Command
Edit node agent configuration Node Agents pages set
List node agents Node Agents page list-node-agents

Admin Console Tasks for Node Agents

= Viewing General Node Agent Information
= Creating a Node Agent Placeholder

« Deleting a Node Agent Configuration

= Editing a Node Agent Configuration

= Editing a Node Agent Realm

= Editing the Node Agent’s Listener for IMX

Viewing General Node Agent Information

Once a node agent or node agent placeholder has been created, to view its settings:
1. In the tree component, select the Node Agents node.
2. Click the name of a node agent.

If a node agent already exists but does not appear here, start the node agent on
the node agent’s host machine using asadm n st art - node- agent . See “Starting
a Node Agent” on page 109 for more information.

3. Check the node agent’s host name.

If the host name is Unknown Host, then the node agent has not made initial
contact with the Domain Administration Server (DAS).

4. Check the node agent status.
Running. The node agent has been properly created and is currently running.
Not Running. One of the following situations exists:

o The node agent has been created on the local machine, but has never been
started.
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o The node agent was started but has been stopped.

Waiting for Rendezvous. The node agent is a placeholder that has never been
created on the local machine.

See “Creating a Node Agent” on page 108 and “Starting a Node Agent” on
page 109 for more information on creating and starting node agents.

5. Choose whether to start instances on start up.

Select Yes to start server instances associated with the node agent
automatically when the node agent is started. Select No to start the instances
manually.

6. Determine whether the node agent has made contact with the Domain
Administration Server.

If the node agent has never made contact with the Domain Administration
Server, it has never been successfully started.

7. Manage server instances associated with the node agent.

If the node agent is running, start or stop an instance by clicking the checkbox
next to the instance name and clicking Start or Stop.

Creating a Node Agent Placeholder

Because the node agent must be created locally on the machine hosting the node
agent, through the Admin Console you can only create a placeholder for a node
agent. This placeholder is a node agent configuration for which a node agent does
not yet exist.

After creating a placeholder, use the asadnm n command cr eat e- node- agent on the
machine hosting the node agent to complete the creation. For more information,
see “Creating a Node Agent” on page 108.

1. Inthe tree component, select the Node Agents node.
2. Onthe Node Agents page, click New.

3. Onthe Current Node Agent Placeholder page, enter a name for the new node
agent.

The name must be unique across all node agent names, server instance names,
cluster names, and configuration names in the domain.
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4. Click OK.
The placeholder for your new node agent is listed on the Node Agents page.

Equivalent asadni n command: cr eat e- node- agent - confi g.

Deleting a Node Agent Configuration

Through the Admin Console you can only delete the node agent configuration
from the domain. You cannot delete the actual node agent. To delete the node
agent itself, run the asadm n command del et e- node- agent on the node agent’s
local machine. For more information, see “Deleting a Node Agent” on page 109.

Before deleting the node agent configuration, the node agent must be stopped and
it must not have any associated instances. To stop a node agent, use the asadm n
command st op- node- agent . See “Stopping a Node Agent” on page 109 for more
information.

1. Inthe tree component, select the Node Agents node.

2. On the Node Agents page, select the checkbox next to the node agent to be
deleted.

3. Click delete.

Equivalent asadm n command: del et e- node- agent - confi g.

Editing a Node Agent Configuration

To edit a node agent configuration:
1. Inthe tree component, expand the Node Agents node.
2. Select the node agent configuration to edit.

3. Onthe Node Agents General Information page, choose whether to start the
agent’s server instances when the agent is started. You can also manually start
and stop instances from this page.

If this configuration is for a placeholder node agent, when you create the actual
node agent using asadm n creat e- node- agent , it picks up this configuration. For
information on creating a node agent, see “Creating a Node Agent” on page 108.

If this configuration is for an existing node agent, the node agent configuration
information is synchronized automatically.
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Editing a Node Agent Realm

Set an authentication realm for users connecting to the node agent. Only
administration users should have access to the node agent.

1.
2.
3.

In the tree component, expand the Node Agents node.
Select the node agent configuration to edit.

Click the Auth Realm tab.

On the Node Agents Edit Realm page, enter a realm.

The default is adm n- r eal m created when you create the node agent. To use a
different realm, replace the realms in all the components controlled by the
domain or the components won’t communicate properly.

In the Class Name field, specify the Java class that implements the realm.
Add any required properties.

Authentication realms require provider-specific properties, which vary
depending on what a particular implementation needs.

Editing the Node Agent’s Listener for IMX

The node agent uses IMX to communicate with the Domain Administration Server.
Therefore it must have a port to listen on for IMX requests, and other listener

information.

1. Inthe tree component, expand the Node Agents node.

2. Select the node agent configuration to edit.

3. Click the JMX tab.

4. Inthe Address field, type 0.0.0.0 if the listener listens on all IP addresses for the
server, using a unique port value. Otherwise, type a valid IP address for the
server.

5. Inthe Port field, type the port value for the node agent’s JMX connector to
listen on. If the IP address is 0.0.0.0, the port number must be unique.

6. Inthe JMX Protocol field, type the protocol that the JMX connector supports.

The default is rmi_jrmp.
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Click the checkbox next to Accept All Addresses to allow a connection to all IP
addresses.

The node agent listens on a specific IP address associated to a network card or
listens on all IP addresses. Accepting all addresses puts the value 0. 0. 0. 0 in
the “listening host address” property.

In the Realm Name field, type the name of the realm that handles
authentication for the listener.

In the Security section of this page, configure the listener to use SSL, TLS, or both
SSL and TLS security.

To set up a secure listener, do the following:

1.

Check the Enabled box in the Security field.
Security is enabled by default.

To have clients authenticate themselves to the server when using this listener,
check the Enabled box in the Client Authentication field.

Enter the name of an existing server keypair and certificate in the Certificate
NickName field. See the Security chapter for more information.

In the SSL3/TLS section:

a. Check the security protocol(s) to enable on the listener. You must check
either SSL3 or TLS, or both protocols.

b. Check the cipher suite used by the protocol(s). To enable all cipher suites,
check All Supported Cipher Suites.

Click Save.

Tasks for Node Agents in asadmin Tool

Creating a Node Agent
Starting a Node Agent

Stopping a Node Agent
Deleting a Node Agent

Chapter 4  Configuring Node Agents 107



Tasks for Node Agents in asadmin Tool

108

Creating a Node Agent

To create a node agent, run the asadni n command cr eat e- node- agent locally on
the machine on which the node agent runs.

For example:

$ asadm n create-node-agent --host nyhost --port 4849 ---user admn
nodeagent 1

where nyhost is your Domain Administration Server (DAS) hostname, 4849 is your
DAS port number, adni n is your DAS user, and nodeagent 1 is the name of the node
agent you are creating.

The default name for a node agent is the host name on which the node agent is
created.

If you’ve already created a node agent placeholder, use the same name as the node
agent placeholder to create the associated node agent. If you have not created a
node agent placeholder, and the DAS is up and reachable, the cr eat e- node- agent
command also creates a node agent configuration (placeholder) on the DAS.

For a complete description of the command syntax, see the online help for the
command.

NOTE In the following situations, you must specify a DNS-reachable hostname:

1. If domains cross subnet boundaries (that is, the node agent and the Domain
Administration Server (DAS) are in different domains, for example, sun.com
and java.com)

2. If using a DHCP machine with a host name not registered in the DNS

Specify a DNS-reachable hostname by explicitly specifying the host name for the
domain and the node agent when you create them:

creat e-domai n --domai nproperties domain. host Nane=DAS-host-name

creat e-node- agent --host DAS-host-name - - agent properties
renot ecl i ent addr ess=node-agent-host-name

Another solution is to update the host s hostname/IP resolution file specific to the
platform so the hostname resolves to the correct IP address. However, when
reconnecting using DHCP you might get assigned a different IP address. In that
case, you must update the host resolution files on each server.
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Starting a Node Agent

Before a node agent can manage server instances, it must be running. Start a node
agent by running the asadm n command st art - node- agent locally on the system
where the node agent resides.

For example:
$ asadm n start-node-agent --user adnm n nodeagent 1

where adm n is your admin user, and nodeagent 1 is the node agent you are
starting.

For a complete description of the command syntax, see the online help for the
command.

Stopping a Node Agent

Run the asadm n command st op- node- agent on the system where the node agent
resides to stop a running node agent. The st op- node- agent command stops all
server instances that the node agent manages.

For example:
$ asadm n st op-node-agent nodeagent 1
where nodeagent 1 is your node agent.

For a complete description of the command syntax, see the online help for the
command.

Deleting a Node Agent

Run the asadm n command del et e- node- agent on the system where the node
agent resides to delete the node agent files.

Before deleting a node agent, the node agent must be stopped. You can also delete
a node agent if it has never been started, or never successfully able to contact the
Domain Administration Server (that is, if it is still unbound).

For example:
$ asadm n del et e- node- agent nodeagent 1

where nodeagent 1 is your node agent.
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For a complete description of the command syntax, see the online help for the
command.

When deleting a node agent, you must also delete its configuration from the
Domain Administration Server using either the Admin Console or the asadni n
del et e- node- agent - conf i g command
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Chapter 5

Deploying Applications

This chapter explains how to deploy (install) J2EE applications on the Application
Server. This chapter contains following sections:

= About Deployment
= Admin Console Tasks for Deploying Applications
= Admin Console Tasks for Listing, Undeploying, and Enabling Applications

« Deployment Methods for Developers

About Deployment

= The Deployment Life Cycle
= Types of J2EE Archive Files

< Naming Conventions

The Deployment Life Cycle

After installing the Application Server and starting a domain, you can deploy
(install) J2EE applications and modules. During deployment and as the application
is changed, an application or module can go through the following stages:
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Initial Deployment
Before deploying an application or module, start the domain.

Deploy (install) an application or module to a specific stand-alone server
instance or cluster. Because applications and modules are packaged in archive
files, specify the archive file name during deployment. The default is to deploy
to the default server instance server.

If you deploy to server instances or clusters, the application or module exists in
the domain’s central repository and is referenced by any clusters or server
instances you deployed to as targets.

You can also deploy to the domain using the asadm n depl oy command, not
the Admin Console. If you deploy the application or module only to the
domain, it exists in the domain’s central repository, but no server instances or
clusters reference it until you add references, as explained in Step 3.

Deployment is dynamic: you don’t need to restart the server instance after
deploying application or module for applications to be available. If you do
restart, all deployed applications and modules are still deployed and available.

Enabling or Disabling

By default, a deployed application or module is enabled, which means that it is
runnable and can be accessed by clients if it has been deployed to an accessible
server instance or cluster. To prevent access, disable the application or module.
A disabled application or module is not uninstalled from the domain and can
be easily enabled after deployment.

Adding or Deleting Targets for a Deployed Application or Module

Once deployed, the application or module exists in the central repository and
can be referenced by a number of server instances and/or clusters. Initially, the
server instances or clusters you deployed to as targets reference the application
or module.

To change which server instances and clusters reference an application or
module after it is deployed, change an application or module’s targets using
the Admin Console, or change the application references using the asadmin
tool. Because the application itself is stored in the central repository, adding or
deleting targets adds or deletes the same version of an application on different
targets. However, an application deployed to more than one target can be
enabled on one and disabled on another, so even if an application is referenced
by a target, it is not available to users unless it is enabled on that target.

112 Application Server Enterprise Edition 2005Q1 <« Administration Guide



About Deployment

Redeployment

To replace a deployed application or module, redeploy it. Redeploying
automatically undeploys the previously deployed application or module and
replaces it with the new one.

When redeploying through the Admin Console, the redeployed application or
module is deployed to the domain, and all stand-alone or clustered server
instances that reference it automatically receive the new version if dynamic
reconfiguration is enabled. If using the asadm n depl oy command to redeploy,
specify donai n as the target.

For production environments, use rolling upgrade, which upgrades
application without interruption in service. For more information, see “About
Rolling Upgrades” on page 88.

Undeployment

To uninstall an application or module, undeploy it.

Types of J2EE Archive Files

A software provider packages an application or module into a archive file. To
deploy the application or module, specify the archive file name. The content and
structure of the archive file is defined by the specifications of the J2EE platform.
Types of J2EE archive files are as follows:

Web Application Archive (WAR): A WAR file consists of Web components
such as servlets and JSPs, as well as static HTML pages, JAR files, tag libraries
and utility classes. A WAR file name has the . war extension.

EJB JAR: The EJB JAR file contains one or more enterprise beans, the
components used for EJB technology. The EJB JAR file also includes any utility
classes needed by the enterprise beans. The name of an EJB JAR file has the

.j ar extension.

J2EE Application Client JAR: This JAR file contains the code for a J2EE
application client, which accesses server-side components such as enterprise
beans via RMI/ZIIOP. In the Admin Console, a J2EE application client is
referred to as an “application client.” The name of the J2EE application client
JAR file has the . j ar extension.
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= Resource Adapter Archive (RAR): A RAR file holds a resource adapter.
Defined by the J2EE Connector Architecture specifications, a resource adapter
is a portable component that enables enterprise beans, Web components, and
application clients to access resources and foreign enterprise systems. A
resource adapter is often referred to as a connector. A RAR file name has the
. rar extension.

= Enterprise Application Archive (EAR): An EAR file holds one or more WAR,
EJB JAR, RAR or J2EE Application Client JAR files. An EAR file name has the
. ear extension.

The software provider might assemble an application into a single EAR file or into
separate WAR, EJB JAR, and application client JAR files. In the administration
tools, the deployment pages and commands are similar for all types of files.

Naming Conventions

In a given domain, the names of deployed applications and modules must be
unique.

= If deploying using the Admin Console, specify the name in the Application
Name field.

= |If deploying using the asadm n depl oy command, the default name of the
application or module is the prefix of the JAR file that you are deploying. For
example, for the hel | 0. war file, the Web application name is hel | 0. To
override the default name, specify the - - nane option.

Modules of different types can have the same name within an application. When
the application is deployed, the directories holding the individual modules are
named with _j ar, _war and _rar suffixes. Modules of the same type within an
application must have unigue names. In addition, database schema file names
must be unique within an application.

Using a Java package-like naming scheme is recommended for module filenames,
EAR filenames, module names as found in the <modul e- narme> portion of the

ej b-jar.xnl files, and EJB names as found in the <ej b- nane> portion of the

ej b-jar.xm files. The use of this package-like naming scheme ensures that name
collisions do not occur. The benefits of this naming practice apply not only to the
Sun Java System Application Server, but to other J2EE application servers as well.
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JNDI lookup names for EJBs must also be unique. Establishing a consistent naming
convention might help. For example, appending the application name and the
module name to the EJB name is one way to guarantee unique names. In this case,
mycompany.pkging.pkgingEJB.MyEJB would be the JNDI name for an EJB in the
module pkgingEJB.jar, which is packaged in the application pkging.ear.

Make sure package and file names do not contain spaces or characters that are
illegal for the operating system.

Admin Console Tasks for Deploying Applications

< Deploying an Enterprise Application

< Deploying a Web Application

= Launching a Deployed Web Application
= Deploying an EJB Module

= Deploying an Application Client Module
= Deploying a Connector Module

= Creating a Lifecycle Module

« Deploying an Application Client Module

Deploying an Enterprise Application

An enterprise application is packaged in an EAR file, a type of archive file that
contains any type of J2EE stand-alone modules, such as WAR and EJB JAR files.

To deploy (install) an enterprise application:

1. Inthe tree component, expand the Applications node.

2. Select the Enterprise Applications node.

3. Onthe Enterprise Applications page, click Deploy.

4. On the Deployment page, specify the location of the EAR file to deploy.

The server machine is the host that is running the application server domain
administration server. The client machine is the host on which you are viewing
the Admin Console through a browser.
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a. Ifthe file resides on or is accessible from the client machine, click the radio
button to specify a package file to upload to the Application Server.

Click Browse to browse to the file, or type the full path to the file.

b. If the file resides on the server machine, or to deploy an unpackaged
application from an exploded directory, click the radio button to specify a
package file or a directory path that must be accessible from the server.

Type the full path name to the file or directory. Deploying from an
exploded directory is for advanced developers and is not recommended
for production environments.

5. Click Next to display the Deploy Enterprise Application page.

6. On the Deploy Enterprise Application page, specify the settings for the
application.

a. Inthe Application Name field, either retain the default name, which is the
prefix of the file name, or type another name. (The default name appears if
you chose to upload a file.) The application name must be unique.

b. By default, an application is available as soon as it is deployed. To disable
the application so that is unavailable after deployment, select the Disabled
radio button.

c. Ifthe application has already been deployed, select the Redeploy checkbox
to redeploy it; otherwise you see an error. You can also choose a different
application name and deploy it under a new name.

d. To verify the structure and contents of the file before deployment, select
the Verifier checkbox. Verification of large applications can be
time-consuming. Verify the file if you suspect it is corrupt or non-portable.

e. To precompile JSP pages, select the JSPs checkbox. If you do not select this
checkbox, the JSP pages are compiled at runtime when they are first
accessed. Because compilation is often time-consuming, in a production
environment select this checkbox.

f.  Choose a high availability setting.

To enable high availability for the application, select the Availability
checkbox. If availability is enabled for an application, it must also be
enabled at all higher levels (named configuration and web container or EJB
container) as well.
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g. Choose the targets to which to deploy the application.

From the list of available targets, choose the target or targets and click
Add. Targets can be clusters or stand-alone server instances. If you do not
select a target, the application is deployed to the default server instance
server.

If you are redeploying, don’t select targets. Anything you select here is
ignored. Any target clustered or stand-alone server instance that references
the deployed application automatically references the new, redeployed
application if dynamic reconfiguration is enabled for the cluster or
stand-alone instance. For more information about how to redeploy
applications without interruption of service, see “Upgrading an
Application” on page 88.

h. Choose whether to generate RMI stubs.

If you choose to generate RMI stubs, static RMI-11OP stubs are generated
and putintotheclient.jar.

Click OK to deploy the application.

Equivalent asadm n command: depl oy

Deploying a Web Application

A Web application is packaged in a WAR file, a type of archive file that contains
components such as servlets and JSP pages.

To deploy (install) a Web application:

1.

2.

3.

In the tree component, expand the Applications node.

Select the Web Applications node.

On the Web Applications page, click Deploy.

On the Deployment page, specify the location of the WAR file to deploy.

The server machine is the host that is running the application server domain
administration server. The client machine is the host on which you are viewing
the Admin Console through a browser.

a. If the file resides on or is accessible from the client machine, click the radio
button to specify a package file to upload to the Application Server.

Click Browse to browse to the file, or type the full path to the file.
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b. If the file resides on the server machine, or to deploy an unpackaged
application from an exploded directory, click the radio button to specify a
package file or a directory path that must be accessible from the server.

Type the full path name to the file or directory. Deploying from an
exploded directory is for advanced developers and is not recommended
for production environments.

5. Click Next to display the Deploy Web Application page.
6. On the Deploy Web Application page, specify the settings for the application.

a. Inthe Application Name field, either retain the default name, which is the
prefix of the file name, or type another name. (The default name appears if
you chose to upload a file.) The application name must be unique.

b. Inthe Context Root field, enter a string that identifies the Web application.
In the URL of the Web application, the context root immediately follows
the port number (http://host: port/context-root/...). Make sure that
the context root starts with a forward slash, for example: / hel | o

c. By default, an application is available as soon as it is deployed. To disable
the application so that is unavailable after deployment, select the Disabled
radio button.

d. Ifthe application has already been deployed, select the Redeploy checkbox
to redeploy it; otherwise you see an error. You can also choose a different
application name and deploy it under a new name.

e. To verify the structure and contents of the file before deployment, select
the Verifier checkbox. Verification of large applications is often
time-consuming. Verify the file if you suspect it is corrupt or non-portable.

f. To precompile JSP pages, select the JSPs checkbox. If you do not select this
checkbox, the JSP pages are compiled at runtime when they are first
accessed. Because compilation is often time-consuming, in a production
environment select this checkbox.

g. Choose a high availability setting.

To enable high availability for the application, select the Availability
checkbox. If availability is enabled for an application, it must also be
enabled at all higher levels (named configuration and web container or EJB
container) as well.
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h. Choose the targets to which to deploy the application.

From the list of available targets, choose the target or targets and click
Add. Targets can be clusters or stand-alone server instances. If you do not
select a target, the application is deployed to the default server instance
server.

If you are redeploying, don’t select targets. Anything you select here is
ignored. Any target clustered or stand-alone server instance that references
the deployed application automatically references the new, redeployed
application if dynamic reconfiguration is enabled for the cluster or
stand-alone instance. For more information about how to redeploy
applications without interruption of service, see “About Rolling
Upgrades” on page 88.

i. Choose whether to generate RMI stubs.

If you choose to generate RMI stubs, static RMI-11OP stubs are generated
and putintotheclient.jar.

Click OK to deploy the application.

Equivalent asadm n command: depl oy

Launching a Deployed Web Application

After deploying an application, you can launch it from the Admin Console.

1.
2.
3.
4.

In the tree component, expand the Applications node.

Click Web Applications.

Click the Launch link for the web application.

Click a link on the Web Application Links page to launch the application.

The server and HTTP listener must be running for the application to launch.

Deploying an EJB Module

An EJB Module, also called an EJB JAR file, contains enterprise beans.

To deploy (install) an EJB module:

1.

2.

In the tree component, expand the Applications node.

Select the EJB Modules node.
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3. On the EJB Module page, click Deploy.

4. On the Deployment page, specify the location of the JAR file to deploy.

The server machine is the host that is running the application server domain
administration server. The client machine is the host on which you are viewing
the Admin Console through a browser.

a.

If the file resides on or is accessible from the client machine, click the radio
button to specify a package file to upload to the Application Server.

Click Browse to browse to the file, or type the full path to the file.

If the file resides on the server machine, or to deploy an unpackaged
application from an exploded directory, click the radio button to specify a
package file or a directory path that must be accessible from the server.

Type the full path name to the file or directory. Deploying from an
exploded directory is for advanced developers and is not recommended
for production environments.

5. Click Next to display the Deploy EJB Module page.

6. On the Deploy EJB Module page, specify the settings for the module.

a.

In the Application Name field, either retain the default name, which is the
prefix of the file name, or type another name. (The default name appears if
you chose to upload a file.) The application name must be unique.

By default, an module is available as soon as it is deployed. To disable the
module so that is unavailable after deployment, select the Disabled radio
button.

If the module has already been deployed, select the Redeploy checkbox to
redeploy it; otherwise you see an error. You can also choose a different
application name and deploy it under a new name.

To verify the structure and contents of the file before deployment, select
the Verifier checkbox. Verification of large applications can be
time-consuming. Verify the file if you suspect it is corrupt or non-portable.

Choose a high availability setting.

To enable high availability for the module, select the Availability
checkbox. If availability is enabled for an module, it must also be enabled
at all higher levels (named configuration and web container or EJB
container) as well.
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Choose the targets to which to deploy the module.

From the list of available targets, choose the target or targets and click
Add. Targets can be clusters or stand-alone server instances. If you do not
select a target, the module is deployed to the default server instance
server.

If you are redeploying, don’t select targets. Anything you select here is
ignored. Any target clustered or stand-alone server instance that references
the deployed module automatically references the new, redeployed
module if dynamic reconfiguration is enabled for the cluster or stand-alone
instance. For more information about how to redeploy modules without
interruption of service, see “About Rolling Upgrades” on page 88.

Choose whether to generate RMI stubs.

If you choose to generate RMI stubs, static RMI-11OP stubs are generated
and putintotheclient.jar.

Click OK to deploy the module.

Equivalent asadm n command: depl oy

Deploying a Connector Module

A connector, also known as a resource adapter, is packaged in a type of archive file
called a RAR file.

To deploy (install) a connector module:

1.

2.

3.

In the tree component, expand the Applications node.

Select the Connector Modules node.

On the Connector Modules page, click Deploy.

On the Deployment page, specify the location of the RAR file to deploy.

The server machine is the host that is running the application server domain
administration server. The client machine is the host on which you are viewing
the Admin Console through a browser.

If the file resides on or is accessible from the client machine, click the radio
button to specify a package file to upload to the Application Server.

Click Browse to browse to the file, or type the full path to the file.
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b. If the file resides on the server machine, or to deploy an unpackaged
module from an exploded directory, click the radio button to specify a
package file or a directory path that must be accessible from the server.

Type the full path name to the file or directory. Deploying from an
exploded directory is for advanced developers and is not recommended
for production environments.

Click Next to display the Deploy Connector Module page.
On the Deploy Connector Module page, specify the settings for the module.

a. Inthe Application Name field, either retain the default name, which is the

prefix of the file name, or type another name. (The default name appears if

you chose to upload a file.) The application name must be unique.

b. Inthe Thread Pool Id field, specify the thread pool for the resource adapter

you are deploying.

By default, the Sun Java System Application Server services work requests

from all resource adapters from its default thread pool. Use this field to
associate a specific user-created thread pool to service work requests from
a resource adapter.

c. By default, a module is available as soon as it is deployed. To disable the
module so that is unavailable after deployment, select the Disabled radio
button.

When you enable or disable a connector module, you also enable or disable

the connector resources and connection pools that point to the module.

d. If the module has already been deployed, select the Redeploy checkbox to
redeploy it; otherwise you see an error. You can also choose a different
application name and deploy it under a new name.

e. To verify the structure and contents of the file before deployment, select
the Verifier checkbox. Verification of large applications is often

time-consuming. Verify the file if you suspect it is corrupt or non-portable.

f.  If the resource adapter has additional properties specified, they are
displayed.

Use the table to modify the default values of these properties.
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Choose the targets to which to deploy the module.

From the list of available targets, choose the target or targets and click
Add. Targets can be clusters or stand-alone server instances. If you do not
select a target, the module is deployed to the default server instance
server.

If you are redeploying, don’t select targets. Anything you select here is
ignored. Any target clustered or stand-alone server instance that references
the deployed module automatically references the new, redeployed
module if dynamic reconfiguration is enabled for the cluster or stand-alone
instance. For more information about how to redeploy modules without
interruption of service, see “About Rolling Upgrades” on page 88.

Click OK to deploy the module.

Equivalent asadm n command: depl oy

Creating a Lifecycle Module

A lifecycle module performs tasks when it is triggered by one or more events in the
server lifecycle. These server events are:

Initialization
Start up
Ready to service requests

Shut down

Lifecycle modules are not part of the J2EE specification, but are an enhancement to
the Sun Java System Application Server.

To create a lifecycle module:

1.
2.
3.

In the tree component, expand the Applications node.
Select the Lifecycle Modules node.

On the Lifecycle Modules page, click New.

On the Create Lifecycle Module page, specify the settings:

In the Name field, type a name that denotes the function of the module.

In the Class Name field, type the fully qualified name of the lifecycle
module’s class file.
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c. IftheJAR file containing the lifecycle is in the server’s classpath, then leave
the Classpath field blank. Otherwise, type the fully qualified path.

If you don’t specify the classpath, you must unpack the classes in
application_server_home/domains/domain/applications/lifecycle-module/
module_name. If you specify a classpath, nothing else is required.

d. Inthe Load Order field, type an integer greater than 100 and less than the
operating system’s MAXI NT value.

The integer determines the order in which lifecycle modules are loaded
when the server starts up. Modules with smaller integers are loaded
sooner.

e. When you start the server, it loads lifecycle modules that are already
deployed. By default, if a load fails, the server continues the start-up
operation. To prevent the server from starting up when a load fails, select
the On Load Failure checkbox.

f. By default, a module is available as soon as it is deployed. To disable the
module so that is unavailable after deployment, select the Disabled radio
button.

g. Choose the targets to which to deploy the module.

From the list of available targets, choose the target or targets and click
Add. Targets can be clusters or stand-alone server instances. If you do not
select a target, the module is deployed to the default server instance
server.

If you are redeploying, don’t select targets. Anything you select here is
ignored. Any target clustered or stand-alone server instance that references
the deployed module automatically references the new, redeployed
module if dynamic reconfiguration is enabled for the cluster or stand-alone
instance. For more information about how to redeploy modules without
interruption of service, see “About Rolling Upgrades” on page 88.

5. Click OK.

Equivalent asadm n command: creat e- | i f ecycl e- modul e

Deploying an Application Client Module

An application client module, also called a J2EE application client JAR file, contains
the server-side routines for the client.

To deploy (install) an application client module:
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In the tree component, expand the Applications node.

Select the App Client Modules node.

On the Application Client Modules page, click Deploy.

On the Deployment page, specify the location of the JAR file to deploy.

The server machine is the host that is running the application server domain
administration server. The client machine is the host on which you are viewing
the Admin Console through a browser.

a.

If the file resides on or is accessible from the client machine, click the radio
button to specify a package file to upload to the Application Server.

Click Browse to browse to the file, or type the full path to the file.

If the file resides on the server machine, or to deploy an unpackaged
module from an exploded directory, click the radio button to specify a
package file or a directory path that must be accessible from the server.

Type the full path name to the file or directory. Deploying from an
exploded directory is for advanced developers and is not recommended
for production environments.

Click Next to display the Deploy Application Client Module page.

On the Deploy Application Client Module page, specify the settings for the
module.

a.

In the Application Name field, either retain the default name, which is the
prefix of the file name, or type another name. (The default name appears if
you chose to upload a file.) The application name must be unique.

If the module has already been deployed, select the Redeploy checkbox to
redeploy it; otherwise you see an error. You can also choose a different
application name and deploy it under a new name.

To verify the structure and contents of the file before deployment, select
the Verifier checkbox. Verification of large applications can be
time-consuming.Verify the file if you suspect it is corrupt or non-portable.
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d. Choose the targets to which to deploy the module.

From the list of available targets, choose the target or targets and click
Add. Targets can be clusters or stand-alone server instances. If you do not
select a target, the module is deployed to the default server instance
server.

If you are redeploying, don’t select targets. Anything you select here is
ignored. Any target clustered or stand-alone server instance that references
the deployed module automatically references the new, redeployed
module if dynamic reconfiguration is enabled for the cluster or stand-alone
instance. For more information about how to redeploy modules without
interruption of service, see “About Rolling Upgrades” on page 88.

e. Choose whether to generate RMI stubs.

If you choose to generate RMI stubs, static RMI-11OP stubs are generated
and putintotheclient.jar.

Click OK to deploy the module.

For the client-side routines:

Typically, the application provider ships a JAR file containing the client-side
routines.

The application provider gets the client-side stubs by specifying the
--retrieve option of the asadm n depl oy command.

Equivalent asadm n command: depl oy

Admin Console Tasks for Listing, Undeploying,
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Listing Deployed Applications

Listing Subcomponents

Viewing Module Descriptors of Deployed Applications
Undeploying an Application

Enabling and Disabling an Application

Enabling and Disabling Dynamic Reloading
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Listing Deployed Applications

To list deployed applications:

1. Inthe tree component, expand the Applications node.

2. Expand the node for the application or module type.

To view the details of a deployed application or module either:

= In the tree component, select the node of the application or module.
= Onthe page, select an entry in the Application Name column.

Equivalent asadm n command: | i st - conponent s

Listing Subcomponents

Enterprise and Web applications, EJB Modules and Connector Modules contain
subcomponents. For example, a Web application might contain one or more
servlets.

To list the subcomponents of an application or module:
1. Inthe tree component, expand the Applications node.

2. Expand the node for the type of application or module for which to view
descriptors.

3. Select the node for the deployed application or module.

4. On the Application or Module page, note the contents of the Sub Components
table.

Equivalent asadm n command: | i st - sub- conponent s

Viewing Module Descriptors of Deployed
Applications

For Enterprise Applications, Web Applications, EBJ Modules, Connector Modules,
and App Client Modules, you can view the module deployment descriptors.

1. Inthe tree component, expand the Applications node.

2. Select the node for the type of application or module for which to view
descriptors.
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3. Select the node for the deployed application or module.
4. Select the Descriptor tab.
5. To see the text of the descriptor file, click the file name.

The page displays the file contents. This information is read-only.

Undeploying an Application

Undeploying an application or module uninstalls it from the domain and removes
references to it from all instances.

To undeploy an application or module:
1. Inthe tree component, expand the Applications node.
2. Select the node for the type of application or module want to undeploy.

3. Inthe table listing the deployed applications, select the checkbox for the
application or module you want to undeploy.

4. Click Undeploy.

Equivalent asadm n command: undepl oy

Enabling and Disabling an Application

If a deployed application or module is enabled, it is accessible by clients. If it is
disabled, it is still deployed but is not accessible by clients. By default, when you
deploy an application or module, it is enabled because the Enable on All Targets
radio button is selected by default.

To enable a deployed application or module:
1. Inthe tree component, expand the Applications node.
2. Expand the node for the application type.
3. Select the checkbox next to a deployed application or module.
4. Click Enable or Disable.

These buttons enable or disable the application on all targets.
To enable an application on a single target

1. In the tree component, expand the Applications node.
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2. Expand the node for the application type.

3. Select the node for the application.

4. Click the Targets tab.

5. Select the checkbox next to the deployed application or module.
6. Click Enable or Disable.

Equivalent asadm n commands: enabl e and di sabl e

Managing Application Targets

After deploying an application or module, manage the server instances and
clusters that reference it by managing targets.

1. Inthe tree component, expand the Applications node.
2. Expand the node for the application type.

3. Select the node for the deployed application.

4. Select the Targets tab.

5. Toenable or disable an application on a specific target instance or cluster, click
the checkbox next to the target and click Enable or Disable.

6. To add or delete targets for the application, choose Manage Targets.
7. Add or remove targets and click OK.
The application is now available on the revised list of targets.

Equivalent asadm n commands: cr eat e- appl i cati on-ref,
del et e-application-ref.

Deploying on Additional Virtual Servers

After deploying an application or module to a target server instances or clusters,
you can associate it with additional virtual servers.

1. From the deployed application or module’s Target page, click the Manage
Virtual Servers link next to the target.

2. Add or remove virtual server targets from the list of available virtual servers.

3. Click OK.
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Redeploying to Multiple Targets

If an application is deployed to multiple targets (stand-alone server instances or
clusters), you have two ways of redeploying to multiple targets. Use one of the
following methods to make sure all server instances that reference an application
receive the most recent version.

Development Environment

In a development environment, simply redeploy the application. The application is
redeployed to the domain, and all targets that reference it automatically receive the
new version if dynamic reconfiguration is enabled for the target server instances.
Dynamic reconfiguration is enabled by default. If dynamic reconfiguration is not
enabled for a server instance, it continues to use the old version until the server
instance is restarted.

Production Environment

In a production environment, follow the steps detailed in “About Rolling
Upgrades” on page 88.

Enabling and Disabling Dynamic Reloading

If dynamic reloading is enabled, the server periodically checks for changes in a
deployed application and automatically reloads the application with the changes.
Changes are signaled by a date change to a file called . r el oad that you create
manually. The applications must be installed in

server_root/ donai n/ domai n1/ appl i cati ons/ j2ee-module_or_j2ee-apps/
app_or_module_name

For example:
AppSer ver [ donai n/ domai n1/ appl i cat i ons/ j 2ee- nodul e/ webapps- si npl e

Dynamic reloading is useful in a development environment because it allows code
changes to be tested quickly. In a production environment, however, dynamic
reloading may degrade performance.

NOTE Dynamic reloading is only available for the default server instance.

Dynamic reloading is intended for development environments. It is incompatible
with session persistence, a production environment feature. Do not enable session
persistence if dynamic deployment is enabled.
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To configure dynamic reloading:
1. Inthe tree component, expand the Stand-Alone Instances node.
2. Click server (Admin Server).
3. Click Advanced.
4. On the Applications Configuration page, configure the following:
o Reload: Enable or disable dynamic reloading with the Enabled checkbox.

o Reload Poll Interval: Specify how often the server checks for changes in the
deployed applications.

o Admin Session Timeout: Specify the amount of time before the Admin
Session times out and you have to log in again.

After configuring the system to use dynamic reloading, for every application to be
reloaded dynamically, create a file called .reload and put it in the application’s
directory. The file does not have any content