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Preface

Using This Documentation

This guide provides the configuration worksheets that must be completed before receiving the SPARC SuperCluster T4-4 from Oracle. There are two intended audiences for this document:

· Customers who purchased the SPARC SuperCluster T4-4 and will have the system installed at their site. Customers should use this document to provide customer-specific networking information that is necessary for a successful installation of the system.
· Oracle installers who will be configuring the system at the customer site. Oracle installers should refer to the networking information that was provided by the customer in this document and input that information into the appropriate configuration utility. 

Related Documentation
	Description
	Links

	All Oracle products
	http://oracle.com/documentation


Feedback
Provide feedback on this documentation at:

http://www.oracle.com/goto/docfeedback
Support and Accessibility

	Description
	Links

	Access electronic support through My Oracle Support
	http://support.oracle.com

	
	For hearing impaired:

http://www.oracle.com/accessibility/support.html

	Learn about Oracle’s commitment to accessibility
	http://www.oracle.com/us/corporate/accessibility/index.html
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1
Understanding the Configuration Worksheets

This document is designed to help define the SPARC SuperCluster T4-4 configuration settings for your environment. Working with the network and database administrators, evaluate the current environmental settings, such as current IP address use and network configuration. Next, define the settings for SPARC SuperCluster T4-4, such as network configuration and backup method.

This document includes the configuration worksheets for SPARC SuperCluster T4-4. The SPARC SuperCluster T4-4 Owner’s Guide contains additional information, such as site requirements for SPARC SuperCluster T4-4. 

The information is used to create the SPARC SuperCluster T4-4 Installation Template. It is important to complete the worksheets, and provide them to your Oracle representative prior to installation. All information is required unless otherwise indicated. The Installation Template will be used to complete installation and configuration of your SPARC SuperCluster T4-4. Site-specific adjustments to the Installation Template must be made in consultation with your Oracle representative.

Note - Complete the configuration worksheets early in the process, and prior to receiving your SPARC SuperCluster T4-4, so that site-specific adjustments to the Installation Template do not delay installation.

Note - If you have purchased more than one SPARC SuperCluster T4-4 and you do not plan to cable them together, then you must complete one set of worksheets for each SPARC SuperCluster T4-4.

Configuration Worksheets Purpose
When you order a SPARC SuperCluster T4-4, you will be asked to make the following configuration choices:

· Type of SPARC SuperCluster T4-4 rack:

· Half rack

· Full rack

Before the SPARC SuperCluster T4-4 can be shipped to your site, you must also provide to Oracle several pieces of information specific to your SPARC SuperCluster T4-4, including:

· Number of domains on each SPARC T4-4 server in the SPARC SuperCluster T4-4:

· 1 to 4 domains

· Type of domains on each SPARC T4-4 server:

· Database Domain
· Application Domain running Oracle Solaris 10
· Application Domain running Oracle Solaris 11

· Percentage of CPU and memory resources allocated to each domain on each SPARC T4-4 server

· Starting IP addresses and number of IP addresses needed for the following networks:

· Management network

· 10 GbE client access network

· InfiniBand network

· Backup/Data Guard network, if applicable

Use the configuration worksheets in this document to provide Oracle these pieces of information.

Networks Overview
The following networks are used with SPARC SuperCluster T4-4:

· Management network:  1 GbE host management and Oracle Integrated Lights Out Manager (Oracle ILOM) networks. The management network is used for administrative work for all components of SPARC SuperCluster T4-4. It connects the management network interface and Oracle ILOM on all the components in the rack to the Cisco Catalyst 4948 Ethernet switch. The following connections are used for the components in the rack for the two management networks:

· 1 GbE host management network:

· SPARC T4-4 servers: NET0-3 ports

· Exadata Storage Servers: NET0 ports

· Sun ZFS Storage 7320 storage controller 1: NET0 port

· Sun ZFS Storage 7320 storage controller 2: NET1 port

· InfiniBand leaf and spine switches: NET0 ports

· Power distribution units: NET MGT ports

· Oracle ILOM network:

· SPARC T4-4 servers: NET MGT ports

· Exadata Storage Servers: NET MGT ports

· Sun ZFS Storage 7320 storage controllers: NET0 ports using sideband management

· Client access network:  10 GbE network, with connections to the 10 GbE network interface cards in the SPARC T4-4 servers. 

· InfiniBand private network:  Used for communication between components installed in the SPARC SuperCluster T4-4. The InfiniBand private network is a non-routable network fully contained in SPARC SuperCluster T4-4, and does not connect to your existing network. The InfiniBand network requires two separate subnets for configuration. This network is automatically configured during installation. 

· Backup/Data Guard network: Used as a backup network, if applicable.
Configuration Process
Prior to the delivery of your SPARC SuperCluster T4-4, you will be asked to decide on the number of domains and the types of domains on each SPARC T4-4 server in your SPARC SuperCluster T4-4. Depending on these domain types, certain components and domains will need to have a unique IP address and host name assigned to them. The number of components and domains used by your SPARC SuperCluster T4-4 will vary depending on the type of domain configuration you choose for each SPARC T4-4 server. 

You and your Oracle representative will work together to gather site-specific IP address and host name information by going through the following process:

1. You will use the worksheets in this document to provide your Oracle representative with site-specific information, including the following:

· Starting IP addresses for the management and client access networks

· Number of IP addresses you will need for the networks, depending on the configurations you chose for each SPARC T4-4 server in your system

Note – You will also be asked to confirm that the default IP addresses used for the private InfiniBand network do not conflict with other IP addresses on your network. If there are conflicts, you will be asked for starting IP addresses for the InfiniBand network in addition to the management and client access networks.

· The name for your SPARC SuperCluster T4-4 and your company network domain name, which your Oracle representative will use to generate host names for the components and domains in your system.
2. Once you have completed all of the worksheets in this document, you will then send the completed document back to your Oracle representative.

3. Your Oracle representative will use the information you provided in this document to create a SPARC SuperCluster T4-4 Installation Template specific to your site.  This site-specific Installation Template will provide several pieces of information, including IP addresses and host names for each component and domain in your SPARC SuperCluster T4-4, depending on the configurations you chose for each SPARC T4-4 server in your system.

4. Your Oracle representative will then send your completed site-specific Installation Template back to you to verify that there are no conflicts with the IP addresses assigned to your system. Your Oracle representative will work with you to resolve any conflicts with the IP addresses, if any conflicts arise.

5. Once the Installation Template is complete and all IP address conflicts have been resolved, you will use the information in the Installation Template to register the IP addresses and host names in DNS. All IP addresses and host names for your SPARC SuperCluster T4-4 must be registered in DNS before your SPARC SuperCluster T4-4 can be installed at your site. 

Note - All IP addresses must be statically-assigned IP addresses, not dynamically-assigned (DHCP) addresses.
Understanding the IP Addresses and Zones

When your SPARC SuperCluster T4-4 is installed at your site, a certain number of IP addresses and host names will be assigned to various components and domains in your system, depending on the configurations you choose for each of the SPARC T4-4 servers in your system. The number of IP addresses needed for the components and domains for each of the three networks will be determined once you have completed the worksheets in this document.

In addition to the IP addresses and host names needed for these components and domains, additional IP addresses and host names might be needed if you chose to deploy zones in either the Database Domains or the Application Domains on the SPARC T4-4 servers. The number of IP addresses and host names that you will need for those zones depend on the number of zones you choose to deploy in these domains and how you deploy those zones. 

Once you complete the worksheets in this document to determine the number of IP addresses that you will need for the components and domains in your SPARC T4-4 server, keep in mind that you might also have to set aside additional IP addresses and host names for any zones that you choose to deploy in the domains. 
Chapter
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Configuration Information for Each SPARC T4-4 Server in SPARC SuperCluster T4-4
Complete the worksheets in this chapter to provide the following information:

· Number of domains on each SPARC T4-4 server:

· 1 to 4 domains

· Type of domains on each SPARC T4-4 server:

· Database Domain
· Application Domain running Oracle Solaris 10
· Application Domain running Oracle Solaris 11

General Configuration Rules

Following are the general configuration rules for your SPARC SuperCluster T4-4 system:

· Every SPARC T4-4 server has a Control Domain, and on the SPARC SuperCluster T4-4, the Control Domain always runs Oracle Solaris 11. If one or more Database Domains are present on the SPARC T4-4 server, then a Database Domain will become the Control Domain. Otherwise an Application Domain running Oracle Solaris 11 will become the Control Domain.

· If any of the SPARC T4-4 servers in your SPARC SuperCluster T4-4 system has at least one Database Domain, the Database Domain will always be the first domain on the SPARC T4-4 server.

Configuration Information for Each SPARC T4-4 Server

Use the following tables to enter the configuration information for each SPARC T4-4 server in your system. For example, if a SPARC T4-4 server has the following configuration:

· Three domains on the SPARC T4-4 server

· Type of domains on the SPARC T4-4 server:

· One Database Domain
· One Application Domain running Oracle Solaris 10
· One Application Domain running Oracle Solaris 11
then you would fill out the configuration information for that SPARC T4-4 server in this way:
	
	Number of Domains on the SPARC T4-4 Server

	Types of Domains
	One
	Two
	Three
	Four

	Database Domain
	(
	
	
	

	Application Domain Running Oracle Solaris 10
	
	(
	
	

	Application Domain Running Oracle Solaris 11
	
	
	(
	


Use the following tables to enter the configuration information for each SPARC T4-4 server in your system. Note that you would enter the information for all four SPARC T4-4 servers for a Full Rack, but you would only need to enter the information for servers 1 and 2 for a Half Rack. Refer to the information in these tables when completing the configuration worksheets in the rest of this document:

· SPARC T4-4 Server 1 Configuration Information on page 13
· SPARC T4-4 Server 2 Configuration Information on page 13
· SPARC T4-4 Server 3 Configuration Information on page 13
· SPARC T4-4 Server 4 Configuration Information on page 14
SPARC T4-4 Server 1 Configuration Information

	
	Number of Domains on SPARC T4-4 Server 1

	Types of Domains
	One
	Two
	Three
	Four

	Database Domain
	
	
	
	

	Application Domain Running Oracle Solaris 10
	
	
	
	

	Application Domain Running Oracle Solaris 11
	
	
	
	


SPARC T4-4 Server 2 Configuration Information

	
	Number of Domains on SPARC T4-4 Server 2

	Types of Domains
	One
	Two
	Three
	Four

	Database Domain
	
	
	
	

	Application Domain Running Oracle Solaris 10
	
	
	
	

	Application Domain Running Oracle Solaris 11
	
	
	
	


SPARC T4-4 Server 3 Configuration Information

	
	Number of Domains on SPARC T4-4 Server 3

	Types of Domains
	One
	Two
	Three
	Four

	Database Domain
	
	
	
	

	Application Domain Running Oracle Solaris 10
	
	
	
	

	Application Domain Running Oracle Solaris 11
	
	
	
	


SPARC T4-4 Server 4 Configuration Information
	
	Number of Domains on SPARC T4-4 Server 4

	Types of Domains
	One
	Two
	Three
	Four

	Database Domain
	
	
	
	

	Application Domain Running Oracle Solaris 10
	
	
	
	

	Application Domain Running Oracle Solaris 11
	
	
	
	


What’s Next

Go to Allocating CPU and Memory Resource on page 15 to provide information on the amount of CPU and memory resources that you want to have allocated to each domain in each SPARC T4-4 server in the SPARC SuperCluster T4-4.

Chapter
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Allocating CPU and Memory Resources
Depending on the number of domains that you have on each SPARC T4-4 server, you can have the following percentages of CPU and memory resources allocated for each domain on the SPARC T4-4 servers in your SPARC SuperCluster T4-4:

· 25%

· 50%

· 75%

· 100%

Note that for the Database Domains, if you have those Database Domains as members of an Oracle Real Application Cluster (RAC) or if you have zones on the Database Domains that are members of a RAC, then each of those members of the RAC must have the same percentage of CPU and memory resources allocated to them. 

Use the tables in the following sections to enter the information for the amount of CPU and memory resources that you want allocated to each domain for each SPARC T4-4 server in your system. Refer to the information that you provided in the chapter Configuration Information for Each SPARC T4-4 Server in SPARC SuperCluster T4-4 to determine the number and type of domains that you have on each SPARC T4-4 server:

· SPARC T4-4 Server 1 CPU and Memory Resource Allocation on page 16
· SPARC T4-4 Server 2 CPU and Memory Resource Allocation on page 18
· SPARC T4-4 Server 3 CPU and Memory Resource Allocation on page 20
· SPARC T4-4 Server 4 CPU and Memory Resource Allocation on page 22
SPARC T4-4 Server 1 CPU and Memory Resource Allocation
To determine the amount of CPU and memory resources that you can allocate to the domains in this server, you must first determine the total number of domains that will be on this server. Go to the section that has information for the total number of domains on this server:

· One Domain on SPARC T4-4 Server 1
· Two Domains on SPARC T4-4 Server 1
· Three Domains on SPARC T4-4 Server 1

· Four Domains on SPARC T4-4 Server 1
One Domain on SPARC T4-4 Server 1

One domain is set up on the SPARC T4-4 server in this configuration, taking up all of the server. 100% of the CPU and memory resources are allocated to this single domain on this server. You cannot change the amount of CPU and memory resources allocated to the domain in this configuration.

Two Domains on SPARC T4-4 Server 1

Use the following table to provide information on the amount of CPU and memory resources that you want to have allocated to the domains on this server. Note that it does not matter if the domains are Database Domains or Application Domains.

	Percentage of CPU/Memory Resources
	Choose One Option

	· 50% resources for first domain

· 50% resources for second domain
	

	· 25% resources for first domain

· 75% resources for second domain
	

	· 75% resources for first domain

· 25% resources for second domain
	


Three Domains on SPARC T4-4 Server 1

Use the following table to provide information on the amount of CPU and memory resources that you want to have allocated to the domains on this server. Note that it does not matter if the domains are Database Domains or Application Domains.

	Percentage of CPU/Memory Resources
	Choose One Option

	· 50% resources for first domain

· 25% resources for second domain

· 25% resources for third domain
	

	· 25% resources for first domain

· 50% resources for second domain

· 25% resources for third domain
	

	· 25% resources for first domain

· 25% resources for second domain

· 50% resources for third domain
	


Four Domains on SPARC T4-4 Server 1

Four domains are set up on the SPARC T4-4 server in this configuration, with each domain taking up 25% of the server. 25% of the CPU and memory resources are allocated to each domain on this server. You cannot change the amount of CPU and memory resources allocated to the domains in this configuration.

SPARC T4-4 Server 2 CPU and Memory Resource Allocation
To determine the amount of CPU and memory resources that you can allocate to the domains in this server, you must first determine the total number of domains that will be on this server. Go to the section that has information for the total number of domains on this server:

· One Domain on SPARC T4-4 Server 2
· Two Domains on SPARC T4-4 Server 2
· Three Domains on SPARC T4-4 Server 2
· Four Domains on SPARC T4-4 Server 2
One Domain on SPARC T4-4 Server 2

One domain is set up on the SPARC T4-4 server in this configuration, taking up all of the server. 100% of the CPU and memory resources are allocated to this single domain on this server. You cannot change the amount of CPU and memory resources allocated to the domain in this configuration.

Two Domains on SPARC T4-4 Server 2

Use the following table to provide information on the amount of CPU and memory resources that you want to have allocated to the domains on this server. Note that it does not matter if the domains are Database Domains or Application Domains.

	Percentage of CPU/Memory Resources
	Choose One Option

	· 50% resources for first domain

· 50% resources for second domain
	

	· 25% resources for first domain

· 75% resources for second domain
	

	· 75% resources for first domain

· 25% resources for second domain
	


Three Domains on SPARC T4-4 Server 2

Use the following table to provide information on the amount of CPU and memory resources that you want to have allocated to the domains on this server. Note that it does not matter if the domains are Database Domains or Application Domains.

	Percentage of CPU/Memory Resources
	Choose One Option

	· 50% resources for first domain

· 25% resources for second domain

· 25% resources for third domain
	

	· 25% resources for first domain

· 50% resources for second domain

· 25% resources for third domain
	

	· 25% resources for first domain

· 25% resources for second domain

· 50% resources for third domain
	


Four Domains on SPARC T4-4 Server 2

Four domains are set up on the SPARC T4-4 server in this configuration, with each domain taking up 25% of the server. 25% of the CPU and memory resources are allocated to each domain on this server. You cannot change the amount of CPU and memory resources allocated to the domains in this configuration.

SPARC T4-4 Server 3 CPU and Memory Resource Allocation
To determine the amount of CPU and memory resources that you can allocate to the domains in this server, you must first determine the total number of domains that will be on this server. Go to the section that has information for the total number of domains on this server:

· One Domain on SPARC T4-4 Server 3
· Two Domains on SPARC T4-4 Server 3
· Three Domains on SPARC T4-4 Server 3
· Four Domains on SPARC T4-4 Server 3
One Domain on SPARC T4-4 Server 3

One domain is set up on the SPARC T4-4 server in this configuration, taking up all of the server. 100% of the CPU and memory resources are allocated to this single domain on this server. You cannot change the amount of CPU and memory resources allocated to the domain in this configuration.
Two Domains on SPARC T4-4 Server 3

Use the following table to provide information on the amount of CPU and memory resources that you want to have allocated to the domains on this server. Note that it does not matter if the domains are Database Domains or Application Domains.

	Percentage of CPU/Memory Resources
	Choose One Option

	· 50% resources for first domain

· 50% resources for second domain
	

	· 25% resources for first domain

· 75% resources for second domain
	

	· 75% resources for first domain

· 25% resources for second domain
	


Three Domains on SPARC T4-4 Server 3

Use the following table to provide information on the amount of CPU and memory resources that you want to have allocated to the domains on this server. Note that it does not matter if the domains are Database Domains or Application Domains.

	Percentage of CPU/Memory Resources
	Choose One Option

	· 50% resources for first domain

· 25% resources for second domain

· 25% resources for third domain
	

	· 25% resources for first domain

· 50% resources for second domain

· 25% resources for third domain
	

	· 25% resources for first domain

· 25% resources for second domain

· 50% resources for third domain
	


Four Domains on SPARC T4-4 Server 3

Four domains are set up on the SPARC T4-4 server in this configuration, with each domain taking up 25% of the server. 25% of the CPU and memory resources are allocated to each domain on this server. You cannot change the amount of CPU and memory resources allocated to the domains in this configuration.
SPARC T4-4 Server 4 CPU and Memory Resource Allocation
To determine the amount of CPU and memory resources that you can allocate to the domains in this server, you must first determine the total number of domains that will be on this server. Go to the section that has information for the total number of domains on this server:

· One Domain on SPARC T4-4 Server 4
· Two Domains on SPARC T4-4 Server 4
· Three Domains on SPARC T4-4 Server 4
· Four Domains on SPARC T4-4 Server 4
One Domain on SPARC T4-4 Server 4

One domain is set up on the SPARC T4-4 server in this configuration, taking up all of the server. 100% of the CPU and memory resources are allocated to this single domain on this server. You cannot change the amount of CPU and memory resources allocated to the domain in this configuration.

Two Domains on SPARC T4-4 Server 4

Use the following table to provide information on the amount of CPU and memory resources that you want to have allocated to the domains on this server. Note that it does not matter if the domains are Database Domains or Application Domains.

	Percentage of CPU/Memory Resources
	Choose One Option

	· 50% resources for first domain

· 50% resources for second domain
	

	· 25% resources for first domain

· 75% resources for second domain
	

	· 75% resources for first domain

· 25% resources for second domain
	


Three Domains on SPARC T4-4 Server 4

Use the following table to provide information on the amount of CPU and memory resources that you want to have allocated to the domains on this server. Note that it does not matter if the domains are Database Domains or Application Domains.

	Percentage of CPU/Memory Resources
	Choose One Option

	· 50% resources for first domain

· 25% resources for second domain

· 25% resources for third domain
	

	· 25% resources for first domain

· 50% resources for second domain

· 25% resources for third domain
	

	· 25% resources for first domain

· 25% resources for second domain

· 50% resources for third domain
	


Four Domains on SPARC T4-4 Server 4

Four domains are set up on the SPARC T4-4 server in this configuration, with each domain taking up 25% of the server. 25% of the CPU and memory resources are allocated to each domain on this server. You cannot change the amount of CPU and memory resources allocated to the domains in this configuration.

What’s Next

Go to General SPARC SuperCluster T4-4 Configuration Worksheets on page 24 to complete the general configuration worksheets.

Chapter
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General SPARC SuperCluster T4-4 Configuration Worksheets

Complete the configuration worksheets in this chapter to provide general configuration information for your SPARC SuperCluster T4-4.

General SPARC SuperCluster T4-4 Configuration Information 
When filling out the worksheets in this chapter, note the following items:

·  SPARC SuperCluster T4-4 ships with the Oracle Solaris Operating System (Oracle Solaris OS) installed on the SPARC T4-4 servers.

·  The SPARC SuperCluster T4-4 name is used to generate host names for network interfaces for the components and logical domains in the system.  
The SPARC SuperCluster T4-4 name is completely user-definable, but because the name for the SPARC SuperCluster T4-4 will be used to generate the host names for the components listed above, you should use six characters or fewer for the SPARC SuperCluster T4-4 name. The SPARC SuperCluster T4-4 name is defined in the Customer Details Configuration  section on page 28 in this document.
Note – It is possible to create a SPARC SuperCluster T4-4 name that is longer than six characters; however, you may get the following error message with a longer SPARC SuperCluster T4-4 name: Maximum combined length of cell short hostname + diskgroup name is too long - max length is 23 characters. The installer can manually shorten the disk group name to accommodate the combined maximum length of 23 characters in this case. 

· For certain components, the company network domain name, such as example.com, is also used to generate host names for network interfaces for those components. The company network domain name is completely user-definable. The company network domain name is defined in the Operating System Configuration  section on page 30 in this document.
·  The backup method information is used to size the ASM disk groups created during installation. The amount of usable disk space varies depending on the backup method. The backup methods are as follows:

·  Backups internal to SPARC SuperCluster T4-4 mean database backups will be created only on disk in the Fast Recovery Area (FRA). In addition to the database backups, there are other objects such as Archived Redo Logs and Flashback Log Files stored in the FRA. The division of disk space between the DATA disk group and the RECO disk group (the FRA) will be 40% and 60%, respectively.

·  Backups external to SPARC SuperCluster T4-4 mean database backups will be created on disk or tape media that is external to currently deployed SPARC SuperCluster T4-4 systems, and not on existing Exadata Storage Servers. If you are performing backups to disk storage external to SPARC SuperCluster T4-4, such as to additional dedicated Exadata Storage Servers, an NFS server, virtual tape library or tape library, then do no reserve additional space in the RECO disk group. When choosing this option, the FRA internal to SPARC SuperCluster T4-4 will contain objects such as archived redo log files and flashback log files. The division of disk space between the DATA disk group and the RECO disk group (the FRA) will be 80% and 20%, respectively.

· A valid time zone name is required for SPARC SuperCluster T4-4 installation. Time zone data provided with SPARC SuperCluster T4-4 comes from the zoneinfo database. A valid time zone name is suitable as a value for the TZ environment variable consisting of form Area/Location. For example, a valid entry is America/New_York. Invalid entries are EST, EDT, UTC-5, and UTC-4. For a list of time zone names, refer to the zone.tab file in the zoneinfo database available in the public domain at ftp://elsie.nci.nih.gov/pub/.
· Use high redundancy disk groups for mission critical applications. The location of the backup files depends on the backup method. To reserve more space for the DATA disk group, choose external backups. This is especially important when the RECO disk group is high redundancy. The following table shows the backup options and settings.

	Description
	Redundancy Level for DATA Disk Group
	Redundancy Level for RECO Disk Group

	High Redundancy for ALL

Both the DATA disk group and RECO disk group are configured with Oracle ASM high redundancy. The DATA disk group contains data files, temporary files, online redo logs, and control file. The RECO disk group contains archive logs, and flashback log files.
	High
	High

	High Redundancy for DATA

The DATA disk group is configured with Oracle

ASM high redundancy, and the RECO disk group is configured with Oracle ASM normal redundancy. The DATA disk group contains data files, online redo logs, and control file. The RECO disk group contains archive logs, temporary files, and flashback log files.
	High
	Normal

	High Redundancy for Log and RECO

The DATA disk group is configured with Oracle

ASM normal redundancy, and the RECO disk group is configured with Oracle ASM high redundancy. The DATA disk group contains the data files and temporary files. The RECO disk group contains online redo logs, control file, archive logs, and flashback log files.
	Normal
	High

	Normal Redundancy

The DATA Disk Group and RECO disk group are configured with Oracle ASM normal redundancy. The DATA disk group contains data files, temporary files, online redo logs, and control file. The RECO disk group contains online redo logs, archive logs, and flashback log files.
	Normal
	Normal


See Oracle Exadata Storage Server Software User's Guide for information about maximum availability. Also see the following tables for more information on storage capacities based on the level of redundancy that you choose:

·  Table 1: Exadata Storage Server Storage Capacity in the SPARC SuperCluster T4-4
· Table 2: Exadata Storage Server Storage Capacity in the Oracle Exadata Storage Expansion Rack, High-Capacity Version
Table 3: Exadata Storage Server Storage Capacity in the Oracle Exadata Storage Expansion Rack, High-Performance Version 

	Table 1: Exadata Storage Server Storage Capacity in the SPARC SuperCluster T4-4

	Capacity Type
	Half Rack
	Full Rack

	Raw disk capacity
	· High-performance disk: 21.6 TB

· High-capacity disk: 108 TB
	· High-performance disk: 43.2 TB

· High-capacity disk: 216 TB

	Raw flash capacity
	1.1  TB
	2.2  TB

	Usable mirrored capacity (ASM normal redundancy)
	· High-performance disk: 9.5 TB

· High-capacity  disk: 47 TB
	· High-performance disk: 19 TB

· High-capacity disk: 94.5 TB

	Usable triple mirrored  capacity (ASM high redundancy) 

	· High-performance disk: 6.5 TB

· High-capacity  disk: 32.3 TB
	· High-performance disk: 13 TB

· High-capacity disk: 64.5 TB


	Table 2: Exadata Storage Server Storage Capacity in the Oracle Exadata Storage Expansion Rack, High-Capacity Version

	Capacity Type
	Quarter Rack
	Half Rack
	Full Rack

	Raw disk capacity
	144 TB
	324 TB
	648 TB

	Raw flash capacity
	1.5  TB
	3.4  TB
	6.75  TB

	Usable mirrored capacity (ASM normal redundancy)
	64 TB
	144 TB
	288 TB

	Usable triple mirrored  capacity (ASM high redundancy)
	43 TB
	97 TB
	193.5 TB


	Table 3: Exadata Storage Server Storage Capacity in the Oracle Exadata Storage Expansion Rack, High-Performance Version

	Capacity Type
	Quarter Rack
	Half Rack
	Full Rack

	Raw disk capacity
	28 TB
	64 TB
	128 TB

	Raw flash capacity
	1.5  TB
	3.4  TB
	6.75  TB

	Usable mirrored capacity (ASM normal redundancy)
	13 TB
	29 TB
	58 TB

	Usable triple mirrored  capacity (ASM high redundancy)
	8 TB
	19 TB
	39 TB


Customer Details Configuration Worksheet
Table 4: Customer Details Configuration Worksheet

	Item
	Entry
	Description and Example

	Customer name
	
	The customer name. The name can contain any alphanumeric characters, including spaces. This field cannot be empty.

	Application
	
	The application used on the Database Domains, if Database Domains are part of the SPARC SuperCluster T4-4 system configuration.

	Region
	
	Country where SPARC SuperCluster T4-4 will be installed.

Example: United States

	Time zone 
	
	Time zone name where SPARC SuperCluster T4-4 will be installed.

Example: America/Los_Angeles

	Compute OS
	Oracle Solaris
	The operating system for the domains on the SPARC SuperCluster T4-4. 

Oracle Solaris is the only valid entry for this field, even if you have Database Domains in your SPARC SuperCluster T4-4. 

	SPARC SuperCluster T4-4  prefix
	
	The prefix is used to generate host names for network interfaces for all systems. For example, a value of ssc01 results in a compute node host name of ssc01db01, and an Exadata Storage Server host name of ssc01cel01.

Example: ssc01


Backup/Data Guard Ethernet Network Configuration Worksheet
Table 5: Backup/Data Guard Ethernet Network Configuration Worksheet

	Item
	Entry
	Description and Example

	Enable backup/Data Guard network
	
	Determine if a backup network is being used for this system. 

Options: Enabled or Disabled.

	Starting IP Address for Pool
	
	This is the starting IP address for the IP addresses assigned to the backup network.

Note: The pool should consist of consecutive IP addresses. If consecutive IP addresses are not available, then specific IP addresses can be modified during the configuration process.

	Pool Size
	
	The value of this field is defined by the type of SPARC SuperCluster T4-4 system (Half Rack or Full Rack).

	Ending IP Address for Pool 
	
	The value of this field is defined by the starting IP address and the pool size.

	Subnet Mask
	
	The subnet mask for the backup network.

	Gateway
	
	The gateway for the subnet. Ensure that the defined IP address is correct for the gateway.

	Adapter Speed
	
	The speed of the Ethernet cards. The options are 1 GbE/10 GbE Base-T when using copper cables, or 10 GbE SFP+ optical when using fiber optic cables.

	Implement host based bonded network
	
	This option is selected when using a bonded network. 
Options: Enabled or Disabled


Operating System Configuration Worksheet
Table 6: Custom Details Configuration Worksheet

	Item
	Entry
	Description and Example

	Domain name
	
	The company network domain name, such as example.com. The name can contain alphanumeric characters, periods (.), and hyphens (-). The name must start with an alphanumeric character. This field cannot be empty.

	DNS  servers
	
	The IP address for the domain name servers. At least one IP address must be provided.

	NTP servers
	
	The IP address for the Network Time Protocol servers. At least one IP address must be provided.

	Separate Grid Infrastructure owner from Database owner
	
	Determine if the responsibilities and privileges are separated by role.

Providing system privileges for the storage tier using the SYSASM privilege instead of the SYSDBA privilege provides a clear division of responsibility between Oracle ASM administration and database administration. Role separation also helps to prevent different databases using the same storage from accidentally overwriting each other's files.
Options: Selected or Unselected.

	Grid ASM Home OS User
	
	The user name for the Oracle ASM owner. The default is grid. This user owns the Oracle Grid Infrastructure installation.

This option is available when using role-separated authentication.

	Grid ASM Home OS UserId
	
	The identifier for the Oracle ASM owner. The default is 1000.

This option is available when using role-separated authentication.

	Grid ASM Home Base Location 
	
	The directory for the Oracle grid infrastructure. The default is /u01/app/grid.

This option is available when using role-separated authentication.

	ASM DBA Group
	
	The name for the Oracle ASM DBA group. The default is asmdba. Membership in this group enables access to the files managed by Oracle ASM.

This option is available when using role-separated authentication.

	ASM DBA GroupID
	
	The identifier for the Oracle ASM DBA group. The default is 1004.

This option is available when using role-separated authentication.

	ASM Home Operator Group
	
	The name for the Oracle ASM operator group. The default is asmoper.

This group of operating system users has a limited set of Oracle instance administrative privileges including starting up and stopping the Oracle ASM instance.

This option is available when using role-separated authentication.

	ASM Home Operator GroupId
	
	The identifier for the Oracle ASM operator group. The default is 1005.

This option is available when using role-separated authentication.

	ASM Home Admin Group
	
	The name for the Oracle ASM administration group. The default is asmadmin.

This group uses SQL to connect to an Oracle ASM instance as SYSASM using operating system authentication. The SYSASM privileges permit mounting and dismounting of disk groups, and other storage administration tasks. SYSASM privileges provide no access privileges on an Oracle Database instance.

This option is available when using role-separated authentication.

	ASM Home Admin GroupId
	
	The identifier for the Oracle ASM administration group. The default is 1006.

This option is available when using role-separated authentication.

	RDBMS Home OS User
	
	The user name for the owner of the Oracle Database installation. The default is oracle.

	RDBMS Home OS UserId
	
	The identifier for the owner of the Oracle Database installation. The default is 1001.

	RDBMS Home Base Location
	
	The directory for the Oracle Database installation. The default is /u01/app/oracle.

	RDBMS DBA Group
	
	The name for the database administration group. The default is 1002.

	RDBMS Home Operator Group
	
	The name for the Oracle Database operator group. The default is racoper.

	RDBMS Home Operator GroupId
	
	The identifier for the Oracle Database operator group. The default is 1003.

	Oinstall Group
	
	The name for the Oracle Inventory group. The default is oinstall.

	Oinstall GroupId
	
	The identifier for the Oracle Inventory group. The default is 1001.


Home and Database Configuration Worksheet
Use this worksheet to provide information on the home and database configuration. The disk group sizes shown in the configuration page are approximate, based on the type of SPARC SuperCluster T4-4 rack, and redundancy.

For more information about disk group redundancy and backups, see General SPARC SuperCluster T4-4 Configuration Information on page 24.
Table 7: Home and Database Configuration Worksheet

	Item
	Entry
	Description and Example

	Inventory Location
	
	The directory path for the Oracle inventory (oraInventory). The default is /u01/app/oraInventory.

	Grid Infrastructure Home
	
	The directory path for the Grid infrastructure. The default is /u01/app/release_number/grid.

	Database Home Location
	
	The directory path for Oracle Database. The default is /u01/app/oracle/product/release_number/dbhome_1.

	Software Install Languages
	
	The language abbreviation for the languages installed for the database. The default is English (en).

	DATA Disk Group Name
	
	The name of the DATA disk group. The default is DATA_DM01.

	DATA Disk Group Redundancy
	
	The type of redundancy for the DATA disk group. The options are NORMAL and HIGH. Use HIGH redundancy disk groups for mission critical applications.

	RECO Disk Group Name 
	
	The name of the RECO disk group. The default is RECO_DM01.

	RECO Disk Group Redundancy
	
	The type of redundancy for the RECO disk group. The options are NORMAL and HIGH. Use HIGH redundancy disk groups for mission critical applications.

	Reserve additional space in RECO for database backups
	
	Determine if the backups will occur within the SPARC SuperCluster T4-4.

When backups occur within the SPARC SuperCluster T4-4, the RECO disk group size increases, and the DATA disk group size decreases.
Options: Selected or Unselected

	Database name
	
	The name of the database. The default is dbm.

	Block size
	
	The block size for the database. The default is 8192.

Options are:
· 4096
· 8192

· 16384

· 32768

	Database Type
	
	The type of workload that will mainly run on the database. The options are OLTP for online transaction processing, and DW for data warehouse.


(Optional) Cell Alerting Configuration Worksheet
Cell alerts can be delivered by way of Simple Mail Transfer Protocol (SMTP), Simple Network Management Protocol (SNMP), or both. You can configure the cell alert delivery during or after installation. 
Table 8: Cell Alerting Configuration Worksheet
	Item
	Entry
	Description and Example

	Enable Email Alerting
	
	If cell alerts should be delivered automatically, then select this option.

	Recipients Addresses
	
	The email addresses for the recipients of the cell alerts. You can enter multiple addresses in the dialog box. The number of email addresses is shown.

	SMTP Server
	
	The SMTP email server used to send alert notifications, such as mail.example.com

	Uses SSL
	
	Specification to use Secure Socket Layer (SSL) security when sending alert notifications.

	Port
	
	The SMTP email server port used to send alert notifications, such as 25 or 465.

	Name
	
	The SMTP email user name that is displayed in the alert notifications, such as SPARC SuperCluster T4-4.

	Email Address
	
	The SMTP email address that sends the alert notifications, such as dm01@example.com.

	Enable SNMP Alerting
	
	Determine if alerts will be delivered using SNMP. 
Options: Enabled or Disabled

	SNMP Server
	
	The host name of the SNMP server, such as snmp.example.com.

Note: You can define additional SNMP targets after installation. Refer to Oracle Exadata Storage Server Software User's Guide for information.

	Port
	
	The port for the SNMP server. The default port is 162.

	Community
	
	The community for the SNMP server. The default is public.


(Optional) Oracle Configuration Manager Configuration Worksheet
Use the Oracle Configuration Manager to collect configuration information and upload it to the Oracle repository. 

Table 9: Oracle Configuration Manager Configuration Worksheet
	Item
	Entry
	Description and Example

	Enable Oracle Configuration Manager
	
	Determine if Oracle Configuration Manager will be used to collect configuration information. 

Options: Enabled or Disabled

	Receive updates via MOS
	
	Determine if you are planning to receive My Oracle Support updates automatically for the SPARC SuperCluster T4-4.
Options: Enabled or Disabled


	MOS Email Address
	
	The My Oracle Support address to receive My Oracle Support updates.


	Access Oracle Configuration Manager via Support Hub
	
	Determine if you are planning to access Oracle Configuration Manager using Support Hub.

Oracle Support Hub enables Oracle Configuration Manager instances to connect to a single internal port (the Support Hub), and upload configuration data, eliminating the need for each individual Oracle Configuration Manager instance in the database servers to access the Internet.
Options: Enabled or Disabled

	Support Hub Hostname
	
	The host name for Support Hub server.

See Also: Oracle Configuration Manager Companion Distribution Guide

	Hub User name
	
	The operating system user name for the Support Hub server.

	HTTP Proxy used in upload to Oracle Configuration Manager
	
	Determine if an HTTP proxy will be used to upload configuration information to the Oracle repository.

Options: Enabled or Disabled

	HTTP Proxy Host
	
	The proxy server to connect to Oracle. The proxy can be between the following:

· Database servers and Oracle

· Database servers and Support Hub

· Support Hub and Oracle
Example: [proxy_user@]proxy_host[:proxy_port]

The proxy_host and proxy_port entries are optional.

Note: If passwords are needed, then provide them during installation.

	Proxy Port
	
	The port number for the HTTP proxy server. The default is 80.

	HTTP Proxy requires authentication
	
	Determine if the HTTP proxy requires authentication.
Options: Enabled or Disabled

	HTTP Proxy User
	
	The user name for the HTTP proxy server.


Auto Service Request Configuration Worksheet
You can install and configure Auto Service Request (ASR) for use with SPARC SuperCluster T4-4. 
Table 10: Auto Service Request Configuration Worksheet
	Item
	Entry
	Description and Example

	Enable Auto Service Request
	
	Enable ASR for use with SPARC SuperCluster T4-4. The default is yes.

	ASR Manager Host name
	
	The host name of the server for ASR. 

Note: You should use a standalone server that has connectivity to SPARC SuperCluster T4-4.

	ASR Technical Contact
	
	The name of the person responsible as the technical contact for SPARC SuperCluster T4-4.

	Technical Contact Email
	
	The email address of the person responsible as technical contact for SPARC SuperCluster T4-4.



	My Oracle Support Account Name
	
	The name for the My Oracle Support account.

	HTTP Proxy used in upload to ASR.
	
	Determine if an HTTP proxy will be used to upload ASR.

Options: Enabled or Disabled

	HTTP Proxy Host
	
	The host name of the proxy server.

	Proxy Port
	
	The port number for the HTTP proxy server. Default: 80.

	HTTP Proxy requires authentication
	
	Determine if the HTTP proxy server requires authentication.

Options: Enabled or Disabled

	HTTP Proxy User
	
	The user name used with the proxy server.


What’s Next 
Go to Determining Network IP Addresses on page 38 to provide starting IP addresses and IP address ranges for the three networks for your system.

Chapter

5
Determining Network IP Addresses 
Use the configuration worksheets in this chapter to determine the total number of IP addresses that you will need for the three networks on your system:

· Management network

· Client access network

· InfiniBand network

See Networks on page 8 for more information on the three networks. Also, see Configuration Process on page 9 for more information on how you will work with your Oracle installer to generate your site-specific Installation Template after you have completed the worksheets in this chapter.
Read and understand the information on IP addresses and Oracle Enterprise Manager Ops Center 12c Release 2 (12.2.0.0.0), then complete the configuration worksheets in this chapter to provide the starting IP address and to determine the total number of IP addresses that you will need for the three networks on your system:

· Understanding IP Addresses and Oracle Enterprise Manager Ops Center 12c Release 2 on page 39
· Management Network IP Addresses on page 41
· Client Access Network IP Addresses on page 43
· InfiniBand Network IP Addresses on page 54
Understanding IP Addresses and Oracle Enterprise Manager Ops Center 12c Release 2
For previous versions of Oracle Enterprise Manager Ops Center, the Ops Center software was installed and run from the SuperCluster system. Beginning with the Oracle Enterprise Manager Ops Center 12c Release 2 (12.2.0.0.0) release, the Ops Center software must now run on a system (Enterprise Controller host) outside of the SuperCluster system.

The following conditions apply to Oracle Engineered Systems, such as SuperCluster systems.

One or more Oracle Engineered Systems can be discovered and managed by a single Oracle Enterprise Manager Ops Center instance based on the following conditions:

· None of Oracle Engineered System instances have overlapping private networks connected through IB, that is, networks that have the same CIDR (Classless Inter-Domain Routing) or networks that are sub-blocks of the same CIDR. For example, 192.0.2.1/21 and 192.0.2.1/24 are overlapping.

· None of the Oracle Engineered System instances or generic datacenter assets have overlapping management or client access networks connected through Ethernet, that is, networks that have the same CIDR or networks that are sub-blocks of the same CIDR. For example, 192.0.2.1/21 and 192.0.2.1/24 are overlapping. As an exception, you can use the same CIDR (not sub-block) for multiple systems. For example, you can use 192.0.2.1/22 as a CIDR for Ethernet network on one or more engineered systems and/or generic datacenter assets.

· None of the Oracle Engineered System instances have overlapping public networks connected through EoIB, that is, networks that have the same CIDR or networks that are sub-blocks of the same CIDR. For example, 192.0.2.1/21 and 192.0.2.1/24 are overlapping. As an exception, you can use the same CIDR (not sub-block) for multiple systems. For example, you can use 192.2.0.0/22 as a CIDR for public EoIB network on multiple engineered systems.

· None of the networks configured in Oracle Enterprise Manager Ops Center overlaps with any network, that is, overlapping networks are not supported by Oracle Enterprise Manager Ops Center.

Note – To manage two or more Oracle Engineered Systems that have overlapping networks or any networks already present in Oracle Enterprise Manager Ops Center, reconfigure one of the conflicting systems before it is discovered and managed by the same Oracle Enterprise Manager Ops Center.

Example Oracle SuperCluster Network Configurations

The following are example Oracle SuperCluster network configurations that you can use when configuring the network to discover and manage Oracle SuperCluster systems. Status OK indicates a valid configuration and status Fail indicates an invalid configuration.

Table 11: Example SuperCluster Network Configuration 1
	
	1GbE
	10GbE
	IB

	First SuperCluster System
	192.0.251.0/21
	192.4.251.0/24
	192.168.8.0/22

	Second SuperCluster System
	192.0.251.0/21
	192.4.251.0/24
	192.168.12.0/22

	Status
	OK
	OK
	OK


Status:

OK – First SuperCluster system 1GbE and second SuperCluster system 1GbE share the same network.

OK – First SuperCluster system 10GbE and second SuperCluster system 10GbE share the same network.

OK – First SuperCluster system IB does not overlap with second SuperCluster system IB.

Table 12: Example SuperCluster Network Configuration 2
	
	1 GbE
	10 GbE
	IB

	First SuperCluster System
	192.0.251.0/21
	192.0.250.0/24
	192.168.8.0/22 – IB fabric connected with second SuperCluster system

	Second SuperCluster System
	192.6.0.0/21
	192.0.250.0/24
	192.168.8.0/22– IB fabric connected with first SuperCluster system

	Status
	OK
	OK
	OK


Status:
OK – First SuperCluster system 1GbE and second SuperCluster system 1GbE represent different non-overlapping networks.

OK – First SuperCluster system 10GbE and second SuperCluster system 10GbE share the same network.

OK – First SuperCluster system IB and second SuperCluster system IB represent the same network as they are interconnected.

Table 13: Example SuperCluster Network Configuration 3
	
	1 GbE
	10 GbE
	IB

	First SuperCluster System
	192.0.2.1/21
	192.0.251.0/21
	192.168.8.0/22

	Second SuperCluster System
	192.0.0.128/25
	192.0.7.0/24
	192.168.8.0/22

	Status
	FAIL
	OK
	FAIL


Status:
FAIL – First SuperCluster system 1GbE and second SuperCluster system 1GbE define overlapping networks.

OK – First SuperCluster system 10GbE and second SuperCluster system 10GbE represent different non-overlapping networks.

FAIL – First SuperCluster system 1GbE and second SuperCluster system 10GbE define overlapping networks.

FAIL – First SuperCluster system IB and second SuperCluster system IB do not define unique private networks (racks are not interconnected).

Management Network IP Addresses
Use the worksheets in this section to provide the starting IP address and to determine the total number of IP addresses that you will need for the management network for your system.
General Management Network Configuration Worksheet

Use this worksheet to provide the subnet mask and gateway IP address for the management network. 
	Item
	Entry
	Description and Example

	Subnet mask
	
	Subnet mask for the management network.

Example: 255.255.248.0

	Gateway IP address
	
	Gateway IP address for the management network.

Example: 10.204.72.1

	Use management network gateway for default gateway?
	
	For the default gateway, you can use either the management network gateway or the client access network gateway.  Options for this field:

· Yes if the management network gateway will be the default gateway

· No if the management network gateway will not be the default gateway (if the client access network gateway will be the default gateway)

	Starting IP address
	
	Starting IP address for the management network.

Example: 10.204.74.100


Management Network IP Addresses Configuration Worksheet
Complete this worksheet to determine the total number of IP addresses needed for the management network. These IP addresses should be sequential, beginning with the starting IP address that you provided in the General Management Network Configuration Worksheet section.
Note – It is preferable to have all the IP addresses on this network in sequential order. If you cannot set aside the appropriate number of sequential IP addresses for this network, and you must break the IP addresses into non-sequential addresses, the Oracle installer can break the IP addresses on this network into non-sequential blocks. However, this will make the information in the Installation Template more complex, and will require additional communication between you and your Oracle representative to ensure that the non-sequential IP addresses are correctly assigned to the appropriate components or domains in the system.
	Item
	Entry

	Do you have a Half Rack or a Full Rack?

· Half Rack: Enter 18.
· Full Rack: Enter 26.
	

	For SPARC T4-4 server 1, how many domains are on this server?

Enter the number of domains on this server. For example, if you have two domains on this server, enter 2.
	

	For SPARC T4-4 server 2, how many domains are on this server?

Enter the number of domains on this server. For example, if you have two domains on this server, enter 2.
	

	Note: Do not enter information in this row if you have a Half Rack.

For SPARC T4-4 server 3, how many domains are on this server? 

Enter the number of domains on this server. For example, if you have two domains on this server, enter 2.
	

	Note: Do not enter information in this row if you have a Half Rack.

For SPARC T4-4 server 4, how many domains are on this server? 

Enter the number of domains on this server. For example, if you have two domains on this server, enter 2.
	

	Add the entries from the Entry column. This is the total number of IP addresses that you will need for the management network.
	

	What’s Next: Go to Client Access Network IP Addresses on page 43 to enter information for the client access network for your system.


Client Access Network IP Addresses
Use the worksheets in this section to determine the total number of IP addresses that you will need for the client access network for your system. 
Understanding the Physical Connections for the Client Access Network

A 10 GbE client access network infrastructure is a required part of the installation process for the SPARC SuperCluster T4-4. 

The SPARC SuperCluster T4-4 ships with the following components:

· Four dual-ported Sun Dual 10 GbE SFP+ PCIe NICs in each  SPARC T4-4 server, with a total of 32 10 GbE SFP+ ports in a full rack

· Transceivers preinstalled in the 10 GbE NICs

· Eight 10-meter SFP-QSFP optical splitter cables for a full rack

If you plan to use the supplied SFP-QSFP cables for the connection to your client access network, you must provide the following 10 GbE client access network infrastructure components:

· A 10 GbE switch with QSFP connections, such as the Sun Network 10GbE Switch 72p  

· Eight QSFP transceivers for a full rack to connect the QSFP end of the supplied SFP-QSFP cable to your 10 GbE switch

If you do not want to use the supplied SFP-QSFP cables for the connection to your client access network, you must provide the following 10 GbE client access network infrastructure components:

· A 10 GbE switch

· Suitable optical cables with SFP+ connections for the SPARC T4-4 server side

· Suitable transceivers to connect all cables to your 10 GbE switch 

If you do not have a 10 GbE client access network infrastructure set up at your site, you must have a 10 GbE network switch available at the time of installation that the SPARC SuperCluster T4-4 can be connected to, even if the network speed drops from 10 Gb to 1 Gb on the other side of the 10 GbE network switch. The SPARC SuperCluster T4-4 cannot be installed at the customer site without the 10 GbE client access network infrastructure in place.
Client Access Network IP Addresses Configuration Worksheets

There are two options available for the client access network for your SPARC SuperCluster T4-4:
· Client access network for the entire SPARC SuperCluster T4-4 on a single subnet. All Database Domains and Application Domains would be on the same subnet with this option.

· Client access network for the entire SPARC SuperCluster T4-4 on two different subnets. For this option, client access to the Database Domains on all the SPARC T4-4 servers in the SPARC SuperCluster T4-4 would be on one subnet, and client access to the Application Domains on all the SPARC T4-4 servers would be on a second, separate subnet. Two subnets on the client access network would be needed for this option.
Note – It is preferable to have all the IP addresses on each subnet for this network in sequential order. If you cannot set aside the appropriate number of sequential IP addresses on each subnet for this network, and you must break the IP addresses into non-sequential addresses, the Oracle installer can break the IP addresses on this network into non-sequential blocks. However, this will make the information in the Installation Template more complex, and will require additional communication between you and your Oracle representative to ensure that the non-sequential IP addresses are correctly assigned to the appropriate components or domains in the system.
Refer to the appropriate section to determine the number of IP addresses you will need, and the number of subnets, depending on the choice you made from the options listed above:

· Client Access for Entire SPARC SuperCluster T4-4 on a Single Subnet on page 45
· Client Access for Entire SPARC SuperCluster T4-4 on Two Separate Subnets on page 51
Client Access for Entire SPARC SuperCluster T4-4 on a Single Subnet

Use this worksheet to provide subnet mask and gateway IP addresses for the client access network for the entire SPARC SuperCluster T4-4. 

For this option, client access network for the entire SPARC SuperCluster T4-4 (Database Domains and Application Domains) will be on a single subnet. 
	Item
	Entry
	Description and Example

	Subnet mask
	
	Subnet mask for client access network.

Example: 255.255.252.0

	Gateway IP address
	
	Gateway IP address for the client access network.

Example: 172.16.8.1

	Use client access network gateway for default gateway?
	
	For the default gateway, you can use either the management network gateway or the client access network gateway.  Options for this field:

· Yes if the client access network gateway will be the default gateway

· No if the client access network gateway will not be the default gateway (if the management network gateway will be the default gateway)

	Starting IP address
	
	Starting IP address for the client access network.

Example: 172.16.10.100



	VLAN tag (optional)
	
	If this network belongs to a tagged VLAN, enter the VLAN tag ID. 

Example: 101


Complete the worksheets in the following sections to determine the total number of IP addresses you will need for each SPARC T4-4 server in your SPARC SuperCluster T4-4. The number of IP addresses you will need for each SPARC T4-4 server is based on the type of domains that are on each server:

· For every Database Domain, you will need two IP addresses:

· One for the 10 GbE client access to that domain

· One for the Oracle RAC VIP address

· For every Application Domain, you will need one IP address, for the 10 GbE client access to that domain
SPARC T4-4 Server 1 Client Access Network IP Addresses
Note that you will only enter information for the specific number of domains on this server. For example, if you have two domains on this server, you would enter information only for the rows for the first and second domains, and ignore the rows for the third and fourth domains for this server.
	Item
	Entry

	First domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.
· Application Domain: Enter 1.
	

	Second domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Third domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Fourth domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Add the entries from the Entry column. This is the total number of IP addresses that you will need for the client access network for this server.
	

	What’s Next: Go to SPARC T4-4 Server 2 Client Access Network IP Addresses on page 47 to enter the necessary information for the client access network for that server.


SPARC T4-4 Server 2 Client Access Network IP Addresses

Note that you will only enter information for the specific number of domains on this server. For example, if you have two domains on this server, you would enter information only for the rows for the first and second domains, and ignore the rows for the third and fourth domains for this server.
	Item
	Entry

	First domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Second domain: Is this domain a Database Domain or an Application Domain?.
· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Third domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Fourth domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Add the entries from the Entry column. This is the total number of IP addresses that you will need for the client access network for this server.
	

	What’s Next:
· If you have a Half Rack, go to Total Number of IP Addresses Needed for Client Access Network on page 50.
· If you have a Full Rack, go to SPARC T4-4 Server 3 Client Access Network IP Addresses on page 48 to enter the necessary information for the client access network for that server.


SPARC T4-4 Server 3 Client Access Network IP Addresses

Note: Do not enter information in this section if you have a Half Rack.
Note that you will only enter information for the specific number of domains on this server. For example, if you have two domains on this server, you would enter information only for the rows for the first and second domains, and ignore the rows for the third and fourth domains for this server.
	Item
	Entry

	First domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Second domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Third domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Fourth domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Add the entries from the Entry column. This is the total number of IP addresses that you will need for the client access network for this server.
	

	What’s Next: Go to SPARC T4-4 Server 4 Client Access Network IP Addresses on page 49 to enter the necessary information for the client access network for that server.


SPARC T4-4 Server 4 Client Access Network IP Addresses

Note: Do not enter information in this section if you have a Half Rack.

Note that you will only enter information for the specific number of domains on this server. For example, if you have two domains on this server, you would enter information only for the rows for the first and second domains, and ignore the rows for the third and fourth domains for this server.
	Item
	Entry

	First domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Second domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Third domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Fourth domain: Is this domain a Database Domain or an Application Domain?

· Database Domain: Enter 2.

· Application Domain: Enter 1.
	

	Add the entries from the Entry column. This is the total number of IP addresses that you will need for the client access network for this server.
	

	What’s Next: Go to Total Number of IP Addresses Needed for Client Access Network on page 50 to enter the total number of IP addresses that you will use for the client access network for the system.


Total Number of IP Addresses Needed for Client Access Network

To determine the total number of IP addresses that you will need for the client access network for your SPARC SuperCluster T4-4, add the total number of IP addresses for each SPARC T4-4 server in the following table.

	Item
	Entry

	Do you have at least one Database Domain on any SPARC T4-4 server in the SPARC SuperCluster T4-4?

· Yes: Enter 3 (SCAN for Oracle RAC IP addresses).

· No: Enter 0. 

Note: Enter 0 only if all of the SPARC T4-4 servers have only Application Domains
	

	SPARC T4-4 server 1: Total number of IP addresses from the table in the SPARC T4-4 Server 1 Client Access Network IP  section on page 46.
	

	SPARC T4-4 server 2: Total number of IP addresses from the table in the SPARC T4-4 Server 2 Client Access Network IP Addresses section on page 47.
	

	Note: Do not enter information in this row if you have a Half Rack.
SPARC T4-4 server 3: Total number of IP addresses from the table in the SPARC T4-4 Server 3 Client Access Network IP Addresses section on page 48.
	

	Note: Do not enter information in this row if you have a Half Rack.
SPARC T4-4 server 4: Total number of IP addresses from the table in the SPARC T4-4 Server 4 Client Access Network IP Addresses section on page 49.
	

	Add the entries from the Entry column. This is the total number of IP addresses that you will need for the client access network for the SPARC SuperCluster T4-4.
	

	What’s Next: Go to InfiniBand Network IP Addresses on page 54 to enter information for the InfiniBand network.


Client Access for Entire SPARC SuperCluster T4-4 on Two Separate Subnets

For this option, client access network for the entire SPARC SuperCluster T4-4 will be on two separate subnets:

· Client access to the Database Domains on all the SPARC T4-4 servers in the SPARC SuperCluster T4-4 on one subnet

· Client access to the Application Domains on all the SPARC T4-4 servers would be on a second, separate subnet. 
Client Access Information for Database Domains

Use the following worksheet to provide subnet mask and gateway IP addresses for the client access network for the Database Domains for all the SPARC T4-4 servers in the SPARC SuperCluster T4-4. 

	Item
	Entry
	Description and Example

	Subnet mask
	
	Subnet mask for client access network for the Database Domains.

Example: 255.255.252.0

	Gateway IP address
	
	Gateway IP address for the client access network for the Database Domains.

Example: 172.16.8.1

	Use client access network gateway for default gateway?
	
	For the default gateway, you can use either the management network gateway or the client access network gateway.  Options for this field:

· Yes if the client access network gateway will be the default gateway

· No if the client access network gateway will not be the default gateway (if the management network gateway will be the default gateway)

	Starting IP address
	
	Starting IP address for the client access network for the Database Domains.

Example: 172.16.10.100



	VLAN tag (optional)
	
	If this network belongs to a tagged VLAN, enter the VLAN tag ID. 

Example: 101


Use the following worksheet to provide the client access network information for the Database Domains for all the SPARC T4-4 servers in the SPARC SuperCluster T4-4. For every Database Domain, you will need two IP addresses:

· One for the 10 GbE client access to that domain

· One for the Oracle RAC VIP address

	Item
	Entry

	You must have three IP addresses for SCAN for Oracle RAC if you have at least one Database Domain on any SPARC T4-4 server in your SPARC SuperCluster T4-4. The default entry for this row is 3.
	3

	For SPARC T4-4 server 1, how many Database Domains are on this server?

· One: Enter 2.
· Two: Enter 4.
· Three: Enter 6.
· Four: Enter 8.
	

	For SPARC T4-4 server 2, how many Database Domains are on this server?

· One: Enter 2.

· Two: Enter 4.
· Three: Enter 6.
· Four: Enter 8.
	

	Note: Do not enter information in this row if you have a Half Rack.

For SPARC T4-4 server 3, how many Database Domains are on this server?

· One: Enter 2.

· Two: Enter 4.
· Three: Enter 6.
· Four: Enter 8.
	

	Note: Do not enter information in this row if you have a Half Rack.

For SPARC T4-4 server 4, how many Database Domains are on this server?

· One: Enter 2.

· Two: Enter 4.
· Three: Enter 6.
· Four: Enter 8.
	

	Add the entries from the Entry column. This is the total number of IP addresses that you will need for the client access network for all the Database Domains in the SPARC SuperCluster T4-4.
	

	What’s Next:
· If you have Application Domains on any of the SPARC T4-4 servers in the system, go to Client Access Information for Application Domains on page 53.
· If you do not have Application Domains on any of the SPARC T4-4 servers in the system, go to InfiniBand Network IP Addresses on page 54.


Client Access Information for Application Domains

Use the following worksheet to provide subnet mask and gateway IP addresses for the client access network for the Application Domains for all the SPARC T4-4 servers in the SPARC SuperCluster T4-4 from Oracle. 

	Item
	Entry
	Description and Example

	Subnet mask
	
	Subnet mask for client access network for the Application Domains.

Example: 255.255.252.0

	Gateway IP address
	
	Gateway IP address for the client access network for the Application Domains.

Example: 172.17.8.1

	Starting IP address
	
	Starting IP address for the client access network for the Application Domains.

Example: 172.17.10.100


Use the following worksheet to provide the client access network information for the Application Domains for all the SPARC T4-4 servers in the SPARC SuperCluster T4-4.

	Item
	Entry

	For SPARC T4-4 server 1, how many Application Domains are on this server?

Enter the number of Application Domains on this server. For example, if you have two Application Domains on this server, enter 2.
	

	For SPARC T4-4 server 2, how many Application Domains are on this server?

Enter the number of Application Domains on this server. For example, if you have two Application Domains on this server, enter 2.
	

	Note: Do not enter information in this row if you have a Half Rack.

For SPARC T4-4 server 3, how many Application Domains are on this server? 

Enter the number of Application Domains on this server. For example, if you have two Application Domains on this server, enter 2.
	

	Note: Do not enter information in this row if you have a Half Rack.

For SPARC T4-4 server 4, how many Application Domains are on this server? 

Enter the number of Application Domains on this server. For example, if you have two Application Domains on this server, enter 2.
	

	Add the entries from the Entry column. This is the total number of IP addresses that you will need for the client access network for all the Application Domains in the SPARC SuperCluster T4-4.
	

	What’s Next: Go to InfiniBand Network IP Addresses on page 54 to enter information for the InfiniBand network.


InfiniBand Network IP Addresses
Use the worksheets in this section to determine the total number of IP addresses that you will need for the InfiniBand network for your system.

Note the following important characteristics of the InfiniBand network:

· The InfiniBand network is a private network. The IP addresses and host names assigned to the components and domains for the InfiniBand network should not be registered in the DNS.

· The InfiniBand addresses for the components associated with the Database Domains must be on a different subnet from the InfiniBand addresses for the components associated with the Application Domains.
· These are the default InfiniBand IP addresses for all components in the system that should remain, if possible:

· Sequential IP addresses for the first subnet, starting with 192.168.20.1, for components associated with the Database Domains. The ending IP address for this subnet will vary, depending on the number of number of Database Domains in the system.

· Sequential IP addresses for the second subnet, starting with 192.168.30.1, for components associated with the Application Domains. The ending IP address for this subnet will vary, depending on the number of number of Application Domains in the system.

· If there are conflicts with the default IP addresses for InfiniBand network and existing IP addresses already on your network, you can change the default IP addresses, as long as the addresses for the components associated with the Database Domains remain on a different subnet from the addresses for the components associated with the Application Domains.

General InfiniBand Network Configuration Worksheet
Use the following worksheet to provide the subnet mask and gateway IP address for the InfiniBand network. 

	Item
	Entry
	Description and Example

	Subnet mask
	255.255.252.0
	Subnet mask for the InfiniBand network. Only valid entry for this field: 

255.255.252.0




IP Addresses for the Database Domain InfiniBand Network
The default starting IP address for this subnet is 192.168.20.1, and the IP addresses for this subnet are assumed to be sequential.

The maximum number of IP addresses that you will need for this subnet will vary, depending on the type of SPARC SuperCluster rack:

· Half rack: A maximum of 11 IP addresses are needed for the InfiniBand network for this subnet:

· Maximum of 8 IP addresses needed  for the two SPARC T4-4 servers

· Maximum of 3 IP addresses needed for the three Exadata Storage Servers

Using the default starting IP address of 192.168.20.1, you will use IP addresses 192.168.20.1 - 192.168.20.11 for the InfiniBand network for this subnet.
· Full rack: A maximum of 22 IP addresses are needed for the InfiniBand network for this subnet:

· Maximum of 16 IP addresses needed  for the four SPARC T4-4 servers

· Maximum of 6 IP addresses needed for the six Exadata Storage Servers

Using the default starting IP address of 192.168.20.1, you will use IP addresses 192.168.20.1 - 192.168.20.22 for the InfiniBand network for this subnet.
If there are conflicts on your network with sequential IP addresses starting with 192.168.20.1 for this subnet, enter an alternate starting IP address for this subnet in the table below. Note that you can choose a different subnet from 192.168.20.1, if necessary, as long as it is not the same subnet used in the section IP Addresses for the Application Domain Storage InfiniBand Network on page 56. 
	Item
	Entry

	Enter the alternate starting IP address and, if necessary, alternate subnet for the InfiniBand network for this subnet.
	


IP Addresses for the Application Domain Storage InfiniBand Network 

The default starting IP address for this subnet is 192.168.30.1, and the IP addresses for this subnet are assumed to be sequential.

The maximum number of IP addresses that you will need for this subnet will vary, depending on the type of SPARC SuperCluster rack:

· Half rack: A maximum of 19 IP addresses are needed for the InfiniBand network for this subnet:

· 1 IP address needed for the Sun ZFS Storage 7320 storage controller cluster
· Maximum of 8 IP addresses needed  for the two SPARC T4-4 servers

· Maximum of 8 IP addresses needed for the storage interconnect for Database Domains

· Maximum of 2 IP addresses needed for Oracle Enterprise Manager Ops Center VIP
Using the default starting IP address of 192.168.30.1, you will use IP addresses 192.168.30.1 - 192.168.30.19 for the InfiniBand network for this subnet.

· Full rack: A maximum of 35 IP addresses are needed for the InfiniBand network for this subnet:

· 1 IP address needed for the Sun ZFS Storage 7320 storage controller cluster
· Maximum of 16 IP addresses needed  for the four SPARC T4-4 servers

· Maximum of 16 IP addresses needed for the storage interconnect for Database Domains

· Maximum of 2 IP addresses needed for Oracle Enterprise Manager Ops Center VIP
Using the default starting IP address of 192.168.30.1, you will use IP addresses 192.168.30.1 - 192.168.30.35 for the InfiniBand network for this subnet.

If there are conflicts on your network with sequential IP addresses starting with 192.168.30.1 for this subnet, enter an alternate starting IP address for this subnet in the table below. Note that you can choose a different subnet from 192.168.30.1, if necessary, as long as it is not the same subnet as the one used in the section IP Addresses for the Database Domain InfiniBand Network on page 55. 

	Item
	Entry

	Enter the alternate starting IP address and, if necessary, alternate subnet for the InfiniBand network for this subnet.
	


� Note that for the SPARC SuperCluster Half Rack, the DATA and RECO disk groups will be set to high redundancy, but the DBFS disk group will be set to normal redundancy.


� Applicable when you do not have Oracle Support Hub.


� Applicable when you only have Oracle Support Hub.





