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The following text conventions are used in this document:
Convention | Meaning |
---|---|
boldface | Boldface type indicates graphical user interface elements associated with an action, or terms defined in text or the glossary. |
italic | Italic type indicates book titles, emphasis, or placeholder variables for which you supply particular values. |
monospace | Monospace type indicates commands within a paragraph, URLs, code in examples, text that appears on the screen, or text that you enter. |
This chapter provides an overview of the enterprise topology for Oracle Business Intelligence.
Important: Oracle strongly recommends that you read Oracle Fusion Middleware Release Notes for any additional installation and deployment considerations before starting the setup process. |
This chapter contains the following topics:
This Enterprise Deployment Guide defines an architectural blueprint that captures Oracle's recommended best practices for a highly available and secure Oracle Business Intelligence deployment. The best practices described in this blueprint use Oracle products from across the technology stack, including Oracle Database, Oracle Fusion Middleware, and Oracle Enterprise Manager. The resulting enterprise deployment can be readily scaled out to support increasing capacity requirements.
In particular, an Oracle Business Intelligence enterprise deployment:
For more information on high availability practices, go to:
http://www.oracle.com/technology/deploy/availability/htdocs/maa.htm
Note: This document focuses on enterprise deployments in Linux environments, but enterprise deployments can also be implemented in UNIX and Windows environments. |
The following terms are used in this document:
A hardware cluster achieves high availability and scalability with specialized hardware (cluster interconnect, shared storage) and software (health monitors, resource monitors). (The cluster interconnect is a private link used by the hardware cluster for heartbeat information to detect node death.) Due to the need for specialized hardware and software, hardware clusters are commonly provided by hardware vendors such as Sun, HP, IBM, and Dell. While the number of nodes that can be configured in a hardware cluster is vendor dependent, for the purpose of Oracle Fusion Middleware high availability, only two nodes are required. Hence, this document assumes a two-node hardware cluster for high availability solutions employing a hardware cluster.
Managed Server homes can also be optionally located in the shared disk. The shared storage can be a Network Attached Storage (NAS), a Storage Area Network (SAN), or any other storage system that multiple nodes can access simultaneously and can read/write.
Oracle Fusion Middleware uses the physical host name to reference the local host. During installation, the installer automatically retrieves the physical host name from the current computer and stores it in the Oracle Fusion Middleware configuration metadata on disk.
Note: Whenever the term "virtual host name" is used in this document, it is assumed to be associated with a virtual IP address. In cases where just the IP address is needed or used, it is explicitly stated. |
A hardware cluster uses a cluster virtual IP to present to the outside world the entry point into the cluster (it can also be set up on a standalone computer). The hardware cluster's software manages the movement of this IP address between the two physical nodes of the cluster while clients connect to this IP address without the need to know which physical node this IP address is currently active on. In a typical two-node hardware cluster configuration, each computer has its own physical IP address and physical host name, while there could be several cluster IP addresses. These cluster IP addresses float or migrate between the two nodes. The node with current ownership of a cluster IP address is active for that address.
A load balancer also uses a virtual IP as the entry point to a set of servers. These servers tend to be active at the same time. This virtual IP address is not assigned to any individual server but to the load balancer which acts as a proxy between servers and their clients.
In addition to the terms defined in this section, this Enterprise Deployment Guide assumes knowledge of general Oracle Fusion Middleware and Oracle WebLogic Server concepts and architecture. See Oracle Fusion Middleware Administrator's Guide for more information.
The Oracle Fusion Middleware configurations discussed in this document are designed to ensure security of all invocations, maximize hardware resources, and provide a reliable, standards-compliant system for Oracle Business Intelligence.
The security and high availability benefits of the Oracle Fusion Middleware configurations are realized through isolation in firewall zones and replication of software components.
This section contains the following topics:
The Enterprise Deployment architectures are secure because every functional group of software components is isolated in its own demilitarized zone (DMZ), and all traffic is restricted by protocol and port. A DMZ is a perimeter network that exposes external services to a larger untrusted network.
The following characteristics ensure security at all needed levels and a high level of standards compliance:
Note: You can find a list of validated load balancers and their configuration on the Oracle Technology Network at:
|
The enterprise deployment architectures are highly available, because each component or functional group of software components is replicated on a different computer, and configured for component-level high availability.
Typical hardware requirements for the Enterprise Deployment on Linux operating systems are listed in Table 1-1.
For detailed requirements, or for requirements for other platforms, see the Oracle Fusion Middleware Installation Guide for that platform.
Table 1-1 Typical Hardware Requirements
Server | Processor | Disk | Memory | TMP Directory | Swap |
---|---|---|---|---|---|
Database | 4 or more X Pentium, 1.5 GHz or greater | nXm n = number of disks, at least 4 (striped as one disk) m = size of the disk (minimum of 30 GB) | 6-8 GB | Default | Default |
WEBHOSTn | 2 or more X Pentium, 1.5 GHz or greater | 10 GB | 4 GB | Default | Default |
APPHOSTn | 1 dual-core Pentium, 2.8 GHz or greater | 20 GB or more | 8 GB | Default | Default |
The instructions and diagrams in this document describe a reference topology, to which variations may be applied.
This document provides configuration instructions for a reference enterprise topology that uses Oracle Business Intelligence with Oracle Access Manager, as shown in Figure 1-1.
This section covers the following topics:
Integration with the Oracle Identity Management system is an important aspect of the enterprise deployment architecture. This integration provides features such as single sign-on, integration with OPSS, centralized identity and credential store, authentication for the WebLogic domain, and so on. The IDM (Identity Management) EDG is separate from this EDG and exists in a separate domain by itself. For more information on identity management in an enterprise deployment context, see Oracle Fusion Middleware Enterprise Deployment Guide for Oracle Identity Management.
The primary interface to the IDM EDG is the LDAP traffic to the LDAP servers, the OAP (Oracle Access Protocol) to the OAM Access Servers, and the HTTP redirection of authentication requests.
Nodes in the Web tier are located in the DMZ public zone.
In this tier, two nodes, WEBHOST1 and WEBHOST2, run Oracle HTTP Server configured with WebGate and mod_wl_ohs.
Through mod_wl_ohs, which allows requests to be proxied from Oracle HTTP Server to Oracle WebLogic Server, Oracle HTTP Server forwards the requests to Oracle WebLogic Server running in the application tier.
WebGate (which is an Oracle Access Manager component) in Oracle HTTP Server uses Oracle Access Protocol (OAP) to communicate with Oracle Access Manager running on OAMHOST2, in the Identity Management DMZ. WebGate and Oracle Access Manager are used to perform operations such as user authentication.
The Web tier also includes a load balancer router to handle external requests. External requests are sent to the virtual host names configured on the load balancer. The load balancer then forwards the requests to Oracle HTTP Server.
The WebGate module in Oracle HTTP Server uses Oracle Access Protocol (OAP) to communicate with Oracle Access Manager to perform operations such as querying user groups.
On the firewall protecting the Web tier, only the HTTP ports are open: 443 for HTTPS, and 80 for HTTP.
This enterprise topology uses an external load balancer. This external load balancer should have the following features:
Clients access services using the virtual host name (instead of using actual host names). The load balancer can then load balance requests to the servers in the pool.
This feature is necessary so that incoming requests on the virtual host name and port are directed to a different port on the back-end servers.
Note the following requirements:
It is highly recommended that you configure the load balancer to be in fault-tolerant mode.
It is highly recommended that you configure the load balancer virtual server to return immediately to the calling client when the back-end services to which it forwards traffic are unavailable. This is preferred over the client disconnecting on its own after a timeout based on the TCP/IP settings on the client computer.
Sticky routing capability is the ability to maintain sticky connections to components. Examples of this include cookie-based persistence, IP-based persistence, and so on.
The load balancer should be able to terminate SSL requests at the load balancer and forward traffic to the back-end real servers using the equivalent non-SSL protocol (for example, HTTPS to HTTP). Typically, this feature is called SSL acceleration and it is required for this EDG.
Nodes in the application tier are located in the DMZ secure zone.
APPHOST1 and APPHOST2 run the Oracle WebLogic Server Administration Console and Oracle Enterprise Manager Fusion Middleware Control, but in an active-passive configuration. You can fail over the Administration Server manually (see Section 5.14, "Manually Failing Over the Administration Server to APPHOST2"); alternatively you can configure the Administration Console with CFC/CRS to fail over automatically on a separate hardware cluster (not shown in this architecture).
The Oracle Business Intelligence Cluster Controller and Oracle BI Scheduler system components run on APPHOST1 and APPHOST2 in an active-passive configuration. The other Oracle Business Intelligence system components, Oracle BI Server, Oracle BI JavaHost, and Oracle BI Presentation Services, run on APPHOST1 and APPHOST2 in an active-active configuration. All system components are managed by OPMN and do not run in the Managed Servers.
The Oracle Business Intelligence Java components, including Oracle Real-Time Decisions, Oracle BI Publisher, Oracle BI for Microsoft Office, and the Oracle BI Enterprise Edition Analytics application, run in the two Managed Servers on APPHOST1 and APPHOST2. Oracle Web Services Manager (Oracle WSM) is another Java component that provides a policy framework to manage and secure Web services in the EDG topology. WSM Policy Manager runs in active-active configuration in the two Managed Servers in APPHOST1 and APPHOST2.
Nodes in the data tier are located in the most secured network zone (the intranet).
In this tier, an Oracle RAC database runs on the nodes CUSTDBHOST1 and CUSTDBHOST2. The database contains the schemas needed by the Oracle Business Intelligence components. The Oracle Business Intelligence components running in the application tier access this database.
On the firewall protecting the data tier, the database listener port (typically, 1521) is required to be open. The LDAP ports (typically, 389 and 636) are also required to be open for the traffic accessing the LDAP storage in the IDM EDG.
Table 1-2 identifies the source for installation of each software component. For more information, see Oracle Fusion Middleware Installation Guide for Oracle Business Intelligence.
Table 1-2 Components and Installation Sources
Component | Distribution Medium |
---|---|
Oracle Database 10g or 11g | Oracle Database CD (in 10g series, 10.2.0.4 or higher; in 11g series, 11.1.0.7 or higher) |
Repository Creation Utility (RCU) | Oracle Fusion Middleware Repository Creation Utility 11g (11.1.1.1.0) DVD |
Oracle WebLogic Server (WLS) | Oracle Weblogic Server (10.3.1) DVD |
Oracle HTTP Server | Oracle Fusion Middleware WebTier and Utilities 11g (11.1.1.1.0) DVD |
Oracle Business Intelligence | Oracle Business Intelligence 11g (11.1.1.5.0) DVD |
Oracle Access Manager 10g Webgate | Oracle Access Manager 10g Webgates (10.1.4.3.0) DVD; OAM OHS 11g Webgates per platform |
Oracle Virtual Directory (OVD) | Oracle Identity Management 11g (11.1.1.1.0) DVD |
Oracle recommends that the nodes in the MyBICompany topology communicate using unicast. Unlike multicast communication, unicast does not require cross-network configuration and it reduces potential network errors that can occur from multicast address conflicts as well.
The following considerations apply when using unicast to handle cluster communications:
This chapter describes database and network environment preconfiguration required by the Oracle Business Intelligence enterprise topology, as well as recommendations for shared storage and directory structure.
Important: Oracle strongly recommends that you read Oracle Fusion Middleware Release Notes for any additional installation and deployment considerations before starting the setup process. |
This chapter contains the following topics:
You must install a database and then load the Oracle Business Intelligence schemas into it before you can configure the Oracle Fusion Middleware components. You load the Oracle Business Intelligence schemas using the Repository Creation Utility (RCU).
For the enterprise topology, an Oracle Real Application Clusters (Oracle RAC) database is highly recommended to achieve a highly available data tier. When you install Oracle Business Intelligence, the installer prompts you to enter the information for connecting to the database that contains the required schemas.
This section covers the following topics:
Before loading the Oracle Business Intelligence schemas into your database, ensure that the database meets the requirements described in the following sections:
On the hosts CUSTDBHOST1 and CUSTDBHOST2 in the data tier, note the following requirements:
For 11g Release 1 (11.1) for Linux, refer to Oracle Clusterware Installation Guide for Linux.
For 11g Release 1 (11.1) for Linux, refer to Oracle Real Application Clusters Installation Guide for Linux and UNIX. For 10g Release 2 (10.2) for Linux, refer to Oracle Database Oracle Clusterware and Oracle Real Application Clusters Installation Guide for Linux.
ASM is installed for the node as a whole. It is recommended that you install it in a separate Oracle home from the Oracle Database Oracle home. You can select this option when running the runInstaller. In the Select Configuration page, select the Configure Automatic Storage Management option to create a separate Oracle home for ASM.
Oracle Business Intelligence requires the presence of a supported database and schemas. To check if your database is certified or to see all certified databases, refer to the "Oracle Fusion Middleware 11g Release 1 (11.1.1.x)" product area on the Oracle Fusion Middleware Supported System Configurations page on the Oracle Technology Network at:
http://www.oracle.com/technology/software/products/ias/files/fusion_certification.html
To check the release of your database, you can query the PRODUCT_COMPONENT_VERSION
view as follows:
Example 2-1
Note: The database you use as the Oracle Business Intelligence supporting database (either Oracle Database 10g or 11g) must support the AL32UTF8 character set. Check the database documentation for information on choosing a character set for the database. |
Oracle recommends using the Oracle Enterprise Manager Cluster Managed Services Page to create database services that client applications can use to connect to the database. For complete instructions on creating database services, see the chapter on workload management in the Oracle Database Oracle Clusterware and Oracle Real Application Clusters Administration and Deployment Guide.
You can also use SQL*Plus to configure the database services, as follows:
CREATE_SERVICE
subprogram to create the biedg.mycompany.com database service. Log onto SQL*Plus as the SYSDBA user and run the following command: Note: For more information about the SRVCTL command, see Oracle Real Application Clusters Administration and Deployment Guide. |
Oracle recommends that a specific database service be used for a product suite even when they share the same database. It is also recommended that the database service used is different than the default database service. In this case, the database is custdb.mycompany.com and the default service is one with the same name. The Oracle Business Intelligence installer is configured to use the service biedg.mycompany.com.
Perform these steps to load the Oracle Business Intelligence schemas into your database:
SYS
. SYSDBA
(required by the SYS user). Click Next.
In the Select Components screen, do the following:
DEV
or PROD
). You can specify up to six characters as a prefix. Prefixes are used to create logical groupings of multiple repositories in a database. For more information, see Oracle Fusion Middleware Repository Creation Utility User's Guide. Tip: Note the name of the schema, because the upcoming steps require this information. |
Click Next.
Figure 2-1 shows the Select Components screen.
You can choose either Use same passwords for all schemas or Specify different passwords for all schemas, depending on your requirements.
Do not select Use main schema passwords for auxiliary schemas. The auxiliary passwords are derived from the passwords of the main schema users.
Tip: Note the names of the schema passwords, because the upcoming steps require this information. |
Note: Oracle recommends using the database used for identity management (see Chapter 9, "Integrating with Oracle Identity Management") to store the Oracle WSM policies. It is therefore expected that you will use the identity management database information for the OWSM MDS schemas, which will be different from the one used for the rest of the BI schemas. To create the required schemas in the identity management database, repeat the preceding steps using the identity management database information, but select only "AS Common Schemas: Metadata Services" in the Select Components screen (step 5). |
After you have loaded the Oracle Business Intelligence schemas in your database, you should make a backup.
Backing up the database enables you to quickly recover from any issues that may occur in subsequent steps. You can choose to use your database backup strategy for this purpose, or you can simply make a backup using operating system tools or Oracle Recovery Manager (RMAN). It is recommended that you use RMAN for the database, particularly if the database was created using Oracle ASM. If possible, you can also perform a cold backup using operating system tools such as tar.
You must ensure that every computer where you plan to run Oracle Business Intelligence can access (ping) the primary host computer of your cluster using its fully qualified domain name. For the installation to succeed, every computer on which you scale out your installation must be able to support bidirectional communication with the Administration Server on the cluster's primary host.
This section contains the following topics:
The BI enterprise topology uses the following virtual server names:
Ensure that the virtual server names are associated with IP addresses and are part of your DNS. The nodes running Oracle Fusion Middleware must be able to resolve these virtual server names.
bi.mycompany.com is a virtual server name that acts as the access point for all HTTP traffic to the run-time Oracle BI components. Traffic to SSL is configured. Clients access this service using the address bi.mycompany.com:443. This virtual server is defined on the load balancer.
admin.mycompany.com is a virtual server name that acts as the access point for all internal HTTP traffic that is directed to administration services such as Oracle WebLogic Administration Server Console and Oracle Enterprise Manager.
The incoming traffic from clients is not SSL-enabled. Clients access this service using the address admin.mycompany.com:80 and the requests are forwarded to port 7777 on WEBHOST1 and WEBHOST2. This virtual server is defined on the load balancer.
biinternal.mycompany.com is a virtual server name used for internal invocation of BI services. This URL is not exposed to the internet and is only accessible from the intranet.
The incoming traffic from clients is not SSL-enabled. Clients access this service using the address biinternal.mycompany.com:80 and the requests are forwarded to port 7777 on WEBHOST1 and WEBHOST2. This virtual server is defined on the load balancer.
This enterprise topology uses an external load balancer. For more information on load balancers, see Chapter 4, "Configuring the Web Tier."
Note: The Oracle Technology Network (http://www.oracle.com/technology ) provides a list of validated load balancers and their configuration at:
|
Perform these steps to configure the load balancer:
Create a pool of servers. You will assign this pool to virtual servers.
bi.mycompany.com:443
. bi.mycompany.com
). The frontend address is the externally facing host name used by your system and that will be exposed in the Internet. /console
and /em
on this virtual server. admin.mycompany.com:80
. admin.mycompany.com
). This address is typically not externalized. biinternal.mycompany.com:80
. biinternal.mycompany.com
). This address is typically not externalized. /console
and /em
on this virtual server. /
" URL context. Tip: UseGET /\n\n instead if the Oracle HTTP Server's document root does not include index.htm and Oracle WebLogic Server returns a 404 error for "/". |
Table 2-1 describes the various virtual hosts.
Table 2-1 Virtual Hosts
Virtual IP | VIP Maps to... | Description |
---|---|---|
VIP1 | ADMINVHN is the virtual host name that is the listen address for the Administration Server and fails over with manual failover of the Administration Server. It is enabled on the node where the Administration Server process is running (APPHOST1 by default). | |
VIP2 | APPHOST1VHN1 is the virtual host name that maps to the listen address for bi_server1 and fails over with server migration of this Managed Server. It is enabled on the node where the bi_server1 process is running (APPHOST1 by default). | |
VIP3 | APPHOST2VHN1 is the virtual host name that maps to the listen address for bi_server2 and fails over with server migration of this Managed Server. It is enabled on the node where the bi_server2 process is running (APPHOST2 by default). |
The BI domain uses virtual host names as the listen addresses for the Oracle Business Intelligence Managed Servers. You must enable the VIPs, mapping each of these host names on the two BI computers (VIP2 on APPHOST1 and VIP3 on APPHOST2), and they must correctly resolve to the virtual host names in the network system used by the topology (either by DNS Server or hosts resolution).
Before the Managed Servers can be configured to listen on a virtual IP Address, one of the network interface cards on the host running the Managed Server must be configured to listen on this virtual IP Address.
Perform the following steps once on each host to enable the appropriate virtual IP Address (VIP2 on APPHOST1 and VIP3 on APPHOST2). In an UNIX environment, the command must be run as the root user:
ifconfig
command to get the value of the netmask. In a UNIX environment, run this command as the root user. For example, on APPHOST1: ifconfig
. In a UNIX environment, run this command as the root user. Use a netmask value that was obtained in Step 1. The syntax and usage for the ifconfig
command is as follows:
For example:
arping
. In a UNIX environment, run this command as the root user. For example:
See also Section 5.5.1, "Enabling ADMINVHN on APPHOST1" for information about enabling VIP1 for the Administration Server on APPHOST1.
Many Oracle Fusion Middleware components and services use ports. As an administrator, you must know the port numbers used by these services, and ensure that the same port number is not used by two services on a host.
Most port numbers are assigned during installation.
Table 2-2 lists the ports used in the Oracle BI topology, including the ports that you must open on the firewalls in the topology.
Firewall notation:
Table 2-2 Ports Used
Type | Firewall | Port and Port Range | Protocol / Application | Inbound / Outbound | Other Considerations and Timeout Guidelines |
---|---|---|---|---|---|
Browser request | FW0 | 80 | HTTP / Load Balancer | Inbound | Timeout depends on all HTML content and the type of process model used for BI. |
Browser request | FW0 | 443 | HTTPS / Load Balancer | Inbound | Timeout depends on all HTML content and the type of process model used for BI. |
n/a | 7777 | HTTP | n/a | ||
Oracle HTTP Server registration with Administration Server | FW1 | 7001 | HTTP/t3 | Inbound | Set the timeout to a short period (5-10 seconds). |
Oracle HTTP Server management by Administration Server | FW1 | OPMN port (6701) and Oracle HTTP Server Admin Port (7779) | TCP and HTTP, respectively | Outbound | Set the timeout to a short period (5-10 seconds). |
FW1 | 9704 | HTTP/bi_servern | Inbound | Timeout varies based on the type of process model used for BI. | |
Communication between BI Cluster members | n/a | 9704 | TCP/IP Unicast | n/a | By default, this communication uses the same port as the server's listen address. |
Session replication within a WebLogic Server cluster | n/a | n/a | n/a | n/a | By default, this communication uses the same port as the server's listen address. |
FW1 | 7001 | HTTP / Administration Server and Enterprise Manager | Both | You should tune this timeout based on the type of access to the Administration Console (whether you plan to use the Administration Console from application tier clients, or from clients external to the application tier). | |
n/a | 9556 | TCP/IP | n/a | n/a For actual values, see "Firewall and Port Configuration" in Oracle Fusion Middleware Enterprise Deployment Guide for Oracle Identity Management. | |
Access Server access | FW1 | 6021 | OAP | Inbound | For actual values, see "Firewall and Port Configuration" in Oracle Fusion Middleware Enterprise Deployment Guide for Oracle Identity Management. |
Identity Server access | FW1 | 6022 | OAP | Inbound | n/a |
Database access for BI Server and BI Publisher JDBC data sources | FW1 | Listening port for client connections to the listener | SQL*Net | Both | Timeout depends on all database content and on the type of process model used for BI |
FW2 | 1521 | SQL*Net | Both | Timeout depends on all database content and on the type of process model used for BI. | |
Oracle Internet Directory access | FW2 | 389 | LDAP | Inbound | You should tune the directory server's parameters based on load balancer, and not the other way around. |
Oracle Internet Directory access | FW2 | 636 | LDAP SSL | Inbound | You should tune the directory server's parameters based on load balancer, and not the other way around. |
JOC for OWSM | n/a | 9991 | TCP/IP | n/a | n/a |
Note: The firewall ports depend on the definition of TCP/IP ports. |
This section details the directories and directory structure that Oracle recommends for the reference enterprise deployment topology in this guide. Other directory layouts are possible and supported, but the model adopted in this guide was chosen for maximum availability and provides the best isolation of components and symmetry in the configuration, as well as facilitating backup and disaster recovery. The rest of the document uses this directory structure and directory terminology.
This section contains the following topics:
This enterprise deployment guide uses the following references to directory locations:
Tip: You can simplify directory navigation by using environment variables as shortcuts to the locations in this section. For example, you could use an environment variable called $ORACLE_BASE in Linux to refer to /u01/app/oracle (that is, the recommended ORACLE_BASE location). In Windows, you would use %ORACLE_BASE% and use Windows-specific commands. |
Oracle Business Intelligence 11g supports the deployment and instantiation of multiple processes (such as Managed Servers, BI Servers, and Presentation Services servers) from a single binary installation. This capability simplifies lifecycle operations like patching, upgrade, and test-to-production, as well as scale-out operations for an Oracle Business Intelligence deployment. However, for maximum availability, Oracle recommends using redundant binary installations. In the EDG model, two Oracle Fusion Middleware homes (MW_HOME), each of which has a WL_HOME and an ORACLE_HOME for each product suite, are installed in a shared storage. Additional servers (when scaling out or up) of the same type can use either one of these two locations without requiring more installations. Ideally, users should use two different volumes (referred to as VOL1 and VOL2 in subsequent text) for redundant binary location, thus isolating as much as possible the failures in each volume. For additional protection, Oracle recommends that these volumes are disk-mirrored. If multiple volumes are not available, Oracle recommends using mount points to simulate the same mount location in a different directory in the shared storage. Although this does not guarantee the protection that multiple volumes provide, it does allow protection from user deletions and individual file corruption.
When an ORACLE_HOME or a WL_HOME is shared by multiple servers on different computers, you should keep the Oracle Inventory (oraInventory) and Middleware home list on those computers up-to-date. Doing so ensures consistency when you perform future installations or apply patches. To update the oraInventory on a computer and "attach" an installation in a shared storage to it, use ORACLE_HOME/oui/bin/attachHome.sh. To update the Middleware home list to add or remove a WL_HOME, edit the user_home/bea/beahomelist file. This is required for any additional computers where Oracle Business Intelligence is installed, in addition to the two computers used in this EDG.
Oracle recommends also separating the domain directory used by the Administration Server from the domain directory used by the Managed Servers. This allows a symmetric configuration for the domain directories used by Managed Servers, and isolates the failover of the Administration Server. The domain directory for the Administration Server must reside in a shared storage to allow failover to another computer with the same configuration. The domain directories of the Managed Servers can reside in a local or shared storage.
You can use a shared domain directory for all Managed Servers on different computers, or use one domain directory for each computer. Sharing domain directories for Managed Servers facilitates the scale-out procedures. In this case, the deployment should conform to the requirements (if any) of the storage system to facilitate multiple computers mounting the same shared volume.
All procedures that apply to multiple local domains apply to a single shared domain. Hence, this enterprise deployment guide uses a model where one domain directory is used for each computer. The directory can be local or reside in shared storage. Based on the preceding assumptions, the following paragraphs describe the directories recommended. Wherever a shared storage location is directly specified, it is implied that shared storage is required for that directory. When using local disk or shared storage is optional, the mount specification is qualified with "if using a shared disk." The shared storage locations are examples and can be changed as long as the provided mount points are used. However, Oracle recommends this structure in the shared storage device for consistency and simplicity.
/u01/app/oracle
ORACLE_BASE/product/fmw
Note: When there is just one volume available in the shared storage, you can provide redundancy using different directories to protect from accidental file deletions and for patching purposes. Two MW_HOMEs would be available; at least one at ORACLE_BASE/product/fmw1, and another at ORACLE_BASE/product/fmw2. These MW_HOMEs are mounted on the same mount point in all nodes. |
ORACLE_BASE/product/fmw/web
Note: Web tier installation is usually performed on local storage to the WEBHOST nodes. When using shared storage, appropriate security restrictions for access to the storage device across tiers must be considered. |
MW_HOME/wlserver_10.3
MW_HOME/Oracle_BI1
MW_HOME/oracle_common
ORACLE_BASE/admin/instance_name
Note: (VOL1) is optional; you could also use (VOL2) . |
Domain Directory for Admin Directory:
ORACLE_BASE/admin/domain_name/aserver/domain_name (the last "domain_name" is added by the Configuration Assistant).
Domain Directory for Managed Server:
ORACLE_BASE/admin/domain_name/mserver/domain_name
Note: This procedure is really shared storage dependent. The example in the preceding bullet point is specific to NAS, but other storage types may provide this redundancy with different types of mappings. |
Location for JMS file-based stores and Tlogs:
ORACLE_BASE/admin/domain_name/cluster_name/jms
ORACLE_BASE/admin/domain_name/cluster_name/tlogs
Location for Oracle BI Presentation Catalog:
ORACLE_BASE/admin/domain_name/cluster_name/catalog/customCatalog (where customCatalog is an example of the catalog name)
Note that the Oracle BI Presentation Catalog is called Presentation Service Repository in Fusion Middleware Control.
Location for Repository Publishing Directory:
ORACLE_BASE/admin/domain_name/cluster_name/ClusterRPD
Note that the repository publishing directory is identified as the Shared Location for the BI Server Repository in Fusion Middleware Control.
Location for BI Server Global Cache:
ORACLE_BASE/admin/domain_name/cluster_name/GlobalCache
Shared storage location: ORACLE_BASE/admin/domain_name/cluster_name
Mounted from: All nodes containing the instances of BI Server in the cluster mount this location. The master BI Server must have read and write access to this directory. All other BI Servers must have read access.
Location for BI Publisher Configuration Folder:
ORACLE_BASE/admin/domain_name/cluster_name/bipublisher/config
Location for BI Publisher Scheduler Temp Directory:
ORACLE_BASE/admin/domain_name/cluster_name/bipublisher/temp
Location for Application Directory for Administration Server:
ORACLE_BASE/admin/domain_name/aserver/applications
Location for Application Directory for Managed Server:
ORACLE_BASE/admin/domain_name/mserver/applications
Note: This directory is local in the context of the EDG for Oracle Business Intelligence. |
Figure 2-2 shows the recommended directory structure.
Note that the directory structure in Figure 2-2 does not show other required internal directories such as oracle_common
. It also does not show shared component directories; see Section 2.3.3, "Shared Storage Configuration" for information about shared directories.
Table 2-3 explains what the various color-coded elements in Figure 2-2 mean.
Table 2-3 Directory Structure Elements
Element | Explanation |
---|---|
| The Administration Server domain directories, applications, deployment plans, file adapter control directory, JMS and TX logs, and the entire MW_HOME are on a shared disk. |
| The Managed Server domain directories can be on a local disk or a shared disk. To share the Managed Server domain directories on multiple computers, you must mount the same shared disk location across the computers. The instance_name directory for the Web tier can be on a local disk or a shared disk. |
| Fixed name. |
| Installation-dependent name. |
The following steps show to create and mount shared storage locations so that APPHOST1 and APPHOST2 can see the same location for binary installation in two separate volumes.
"nasfiler" is the shared storage filer.
From APPHOST2:
If only one volume is available, users can provide redundancy for the binaries by using two different directories in the shared storage and mounting them to the same dir in the APPHOST servers:
From APPHOST1:
From APPHOST2:
The following commands show how to share the BI TX logs location across different nodes:
Note: The shared storage can be a NAS or SAN device. The following illustrates an example of creating storage for a NAS device from APPHOST1. The options may differ.APPHOST1> mount nasfiler:/vol/vol1/fmw11shared ORACLE_BASE/wls -t nfs -o rw,bg,hard,nointr,tcp,vers=3,timeo=300,rsize=32768,wsize=32768 Contact your storage vendor and computer administrator for the correct options for your environment. |
In Windows environments, shared storage is typically specified using Universal Naming Convention (UNC). UNC is a PC format for specifying locations of resources on a local area network. UNC uses the following format:
In addition, you must use named users to run OPMN processes in Windows environments so that the shared network files are accessible.
To run OPMN processes using a named user:
The clocks of all servers participating in the cluster must be synchronized to within one second difference. To accomplish this, use a single network time server and then point each server to that network time server.
The procedure for pointing to the network time server is different on different operating systems. Refer to your operating system documentation for more information.
This chapter describes the software installations required for the enterprise deployment reference topology for Oracle Business Intelligence. The installation is divided into two parts. The first part covers the required Web tier installation, while the second part addresses the required Oracle Fusion Middleware components. Later chapters describe the required configuration steps to create the reference topology for Oracle Business Intelligence.
Important: Oracle strongly recommends that you read Oracle Fusion Middleware Release Notes for any additional installation and deployment considerations before starting the setup process. |
This chapter contains the following topics:
Table 3-1 shows what software should be installed on each host or be accessible from each host.
Table 3-1 Software To Be Installed on Each Host or Accessible From Each Host
Hosts | OHS | WLS | BI |
---|---|---|---|
WEBHOST1 | Yes | No | No |
WEBHOST2 | Yes | No | No |
APPHOST1 | No | Yes | Yes |
APPHOST2 | No | Yes | Yes |
Table 3-2 shows the software versions used.
This section contains the following topics:
Before installing Oracle HTTP Server (OHS), check that your computers meet the following requirements:
You must free port 7777 if it is in use.
As described in Section 2.3, "Shared Storage and Recommended Directory Structure," you install Oracle Fusion Middleware in at least two storage locations for redundancy.
Follow the instructions on screen to execute /createCentralInventory.sh as root.
Click OK.
This screen is displayed only during the first installation of Oracle products on a system.
Click Next.
On UNIX systems, if prompted to run the oracleRoot.sh script, make sure you run it as the root user.
The Oracle HTTP Server software is installed.
This section describes how to install the required Oracle Fusion Middleware software for the enterprise deployment reference topology for Oracle Business Intelligence. The software components to be installed consist of the WebLogic Server home (WL_HOME) and Oracle home (ORACLE_HOME). As described in Section 2.3, "Shared Storage and Recommended Directory Structure," you install Oracle Fusion Middleware in at least two storage locations for redundancy.
Important: Oracle strongly recommends that you read Oracle Fusion Middleware Release Notes for any additional installation and deployment considerations before starting the setup process. |
This section covers the following topics:
Perform these steps to install Oracle WebLogic Server on APPHOST1 and APPHOST2:
Note: ORACLE_BASE is the base directory under which Oracle products are installed. The recommended value is/u01/app/oracle . See Section 2.3, "Shared Storage and Recommended Directory Structure" for more information. |
Click Next.
Click Next.
The Oracle WebLogic Server software is installed.
Perform the steps described in this section to install Oracle Business Intelligence on APPHOST1 and APPHOST2. Note that because the installation is performed on a shared storage, the MW_HOME is accessible and used by the Oracle BI servers in APPHOST1 and APPHOST2.
Follow the instructions on screen to execute /createCentralInventory.sh as root.
Click OK.
Click Next.
The Oracle Business Intelligence software is installed.
At this point, back up the Middleware home. Make sure to stop the servers first.
To back up the Middleware home, run the following command:
This command creates a backup of the installation files for both Oracle WebLogic Server and the Oracle Fusion Middleware components, including Oracle Business Intelligence.
This chapter describes how to configure the Oracle Web tier to support the Oracle Business Intelligence enterprise deployment.
Important: Oracle strongly recommends that you read Oracle Fusion Middleware Release Notes for any additional installation and deployment considerations before starting the setup process. |
This chapter contains the following topics:
Prior to configuration, the Oracle Web tier software must be installed on WEBHOST1 and WEBHOST2, as described in Section 3.2, "Installing Oracle HTTP Server." The steps for configuring the Oracle Web tier are the same for both WEBHOST1 and WEBHOST2.
Perform these steps to configure the Oracle Web tier:
Click Next.
(where n is a sequential number for your installation; for example, 1 for WEBHOST1, 2 for WEBHOST2, and so on.)
Click Next.
In the Configure Ports screen, select a file name and then click View/Edit. The file looks similar to the following:
You can find a sample staticports.ini file in the /Disk1/stage/Response/ directory.
Click Next.
After the installation is complete, check that it is possible to access the Oracle HTTP Server home page using the following URLs:
Configure your load balancer to route all HTTP requests to the hosts running Oracle HTTP Server (WEBHOST1, WEBHOST2). You do not need to enable sticky sessions (insert cookie) on the load balancer when Oracle HTTP Server is front-ending Oracle WebLogic Server. You need sticky sessions if you are going directly from the load balancer to Oracle WebLogic Server, which is not the case in the topology described in this guide. Also, you should set monitors for HTTP.
For Oracle Business Intelligence to work with the load balancer, a virtual host must be created in the Oracle HTTP Server configuration. Edit the httpd.conf file located at ORACLE_INSTANCE/config/OHS/component_name and add the following virtual host sections:
Note: Perform this step for both WEBHOST1 and WEBHOST2. |
After modifying the httpd.conf file, you must restart both Oracle HTTP Servers, as follows:
Access the following URLs to ensure that your load balancer and Oracle HTTP Server are configured properly:
This chapter describes how to create a domain and the first Oracle Business Intelligence Managed Server using the Oracle Business Intelligence Configuration Assistant, Oracle WebLogic Server Administration Console, and Oracle Enterprise Manager Fusion Middleware Control. Later, you will scale out the domain to add additional components. This is addressed in later chapters in this document.
Important: Oracle strongly recommends that you read Oracle Fusion Middleware Release Notes for any additional installation and deployment considerations before starting the setup process. |
This chapter contains the following topics:
Run the Oracle Business Intelligence Configuration Assistant from the Oracle home directory to create a domain containing the Administration Server and the first Managed Server with Oracle Business Intelligence components.
Click Next.
The Domain Home must end with the domain name.
Click Next.
Click Next.
This password is used for the sample repository called SampleAppLite.rpd that is included with the installed files.
Click Next.
Click Next.
Click Next.
Click Next.
Click Next.
Usually, Node Manager is started automatically when config.sh completes. If Node Manager is not running for some reason, run these commands to start it on APPHOST1:
You must configure the location for all persistence stores to a directory visible from both nodes. Change all persistent stores to use this shared base directory.
ORACLE_BASE/admin/domain_name/bi_cluster/jms
Create a boot.properties file for the Administration Server on APPHOST1. This file enables the Administration Server to start without prompting you for the administrator username and password.
Note: When you start the Administration Server, the username and password entries in the file get encrypted. You start the Administration Server in Section 5.4, "Starting the Administration Server on APPHOST1." For security reasons, you want to minimize the time the entries in the file are left unencrypted. After you edit the file, you should start the server as soon as possible so that the entries get encrypted. |
The Administration Server is started and stopped using Node Manager. However, the first start of the Administration Server with Node Manager requires changing the default username and password that the Configuration Assistant set for Node Manager. Follow these steps to start the Administration Server using Node Manager:
Stop and restart Node Manager and enable dynamic registration, as follows:
Note: You must use the StartScriptEnabled property to avoid class loading failures. |
Note: It is important that you set -DDomainRegistrationEnabled=true whenever you start a Node Manager which must manage the Administration Server. If there is no Administration Server on this computer, and if this computer is not an Administration Server failover node, then Node Manager can be started as follows:APPHOST1> ./startNodeManager.sh |
Start the Oracle WebLogic Scripting Tool (WLST) and connect to Node Manager with nmconnect
and the credentials set in step 1, and start the Administration Server using nmstart
:
In the WLST shell, execute the following command:
For example:
Note: APPHOST1 is the address of the node where the domain was created, not the listen address of the Administration Server. Also, the username and password are only used to authenticate connections between Node Manager and clients. They are independent from the server admin ID and password, and are stored in the ORACLE_BASE/admin/domain_name/aserver/domain_name/config/nodemanager/nm_password.properties file. |
The Oracle WebLogic Server Administration Server is a singleton application, so it cannot be deployed in an active-active configuration. By default, the Administration Server is only available on the first installed node, and for this enterprise topology, it is available only on APPHOST1. If this node becomes unavailable, then the Administration Console and Fusion Middleware Control also become unavailable. To avoid this scenario, the Administration Server and the applications deployed to it must be enabled for high availability. The enterprise deployment architecture in this guide calls for the deploying the Administration Server on a disk shared between APPHOST1 and APPHOST2.
The process described in this guide initially deploys the Administration Server and the bi_server1 Managed Server on the shared disk mounted on APPHOST1, and then manually migrates the bi_server1 Managed Server domain information to the local file system. This process is necessary to overcome certain design constraints in the Oracle Universal Installer.
This section contains the following topics:
The Administration Server must be configured to listen on a virtual IP Address to enable it to seamlessly failover from one host to another. In case of a failure, the Administration Server, along with the virtual IP Address, can be migrated from one host to another.
However, before the Administration Server can be configured to listen on a virtual IP Address, one of the network interface cards on the host running the Administration Server must be configured to listen on this virtual IP Address. The steps to enable a virtual IP Address are completely dependent on the operating system.
Follow the steps in this section to enable a virtual IP Address on APPHOST1. In a UNIX environment, the command must be run as the root user:
ifconfig
command to get the value of the netmask. In a UNIX environment, run this command as the root user. For example: ifconfig
. In a UNIX environment, run this command as the root user. Use a netmask value that was obtained in Step 1. The syntax and usage for the ifconfig
command is as follows:
For example:
arping
. In a UNIX environment, run this command as the root user. For example:
See also Section 2.2.3.1, "Enabling Virtual IPs for the Managed Servers" for information about enabling VIP2 and VIP3 for the Managed Servers on APPHOST1 and APPHOST2.
Create a new machine and assign the Administration Server to the new machine using the Administration Console.
Ensure that you have performed the steps described in Section 5.5.1, "Enabling ADMINVHN on APPHOST1" before setting the Administration Server listen address.
Perform these steps to set the Administration Server listen address:
Use the pack and unpack commands to separate the domain directory used by the Administration Server from the domain directory used by the bi_server1 Managed Server in APPHOST1.
For example:
For example:
To enable Fusion Middleware Control failover, copy the em.ear file from the MW_HOME/user_projects/applications/bifoundation_domain directory to the equivalent directory on all nodes where Administration Server HA might be performed. In some cases, you might need to create the MW_HOME/user_projects/applications/bifoundation_domain directory on the other nodes.
Perform these steps to ensure that the Administration Server is properly configured:
http://ADMINVHN:7001/em
Ensure that you have performed the steps described in Section 2.2.3.1, "Enabling Virtual IPs for the Managed Servers" before setting the bi_server1 listen address.
Perform these steps to set the listen address for the Managed Server:
Follow the steps in this section to update the WebLogic JNDI URL for the Oracle BI Publisher Scheduler.
To update the Oracle BI Publisher Scheduler configuration:
http://APPHOST1VHN1:9704/xmlpserver
t3://APPHOST1VHN1:9704
You should receive a confirmation message that JMS tested successfully.
This step is required if you have not set up the appropriate certificates to authenticate the different nodes with the Administration Server (see Chapter 7, "Setting Up Node Manager"). If you have not configured the server certificates, you will receive errors when managing the different Oracle WebLogic Server. To avoid these errors, disable host name verification while setting up and validating the topology, and enable it again after the EDG topology configuration is complete as described in Chapter 7, "Setting Up Node Manager."
Perform these steps to disable host name verification:
Access the following URLs:
http://APPHOST1VHN1:9704/analytics
to verify the status of bi_server1. http://APPHOST1VHN1:9704/wsm-pm
to verify the status of Web Services Manager. Click Validate Policy Manager. A list of policies and assertion templates available in the data is displayed. Note: The configuration is incorrect if no policies or assertion templates appear.
http://APPHOST1VHN1:9704/xmlpserver
to verify the status of the Oracle BI Publisher application. http://APPHOST1VHN1:9704/ui
to verify the status of the Oracle Real-Time Decisions application. http://APPHOST1VHN1:9704/bioffice/about.jsp
to verify the status of the Oracle BI for Microsoft Office application. This section covers how to configure Oracle HTTP Server for the Administration Server and for the bi_server1 Managed Server.
This section contains the following topics:
To enable Oracle HTTP Server to route to the Administration Server, you must set the corresponding mount points in your HTTP server configuration:
ORACLE_INSTANCE/config/OHS/component/moduleconf
Then, add the following lines to this file:
Note that the value for the VirtualHost parameters depends on how the LBR virtual host was set up. You might need to use a different value than the one shown, such as 7777.
To enable Oracle HTTP Server to route to bi_cluster, which contains the bi_servern Managed Servers, you must set the WebLogicCluster parameter to the list of nodes in the cluster:
Note: Add other resources as appropriate (such as analyticsRes or ActionSamples to support functionality in SampleApp.rpd). |
Note: Values such as bi.mycompany.com:443, admin.mycompany.com:80 and you@your.address that are noted in this document serve as examples only. Enter values based on the actual environment. |
The servers specified in the WebLogicCluster parameters are only important at startup time for the plug-in. The list must provide at least one running cluster member for the plug-in to discover other members in the cluster. The listed cluster member must be running when Oracle HTTP Server is started. Oracle WebLogic Server and the plug-in work together to update the server list automatically with new, failed, and recovered cluster members.
Sample scenarios include:
If you list all the members of the cluster, then you guarantee you can route to the cluster, assuming at least one member is running when Oracle HTTP Server is started. For more information on configuring the WebLogic Server plug-in, see Oracle Fusion Middleware Using Web Server Plug-Ins with Oracle WebLogic Server.
For security purposes, and because the load balancer terminates SSL requests (Oracle HTTP Server routes the requests as non-SSL to WebLogic Server), after SSL is configured for the load balancer, turn on the WebLogic Plugin Enabled flag for the domain. To do this, follow these steps:
For Fusion Middleware Control to be able to manage and monitor Oracle HTTP Server instances, they must be registered with the domain. To do this, you must register Oracle HTTP Server with Oracle WebLogic Server using the following command:
You must also run this command from WEBHOST2 for OHS2.
Note: After registering Oracle HTTP Server, it should appear as a manageable target in Fusion Middleware Control. To verify this, log in to Fusion Middleware Control. The WebTier item in the navigation tree should show that Oracle HTTP Server has been registered. |
The Administration Console application tracks changes made to ports, channels and security using the console. When changes made through the console are activated, the console validates its current listen address, port, and protocol. If the listen address, port, and protocol are still valid, the console redirects the HTTP request replacing the host and port information with the Administration Server's listen address and port. When the Administration Console is accessed using a load balancing router (LBR), it is required to change the Administration Server's frontend URL so that the user's Web browser is redirected to the appropriate LBR address. To do this, follow these steps:
admin.mycompany.com
(your LBR address). To eliminate redirections, it is recommended that you disable the Administration Console's "Follow changes" feature. To do this, log in to the Administration Console and click Preferences, and then Shared Preferences. Clear the Follow Configuration Changes option, and then click Save.
Verify that the server status is reported as 'Running' in the Administration Console. If the server is shown as 'Starting' or 'Resuming,' wait for the server status to change to 'Started.' If another status is reported (such as 'Admin' or 'Failed'), check the server output log files for errors.
This section contains the following topics:
Validate the Administration Console and Fusion Middleware Control through both Oracle HTTP Server instances using the following URLs:
Note: After setting the frontend URL to the LBR address, the access to the console through the WEBHOSTn addresses will be redirected by the console to the frontend URL, thus validating the correct configuration of both Oracle HTTP Server and the LBR device. |
For information on configuring system access through the load balancer, see Section 2.2.2, "Load Balancers."
Validate bi_cluster through Oracle HTTP Server using the following URLs (for both WEBHOST1 and WEBHOST2):
For information on configuring system access through the load balancer, see Section 2.2.2, "Load Balancers."
In case a node fails, you can fail over the Administration Server to another node. This section describes how to fail over the Administration Server from APPHOST1 to APPHOST2, and contains the following topics:
Note the following assumptions:
Procedure
The following procedure shows how to fail over the Administration Server to a different node (APPHOST2):
For example:
Note: Make sure that the netmask and interface to be used match the available network configuration in APPHOST2. |
arping
. For example: Perform the steps described in Section 5.13, "Validating Access Through Oracle HTTP Server" to check that you can access the Administration Server when it is running on APPHOST2.
This step checks that you can fail back the Administration Server; that is, stop it on APPHOST2 and run it on APPHOST1 again. To do this, migrate ADMINVHN back to the APPHOST1 node as follows:
For example:
Note: Make sure that the netmask and interface you use matches the available network configuration in APPHOST1. |
arping
. For example: If you encounter problems with Administration Server failover, see Section 10.6.2, "Administration Server Fails to Start After a Manual Failover" for additional information.
After you have verified that the extended domain is working, back up the installation. This is a quick backup for the express purpose of immediate restore in case of problems in the further steps. The backup destination is the local disk. This backup can be discarded after the enterprise deployment setup is complete. At that point, the regular deployment-specific backup and recovery process can be initiated. Oracle Fusion Middleware Administrator's Guide provides further details. For information on describing the Oracle HTTP Server data that must be backed up and restored, refer to the "Backup and Recovery Recommendations for Oracle HTTP Server" section in that guide. For information on how to recover components, see the "Recovering Components" and "Recovering After Loss of Component Host" sections in the guide. For recommendations specific to recovering from the loss of a host, see the "Recovering Oracle HTTP Server to a Different Host" section in the guide. Also refer to Oracle Database Backup and Recovery User's Guide for information on database backup.
Perform these steps to back up the installation at this point:
opmnctl
: opmnctl
: Repeat this step for WEBHOST2.
This chapter describes how to scale out the Oracle Business Intelligence system using the Configuration Assistant. It is assumed that an Oracle Business Intelligence ORACLE_HOME (binaries) has already been installed and is available from APPHOST1 and APPHOST2, and that a domain with an Administration Server has been created. This is the domain that will be extended in this chapter to support Oracle Business Intelligence components.
Important: Oracle strongly recommends that you read Oracle Fusion Middleware Release Notes for any additional installation and deployment considerations before starting the setup process. |
This chapter contains the following topics:
This section explains how to scale out Oracle Business Intelligence on APPHOST2. Perform the steps in the following sections:
This section contains the following topics:
When you specify a repository publishing directory for the Oracle BI repository, each Oracle BI Server instance loads the repository from the shared network location.
Perform the following steps in Oracle Enterprise Manager Fusion Middleware Control:
In a Windows environment, you must specify a UNC path name.
Each Presentation Services instance loads the Oracle BI Presentation Catalog from the catalog location specified in Fusion Middleware Control.
Perform the following steps:
You must perform this step before designating the Catalog Location from Fusion Middleware Control.
In a Windows environment, you must specify a UNC path name.
The global cache resides on a shared file system storage device and stores purging events, seeding events (often generated by Agents), and result sets associated with seeding events. Note that each Oracle BI Server still maintains its own local query cache for regular queries.
Perform the following steps in Fusion Middleware Control:
Run the Configuration Assistant from the ORACLE_HOME directory to scale out the BI system, as follows:
Click Next.
Click Next.
Click Next.
Click Next.
Usually, Node Manager is started automatically when config.sh completes. If Node Manager is not running for some reason, run these commands to start it on APPHOST2:
Note: You must use the StartScriptEnabled property to avoid class loading failures. |
Perform the following steps in Fusion Middleware Control:
You do not need to restart at this point, because you will perform a restart after completing the steps in Section 6.3.
The Oracle BI Cluster Controllers and Oracle BI Scheduler are singleton components that operate in active/passive mode. Configure a secondary instance of these components so that they are distributed for high availability.
Perform the following steps in Fusion Middleware Control:
Under Potential Single Points of Failure, it should report No problems - all components have a backup.
This section explains how to configure the bi_server2 Managed Server, and contains the following topics:
Ensure that you have performed the steps described in Section 2.2.3.1, "Enabling Virtual IPs for the Managed Servers" before setting the bi_server2 listen address.
Perform these steps to set the listen address for the Managed Server:
The changes will not take effect until the bi_server2 Managed Server is restarted.
This step is required if you have not set up the appropriate certificates to authenticate the different nodes with the Administration Server (see Chapter 7, "Setting Up Node Manager"). If you have not configured the server certificates, you will receive errors when managing the different Oracle WebLogic Servers. To avoid these errors, disable host name verification while setting up and validating the topology, and enable it again after the EDG topology configuration is complete as described in Chapter 7, "Setting Up Node Manager."
Perform these steps to disable host name verification:
This section describes additional high availability configuration tasks for Oracle BI Scheduler, Oracle Real-Time Decisions, Oracle BI Publisher, and Oracle BI for Microsoft Office. It contains the following topics:
If you use server-side scripts with Oracle BI Scheduler, it is recommended that you configure a shared directory for the scripts so that they can be shared by all Oracle BI Scheduler components in a cluster.
Perform these steps only if you are using server-side scripts.
To share Oracle BI Scheduler scripts:
In a Windows environment, you must specify a UNC path name.
The instanceconfig.xml file for Oracle BI Scheduler is located in ORACLE_INSTANCE/config/OracleBISchedulerComponent/coreapplication_obischn. You must update this file for each Oracle BI Scheduler component in the deployment.
This section contains the following topics:
Perform the following steps in Fusion Middleware Control to set up cluster-specific configuration properties for Oracle RTD.
You only need to perform these steps for the first node in your deployment. You do not need to set cluster-specific configuration properties for Oracle RTD for subsequent nodes.
After scaling out Oracle RTD, use the Administration Console to add three system properties to the Server Start tab of each Managed Server.
In the Administration Console, choose Environment > Servers > bi_server<1,2> > Server Start > Arguments and then add these three properties:
Performing this task enables an instance of Oracle RTD to be migrated successfully from one host to another in the event of a failure of a Managed Server.
Even after these changes, if the server migration finishes in less than 50 seconds, the Oracle RTD batch framework will be in an inconsistent state.
If the enterprise has deployed any RTD Inline Services that host Batch Job implementations, and if after a server migration the batch console command, "batch-names", or its brief name, "bn", shows no registered batch jobs, then the Oracle RTD Batch Manager service must be stopped and restarted. To do this, follow these steps:
It should be in one of these locations, but not both.
When it restarts, it will be running on either the same server as before, or on a different server.
bn
: If Batch Manager has successfully restarted, then the "bn" command lists the names of all batch implementations hosted by all deployed RTD Inline Services.
The commonly deployed example, CrossSell, hosts a batch implementation named CrossSellSelectOffers, shown in the preceding example.
This section contains the following topics:
Follow these steps to set server configuration options for Oracle BI Publisher:
To do this, on APPHOST1, copy the file xmlp-server-config.xml from:
to:
Follow these steps to set Scheduler configuration options:
Follow these steps to configure Oracle BI Publisher integration with Oracle BI Presentation Services:
The Oracle BI EE Data Source must point to the clustered Oracle BI Servers through the Cluster Controllers. Perform this task in Oracle BI Publisher.
To set the Oracle BI EE data source in Oracle BI Publisher:
For example:
You must configure the location for all persistence stores to a directory visible from both nodes. Change all persistent stores to use this shared base directory.
To validate the JMS configuration performed for Oracle BI Publisher, perform the steps in Section 6.5.3.6, "Updating the Oracle BI Publisher Scheduler Configuration."
Follow the steps in this section to update the WebLogic JNDI URL and the JMS Shared Temp Directory for the Oracle BI Publisher Scheduler. You only need to perform the steps in this section on one of the APPHOSTS (either APPHOST1 or APPHOST2).
To update the Oracle BI Publisher Scheduler configuration:
t3://APPHOST1VHN1:9704,APPHOST2VHN1:9704
You should receive a confirmation message that JMS tested successfully.
This section contains the following topics:
Follow these steps to perform additional configuration tasks for Oracle BI for Microsoft Office:
The About Oracle BI EE Office Server page is displayed, as shown in Figure 6-1.
DOMAIN_HOME/servers/managed_server/tmp/_WL_user/bioffice_11.1.1/cvsibb/war/WEB-INF
If you are not sure how to locate the Oracle BI EE Office Server directory, check the LogDir parameter on the About Oracle BI EE Office Server page. The Oracle BI EE Office Server directory is the parent directory of the log directory.
Table 6-1 Properties in bioffice.xml
Property Name | Valid Value | Description |
---|---|---|
SawBaseURL | https://bi.mydomain.com:443/analytics/saw.dll or https://bi.mydomain.com:443/analytics-ws/saw.dll | Load Balancer Virtual Server Name URL for Oracle BI Presentation Services. Important: If SSO is enabled, then enter the URL for the protected analytics servlet that you deployed when configuring Oracle BI for Microsoft Office to integrate with the SSO-enabled Oracle BI Server. The URL that is specified for this property is used for Web services requests between the BI Office Server and Presentation Services. |
SawUseSSO | 0 = No (Default) 1 = Yes | Set this property to 1 if the Oracle Business Intelligence implementation is enabled for SSO. |
SawWebURLforSSO | https://bi.mydomain.com:443/analytics/saw.dll | When SSO is enabled, use this property to enter the public URL that allows external users to access Oracle Business Intelligence using SSO from Oracle BI for Microsoft Office. |
Follow these steps to validate configuration for Oracle BI for Microsoft Office:
https://bi.mydomain.com:443/analytics
Figure 6-2 shows the New Connection dialog.
Successful connections receive a Test connection successful message, as shown in Figure 6-3.
Each server has a transaction log that stores information about committed transactions that are coordinated by the server that may not have been completed. The WebLogic Server uses this transaction log for recovery from system crashes or network failures. To leverage the migration capability of the Transaction Recovery Service for the servers within a cluster, store the transaction log in a location accessible to a server and its backup servers.
Note: Preferably, this location should be a dual-ported SCSI disk or on a Storage Area Network (SAN). |
Perform these steps for each Managed Server to set the location for the default persistence store:
ORACLE_BASE/admin/domain_name/bi_cluster_name/tlogs
Use the same path for each Managed Server. When the Managed Servers are restarted, subdirectories are created for each one.
Note: To enable migration of the Transaction Recovery service, specify a location on a persistent storage solution that is available to other servers in the cluster. Both bi_server1 and bi_server2 must be able to access this directory. |
This section contains the following topics:
Perform these steps to start the bi_server2 Managed Server:
You can control Oracle Business Intelligence system components using opmnctl commands.
To start the Oracle Business Intelligence system components using the opmnctl command-line tool:
Starts OPMN and all Oracle Business Intelligence system components.
Starts OPMN only.
Starts a particular system component. For example, where coreapplication_obips2 is the Presentation Services component:
opmnctl startproc ias-component=coreapplication_obips2
opmnctl status
Access the following URLs:
http://APPHOST2VHN1:9704/analytics
to verify the status of bi_server1. http://APPHOST2VHN1:9704/wsm-pm
to verify the status of Web Services Manager. Click Validate Policy Manager. A list of policies and assertion templates available in the data is displayed. Note: The configuration is incorrect if no policies or assertion templates appear.
http://APPHOST2VHN1:9704/xmlpserver
to verify the status of the Oracle BI Publisher application. http://APPHOST2VHN1:9704/ui
to verify the status of the Oracle Real-Time Decisions application. http://APPHOST2VHN1:9704/mapviewer
to verify the status of Oracle MapViewer. You should verify URLs to ensure that the appropriate routing and failover is working from Oracle HTTP Server to bi_cluster. Perform these steps to verify the URLs:
Oracle recommends using host name verification for the communication between Node Manager and the servers in the domain. This requires the use of certificates for the different addresses communicating with the Administration Server and other servers. See Chapter 7, "Setting Up Node Manager" for further details. The procedures in that chapter must be performed twice using the information provided in Table 6-2.
Server Migration is required for proper failover of the Oracle BI Publisher components in the event of failure in any of the APPHOST1 and APPHOST2 nodes. See Chapter 8, "Configuring Server Migration" for further details.
After you have verified that the scaled out domain is working, back up the installation. This is a quick backup for the express purpose of immediate restore in case of problems in the further steps. The backup destination is the local disk. This backup can be discarded after the enterprise deployment setup is complete. At that point, the regular deployment-specific backup and recovery process can be initiated. Oracle Fusion Middleware Administrator's Guide provides further details. For information on describing the Oracle HTTP Server data that must be backed up and restored, refer to the "Backup and Recovery Recommendations for Oracle HTTP Server" section in that guide. For information on how to recover components, see the "Recovering Components" and "Recovering After Loss of Component Host" sections in the guide. For recommendations specific to recovering from the loss of a host, see the "Recovering Oracle HTTP Server to a Different Host" section in the guide. Also refer to Oracle Database Backup and Recovery User's Guide for information on database backup.
Perform these steps to back up the installation at this point:
opmnctl
: Repeat this step for WEBHOST2.
opmnctl
: Note: Create backups on all computers in the application tier by following the steps shown in this section.
This chapter describes how to configure Node Manager in accordance with the EDG recommendations.
Important: Oracle strongly recommends that you read Oracle Fusion Middleware Release Notes for any additional installation and deployment considerations before starting the setup process. |
This chapter contains the following topics:
Node Manager enables you to start and stop the Administration Server and the Managed Servers.
Process
The procedures described in this chapter must be performed for various components of the enterprise deployment topology outlined in Section 1.5, "Enterprise Deployment Reference Topology." The following variables are used in this chapter to distinguish between component-specific items:
The values to be used for these variables are provided in the component-specific chapters in this EDG. Note that the procedures in this chapter must be performed multiple times for each VIP-and-IP pair using the information provided in the component-specific chapters.
Oracle provides two main recommendations for Node Manager configuration in enterprise deployment topologies:
Note: The passwords used in this guide are provided only as examples. Use secure passwords in a production environment. For example, use passwords that consist of random sequences of both uppercase and lowercase characters as well as numbers. |
Change the location of the Node Manager log by editing the nodemanager.properties file, located in the MW_HOME/wlserver_10.3/common/nodemanager directory. Add the new location for the log file using the following line:
Oracle recommends that this location be outside the MW_HOME directory and inside the admin directory for the EDG.
Restart Node Manager for the change to take effect.
Setting up host name verification certificates for communication between Node Manager and the Administration Server consists of the following steps:
The certificates added in this chapter (as an example) address a configuration where Node Manager listens on a physical host name (HOST.mycompany.com) and a Managed Server listens on a virtual host name (VIP.mycompany.com). Whenever a Managed Server is using a virtual host name, it is implied that the Managed Server can be migrated from one node to another. Consequently, the directory where keystores and trust keystores are maintained ideally must reside on a shared storage that is accessible from the failover. If additional host names are used in the same or different nodes, the steps in this example will need to be extended to:
Follow these steps to create self-signed certificates on HOST. These certificates should be created using the network name or alias. For information on using trust CA certificates instead, see "Configuring Identity and Trust" in Oracle Fusion Middleware Securing Oracle WebLogic Server.
The following examples configure certificates for HOST.mycompany.com and VIP.mycompany.com; that is, it is assumed that both a physical host name (HOST) and a virtual host name (VIP) are used in HOST. It is also assumed that HOST.mycompany.com is the address used by Node Manager, and VIP.mycompany.com is the address used by a Managed Server or the Administration Server. This is the common situation for nodes hosting an Administration Server and an Oracle Fusion Middleware component, or for nodes where two Managed Servers coexist with one server listening on the physical host name and one server using a virtual host name (which is the case for servers that use migration servers).
Verify that the CLASSPATH
environment variable is set:
Note: The directory where keystores and trust keystores are maintained must be on shared storage that is accessible from all nodes so that when the servers fail over (manually or with server migration), the appropriate certificates can be accessed from the failover node. Oracle recommends using central or shared stores for the certificates used for different purposes (such as SSL set up for HTTP invocations). |
Syntax (all on a single line):
Examples:
Sample output for the command shown in the first example is:
Follow these steps to create an identity keystore on HOST:
Note: The identity store is created (if none exists) when you import a certificate and the corresponding key into the identity store using the utils.ImportPrivateKey utility. |
Syntax (all on a single line):
Examples:
You only need to perform the steps in this section for the first Managed Server.
Follow these steps to create the trust keystore on HOST1:
For example:
For example:
To configure Node Manager to use the custom keystores, add the following lines to the end of the nodemanager.properties file located in the WL_HOME/common/nodemanager directory:
Make sure to use the correct value for CustomIdentityAlias
on each node. For example, on HOST2, use appIdentity2.
For example:
The passphrase entries in the nodemanager.properties file get encrypted when you start Node Manager as described in Section 7.4, "Starting Node Manager." For security reasons, you want to minimize the time the entries in the nodemanager.properties file are left unencrypted. After you edit the file, you should start Node Manager as soon as possible so that the entries get encrypted.
You must perform the steps in this section for the Administration Server and all Managed Servers.
To configure the identity and trust keystores:
Keystore_Password
) you provided in Section 7.3.2, "Creating an Identity Keystore Using the utils.ImportPrivateKey Utility." This attribute might be optional or required, depending on the type of keystore. All keystores require the passphrase to write to the keystore. However, some keystores do not require the passphrase to read from the keystore. Oracle WebLogic Server only reads from the keystore, so whether you need to define this property depends on the requirements of the keystore.
New_Password
in Section 7.3.3, "Creating a Trust Keystore Using the Keytool Utility." This attribute might be optional or required, depending on the type of keystore. All keystores require the passphrase to write to the keystore. However, some keystores do not require the passphrase to read from the keystore. Oracle WebLogic Server only reads from the keystore, so whether you define this property depends on the requirements of the keystore.
In the Private Key Passphrase and the Confirm Private Key Passphrase fields, enter the password for the keystore that you created in Section 7.3.2, "Creating an Identity Keystore Using the utils.ImportPrivateKey Utility."
After the steps in the previous sections have been performed, you should set host name verification for the affected Managed Servers to Bea Host Name Verifier. To do this, perform the following steps for all Managed Servers:
When using a common/shared storage installation for MW_HOME, Node Manager is started from different nodes using the same base configuration (nodemanager.properties). In that case, it is required to add the certificate for all the nodes that share the binaries to the appIdentityKeyStore.jks identity store. To do this, create the certificate for the new node and import it to appIdentityKeyStore.jks as described in Section 7.3.2, "Creating an Identity Keystore Using the utils.ImportPrivateKey Utility." After the certificates are available in the store, each Node Manager must point to a different identity alias to send the correct certificate to the Administration Server. To do this, set different environment variables before starting Node Manager in the different nodes:
Note: Make sure to specify the custom identity alias specifically assigned to each host. For example, specify appIdentity1 for HOST1 and appIdentity2 for HOST2. |
If you are not using a common/shared storage installation for MW_HOME, run these commands to restart Node Manager on HOST:
Note: If you have not configured and started Node Manager for the first time, run the ORACLE_COMMON_HOME/common/bin/setNMProps.sh script. This will enable the use of the start script, which is required for Oracle Business Intelligence. |
In this enterprise topology, you must configure server migration for the bi_server1 and bi_server2 Managed Servers. To do this, you configure the bi_server1 Managed Server to restart on APPHOST2 should a failure occur, and you configure the bi_server2 Managed Server to restart on APPHOST1 should a failure occur. For this configuration, the bi_server1 and bi_server2 servers listen on specific floating IPs that are failed over by WLS Server Migration.
Important: Oracle strongly recommends that you read Oracle Fusion Middleware Release Notes for any additional installation and deployment considerations before starting the setup process. |
This chapter contains the following topics:
The first step is to set up a user and tablespace for the server migration leasing table:
The second step is to create a multi-data source for the leasing table from the Oracle WebLogic Server Administration Console. You create a data source to each of the Oracle RAC database instances during the process of setting up the multi-data source, both for these data sources and the global leasing multi-data source. Note the following considerations when creating a data source:
Creating a Multi-Data Source
Perform these steps to create a multi-data source:
leasing
. jdbc/leasing
. leasing-rac0
. For JNDI Name, enter jdbc/leasing-rac0
. For Database Type, select Oracle. Note: When creating the multi-data sources for the leasing table, enter names in the format of <MultiDS>-rac0, <MultiDS>-rac1, and so on. |
1521
). leasing
. The third step is to create the appropriate certificates for host name verification between Node Manager and the Administration Server. This procedure is described in Section 7.3, "Enabling Host Name Verification Certificates for Node Manager." If you have not yet created these certificates, perform the steps in this section to create certificates for host name verification between Node Manager and the Administration Server.
The fourth step in configuring server migration is to edit the Node Manager properties file. This task must be performed for the Node Managers in both nodes where server migration is being configured:
Do not specify the sub-interface, such as eth0:1
or eth0:2
. This interface is to be used without :0
or :1
. Node Manager scripts traverse the different :X-enabled IPs to determine which to add or remove. For example, the valid values in Linux environments are eth0, eth1, eth2, eth3, ethn, depending on the number of interfaces configured.
b
flag in the arping
command. Verify in the Node Manager output (the shell where Node Manager is started) that these properties are being used, or problems may arise during migration. You should see something like this in the Node Manager output:
Note: The following steps are not required if the server properties (start properties) have been properly set and Node Manager can start the servers remotely. |
Note: When running Node Manager from a shared storage installation, multiple nodes are started using the same nodemanager.properties file. However, each node may require different NetMask or Interface properties. In this case, specify individual parameters on a per-node basis using environment variables. For example, to use a different interface (eth3) in HOSTn, use the Interface environment variable as follows:HOSTn> export JAVA_OPTIONS=-DInterface=eth3 Then, start Node Manager after the variable has been set in the shell. |
The fifth step for server migration is to set environment and superuser privileges for the wlsifconfig.sh script:
Table 8-1 Files Required for the PATH Environment Variable
File | Located in this directory |
---|---|
wlsifconfig.sh | ORACLE_BASE/admin/domain_name/mserver/domain_name/bin/server_migration |
wlscontrol.sh | WL_HOME/common/bin |
nodemanager.domains | WL_HOME/common/nodemanager |
oracle
and also over ifconfig
and arping
: Note: Ask the system administrator for the sudo and system rights as appropriate to this step. |
The sixth step is to configure server migration targets. You first assign all the available nodes for the cluster's members and then specify candidate machines (in order of preference) for each server that is configured with server migration. Follow these steps to configure cluster migration in a migration in a cluster:
Tip: Click Customize this table in the Summary of Servers page and move Current Machine from the Available window to the Chosen window to view the machine on which the server is running. This will be different from the configuration if the server gets migrated automatically. |
The eighth and final step is to test the server migration. Perform these steps to verify that server migration is working properly:
From APPHOST1:
where pid specifies the process ID of the Managed Server. You can identify the pid in the node by running this command:
From APPHOST2:
Verification From the Administration Console
Migration can also be verified in the Administration Console:
The Migration Status table provides information on the status of the migration, as shown in Figure 8-1.
Note: After a server is migrated, to fail it back to its original node/computer, stop the Managed Server from the Administration Console and then start it again. The appropriate Node Manager will start the Managed Server on the computer to which it was originally assigned. |
This chapter describes how to integrate Oracle Business Intelligence with Oracle Identity Management.
Before you perform the steps in this chapter, you must have successfully completed the installation and configuration steps described in both of the following:
Important: Oracle strongly recommends that you read Oracle Fusion Middleware Release Notes for any additional installation and deployment considerations before starting the setup process. |
This chapter contains the following topics:
This section contains the following topics:
Oracle Fusion Middleware allows using different types of credentials and policy stores in a WebLogic domain. Domains can use stores based on an XML file or on different types of LDAP providers. When a domain uses an LDAP store, all policy and credential data is kept and maintained in a centralized store. However, when using XML policy stores, the changes made on Managed Servers are not propagated to the Administration Server unless they use the same domain home. Because the Oracle Business Intelligence EDG topology uses different domain homes for the Administration Server and the Managed Server, Oracle requires the use of an LDAP store as policy and credential store for integrity and consistency.
By default, Oracle WebLogic Server domains use an XML file for the policy store. The following sections describe the steps required to change the default store to Oracle Internet Directory LDAP for credentials or policies.
Note: The back-end repository for the policy store and the credential store must use the same kind of LDAP server. To preserve this coherence, note that reassociating one store implies reassociating the other one, that is, the reassociation of both credential and the policy stores is accomplished as a unit using Oracle Enterprise Manager Fusion Middleware Control or the WLST commandreassociateSecurityStore . |
This section explains how to configure the credential store and contains the following topics:
Create the users and groups you need in Oracle Internet Directory, if you have not done so already. See Oracle Fusion Middleware Administrator's Guide for Oracle Internet Directory for more information.
To be safe, first back up the relevant configuration files:
Also back up the boot.properties file for the Administration Server.
To configure the credential store to use LDAP, set the proper authenticator using the Oracle WebLogic Server Administration Console, as follows:
Make sure that all subsequent authenticators also have their control flag set to SUFFICIENT. In particular, check the control flag for the DefaultAuthenticator and set it to SUFFICIENT if necessary.
Table 9-1 LDAP Server Details
Parameter | Value | Description |
---|---|---|
Host | For example: oid.mycompany.com | The host name of the LDAP server. |
Port | For example: 636 | The LDAP server port number. |
Principal | For example: cn=orcladmin | The LDAP user DN used to connect to the LDAP server. |
Credential | your_password | The password used to connect to the LDAP server. |
SSL Enabled | Selected | Specifies whether SSL protocol is used when connecting to the LDAP server. |
User Base DN | For example: cn=Users,dc=mycompany, dc=com | Specifies the DN under which your Users start. |
Group Base DN | For example: cn=Groups,dc=mycompany, dc=com | Specifies the DN that points to your Groups node. |
User Name Attribute | cn | The user name attribute. |
Use Retrieved User Name as Principal | Selected | This option must be enabled. |
Reorder the OID Authenticator and Default Authenticator and ensure that the control flags for each authenticator is set as follows:
Restart the Administration Server.
After LDAP has been configured, all users (including administrative users) should be LDAP users. This must be configured by the LDAP administrator. An administration group should be created with the necessary users. For information about the required steps, see section 8.5 of Oracle Fusion Middleware Enterprise Deployment Guide for Oracle Identity Management. Use 'BIAdministrators' for the group name.
After this group is created, you must update the role definition for the WLS Global Admin role in WebLogic Server, as follows:
By default, you can see that the Administrators group in Oracle Internet Directory defines who has the Admin role in WebLogic Server.
The boot.properties file for the Administration Server must be updated with the WebLogic admin user created in Oracle Internet Directory. Follow these steps to update the boot.properties file:
The domain policy store is the repository of system and application-specific policies. In a given domain, there is one store that stores all policies that all applications deployed in the domain can use. This section provides the steps to configure Oracle Internet Directory LDAP as the policy store for the Oracle Business Intelligence EDG topology.
To ensure proper access to the Oracle Internet Directory LDAP server directory used as a policy store, you must set a node in the server directory.
An Oracle Internet Directory administrator must follow these steps to create the appropriate node in the Oracle Internet Directory server:
The DN of the root node (jpsroot_bi in the previous step) must be distinct from any other DN. One root node can be shared by multiple WebLogic domains. It is not required that his node be created at the top level, as long as read and write access to the subtree is granted to the Oracle Internet Directory administrator.
ldapadd
, as shown in the following example: ldapsearch
, as shown in the following example: Note: The oidstats.sql utility only needs to be run once after the initial provisioning.
To reassociate the policy and credential store with Oracle Internet Directory, use the WLST reassociateSecurityStore
command, as follows:
connect
command, as follows: For example:
reassociateSecurityStore
command, as follows: For example:
Note: For credential and policy changes to take effect, the servers in the domain must be restarted. |
This section contains the following topics:
In Oracle Business Intelligence 11g Release 1 (11.1.1), users are recognized by their global unique identifiers (GUIDs), not by their names. GUIDs are identifiers that are completely unique for a given user. Using GUIDs to identify users provides a higher level of security because it ensures that data and metadata is uniquely secured for a specific user, independent of the user name.
Oracle recommends that you follow these two best practices to ensure that GUIDs are consistently applied in each phase of the development to production lifecycle:
GUID regeneration is the process of regenerating any metadata references to user GUIDs in the Oracle BI repository and Oracle BI Presentation Catalog. During the GUID regeneration process, each user name is looked up in the identity store. Then, all metadata references to the GUID associated with that user name are replaced with the GUID in the identity store.
GUID regeneration might be required when Oracle Business Intelligence is reassociated with an identity store that has different GUIDs for the same users. This situation might occur when reassociating Oracle Business Intelligence with a different type of identity store and should be a rare event.
Note that if Oracle best practices are not observed and Oracle Business Intelligence repository data is migrated between systems that have different GUIDs for the same users, GUID regeneration is required for the system to function. This is not a recommended practice, because it raises the risk that data and metadata secured to one user (for example, John Smith, who left the company two weeks ago) becomes accessible to another user (for example, John Smith, who joined last week). Using application roles wherever possible and using GUIDs consistently across the full development production lifecycle prevents this problem from occurring.
To regenerate user GUIDs, perform the following steps on APPHOST1 and APPHOST2. Note that GUID regeneration must occur with only one node operating at a time.
Update the FMW_UPDATE_ROLE_AND_USER_REF_GUIDS
parameter in NQSConfig.INI:
FMW_UPDATE_ROLE_AND_USER_REF_GUIDS
parameter and set it to YES
, as follows: Update the Catalog element in instanceconfig.xml:
After you confirm that the Oracle BI Server is running, then start Presentation Services:
FMW_UPDATE_ROLE_AND_USER_REF_GUIDS
parameter in NQSConfig.INI back to NO
. Important: You must perform this step to ensure that your system is secure.
This section describes how to set up Oracle Access Manager 10g as a single sign-on solution for the Oracle Business Intelligence topology.
This section contains the following topics:
The instructions for Oracle Access Manager 10g assume an existing Oracle Access Manager installation, complete with Access Managers and a policy protecting the Policy manager. For more information about installing and configuring an Oracle Access Manager installation, see Oracle Fusion Middleware Enterprise Deployment Guide for Oracle Identity Management.
The configuration described in this chapter includes a directory service such as Oracle Internet Directory, either as a standalone component or as part of an Oracle Virtual Directory configuration. This section provides the necessary steps for configuring your Oracle Business Intelligence installation with Oracle Internet Directory.
In addition, the Oracle Access Manager installation should have its own Web server configured with WebGate. This section also provides steps for using the Oracle Access Manager Web server as a delegated authentication server.
This section explains how to use the Oracle Access Manager Configuration Tool and contains the following topics:
The Oracle Access Manager Configuration Tool (oamcfgtool) starts a series of scripts and sets up the required policies. It requires various parameters as inputs. Specifically, it creates the following:
Collect or prepare the following information before running the Oracle Access Manager Configuration Tool:
The Oracle Access Manager Configuration Tool is located in the following directory:
MW_HOME/oracle_common/modules/oracle.oamprovider_11.1.1
The tool can be run from any computer with the required installation files. In this case, you run it from APPHOST1.
Run the Oracle Access Manager Configuration Tool, as follows (all on a single line):
For $PROTECTED_URI_LIST
, use:
For $PUBLIC_URI_LIST
, use:
You will be prompted for the app_agent_password.
Note: If additional URLs need to be protected later, run the Oracle Access Manager Configuration Tool again using the same app_domain. Be sure to include all the URLs that need to be protected, not just the new ones. |
This section covers how to validate that the Policy Domain and AccessGate were created successfully.
Verifying the Policy Domain
Follow these steps to verify the policy domain:
http://OAMADMINHOST:port/access/oblix
Verifying the AccessGate Configuration
Follow these steps to verify the AccessGate configuration:
The AccessGate for the domain you just created is displayed. This result will have the suffix _AG (for example, bifoundation_domain_AG).
The Oracle Access Manager Configuration Tool uses the value of the app_domain parameter to create a host identifier for the policy domain. This host identifier must be updated with all the host name variations for the host so that the configuration works correctly.
Follow these steps to update the host identifier created by the Oracle Access Manager Configuration Tool:
http://hostname:port/access/oblix
where hostname refers to the host where the WebPass Oracle HTTP Server instance is running, and port refers to the HTTP port of the Oracle HTTP Server instance.
The Preferred HTTP Host value used in the Access System Configuration must be added as one of the host name variations. For example:
bifoundation_domain, webhost1.mycompany.com:7777, admin.mycompany.com:7777
The following message is displayed: "Updating the cache at this point will flush all the cache in the system. Are you sure?"
Click OK to finish saving the configuration changes.
The Oracle Access Manager Configuration Tool populates the Preferred_HTTP_Host and hostname attributes for the WebGate profile that is created with the value of the app_domain parameter. Both of these attributes must be updated with the correct values for the configuration to work.
Follow these steps to update the WebGate profile created by the Oracle Access Manager Configuration Tool:
http://hostname:port/access/oblix
where hostname refers to the host where the WebPass Oracle HTTP Server instance is running, and port refers to the HTTP port of the Oracle HTTP Server instance.
WebGate must be installed on each of the WEBHOSTn computers to secure the Web tier. To do this, follow these steps:
You can obtain these details from your Oracle Access Manager administrator. Click Next to continue.
The instructions in this section assume that you have already set up the LDAP Authenticators.
This section contains the following topics:
To set up the Oracle Access Manager ID Asserter, follow these steps:
Reorder the Oracle Access Manager Identity Asserter, Oracle Internet Directory Authenticator, and Default Authenticator by ensuring that the control flag for each authenticator is set, as follows:
Then, restart the Administration Server and the Managed Servers.
This section explains how to configure applications, and contains the following topics:
To enable SSO and Oracle Access Manager for Oracle BI Enterprise Edition, follow these steps:
To enable SSO and Oracle Access Manager for Oracle BI Publisher, follow these steps:
For example:
SSO configuration for Oracle BI for Microsoft Office was covered in Section 6.5.4.1, "Configuring Oracle BI for Microsoft Office Properties." If you have not already enabled SSO for Oracle BI for Microsoft Office, perform the steps in Section 6.5.4.1 to accomplish this task.
To enable SSO and Oracle Access Manager for Oracle BI Search, follow these steps:
https://bi.mycompany.com/analytics
This section provides information about Oracle Real-Time Decisions configuration with Oracle Access Manager.
This section contains the following topics:
For Oracle RTD to comply with Oracle Access Manager logout guidelines (in particular, invoking a logout through /adfAuthentication?logout=true&end_url=/ui/do/logout), integration with Oracle Access Manager 10g requires additional WebGate configuration to handle the end_url. Without this additional configuration, you are logged out, but not redirected to the end URL because Oracle Access Manager 10g WebGate does not process end_url.
For information about configuration procedures, see Oracle Fusion Middleware Application Security Guide.
When Webgate 10g against Oracle Access Manager (OAM) 11g is configured as the SSO provider for Oracle RTD Decision Center access, logging out of, then back into Decision Center should ask users for their user name and password credentials on the re-login. To ensure that this occurs correctly, you must configure the following Oracle RTD Decision Center resources in OAM/Webgate as public (unprotected or anonymous access):
This chapter provides information about operations that you can perform after you have set up your topology, including monitoring, scaling, and backing up your enterprise deployment.
This chapter contains the following topics:
To start Oracle Business Intelligence, you must always start the Managed Servers first, before the system components. In addition, any time the Managed Servers are restarted, the system components must be restarted also.
For additional information, see "Starting and Stopping Oracle Business Intelligence" in Oracle Fusion Middleware System Administrator's Guide for Oracle Business Intelligence Enterprise Edition.
This section contains the following topics:
Follow these steps to stop, start, or restart Oracle Business Intelligence Managed Servers:
Follow these steps to stop, start, or restart Oracle Business Intelligence system components:
For information on monitoring the Oracle Business Intelligence topology, see "Monitoring Service Levels" in Oracle Fusion Middleware System Administrator's Guide for Oracle Business Intelligence Enterprise Edition.
See also "Diagnosing and Resolving Issues in Oracle Business Intelligence" in Oracle Fusion Middleware System Administrator's Guide for Oracle Business Intelligence Enterprise Edition for information about Oracle Business Intelligence log files, including rotating and managing logs.
You can scale up or scale out the Oracle Business Intelligence enterprise topology, as follows:
This section includes the following topics:
Note: To scale out and up the SOA subsystem used by I/PM, refer to the SOA enterprise deployment topology documentation. |
This procedure assumes that you already have an enterprise topology that includes two nodes, with a Managed Server and a full set of system components on each node. To scale up the topology, you increase the number of system components running on one of your existing nodes.
Note that it is not necessary to run multiple Managed Servers on a given node.
To scale up the Oracle Business Intelligence enterprise topology:
When scaling out the topology, you add a new Managed Server and set of system components to a new node in your topology (APPHOST3). This procedure assumes that you already have an enterprise topology that includes two nodes, with a Managed Server and a full set of system components on each node.
Prerequisites
Before performing the steps in this section, check that you meet these requirements:
Also, if you are using shared storage for the identity keystore and trust keystore that hold your host name verification certificates, ensure that the shared storage directory is accessible from the scaled-out node (APPHOST3). If you are using local directories for your keystores, follow the steps in Section 7.3, "Enabling Host Name Verification Certificates for Node Manager" to create and configure a local identity keystore for the scaled-out node.
For example, mount the following directories:
Perform these steps to scale out Oracle Business Intelligence on APPHOST3:
To update the Middleware home list, create (or edit, if another WebLogic installation exists in the node) the MW_HOME/.home file and add ORACLE_BASE/product/fmw to it.
http://APPHOST3VHN1:9704/analytics
to verify the status of bi_server3. http://APPHOST3VHN1:9704/wsm-pm
to verify the status of Web Services Manager. Click Validate Policy Manager. A list of policies and assertion templates available in the data is displayed. Note: The configuration is incorrect if no policies or assertion templates appear.
http://APPHOST3VHN1:9704/xmlpserver
to verify the status of the Oracle BI Publisher application. http://APPHOST3VHN1:9704/ui
to verify the status of the Oracle Real-Time Decisions application. See "Backup and Recovery Recommendations for Oracle Business Intelligence" in Oracle Fusion Middleware Administrator's Guide for full information about backing up and recovering Oracle Business Intelligence.
See "Patching Oracle Business Intelligence Systems" in Oracle Fusion Middleware System Administrator's Guide for Oracle Business Intelligence Enterprise Edition for more information about Oracle Business Intelligence patching.
This section covers the following topics:
Problem: A 404 "page not found" message is displayed in the Web browser when you try to access Oracle Business Intelligence applications (such as Oracle BI Presentation Services, Oracle BI Publisher, and Oracle Real-Time Decisions) using the load balancer address. The error is intermittent and BI servers appear as "Running" in the Administration Console.
Solution: Even when the BI Managed Servers are up and running, some of the applications contained in them may be in Admin, Prepared, or other states different from Active. The applications might be unavailable while the BI server is running. Check the Deployments page in the Administration Console to verify the status of the affected application. It should be in "Active" state. Check the BI server's output log for errors pertaining to that application and try to start it from the Deployments page in the Administration Console.
Problem: Administration Server fails to start after the Administration Server node failed and manual failover to another nodes is performed. The Administration Server output log reports the following:
Solution: When restoring a node after a node crash and using shared storage for the domain directory, you may see this error in the log for the Administration Server due to unsuccessful lock cleanup. To resolve this error, remove the file ORACLE_BASE/admin/domain_name/aserver/domain_name/servers/AdminServer/data/ldap/ldapfiles/EmbeddedLDAP.lok.
Problem: Activation of changes in Administration Console fails after changes to a server's start configuration have been performed. The Administration Console reports the following when clicking "Activate Changes":
Solution: This may happen when start parameters are changed for a server in the Administration Console. In this case, provide user name/password information in the server start configuration in the Administration Console for the specific server whose configuration was being changed.
Problem: After reaching the maximum restart attempts by local Node Manager, Node Manager in the failover node tries to restart it, but the server does not come up. The server seems to be failed over as reported by Node Manager's output information. The VIP used by the bi_server Managed Server is not enabled in the failover node after Node Manager tries to migrate it (if config in the failover node does not report the VIP in any interface). Executing the command "sudo ifconfig $INTERFACE $ADDRESS $NETMASK" does not enable the IP in the failover node.
Solution: The rights and configuration for sudo
execution should not prompt for a password. Verify the configuration of sudo
with your system administrator so that sudo
works without a password prompt.
Problem: Server migration is working (bi_server Managed Server is restarted in the failed over node), but the Virtual_Hostname:9704/analytics
URL cannot be accessed in the Web browser. The server has been "killed" in its original host and Node Manager in the failover node reports that the VIP has been migrated and the server started. The VIP used by the bi_server Managed Server cannot be pinged from the client's node (that is, the node where the browser is being used).
Solution: The arping
command executed by Node Manager to update ARP caches did not broadcast the update properly. In this case, the node is not reachable to external nodes. Either update the nodemanager.properties file to include the MACBroadcast or execute a manual arping:
Where INTERFACE is the network interface where the virtual IP is enabled and ADDRESS is the virtual IP address.
Problem: The OAM Configuration Tool has been used and a set of URLs was added to the policies in Oracle Access Manager. One of multiple URLs had a typo. Executing the OAM Configuration Tool again with the correct URLs completes successfully; however, when accessing Policy Manager, the incorrect URL is still there.
Solution: The OAM Configuration Tool only adds new URLs to existing policies when executed with the same app_domain
name. To remove a URL, use the Policy Manager Console in OAM. Log on to the Access Administration site for OAM, click My Policy Domains, and then click the created policy domain (bifoundation_domain). Click the Resources tab, and then remove the incorrect URLs.
Problem: After configuring Oracle HTTP Server and LBR to access the Administration Console, some activation changes cause the redirection to the login screen for the Administration Console.
Solution: This is the result of the console attempting to follow changes to port, channel, and security settings as a user makes these changes. For certain changes, the console may redirect to the Administration Server's listen address. Activation is completed regardless of the redirection. It is not required to log in again; users can simply update the URL to admin.mycompany.com/console/console.portal
and directly access the home page for the Administration Console.
Note: This problem will not occur if you have disabled tracking of the changes described in this section. |
Problem: After configuring OAM, some activation changes cause redirection to the Administration Console home page (instead of the context menu where the activation was performed).
Solution: This is expected when OAM SSO is configured and the Administration Console is set to follow configuration changes (redirections are performed by the Administration Server when activating some changes). Activations should complete regardless of this redirection. For successive changes not to redirect, access the Administration Console, choose Preferences, then Shared Preferences, and deselect the "Follow Configuration Changes" check box.
Problem: Attempts to start a Managed Server that uses the Java Object Cache, such as OWSM Managed Servers, fail. The following errors appear in the logs:
Solution: Another process is using the same port that JOC is attempting to obtain. Either stop that process, or reconfigure JOC for this cluster to use another port in the recommended port range.
Problem: You are experiencing out-of-memory issues on Managed Servers.
Solution: Increase the size of the memory heap allocated for the Java VM to at least one gigabyte:
Note: The memory parameter requirements may differ between various JVMs (Sun, JRockit, or others). |
In some cases, only one JMS instance is visible on the Oracle BI Publisher Scheduler diagnostics page, rather than all instances in the cluster. This issue is most likely caused by clocks being out of sync. See Section 2.4, "Clock Synchronization" for more information on the importance of synchronizing clocks on all nodes in the cluster.
Before shutting down the Managed Server on which Oracle BI Publisher is running, it is a best practice (but not mandatory) to wait for all running Oracle BI Publisher jobs to complete, or to cancel any unfinished jobs using the Report Job History page. Otherwise, the shutdown might cause some jobs to incorrectly stay in a running state.
On rare occasions, a JMS instance is missing from an Oracle BI Publisher Scheduler cluster. To resolve this issue, restart the Oracle BI Publisher application from the Oracle WebLogic Server Administration Console.
To restart your BI Publisher application:
This section covers the following topics:
Much of the EDG production deployment involves firewalls. Because database connections are made across firewalls, Oracle recommends that the firewall be configured so that the database connection is not timed out. For Oracle Real Application Clusters (Oracle RAC), the database connections are made on Oracle RAC VIPs and the database listener port. You must configure the firewall to not time out such connections. If such a configuration is not possible, set the*SQLNET.EXPIRE_TIME=n*
parameter in the ORACLE_HOME/network/admin/sqlnet.ora file on the database server, where n is the time in minutes. Set this value to less than the known value of the timeout for the network device (that is, a firewall). For Oracle RAC, set this parameter in all of the Oracle home directories.
Oracle Fusion Middleware Audit Framework is a new service in Oracle Fusion Middleware 11g, designed to provide a centralized audit framework for the middleware family of products. The framework provides audit service for platform components such as Oracle Platform Security Services (OPSS) and Oracle Web Services. It also provides a framework for JavaEE applications, starting with Oracle's own JavaEE components. JavaEE applications will be able to create application-specific audit events. For non-JavaEE Oracle components in the middleware, such as C or JavaSE components, the audit framework also provides an end-to-end structure similar to that for JavaEE applications.
Figure 10-1 is a high-level architectural diagram of the Oracle Fusion Middleware Audit Framework.
The Oracle Fusion Middleware Audit Framework consists of the following key components:
These event definitions and configurations are implemented as part of the audit service in Oracle Platform Security Services. Configurations can be updated through Enterprise Manager (UI) and WLST (command-line tool).
For more introductory information for the Oracle Fusion Middleware Audit Framework, see the "Introduction to Oracle Fusion Middleware Audit Framework" chapter in the Oracle Fusion Middleware Application Security Guide.
For information on how to configure the repository for Oracle Fusion Middleware Audit Framework, see the "Configuring and Managing Auditing" chapter in the Oracle Fusion Middleware Application Security Guide.
The EDG topology does not include Oracle Fusion Middleware Audit Framework configuration. The ability to generate audit data to the bus-stop files and the configuration of the audit loader will be available after the products are installed. The main consideration is the audit database repository where the audit data is stored. Because of the volume and the historical nature of the audit data, it is strongly recommended that customers use a separate database from the operational store or stores being used for other middleware components.
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