Managing Network File Systems in Oracle®
Solaris 11.1

Part No: E28997-01

ORACI_G October 2012



Copyright © 2002, 2012, Oracle and/or its affiliates. All rights reserved.

This software and related documentation are provided under a license agreement containing restrictions on use and disclosure and are protected by intellectual
property laws. Except as expressly permitted in your license agreement or allowed by law, you may not use, copy, reproduce, translate, broadcast, modify, license,
transmit, distribute, exhibit, perform, publish, or display any part, in any form, or by any means. Reverse engineering, disassembly, or decompilation of this software,
unless required by law for interoperability, is prohibited.

The information contained herein is subject to change without notice and is not warranted to be error-free. If you find any errors, please report them to us in writing.

If this is software or related documentation that is delivered to the U.S. Government or anyone licensing it on behalf of the U.S. Government, the following notice is
applicable:

U.S. GOVERNMENT END USERS. Oracle programs, including any operating system, integrated software, any programs installed on the hardware, and/or
documentation, delivered to U.S. Government end users are "commercial computer software" pursuant to the applicable Federal Acquisition Regulation and
agency-specific supplemental regulations. As such, use, duplication, disclosure, modification, and adaptation of the programs, including any operating system,
integrated software, any programs installed on the hardware, and/or documentation, shall be subject to license terms and license restrictions applicable to the
programs. No other rights are granted to the U.S. Government.

This software or hardware is developed for general use in a variety of information management applications. It is not developed or intended for use in any inherently
dangerous applications, including applications that may create a risk of personal injury. If you use this software or hardware in dangerous applications, then you shall
be responsible to take all appropriate fail-safe, backup, redundancy, and other measures to ensure its safe use. Oracle Corporation and its affiliates disclaim any
liability for any damages caused by use of this software or hardware in dangerous applications.

Oracle and Java are registered trademarks of Oracle and/or its affiliates. Other names may be trademarks of their respective owners.

Intel and Intel Xeon are trademarks or registered trademarks of Intel Corporation. All SPARC trademarks are used under license and are trademarks or registered
trademarks of SPARC International, Inc. AMD, Opteron, the AMD logo, and the AMD Opteron logo are trademarks or registered trademarks of Advanced Micro
Devices. UNIX is a registered trademark of The Open Group.

This software or hardware and documentation may provide access to or information on content, products, and services from third parties. Oracle Corporation and
its affiliates are not responsible for and expressly disclaim all warranties of any kind with respect to third-party content, products, and services. Oracle Corporation
and its affiliates will not be responsible for any loss, costs, or damages incurred due to your access to or use of third-party content, products, or services.

Celogiciel et la documentation qui l'accompagne sont protégés par les lois sur la propriété intellectuelle. Ils sont concédés sous licence et soumis a des restrictions
d’utilisation et de divulgation. Sauf disposition de votre contrat de licence ou de la loi, vous ne pouvez pas copier, reproduire, traduire, diffuser, modifier, breveter,
transmettre, distribuer, exposer, exécuter, publier ou afficher le logiciel, méme partiellement, sous quelque forme et par quelque procédé que ce soit. Par ailleurs, il est
interdit de procéder a toute ingénierie inverse du logiciel, de le désassembler ou de le décompiler, excepté a des fins d’interopérabilité avec des logiciels tiers ou tel que
prescrit par la loi.

Les informations fournies dans ce document sont susceptibles de modification sans préavis. Par ailleurs, Oracle Corporation ne garantit pas quelles soient exemptes
derreurs et vous invite, le cas échéant, a lui en faire part par écrit.

Si ce logiciel, oula documentation qui I'accompagne, est concédé sous licence au Gouvernement des Etats-Unis, ou a toute entité qui délivre la licence de ce logiciel
oul'utilise pour le compte du Gouvernement des Etats-Unis, la notice suivante sapplique:

U.S. GOVERNMENT END USERS. Oracle programs, including any operating system, integrated software, any programs installed on the hardware, and/or
documentation, delivered to U.S. Government end users are "commercial computer software" pursuant to the applicable Federal Acquisition Regulation and
agency-specific supplemental regulations. As such, use, duplication, disclosure, modification, and adaptation of the programs, including any operating system,
integrated software, any programs installed on the hardware, and/or documentation, shall be subject to license terms and license restrictions applicable to the
programs. No other rights are granted to the U.S. Government.

Ce logiciel ou matériel a été développé pour un usage général dans le cadre d’applications de gestion des informations. Ce logiciel ou matériel n'est pas congu ni n'est
destiné a étre utilisé dans des applications a risque, notamment dans des applications pouvant causer des dommages corporels. Si vous utilisez ce logiciel ou matériel
dans le cadre d’applications dangereuses, il est de votre responsabilité de prendre toutes les mesures de secours, de sauvegarde, de redondance et autres mesures
nécessaires a son utilisation dans des conditions optimales de sécurité. Oracle Corporation et ses affiliés déclinent toute responsabilité quant aux dommages causés
par l'utilisation de ce logiciel ou matériel pour ce type d’applications.

Oracle et Java sont des marques déposées d’Oracle Corporation et/ou de ses affiliés. Tout autre nom mentionné peut correspondre a des marques appartenant a
d’autres propriétaires qu'Oracle.

Intel et Intel Xeon sont des marques ou des marques déposées d’Intel Corporation. Toutes les marques SPARC sont utilisées sous licence et sont des marques ou des
marques déposées de SPARC International, Inc. AMD, Opteron, le logo AMD et le logo AMD Opteron sont des marques ou des marques déposées dAdvanced Micro
Devices. UNIX est une marque déposée d’'The Open Group.

Celogiciel ou matériel et la documentation qui I'accompagne peuvent fournir des informations ou des liens donnant accés a des contenus, des produits et des services
émanant de tiers. Oracle Corporation et ses affiliés déclinent toute responsabilité ou garantie expresse quant aux contenus, produits ou services émanant de tiers. En
aucun cas, Oracle Corporation et ses affiliés ne sauraient étre tenus pour responsables des pertes subies, des cotts occasionnés ou des dommages causés par l'acces a
des contenus, produits ou services tiers, ou a leur utilisation.

121010@25097



Contents

PrEface ... 15
Managing Network File Systems (OVErVIieW) ..o 17
What's New With the NES SEIVICE ...cccuvvuiieriiricieireieicireineceereieiereeeesessessesesessesessesesessessessesenses
Significant Changes in This Release
Significant Changes in Earlier REleases .........cccvuurueuiurieeiieniueeciniinieneireeeieiseeenessesseseseesesens 18
NES TErMINOLOZY .vecvuvreviecieveiecietneeeieireeeisetsetseeeesesseae st ssessessesessessesessessesesaesessesessessesessesnessssesnes 19
NES Servers and CHENLS ........ccuiiiiiiiiiccciie s ssssssssssssans 19
NES File SYSLEIMS ....ouveiirieiiiiiiiciciicie i s 20
ADOUL the NES SEIVICE .euvuiriiiecieireieicireieiciretseie ettt ses e s sttt sttt enae s 20
ADOUL AULOLS .ottt sttt nnes 21
Features of the NFS SEIVICE ... sssssaes 21
NES Version 2 PrOtOCOL .....c.ecuiueueiiuriieieintieicineiseieseeseie ettt ssesenns 21
NES Version 3 PrOtOCOL .......cucuiureeeiiinieereinieeieitineieneiseie et sessesessessesessesessesesessesenns 21
NES Version 4 PrOtOCOL .......c.cuieeriirieereinieieiieeeeisee et ssese e s sesessesessesenns 22
Controlling NFS VEISIONS ...t sssssssssssssssassssnens 23
NES ACL SUPPOTT .ottt bbb 23
NFS Over TCP
NES Over UDP
Overview of NES OVer RDMA ......coviiiniinieiniiniieieineisiseinsistsesstsese e sssss e sssssssessssesesaessssssens 24
Network Lock Manager and NES ..o essesesessessesesessesessesscsenne 24
NEFS Large File Support
NES Client FAlOVET ......cuiviiiiiiiiiiciitic st sssssssssssans
Kerberos Support for the NES SEIVICE ..o saessesssessssssens 25
WEDNES SUPPOTIL ..ot ese s 25
RPCSEC_GSS Security FIAVOT .......ccoiviiiiiriciiiiiciiiicniieissiisessissesssssse s ssssssssssens 26
Solaris 7 Extensions for NFS MOUNING ........cccveurieiiiniiiiinciciieieieieneiseisese e 26
Security Negotiation for the WeDNES Service ........ccvuuruueunmuniueieineericinieneecineineeeseineeesseseesenens 26



Contents

NEFS Server LOZZING .....c.coviiiiiiiiiiiiii s 26
AULOLS FEAUIES ...ttt 27
2 NetworkFile System Administration (Tasks) .............ccccooverrrrirniiceeeee e 29
Automatic File System Sharing .........cccoeeiririeciniineneineecneieeeretseeessesesesseseesessessesessessesessennes 30
V¥ How to Set Up Automatic File-System Sharing .........ccccecveeecrnevevcrninecrnerneeenerneeeensesneenne 30
V¥V How to Enable WEDNEFS ACCESS .......cuiuiiiiieiiiiciscicie i ssesessssans 31
V How to Enable NFES Server LOZZING .......ccvueuiureuriciniiniieieineieieiseieeesneesesessessesesessesessessessesenns
Mounting File SyStems ...........cccoceueiiiiecereieniincienninns
V¥ How to Mount a File System at Boot Time
V¥ How to Mount a File System From the Command Line ........cccoeoeveeunereencnevnenenercnneneenn. 34
Mounting With the AUtOMOUNLET ......c.ccrvuererriuereriirecieeieereeteeeeneeeee e sese e seasesensens 35
V¥V How to Mount All File Systems from @ SEIVer ........cccveueuneereceneirecencineeeeeneeeenseesesessesseaenne 35
V¥ How to Use Client-Side FailOVer .........ccccuiiiiiiiiiiiiiiiciccisiiicscssise e 36
V¥ How to Disable Mount Access for One Client .36
V¥V How to Mount an NFS File System Through a Firewall .........ccccccovivininincininincinnin, 37
V¥ How to Mount an NFS File System Using an NES URL .......ccccoovvveunineinerneeenerneneennenneeenne 37
Setting up a DNS Record for a FEdES SErver ........oineninieicneirecincineeeeneieeeesesseeennes 38
V¥ How to Display Information About File Systems Available for Mounting ...........ccccecveeveune. 38
Setting Up NES SEIvices ..o s

V¥ How to Start the NFS Services
V¥ How to Stop the NFS Services

V How to Start the AULOIMOUNLET ......c.vureevierieeicireieieieeeieetseseeesseiese e ssesessessesnesenns 40
VWV How t0 StOp the AULOMOUNLET ....c.vuieieiiiiieiecieieeeieiseie ettt 41
V¥ How to Select Different Versions of NFS 01 @ SEIVET ......ccoveveuiveerniineernereeeeeeeensenneeenne 41
V¥ How to Select Different Versions of NFS 0n a CHent .......coeveeverecuncireeencrneernerneeneersenneenne
V¥ How to Use the mount Command to Select Different Versions of NES on a Client
Administering the Secure NES SYStem .......c.oceveureureerneirieeienreireereteeeenseseeessesseeessessesessessessssenne
V¥ How to Set Up a Secure NFS Environment With DH Authentication ..........ccocveveeuneuneuncn.
WebNFS Administration TasKS ........c.cceueecuriiriciniinieicicicneeeeeeieeeeseiesesseseseesessesesesseseseenaa 45
Planning fOr WEDNES ACCESS ......c.vuvueumivrreerirriiereiieeeeiteereestinesensessesensesssasesesssssesessesesessesnees 46
How to Browse Using an NES URL ... 47
How to Enable WebNEFS Access Through a Firewall ... 47
Task Overview for Autofs AdmINIStration .......cceceeeercereeeicunernecineinieeenrereeesesseeeesessesenessesesaenns 48
Task Map for Autofs AAMINIStration .........ccccveeeeeeereereieieirieeieieieeeeeseee et sses e essesesaees 48

4 Managing Network File Systems in Oracle Solaris 11.1 « October 2012



Contents

Using SMF Parameters to Configure Your Autofs Environment ........cccecoveeevcuneereenneenenens 49
V¥ How to Configure Your Autofs Environment Using SMF Parameters ..........cccecveeeecuneunce. 50
Administrative Tasks INVOIVING MAPS .....curuevriuriueieiriiriecintireieieinesesseineeesscesessesessesesessessesessens 50
MOIfYING the MIAPS ....vuerivieciiiriieieirtieiciseiseieiseeseie ettt saeen 51
V¥ How to Modify the Master Map ..o sessesssssesssssssnns 51
V¥ How to Modify INAIrect MAPS .......ccvcuiucueereieeiiiiriireieiseiesesseneensesesssessese s sensessessessssssns 52
VW How t0 MOdify DIr€Ct MAPS .....covuieremmiericrieririiinieseieisesesessessessesssssesssssessessessessessessesssssssnes 52

Avoiding Mount-Point Conflicts

Accessing Non-NFS File Systems

V¥ How to Access CD-ROM Applications With AULOSS ......c.ceveeeuricerirceeninceinecrccreceeeennes 53

V¥ How to Access PC-DOS Data Diskettes With AUtOLS ......cocvveveurecencinieiernineeneneenenneeene 53
Customizing the AULOMOUNTET ......c.ovuevecuiurieriirieereireieeeetieeeenetsesessesseee e sessesesessesesaessesensens 54
Setting Up a Common VIEW Of /NOME ......c.ovcuiureeeiiiriieieinieeicieineiencineeesscesesensessssesessessesessens 54

V¥ How to Set Up /home With Multiple Home Directory File Systems ........ccccoceeveureunecurcrneenn. 54

V¥ How to Consolidate Project-Related Files Under /WS ......coceecuveurecuneincnenerneeneerneineesnenneneene 55

V¥ How to Set Up Different Architectures to Access a Shared Namespace ..........ccveuveeeerernennce. 57

V¥ How to Support Incompatible Client Operating System Versions ..........ccecveeeveuneeeereurennee 58

V¥ How to Replicate Shared Files Across Several Servers

V¥ How to Apply Autofs Security Restrictions .................

V¥ How to Use a Public File Handle With AUtOfS ........c..ccoevueiiiniiiiicicccsciecsecins

V¥ How to Use NFS URLS With AULOLS .....ccucuieeecrmiiricieineieeieireeneiseeneieiesseneseesesessesesseseseene
Disabling Autofs BIOWSADILILY .......cveueveuiureciniiniieicineieicintisicciseiesesseee e sseesesessessesensees 59

V¥ How to Completely Disable Autofs Browsability on a Single NFS Client .........c.ccccveuuruanee. 60

V¥ How to Disable Autofs Browsability for All Clients

V¥ How to Disable Autofs Browsability on a Selected File System ..........coceeuvererernernecencuneenn. 60

Administering NFS Referrals .........coouiiniiiniciieiiniiciscee e sse s sssssaens 61
V¥ How to Create and Access an NFS Referral ..o
V¥ How to Remove an NES Referral ..o sessesessessesenne
Administering FedFS ...

V¥ How to Create an Namespace Database (NSDB)
V¥ How to Use a Secured Connection to the NSDB

V¥ How to Create a FedFS Referral ... 64
Strategies for NFS TroubleshOOting ... 64
NES Troubleshooting PTOCEAUIES .......c..c.ovcuiurieeeneiriieicieiriceeireieie et ssesesseaesseaessesseaenaes 65

V¥ How to Check Connectivity on an NES CHENT .....coccurureeueirierenereeneineeneneenesseeeesenseenene 65

V¥ How to Check the NFES Server REMOtelY .........cvcuveueiiuneericiniinicieinecicircieeieseeseisesesesseaeene 66



Contents

V¥ How to Verify the NFES Service 0n the SEIVET .......cccreeuiinieeiciniricinneeeineeneseesesesseinenenne 67
VW How to Restart NES SEIVICES ..ottt senaesees 69
Identifying Which Host Is Providing NES File Service .........cccvcueuvcurininienencincrscecnnieneene 69
V¥ How to Verify Options Used With the mount Command ...........ccccveuiuniiecneicnineiniiseinnn. 69
Troubleshooting AUtOfS .........coceeeverereceerencerennennens
Error Messages Generated by automount -v ...
Miscellaneous Error MESSAZES .......cvweuueuercunieereemeeriaerseeseaessesneaessessessesessessesessessssessessesesessens
Other Errors With AULOLS .......c.vveucirierciiiniciniineieceeiecestieeeeietsesesessesessessesessessssesesaesesessees 73
INES EXTOI MESSAZES ....cuuiiiiiiiiiicicicieiii et 74
Accessing Network File Systems (Reference) ..............cccovruenieieiicinieesssess s ssessenens 79
NES Files
/etc/default/NTFSTOGA FILE ..ottt 80
/€t C/NTS/NTSTL0G. CONT FILE cuvieiiiieeetcteece ettt enene 81
NES DACIMOMNS ...ttt 82
automountd DAaeMON ... s 83
10CKd DABMON ..t 84
MoUNtd DAEMON ..o 84
NTSAChd DAaeMmOMN ... 85
NTSA DACIMON ..ot s

nfslogd Daemon ....

NTFSMAPLIA DACINION ..uveeiiiieieeecree ettt st s re e s e sbe e e e seebs e b e e ra e s esseessensassnensensannes
FEPArSEd DACIMON ..cvicuieiiiiciiiece ettt ettt er et e b e e bsesseeseessesseebsessesssesseseessensesseenns 92
STATA DACINION ..ttt ettt ettt ettt be b 92
INFS COMMANAS .e.vvviieieiieieieieieirise ettt asssssssssesessssssesssssssssesesessssssssssssesesessssnsnens 93
AUtOMOUNT COMMANA ....oveeeeiereieieiieeeee ettt et s ettt b s s ssssssasbesesssssssssssssesesesanns 94
clear 10CkSs COMMANA ....oooviuiuiieieieieiriceeieieie ettt ettt sttt seses 94

fsstat Command

Lo T LA R A ©F03 41 oo T:Y s Ve KU

umount Command

MOUNTALT COMIMANA ..evveveriirisiecerieteietsteeee ettt et sssss st bbb esesasssesesesesessssnsess 102
UmMoUNtall COMMEANA ....cuoveveriieececeie ettt ettt s s bbb s s s s s sssssesesnanan 102
ShareCtl COMMAN ....ccoeuriririiieeeieeieie ettt sttt s e s s s e sssssssnssssens 102
SNATrE COMMEANT .....coeeeeeeereieieiieeee ettt s st b s s s ssssssssstesesesssesssssssesesesnssnns 105
UNShAre COMMAN .....ocviveveiiiceece ettt ettt s s bbb bbb sasassssesesesenenas 109

Managing Network File Systems in Oracle Solaris 11.1 « October 2012



Contents

Shareall COMMEANA ......coovuiiieeeieecec ettt ettt se e s e stestese s e sneasstesssterenens 110
UNShAreall COMMANA .....ocoiiieieieceeeececeece ettt ettt st se e s essstesesaerensns 110
ShowmOUNT COMIMANG ....c.ovivieiiceieecee ettt ss et se st ess st ess st resens 110

nfsref Command ....

FEAFS COMMANAS ...ttt seseesssesnans
Commands for Troubleshooting NFS Problems ..........ccccccocviininiicininniieiscseieciscisnins 112

nfsstat Command

pstack Command
rpcinfo Command
SNOOP COMUIMANG ....eoveieieetcee ettt e et se et s et eseeaes e s sseseeseseseetensesessasetensns
TrUSS COMIMANA ...vvvieieieiecieieieieie ettt s s ss s s s et s s sssssssssesesesesssssnsnsnsases
INEFS OVEI RDMA ..ottt bbbt ss st bbbt b e st bt besa b as b b e b nanans
HoOW the NES SErvice WOTKS .....viieieiecieieieiriieeee ettt s s ssss bbb s ssssssns

Version Negotiation in NFS ...

Features in NFS Version 4 ... ssssssnsans
UDP and TCP NeGOtIatiON ......c.cuuuuiuiuiiiircicieieiienisiesesseese e sseesesssssssssesssse s ssesssssessns
File Transfer Size NeGOtIAtION .....c.cvevueuriuriurercrerenierineineiseesemsessersessenessessessesessessessessssessnes
How File Systems Are MOUNTEd .......cceueuieereiierierierieneineeeeisceeneneesesesessese e ssessesenne
Effects of the -public Option and NFS URLs When Mounting
Client-Side FailOVeT ..ot ssssasnas
How NES Server Logging WOTKS ........cccveveuineemiinienereeeiseeeneeesessesessesessesesessesenns
How the WebNES Service WOrKS ..o
How WebNFS Security Negotiation WOIKS ..o
WebNFS Limitations With Web Browser Use
Sectre NES SYStem ...
SeCUIe RPC ..o
How Mirror Mounts WOrk ... sssssessssens
When to Use MIrror MOUNLS ....c..c.cceeureeercureureeenerieemenseeseessessesesessessesessessesesessessssessessesenne
Mounting a File System Using Mirror Mounts
Unmounting a File System Using Mirror Mounts

HOW NES Referrals WOTK .......ccciuiciiiniecinieceieeeeieneeeesee s ssess s ssesssssesessesesessens
When to Use NES Referrals? ........c.cccurieincinierecineirieeineeeeeineiseseinessesseessessesessessessssessessesesns 141
Creating an NFS Referral ... 141
Removing an NES Referral ... essesenns 142

AULOLS MAPS oottt ettt sttt saen 142
MASTEr AULOLS MAP .eevuereiieceeirieeieiseieteiseee ettt ettt bt b 142



Contents

Direct AULOLS MIAPS .cecvuvrrernierieeincieeeeseiteseaeseisesesseisese et sstssese et ese e ases e scassncnns
INAITECt AULOLS MIAPS ..ouvrvveeeeriiieeireieiseieiseie ettt e

HOW AULOLS WOTKS ..ottt ettt ettt se st es et eseesesensesensssesensesensenenn

How Autofs Navigates Through the Network (Maps) .......ccocveereeuneenecencrneernerneeeeersenneenne
How Autofs Starts the Navigation Process (Master Map)
AULOLS MOUNE PIOCESS ..vrveeveerrerecirieeneciteseie et ssasssenns
How Autofs Selects the Nearest Read-Only Files for Clients (Multiple Locations)
AUtofs and WEIGHHING ....cuvveiuiieicrericeiiiseee ettt ssessssa e sanes
Variables in a Autofs Map Entry
Maps That Refer to Other Maps
Executable Autofs Maps
Modifying How Autofs Navigates the Network (Modifying Maps) .........cceceeveureurecrrerrenenne
Default Autofs Behavior With Name SEIViCes .........cvueuvevreeuirnemreerneineeieiseesensesesessesseneens

AUTOLS RETETEIICE ...ttt ettt ettt et ese et e seesesese et ens s esenseseneenssennne

Managing Network File Systems in Oracle Solaris 11.1 « October 2012



Figures

FIGURE 3-1
FIGURE 3-2
FIGURE 3-3
FIGURE 3-4
FIGURE 3-5

FIGURE 3-6

Relationship of RDMA to Other Protocols ........coouveeveureeercenienecenieneeenneeneeennens 118
Views of the Server File System and the Client File System .........ccccccoovuniiniunncs 122
svc:/system/filesystem/autofs Service Startsautomount ........cccevevuneene. 148

Navigation Through the Master Map

Server Proximity

How Autofs Uses the Name Service



10



Tables

TABLE 2-1
TABLE 2-2
TABLE 2-3
TABLE 2-4
TABLE 2-5
TABLE 2-6
TABLE 2-7
TABLE 2-8
TABLE 3-1
TABLE 3-2

TABLE 3-3

File-System Sharing Task Map ........ceceueereeeeeureeereeniennenenneeenessesenseseesseesseasesensens 30
Task Map for Mounting File SYStEms ...........cceureueuneucucinienineirerseisesceeneeesesneens 33
Task Map fOr NFS SEIVICES ....c.oveueureeurieeeiricirirecisecieiseeistseie et ssesesesneae 39
Task Map for WebNES Administration ........c.eereereeeerceneereeneveeereeneesensesensens 45

Task Map for Autofs Administration
Types of autofs Maps and Their Uses

Map MaINteNanCe ......ccciiiiiiiicci s 51
When to Run the automount Command ..........cccceeuveeuvcninincnincnerecncneeeeenne 51
INESFILES ..ttt ettt 79
Subcommands for sharect T ULILY ...c.ooeereereceniineeicrcecneeceree e 103

Predefined Map Variables



12



Examples

EXAMPLE 2-1
EXAMPLE 2-2
EXAMPLE 2-3
EXAMPLE 2-4
EXAMPLE 3-1
EXAMPLE 3-2

EXAMPLE 3-3

Entryin the Client's vstab File .....cccvcrecniecnecereeceencneeseeennes 34
Using Mirror Mounts After Mounting a File System .........ccccocveneuncevciccicinennee 35
Restricting File System Information Displayed to Clients ..........ccccoveveceenerreeennes 38
Modifying an Existing Referral ..........cccoeveurecuniniernieneencinieeneneeeeeneeencnneeeenens 62
Unmounting a File SYStem ..o 101
Using Options With UmOUNT ..o 101
Sample /etc/auto_Master File ..o 142



14



Preface

Managing Network File Systems in Oracle Solaris 11.1 is part of a multivolume set that covers a
significant part of the Oracle Solaris system administration information. This book assumes
that you have already installed the Oracle Solaris operating system, and you have set up any
networking software that you plan to use.

Note - This Oracle Solaris release supports systems that use the SPARC and x86 families of
processor architectures. The supported systems appear in the Oracle Solaris OS: Hardware
Compatibility Lists. This document cites any implementation differences between the platform

types.

Access to Oracle Support

Oracle customers have access to electronic support through My Oracle Support. For
information, visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info or visit
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing impaired.

Typographic Conventions

The following table describes the typographic conventions that are used in this book.

TABLEP-1 Typographic Conventions

Typeface Description Example

AaBbCc123 The names of commands, files, and directories, ~ Edit your . login file.

and onscreen computer output
P P Use 1s -a to list all files.

machine name% you have mail.

AaBbCc123 What you type, contrasted with onscreen machine_names su
computer output
P P Password:
aabbcecl23 Placeholder: replace with a real name or value The command to remove a file is rm
filename.



http://www.oracle.com/webfolder/technetwork/hcl/index.html
http://www.oracle.com/webfolder/technetwork/hcl/index.html
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs

Preface

TABLEP-1 Typographic Conventions (Continued)
Typeface Description Example
AaBbCcl23 Book titles, new terms, and terms to be Read Chapter 6 in the User's Guide.
emphasized

A cacheis a copy that is stored
locally.

Do not save the file.

Note: Some emphasized items
appear bold online.

Shell Prompts in Command Examples

The following table shows UNIX system prompts and superuser prompts for shells that are
included in the Oracle Solaris OS. In command examples, the shell prompt indicates whether
the command should be executed by a regular user or a user with privileges.

TABLEP-2  Shell Prompts

Shell Prompt

Bash shell, Korn shell, and Bourne shell $
Bash shell, Korn shell, and Bourne shell for superuser ~ #
C shell machine nameSs

C shell for superuser machine_name#
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L K R 4 CHAPTER 1

Managing Network File Systems (Overview)

This chapter provides an overview of the NFS service, which can be used to access file systems

over the network. The chapter includes a discussion of the concepts necessary to understand the

NES service and a description of the latest features in NFS and autofs.

“What's New With the NFS Service” on page 17
“NFS Terminology” on page 19

“About the NFS Service” on page 20

“About Autofs” on page 21

“Features of the NFS Service” on page 21

Note - If your system has zones enabled and you want to use this feature in a non-global zone,
see Oracle Solaris 11.1 Administration: Oracle Solaris Zones, Oracle Solaris 10 Zones, and
Resource Management for more information.

What's New With the NFS Service

This section provides information about new features in releases of the Oracle Solaris OS.

Significant Changes in This Release

The Oracle Solaris 11.1 release includes the following enhancements:

= A new property has been added to the /network/nfs/server:default service which
controls the amount of information that the showmount command displays to remote
clients. For more information see Example 2-3 and “showmount Command” on page 110.

= Support for FedFS referrals has been added. This permits referral information for several
servers to be centralized in LDAP. See “Administering FedFS” on page 63 for more
information.
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What's New With the NFS Service

Significant Changes in Earlier Releases

The following enhancements are included in the Oracle Solaris 11 release:

The configuration parameters that used to be set by editing the /etc/default/autofs and
/etc/default/nfs can now be set in the Service Management Facility (SMF) repository.
See the descriptions of the new SMF parameters in procedures that use them, as well as the
descriptions of the daemons that use them:

= “automount Command” on page 94
= “automountd Daemon” on page 83
= “lockd Daemon” on page 84

= “mountd Daemon” on page 84

= “nfsd Daemon” on page 85

= “nfsmapid Daemon” on page 86

The NFS service provides support for mirror mounts. Mirror mounts enable an NFSv4
client to traverse shared file system mount points in the server namespace. For NFSv4
mounts, the automounter will perform a mount of the server namespace root and rely on
mirror mounts to access its file systems. The main advantage that mirror mounts offer over
the traditional automounter is that mounting a file system using mirror mounts does not
require the overhead associated with administering automount maps. Mirror mounts
provide these features:

= Namespace changes are immediately visible to all clients.
= New shared file systems are discovered instantly and mounted automatically.
= File systems unmount automatically after a designated inactivity period.

For more information about mirror mounts, refer to the following:

= “How to Mount All File Systems from a Server” on page 35
= “How Mirror Mounts Work” on page 140

NES referrals have been added to the NFS service. Referrals are server-based redirections
that an NFSv4 client can follow to find a file system. The NFS server supports referrals
created by the nfsref(1M)command, and the NFSv4 client will follow them to mount the
file system from the actual location. This facility can be used to replace many uses of the
automounter, with creation of referrals replacing the editing of automounter map. NFS
referrals provide these features:

= All of the features of mirror mounts listed above
= Automounter-like functionality without any dependence on the automounter.
= No setup required at either the client or server.

For more information about NFS referrals, see:

= “Administering NFS Referrals” on page 61
= “How NFS Referrals Work” on page 141
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NFS Terminology

= The ability to mount the per-DNS-domain root of a Federated File System name space has
been added. This mount point can be used with NFS referrals to bridge from one file server
to another, building an arbitrarily large namespace. For more information see:

= “Setting up a DNS Record for a FedFS Server” on page 38
= “Mount Point /nfs4” on page 144

= The sharectl utility is included. This utility enables you to configure and manage file
sharing protocols, such as NFS. For example, this utility allows you to set client and server
operational properties, display property values for a specific protocol, and obtain the status
of a protocol. For more information, see the sharect1(1M) man page and “sharectl
Command” on page 102.

= The way an NFS version 4 domain can be defined has changed since the initial Solaris 10
release. See “Configuring an NFS Version 4 Default Domain in the Oracle Solaris 11
Release” on page 91 for more information.

NFS Terminology

This section presents some of the basic terminology that must be understood to work with the
NES service. Expanded coverage of the NFS service is included in Chapter 3, “Accessing
Network File Systems (Reference).”

NFS Servers and Clients

The terms client and server are used to describe the roles that a computer assumes when sharing
file systems. Computers that share their file systems over a network are acting as servers. The
computers that are accessing the file systems are said to be clients. The NFS service enables any
computer to access any other computer's file systems. A computer can assume the role of client,
server, or both client and server at any particular time on a network.

Clients access files on the server by mounting the server's shared file systems. When a client
mounts a remote file system, the client does not make a copy of the file system. Rather, the
mounting process uses a series of remote procedure calls that enable the client to access the
server's shared file system transparently. The mount resembles a local mount. Users type
commands as if the file systems were local. See “Mounting File Systems” on page 33 for
information about tasks that mount file systems.

After a file system has been shared on a server through an NFS operation, the file system can be
accessed from a client. You can mount an NFS file system automatically with autofs. See
“Automatic File System Sharing” on page 30 and “Task Overview for Autofs Administration”
on page 48 for tasks that involve the share command and autofs.
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NFS File Systems

The objects that can be shared with the NFS service include any whole or partial directory tree
or afile hierarchy, including a single file. A computer cannot share a file hierarchy that overlaps
afile hierarchy that is already shared. Peripheral devices such as modems and printers cannot be
shared.

In most UNIX system environments, a file hierarchy that can be shared corresponds to a file
system or to a portion of a file system. However, NFS support works across operating systems,
and the concept of a file system might be meaningless in other, non-UNIX environments.
Therefore, the term file system refers to a file or file hierarchy that can be shared and be mounted
with NFS.

About the NFS Service

20

The NFS service enables computers of different architectures that run different operating
systems to share file systems across a network. NFS support has been implemented on many
platforms that range from the MS-DOS to the VMS operating systems.

The NFS environment can be implemented on different operating systems because NFS defines
an abstract model of a file system, rather than an architectural specification. Each operating
system applies the NFS model to its file-system semantics. This model means that file system

operations such as reading and writing function as though the operations are accessing a local
file.

The NFS service has the following benefits:

= Enables multiple computers to use the same files so that everyone on the network can access
the same data

= Reduces storage costs by having computers share applications instead of needing local disk
space for each user application

= Provides data consistency and reliability because all users can read the same set of files

= Makes mounting of file systems transparent to users

= Makes accessing of remote files transparent to users

= Supports heterogeneous environments

m  Reduces system administration overhead

The NES service makes the physical location of the file system irrelevant to the user. You can use
the NFS implementation to enable users to see all the relevant files regardless of location.
Instead of placing copies of commonly used files on every system, the NFS service enables you
to share the original file from the NFS server's file system. All other systems access the files

across the network. Under NFS operation, remote file systems are almost indistinguishable
from local file systems.
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About Autofs

File systems that are shared through the NFS service can be mounted by using automatic
mounting. Autofs, a client-side service, is a file-system structure that provides automatic
mounting. The autofs file system is initialized by automount, which is run automatically when a
system is booted. The automount daemon, automountd, runs continuously, mounting and
unmounting remote directories as necessary.

Whenever a client computer that is running automountd tries to access a remote file or remote
directory, the daemon mounts the remote file system. This remote file system remains mounted
for as long as needed. If the remote file system is not accessed for a certain period of time, the file
system is automatically unmounted.

Mounting need not be done at boot time, and the user no longer has to know the superuser
password to mount a directory. Users do not need to use the mount and umount commands. The
autofs service mounts and unmounts file systems as required without any intervention by the
user.

Mounting some file hierarchies with automountd does not exclude the possibility of mounting
other hierarchies with mount. A diskless computer must mount / (root), /usr,and /usr/kvm
through the mount command and the /etc/vfstab file.

“Task Overview for Autofs Administration” on page 48 and “How Autofs Works” on page 147
give more specific information about the autofs service.

Features of the NFS Service

This section describes the important features that are included in the NFS service.

NFS Version 2 Protocol

Version 2 was the first version of the NFS protocol in wide use. Version 2 continues to be
available on a large variety of platforms. All Oracle Solaris releases support version 2 of the NFS
protocol.

NFS Version 3 Protocol

Unlike the NFS version 2 protocol, the NFES version 3 protocol can handle files that are larger
than 2 Gbytes. The previous limitation has been removed. See “NFS Large File Support” on
page 25.

The NFS version 3 protocol enables safe asynchronous writes on the server, which improve
performance by allowing the server to cache client write requests in memory. The client does
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not need to wait for the server to commit the changes to disk, so the response time is faster.
Also, the server can batch the requests, which improves the response time on the server.

Many Solaris NFS version 3 operations return the file attributes, which are stored in the local
cache. Because the cache is updated more often, the need to do a separate operation to update
this data arises less often. Therefore, the number of RPC calls to the server is reduced,
improving performance.

The process for verifying file access permissions has been improved. Version 2 generated a
<« : b2l <« b . . .

write error” message or a “read error” message if users tried to copy a remote file without the
appropriate permissions. In version 3, the permissions are checked before the file is opened, so
the error is reported as an “open error.”

The NFS version 3 protocol removed the 8-Kbyte transfer size limit. Clients and servers could
negotiate whatever transfer size the clients and servers support, rather than conform to the
8-Kbyte limit that version 2 imposed. Note that in earlier Solaris implementations, the protocol
defaulted to a 32-Kbyte transfer size. Starting in the Solaris 10 release, restrictions on wire
transfer sizes are relaxed. The transfer size is based on the capabilities of the underlying
transport.

NFS Version 4 Protocol

NES version 4 has features that are not available in the previous versions.

The NFS version 4 protocol represents the user ID and the group ID as strings. nfsmapid is used
by the client and the server to do the following:

= To map these version 4 ID strings to a local numeric IDs
= To map the local numeric IDs to version 4 ID strings

For more information, refer to “nfsmapid Daemon” on page 86.

Note that in NFS version 4, the ID mapper, nfsmapid, is used to map user or group IDs in ACL
entries on a server to user or group IDs in ACL entries on a client. The reverse is also true. For
more information, see “ACLs and nfsmapid in NFS Version 4” on page 128.

With NFS version 4, when you unshare a file system, all the state for any open files or file locks
in that file system is destroyed. In NFS version 3 the server maintained any locks that the clients
had obtained before the file system was unshared. For more information, refer to “Unsharing
and Resharing a File System in NFS Version 4” on page 120.

NES version 4 servers use a pseudo file system to provide clients with access to exported objects
on the server. Prior to NFS version 4 a pseudo file system did not exist. For more information,
refer to “File-System Namespace in NFS Version 4” on page 121.

In NFS version 2 and version 3 the server returned persistent file handles. NFS version 4
supports volatile file handles. For more information, refer to “Volatile File Handles in NFS
Version 4” on page 123.
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Delegation, a technique by which the server delegates the management of a file to a client, is
supported on both the client and the server. For example, the server could grant either a read
delegation or a write delegation to a client. For more information, refer to “Delegation in NFS
Version 4” on page 126.

NES version 4 does not support the LIPKEY/SPKM security flavor.

Also, NFS version 4 does not use the following daemons:

m  lockd
m  nfslogd
®  statd

For a complete list of the features in NFS version 4, refer to “Features in NFS Version 4” on
page 120.

For procedural information that is related to using NFS version 4, refer to “Setting Up NFS
Services” on page 39.

Controlling NFS Versions

The SMF repository includes parameters to control the NFS protocols that are used by both the
client and the server. For example, you can use parameters to manage version negotiation. For
more information, refer to “mountd Daemon” on page 84 for the client parameters, “nfsd
Daemon” on page 85 for the server parameters, or the nfs(4) man page.

NFS ACL Support

Access control list (ACL) support was added in the Solaris 2.5 release. An access control list
(ACL) provides a finer-grained mechanism to set file access permissions than is available
through standard UNIX file permissions. NFS ACL support provides a method of changing and
viewing ACL entries from a Oracle Solaris NFS client to a Oracle Solaris NFS server.

The NFS version 2 and version 3 implementations support the old POSIX-draft style ACLs.
POSIX-draft ACLs are natively supported by UFS. See “Using Access Control Lists to Protect
UES Files” in Oracle Solaris 11.1 Administration: Security Services for more information about
UFS ACLs.

The NFS Version 4 protocol supports the new NFSv4 style ACLs. NESv4 ACLs are natively
supported by ZFS. For full featured NFSv4 ACL functionality, ZFS must be used as the
underlying file system on the NFSv4 server. The NFSv4 ACLs have a rich set of inheritance
properties, as well as a set of permission bits beyond the standard read, write and execute. See
Chapter 7, “Using ACLs and Attributes to Protect Oracle Solaris ZFS Files,” in Oracle

Solaris 11.1 Administration: ZFS File Systems for an overview of the new ACLs. For more
information about support for ACLs in NFS version 4, see “ACLs and nfsmapid in NES Version
4” on page 128.
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NFS Over TCP

The default transport protocol for the NFS protocol was changed to the Transport Control
Protocol (TCP) in the Solaris 2.5 release. TCP helps performance on slow networks and wide
area networks. TCP also provides congestion control and error recovery. NFS over TCP works
with version 2, version 3, and version 4. Prior to the Solaris 2.5 release, the default NFS protocol
was User Datagram Protocol (UDP).

Note - If InfiniBand hardware is available on the system the default transport changes from TCP
to Remote Direct Memory Access (RDMA) protocol. For more information, see “NFES Over
RDMA” on page 118. Note, however, that if you use the proto=tcp mount option, NFS mounts
are forced to use TCP only.

NFS Over UDP

Starting in the Solaris 10 release, the NFS client no longer uses an excessive number of UDP
ports. Previously, NFS transfers over UDP used a separate UDP port for each outstanding
request. Now, by default, the NFS client uses only one UDP reserved port. However, this
support is configurable. If the use of more simultaneous ports would increase system
performance through increased scalability, then the system can be configured to use more
ports. This capability also mirrors the NFS over TCP support, which has had this kind of
configurability since its inception. For more information, refer to the Oracle Solaris 11.1
Tunable Parameters Reference Manual.

Note - NFS version 4 does not use UDP. If you mount a file system with the proto=udp option,
then NFS version 3 is used instead of version 4.

Overview of NFS Over RDMA

If InfiniBand hardware is available on the system the default transport changes from TCP to
Remote Direct Memory Access (RDMA) protocol. The RDMA protocol is a technology for
memory-to-memory transfer of data over high speed networks. Specifically, RDMA provides
remote data transfer directly to and from memory without CPU intervention. To provide this
capability, RDMA combines the interconnect I/O technology of InfiniBand with the Oracle
Solaris Operating System. For more information, refer to “NFS Over RDMA” on page 118.

Network Lock Manager and NFS

The network lock manager provides UNIX record locking for any files being shared over NES.
The locking mechanism allows clients to synchronize their I/O requests with each other,
insuring data integrity.
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Note - The Network Lock Manager is used only for NFS version 2 and version 3 mounts. File
locking is built into the NFS version 4 protocol.

NFS Large File Support

The Solaris 2.6 implementation of the NFS version 3 protocol was changed to correctly
manipulate files that were larger than 2 Gbytes. The NFS version 2 protocol could not handle
files that were larger than 2 Gbytes.

NFS Client Failover

Dynamic failover of read-only file systems was added in the Solaris 2.6 release. Failover provides
a high level of availability for read-only resources that are already replicated, such as man pages,
other documentation, and shared binaries. Failover can occur anytime after the file system is
mounted. Manual mounts can now list multiple replicas, much like the automounter in
previous releases. The automounter has not changed, except that failover need not wait until the
file system is remounted. See “How to Use Client-Side Failover” on page 36 and “Client-Side
Failover” on page 132 for more information.

Kerberos Support for the NFS Service

The NFS service supports Kerberos V5 clients. The mount and share commands have been
altered to support NFS version 3 mounts that use Kerberos V5 authentication. Also, the share
command was changed to enable multiple authentication flavors for different clients. See
“RPCSEC_GSS Security Flavor” on page 26 for more information about changes that involve
security flavors. See “Configuring Kerberos NFS Servers” in Oracle Solaris 11.1 Administration:
Security Services for information about Kerberos V5 authentication.

WebNFS Support

The Solaris 2.6 release also included the ability to make a file system on the Internet accessible
through firewalls. This capability was provided by using an extension to the NFS protocol. One
of the advantages to using the WebNFS protocol for Internet access is its reliability. The service
is built as an extension of the NFS version 3 and version 2 protocol. Additionally, the WebNFS
implementation provides the ability to share these files without the administrative overhead of
an anonymous ftp site. See “Security Negotiation for the WebNFS Service” on page 26 for a
description of more changes that are related to the WebNFS service. See “WebNFS
Administration Tasks” on page 45 for more task information.
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Note - The NFS version 4 protocol is preferred over the WebNES service. NFS version 4 fully
integrates all the security negotiation that was added to the MOUNT protocol and the WebNFS
service.

RPCSEC_GSS Security Flavor

A security flavor, called RPCSEC_GSS, is supported in the Solaris 7 release. This flavor uses the
standard GSS-API interfaces to provide authentication, integrity, and privacy, as well as
enabling support of multiple security mechanisms. See “Kerberos Support for the NFS Service”
on page 25 for more information about support of Kerberos V5 authentication. See Developer’s
Guide to Oracle Solaris 11 Security for more information about GSS-APIL

Solaris 7 Extensions for NFS Mounting

The Solaris 7 release includes extensions to the mount command and automountd command.
The extensions enable the mount request to use the public file handle instead of the MOUNT
protocol. The MOUNT protocol is the same access method that the WebNFS service uses. By
circumventing the MOUNT protocol, the mount can occur through a firewall. Additionally,
because fewer transactions need to occur between the server and the client, the mount should
occur faster.

The extensions also enable NFS URLs to be used instead of the standard path name. Also, you
can use the public option with the mount command and the automounter maps to force the use
of the public file handle. See “WebNES Support” on page 25 for more information about
changes to the WebNFS service.

Security Negotiation for the WebNFS Service

A new protocol has been added to enable a WebNFS client to negotiate a security mechanism
with an NFS server in the Solaris 8 release. This protocol provides the ability to use secure
transactions when using the WebNES service. See “How WebNFES Security Negotiation Works”
on page 135 for more information.

NFS Server Logging

In the Solaris 8 release, NFS server logging enables an NFS server to provide a record of file
operations that have been performed on its file systems. The record includes information about
which file was accessed, when the file was accessed, and who accessed the file. You can specify
the location of the logs that contain this information through a set of configuration options.
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You can also use these options to select the operations that should be logged. This feature is
particularly useful for sites that make anonymous FTP archives available to NFS and WebNFS
clients. See “How to Enable NFS Server Logging” on page 32 for more information.

Note - NFS version 4 does not support server logging.

Autofs Features

Autofs works with file systems that are specified in the local namespace. This information can
be maintained in NIS or local files.

A fully multithreaded version of automountd is included. This enhancement makes autofs more
reliable and enables concurrent servicing of multiple mounts, which prevents the service from
hanging if a server is unavailable.

The automountd provides better on-demand mounting. Previous releases would mount an
entire set of file systems if the file systems were hierarchically related. Now, only the top file
system is mounted. Other file systems that are related to this mount point are mounted when
needed.

The autofs service supports browsability of indirect maps. This support enables a user to see
which directories could be mounted, without having to actually mount each file system. A
-nobrowse option has been added to the autofs maps so that large file systems, such as /net and
/home, are not automatically browsable. Also, you can turn off autofs browsability on each client
by using the -n option with automount. See “Disabling Autofs Browsability” on page 59 for
more information.
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CHAPTER 2

Network File System Administration (Tasks)

This chapter provides information about how to perform such NES administration tasks as
setting up NFS services, adding new file systems to share, and mounting file systems. The
chapter also covers the use of the Secure NFS system and the use of WebNFS functionality. The
last part of the chapter includes troubleshooting procedures and a list of some of the NFS error
messages and their meanings.

“Automatic File System Sharing” on page 30
“Mounting File Systems” on page 33

“Setting Up NFS Services” on page 39

“Administering the Secure NFS System” on page 44
“WebNFS Administration Tasks” on page 45

“Task Overview for Autofs Administration” on page 48
“Strategies for NFS Troubleshooting” on page 64

“NFS Troubleshooting Procedures” on page 65

“NFS Error Messages” on page 74

Your responsibilities as an NFS administrator depend on your site's requirements and the role
of your computer on the network. You might be responsible for all the computers on your local
network, in which instance you might be responsible for determining these configuration items:

= Which computers should be dedicated servers
= Which computers should act as both servers and clients
= Which computers should be clients only

Maintaining a server after it has been set up involves the following tasks:

= Sharing and unsharing file systems as necessary

= Modifying administrative files to update the lists of file systems your computer mounts
automatically

= Checking the status of the network
= Diagnosing and fixing NFS-related problems as they arise

29



Automatic File System Sharing

= Setting up maps for autofs

Remember, a computer can be both a server and a client. So, a computer can be used to share
local file systems with remote computers and to mount remote file systems.

Note - If your system has zones enabled and you want to use this feature in a non-global zone,
see Oracle Solaris 11.1 Administration: Oracle Solaris Zones, Oracle Solaris 10 Zones, and
Resource Management for more information.

Automatic File System Sharing

In the Oracle Solaris 11 release, the share command creates permanent shares that are
automatically shared during system startup. Unlike previous releases, you will not need to edit
the /etc/dfs/dfstab file to record the information about shares for subsequent reboots. The
/etc/dfs/dfstabis nolonger used.

TABLE 2-1  File-System Sharing Task Map

Task

Description

For Instructions

Establish automatic file system
sharing

Steps to configure a server so that file systems are
automatically shared when the server is rebooted

“How to Set Up Automatic File-System
Sharing” on page 30

Enable WebNFS

Steps to configure a server so that users can access files
by using WebNFS

“How to Enable WebNFS Access” on
page 31

Enable NFS server logging

Steps to configure a server so that NFS logging is run
on selected file systems

“How to Enable NFS Server Logging”
on page 32

v How to Set Up Automatic File-System Sharing

1 Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

2 Define thefile systems to be shared.

Use the share command to define each path to be shared. This information will be retained
when a system is rebooted.

# share -F nfs -o specific-options pathname

See the share_nfs(1M) man page for a complete list of the specific-options.

30 Managing Network File Systems in Oracle Solaris 11.1 « October 2012



http://www.oracle.com/pls/topic/lookup?ctx=E26502&id=VLZON
http://www.oracle.com/pls/topic/lookup?ctx=E26502&id=VLZON
http://www.oracle.com/pls/topic/lookup?ctx=E26502&id=SYSADV6rbactask-28
http://www.oracle.com/pls/topic/lookup?ctx=E26502&id=SYSADV6rbactask-28
http://www.oracle.com/pls/topic/lookup?ctx=E26502&id=REFMAN1Mshare-nfs-1m

Automatic File System Sharing

See Also

Verify that the information is correct.
Run the share command to check that the correct options are listed:

# share -F nfs

export share man /export/share/man  sec=sys,ro
export ftp /usr/src sec=sys, rw=eng
usr share src /export/ftp sec=sys, ro,public

The next step is to set up your autofs maps so that clients can access the file systems that you
have shared on the server. For more information, see “Task Overview for Autofs
Administration” on page 48.

How to Enable WebNFS Access

Note the following:

= By default all file systems that are available for NFS mounting are automatically available for
WebNES access. The only condition that requires the use of this procedure is one of the
following:

= Toallow NFS mounting on a server that does not currently allow NFS mounting

= To reset the public file handle to shorten NFS URLSs by using the public option with the
share command

= To force a specific HTML file to be loaded by using the index option with the share
command

= You can also use the sharectl utility to configure file-sharing protocols, such as NFS. See
the sharect1(1M) man page and “sharectl Command” on page 102.

See “Planning for WebNFS Access” on page 46 for a list of issues to consider before starting the
WebNES service.

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Define the file systems to be shared by the WebNFS service.

Use the share command to define each file system. The public and index tags that are shown
in the following example are optional.

# share -F nfs -o ro,public,index=index.html /export/ftp

See the share_nfs(1M) man page for a complete list of options.
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Verify that the information is correct.
Run the share command to check that the correct options are listed:

# share -F nfs

export_share_man /export/share/man sec=sys,ro

usr share src /usr/src sec=sys, rw=eng

export ftp /export/ftp sec=sys, ro,public,index=index.html

How to Enable NFS Server Logging

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

(Optional) Change file system configuration settings.

In /etc/nfs/nfslog. conf, you can change the settings in one of two ways. You can edit the
default settings for all file systems by changing the data that is associated with the global tag.
Alternately, you can add a new tag for this file system. If these changes are not needed, you do
not need to change this file. The format of /etc/nfs/nfslog. conf is described in the
nfslog.conf(4) man page.

Define the file systems to use NFS server logging.

Use the share command to define each file system. The tag that is used with the log=tag option
must be entered in /etc/nfs/nfslog. conf. This example uses the default settings in the
global tag.

# share -F nfs -ro,log=global /export/ftp

Verify that the information is correct.
Run the share command to check that the correct options are listed:

# share -F nfs

export share man /export/share/man sec=sys, ro
usr_share_src /usr/src sec=sys, rw=eng
export ftp /export/ftp public,log=global,sec=sys,ro

Checkif nfslogd, the NFS log daemon, is running.
# ps -ef | grep nfslogd

(Optional) Start nfslogd, if it is not running.

# svcadm restart network/nfs/server:default
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Mounting File Systems

You can mount file systems in several ways. File systems can be mounted automatically when
the system is booted, on demand from the command line, or through the automounter. The
automounter provides many advantages to mounting at boot time or mounting from the
command line. However, many situations require a combination of all three methods.
Additionally, several ways of enabling or disabling processes exist, depending on the options
you use when mounting the file system. See the following table for a complete list of the tasks
that are associated with file system mounting.

TABLE2-2 Task Map for Mounting File Systems

Task

Description

For Instructions

Mount a file system at boot time

Steps so that a file system is mounted whenever a
system is rebooted.

“How to Mount a File System at Boot
Time” on page 34

Mount a file system by using a
command

Steps to mount a file system when a system is running.
This procedure is useful when testing.

“How to Mount a File System From the
Command Line” on page 34

Mount with the automounter

Steps to access a file system on demand without using
the command line.

“Mounting With the Automounter” on
page 35

Mount a file system with mirror
mounts

Steps to mount one or more file systems using mirror
mounts.

Example 2-2

Mount all file systems with mirror
mounts

Steps to mount all of the file systems from one server.

“How to Mount All File Systems from a
Server” on page 35

Start client-side failover

Steps to enable the automatic switchover to a working
file system if a server fails.

“How to Use Client-Side Failover” on
page 36

Disable mount access for a client

Steps to disable the ability of one client to access a
remote file system.

“How to Disable Mount Access for One
Client” on page 36

Provide access to a file system
through a firewall

Steps to allow access to a file system through a firewall
by using the WebNFS protocol.

“How to Mount an NFS File System
Through a Firewall” on page 37

Mount a file system by using an
NFS URL

Steps to allow access to a file system by using an NFS
URL. This process allows for file system access without
using the MOUNT protocol.

“How to Mount an NFS File System
Using an NFS URL’ on page 37

Mount a FedFS file system

Process to establish a DNS record so that a FedFS file
system can be accessed through the /nfs4 mount
point.

“Setting up a DNS Record for a FedFS
Server” on page 38
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v How to Mount a File System at Boot Time

If you want to mount file systems at boot time instead of using autofs maps, follow this
procedure. This procedure must be completed on every client that should have access to remote
file systems.

1 Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

2 Add an entry for the file system to /etc/vfstab.
Entries in the /etc/vfstab file have the following syntax:
special fsckdev mountp fstype fsckpass mount-at-boot mntopts

See the vfstab(4) man page for more information.

A Caution - NFS servers that also have NFS client vfstab entries must always specify the bg option
to avoid a system hang during reboot. For more information, see “mount Options for NFS File
Systems” on page 96.

Example2-1  Entryin the Client's vfstab File

You want a client machine to mount the /var/mail directory from the server wasp. You want
the file system to be mounted as /var/mail on the client and you want the client to have
read-write access. Add the following entry to the client's vfstab file.

wasp:/var/mail - /var/mail nfs - yes rw

v How to Mount a File System From the Command Line

Mounting a file system from the command line is often performed to test a new mount point.
This type of mount allows for temporary access to a file system that is not available through the
automounter.

1 Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

2 Mountthefile system.
Type the following command:

# mount -F nfs -o ro bee:/export/share/local /mnt

34 Managing Network File Systems in Oracle Solaris 11.1 « October 2012


http://www.oracle.com/pls/topic/lookup?ctx=E26502&id=SYSADV6rbactask-28
http://www.oracle.com/pls/topic/lookup?ctx=E26502&id=SYSADV6rbactask-28
http://www.oracle.com/pls/topic/lookup?ctx=E26502&id=REFMAN4vfstab-4
http://www.oracle.com/pls/topic/lookup?ctx=E26502&id=SYSADV6rbactask-28
http://www.oracle.com/pls/topic/lookup?ctx=E26502&id=SYSADV6rbactask-28

Mounting File Systems

A\

Example 2-2

In this instance, the /export/share/local file system from the server bee is mounted
read-only on /mnt on the local system. Mounting from the command line allows for temporary
viewing of the file system. You can unmount the file system with umount or by rebooting the
local host.

Caution — All versions of the mount command do not warn about invalid options. The command
silently ignores any options that cannot be interpreted. To prevent unexpected behavior, ensure
that you verify all of the options that were used.

Using Mirror Mounts After Mounting a File System

This release includes the mirror mount facility. This new mounting technology can be used
from any NFSv4 client accessing a second file system from an NFSv4 server. Once the first file
system is mounted from the server using either the mount command or the automounter, then
any file systems that are added to that mount point may be accessed. All you have to do is try to
access the file system. The mirror mount occurs automatically. For more information, see “How
Mirror Mounts Work” on page 140.

Mounting With the Automounter

“Task Overview for Autofs Administration” on page 48 includes the specific instructions for
establishing and supporting mounts with the automounter. Without any changes to the generic
system, clients should be able to access remote file systems through the /net mount point. To
mount the /export/share/local file system from the previous example, type the following:

% cd /net/bee/export/share/local

Because the automounter allows all users to mount file systems, root access is not required. The
automounter also provides for automatic unmounting of file systems, so you do not need to
unmount file systems after you are finished.

See Example 2-2 for information about how to mount additional file systems on a client.

How to Mount All File Systems from a Server

This release includes the mirror mount facility, which allows a client to access all available file
systems shared using NFS from a server, once one mount from that server has succeeded. For
more information, see “How Mirror Mounts Work” on page 140.

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.
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Mount the root of the exported namespace of the server.

This command mirrors the file system hierarchy from the server on the client. In this case, a
/mnt/export/share/local directory structure is created.

# mount bee:/ /mnt

Access afile system.

This command or any other command which accesses the file system causes the file system to be
mounted.

# cd /mnt/export/share/local

How to Use Client-Side Failover

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

On the NFS client, mount the file system by using the ro option.

You can mount from the command line, through the automounter, or by adding an entry to
/etc/vfstab that resembles the following:

bee,wasp:/export/share/local - /usr/local nfs - no ro

This syntax has been allowed by the automounter. However, the failover was not available while
file systems were mounted, only when a server was being selected.

Note - Servers that are running different versions of the NFS protocol cannot be mixed by using
a command line or in a vfstab entry. Mixing servers that support NFS version 2, version 3, or
version 4 protocols can only be performed with autofs. In autofs, the best subset of version 2,
version 3, or version 4 servers is used.

How to Disable Mount Access for One Client

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Disable mount access for one client.
# share -F nfs ro=-rose:eng /export/share/man

ro=-rose:eng The access-list that allows read-only mount access to all clients in the
eng netgroup except for the host named rose
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/export/share/man  The file system to be shared.

How to Mount an NFS File System Through a Firewall

To access file systems through a firewall, use the following procedure.

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Manually mount the file system by using a command such as the following:
# mount -F nfs bee:/export/share/local /mnt

In this example, the file system /export/share/local is mounted on the local client by using
the public file handle. An NFS URL can be used instead of the standard path name. If the public
file handle is not supported by the server bee, the mount operation fails.

Note - This procedure requires that the file system on the NFS server be shared by using the
public option. Additionally, any firewalls between the client and the server must allow TCP
connections on port 2049. All file systems that are shared allow for public file handle access, so
the public option is applied by default.

How to Mount an NFS File System Using an NFS URL

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

(Optional) Manually mount the file system.
# mount -F nfs nfs://bee:3000/export/share/local /mnt

In this example, the /export/share/local file system is being mounted from the server bee by
using NFS port number 3000. The port number is not required and by default the standard NFS
port number of 2049 is used. You can choose to include the public option with an NFS URL.
Without the public option, the MOUNT protocol is used if the public file handle is not
supported by the server. The public option forces the use of the public file handle, and the
mount fails if the public file handle is not supported.
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Example 2-3

Note - The NFS protocol version used when mounting the file system is the highest version
supported by both the client and the server. The vers=# option can be used to select a specific
NES protocol version.

Setting up a DNS Record for a FedFS Server

Once an appropriate DNS record is created, mounting a a file system using FedFS is completed
by the automounter once the mount point has been accessed. The DNS record for the server
should look something like:

% nslookup -g=srv _nfs-domainroot._tcp.example.com bee.example.com

Server: bee.example.com
Address: 192.168.1.1
_nfs-domainroot. tcp.example.com service = 1 0 2049 bee.example.com.

How to Display Information About File Systems
Available for Mounting

The showmount command displays information about file systems that have been remotely
mounted or are available for mounting. In some environments, this information should not be
viewable by all clients. See Example 2-3 for instructions.

Display information about mountable file systems.

The -e option is used to print a list of the shared file systems. For information about other
options, see “showmount Command” on page 110 or the showmount(1M) man page.

% /usr/sbin/showmount -e bee
export list for bee:
/export/share/local (everyone)
/export/home tulip, lilac
/export/home2 rose

Restricting File System Information Displayed to Clients

In some environments, information about shared file systems and which systems have mounted
them should not be displayed. Instead of displaying all information about shared file systems,
the showmount_info property can be set so that a client:

= Can only see information about file systems that it is allowed to access
= Cannot see information about all file systems that are shared
= Cannot see information about which other systems have mounted the file systems
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This property can be set by running the following command on the server:

bee# sharectl set -p showmount_info=none nfs

Now on the client rose, the following information would be displayed:

% /usr/sbin/showmount -e bee
export list for bee:

/export/share/local
/export/home2

(everyone)
rose

Note that information about the /export/home file system is no longer displayed.

Setting Up NFS Services

This section describes some of the tasks that are necessary to do the following:

= Startand stop the NFS server
= Start and stop the automounter
= Selecta different version of NFS

Note - Starting in the Solaris 10 release, NFS version 4 is the default.

TABLE2-3 Task Map for NFS Services

should not need to be stopped.

Task Description For Instructions

Start the NFS server Steps to start the NFS service if it has not been started | “How to Start the NFS Services” on
automatically. page 40

Stop the NFS server Steps to stop the NFS service. Normally the service “How to Stop the NES Services” on

page 40

Start the automounter

Steps to start the automounter. This procedure is
required when some of the automounter maps are
changed.

“How to Start the Automounter” on
page 40

Stop the automounter

Steps to stop the automounter. This procedure is
required when some of the automounter maps are
changed.

“How to Stop the Automounter” on
page 4l

Select a different version of NFS on
the server

Steps to select a different version of NES on the server.
If you choose not to use NFS version 4, use this
procedure.

“How to Select Different Versions of
NFS on a Server” on page 41

Select a different version of NFS on
the client

Steps to select a different version of NFS on the client
by modifying SMF parameters. If you choose not to use
NES version 4, use this procedure.

“How to Select Different Versions of
NFS on a Client” on page 42
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TABLE2-3 Task Map for NFS Services (Continued)

Task

Description For Instructions

Alternate steps to select a different version of NFSon | “How to Use the mount Command to
the client by using the command line. If you choose not | Select Different Versions of NFS on a
to use NFS version 4, use this alternate procedure. Client” on page 43

40

How to Start the NFS Services

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Enable the NFS service on the server.
Type the following command.

# svcadm enable network/nfs/server

This command enables the NFS service.

Note - The NFS server starts automatically when you boot the system. Additionally, any time
after the system has been booted, the NFS service daemons can be automatically enabled by
sharing the NFS file system. See “How to Set Up Automatic File-System Sharing” on page 30.

How to Stop the NFS Services

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Disable the NFS service on the server.
Type the following command.

# svcadm disable network/nfs/server

How to Start the Automounter

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.
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Enable the autofs daemon.
Type the following command:

# svcadm enable system/filesystem/autofs

How to Stop the Automounter

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Disable the autofs daemon.
Type the following command:

# svcadm disable system/filesystem/autofs

How to Select Different Versions of NFS on a Server

If you choose not to use NFS version 4, use this procedure.

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Change SMF parameters to set the NFS version numbers.

For example, if you want the server to provide only NFS version 3, set the values for both the
server _versmax and server_versmin to 3 as shown below:

# sharectl set -p server_versmax=3 nfs
# sharectl set -p server_versmin=3 nfs

Note - The NFS version that is set by default is NES version 4.

(Optional) Disable server delegation.
If you want to disable server delegation, change the server_delegation property.

# sharectl set -p server_delegation=off nfs

Note - In NFS version 4, server delegation is enabled by default. For more information, see
“Delegation in NFS Version 4” on page 126.
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4 (Optional) Establish a common domain.
If you want to set a common domain for clients and servers, change the nfsmapid_domain
property.
# sharectl set -p nfsmapid_domain=my.company.com nfs

my.company.com  Provide the common domain name

For more information, refer to “nfsmapid Daemon” on page 86.

5 Checkif the NFS service is running on the server.
Type the following command:
# svcs network/nfs/server

This command reports whether the NFS server service is online or disabled.

6 (Optional) If necessary, enable the NFS service.

If you discovered from the previous step that the NES service is offline, type the following
command to enable the service.

# svcadm enable network/nfs/server

Note - If you need to configure your NFS service, refer to “How to Set Up Automatic File-System
Sharing” on page 30.

SeeAlso  “Version Negotiation in NFS” on page 119

v How to Select Different Versions of NFS on a Client

The following procedure shows you how to control which version of NES is used on the client.

1 Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

2 Change SMF parameters to set the NFS version numbers.

For example, if you want the file system to be mounted using the NFS version 3 protocol, set the
values for both the client _versmax and client versmin to 3 as shown below:

# sharectl set -p client_versmax=3 nfs
# sharectl set -p client_versmin=3 nfs

Note - The NFS version that is set by default is NFS version 4.
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See Also

SeeAlso

Mount NFS on the client.
Type the following command:
# mount server-name:/share-point /local-dir

server-name  Provide the name of the server.
/share-point  Provide the path of the remote directory to be mounted.

/local-dir Provide the path of the local mount point.

“Version Negotiation in NFS” on page 119

How to Use the mount Command to Select Different
Versions of NFS on a Client

The following procedure shows you how to use the mount command to control which version of
NES is used on a client for a particular mount. If you prefer to modify the NFS version for all file
systems mounted by the client, see “How to Select Different Versions of NFS on a Client” on
page 42.

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Mount the desired version of NFS on the client.
Type the following command:

# mount -o vers=value server-name:/share-point /local-dir

value Provide the version number.
server-name  Provide the name of the server.
/share-point  Provide the path of the remote directory to be mounted.

/local-dir Provide the path of the local mount point.

Note - This command overrides the client settings in the SMF repository.

“Version Negotiation in NFS” on page 119
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Administering the Secure NFS System

To use the Secure NFS system, all the computers that you are responsible for must have a
domain name. Typically, a domain is an administrative entity of several computers that is part
of alarger network. If you are running a name service, you should also establish the name
service for the domain. See Oracle Solaris Administration: Naming and Directory Services.

Kerberos V5 authentication is supported by the NFS service. Chapter 19, “Introduction to the
Kerberos Service,” in Oracle Solaris 11.1 Administration: Security Services discusses the Kerberos
service.

You can also configure the Secure NFS environment to use Diflie-Hellman authentication.
Chapter 18, “Network Services Authentication (Tasks),” in Oracle Solaris 11.1 Administration:
Security Services discusses this authentication service.

v How to Set Up a Secure NFS Environment With DH
Authentication

1 Assignadomain name.

Make the domain name known to each computer in the domain.

2 Establish public keys and secret keys for your clients' users.

Use the newkey command. Have each user establish his or her own secure RPC password by
using the chkey command.

Note - For information about these commands, see the newkey(1M) and the chkey(1) man
pages.

When public keys and secret keys have been generated, the public keys and encrypted secret
keys are stored in the publickey database.

3 Verify that the name service is responding.
For example:

= Ifyouare running NIS, verify that the ypbind daemon is running.

4 Verify that the keyserv daemon of the key server is running.
Type the following command.

# ps -ef | grep keyserv
root 100 1 16 Apr 11 ? 0:00 /usr/sbin/keyserv
root 2215 2211 5 09:57:28 pts/0 0:00 grep keyserv
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If the daemon is not running, start the key server by typing the following:
# svcadm enable network/rpc/keyserv

Decrypt and store the secret key.

Usually, the login password is identical to the network password. In this situation, keylogin is
not required. If the passwords are different, the users have to log in, and then run keylogin.
You still need to use the keylogin - r command as root to store the decrypted secret key in
/etc/.rootkey.

Note - You need to run keylogin - r if the root secret key changes or if /etc/. rootkey is lost.

Set the security mode for the file system to be shared.
For Diffie-Hellman authentication add the sec=dh option to the command line.
# share -F nfs -o sec=dh /export/home

For more information about security modes, see the nfssec(5) man page.

Update the automounter maps for the file system.

Edit the auto_master data to include sec=dh as a mount option in the appropriate entries for
Diffie-Hellman authentication:

/home auto_home -nosuid, sec=dh

When you reinstall, move, or upgrade a computer, remember to save /etc/. rootkey if you do
not establish new keys or change the keys for root. If you do delete /etc/ . rootkey, you can
always type the following:

# keylogin -r

WebNFS Administration Tasks

This section provides instructions for administering the WebNES system. Related tasks follow.

TABLE2-4 Task Map for WebNFS Administration

Task Description For Instructions
Plan for WebNFS Issues to consider before enabling the WebNFS service. | “Planning for WebNFS Access” on
page 46
Enable WebNFS Steps to enable mounting of an NFS file system by “How to Enable WebNES Access” on
using the WebNFS protocol. page 31
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TABLE2-4 Task Map for WebNFS Administration (Continued)

Task

Description For Instructions

Enable WebNFS through a firewall | Steps to allow access to files through a firewall by using | “How to Enable WebNFS Access

the WebNFS protocol. Through a Firewall” on page 47

Browse by using an NFS URL Instructions for using an NFS URL within a web “How to Browse Using an NFS URL’

browser. on page 47

Use a public file handle with autofs | Steps to force use of the public file handle when “How to Use a Public File Handle With

mounting a file system with the automounter. Autofs” on page 59

Use an NFS URL with autofs Steps to add an NFS URL to the automounter maps. “How to Use NFS URLs With Autofs”

on page 59

through a firewall

Provide access to a file system Steps to allow access to a file system through a firewall | “How to Mount an NFS File System

by using the WebNFS protocol. Through a Firewall” on page 37

NFSURL

Mount a file system by using an Steps to allow access to a file system by using an NFS “How to Mount an NFS File System

URL. This process allows for file system access without | Using an NFS URL” on page 37
using the MOUNT protocol.
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Planning for WebNFS Access

To use WebNFS, you first need an application that is capable of running and loading an NFS
URL (for example, nfs://server/path). The next step is to choose the file system that can be
exported for WebNFS access. If the application is web browsing, often the document root for
the web server is used. You need to consider several factors when choosing a file system to
export for WebNFS access.

L.

Each server has one public file handle that by default is associated with the server's root file
system. The path in an NFS URL is evaluated relative to the directory with which the public
file handle is associated. If the path leads to a file or directory within an exported file system,
the server provides access. You can use the public option of the share command to
associate the public file handle with a specific exported directory. Using this option allows
URLSs to be relative to the shared file system rather than to the server's root file system. The
root file system does not allow web access unless the root file system is shared.

The WebNFS environment enables users who already have mount privileges to access files
through a browser. This capability is enabled regardless of whether the file system is
exported by using the public option. Because users already have access to these files
through the NFS setup, this access should not create any additional security risk. You only
need to share a file system by using the public option if users who cannot mount the file
system need to use WebNFS access.

File systems that are already open to the public make good candidates for using the public
option. Some examples are the top directory in an ftp archive or the main URL directory for
aweb site.

Managing Network File Systems in Oracle Solaris 11.1 « October 2012




WebNFS Administration Tasks

4. You can use the index option with the share command to force the loading of an HTML
file. Otherwise, you can list the directory when an NFS URL is accessed.

After a file system is chosen, review the files and set access permissions to restrict viewing of
files or directories, as needed. Establish the permissions, as appropriate, for any NFS file
system that is being shared. For many sites, 755 permissions for directories and 644
permissions for files provide the correct level of access.

You need to consider additional factors if both NFS and HTTP URLs are to be used to access
one web site. These factors are described in “WebNFES Limitations With Web Browser Use”
on page 136.

How to Browse Using an NFS URL

Browsers that are capable of supporting the WebNFS service should provide access to an NFS
URL that resembles the following:

nfs://server<:port>/path

server Name of the file server
port Port number to use (2049, default value)

path Path to file, which can be relative to the public file handle or to the root file system

Note - In most browsers, the URL service type (for example, nfs or http) is remembered from
one transaction to the next. The exception occurs when a URL that includes a different service
type is loaded. After you use an NFS URL, a reference to an HTTP URL might be loaded. If such
areference is loaded, subsequent pages are loaded by using the HTTP protocol instead of the
NES protocol.

How to Enable WebNFS Access Through a Firewall

You can enable WebNFS access for clients that are not part of the local subnet by configuring
the firewall to allow a TCP connection on port 2049. Just allowing access for httpd does not
allow NFS URLSs to be used.
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Task Overview for Autofs Administration

This section describes some of the most common tasks you might encounter in your own
environment. Recommended procedures are included for each scenario to help you configure
autofs to best meet your clients' needs.

Note - You can also use parameters in the SMF repository to configure your autofs environment.
For task information, refer to “Using SMF Parameters to Configure Your Autofs Environment”

on page 49.

Task Map for Autofs Administration

The following table provides a description and a pointer to many of the tasks that are related to

autofs.

TABLE2-5 Task Map for Autofs Administration

environment by the autofs SMF
parameters

Task Description For Instructions

Start autofs Start the automount service without having to reboot | “How to Start the Automounter” on
the system page 40

Stop autofs Stop the automount service without disabling other “How to Stop the Automounter” on
network services page 41

Configure your autofs Assign values to parameters in the SMF repository “Using SMF Parameters to Configure

Your Autofs Environment” on page 49

Access file systems by using autofs

Access file systems by using the automount service

“Mounting With the Automounter” on
page 35

Modify the autofs maps

Steps to modify the master map, which should be used
to list other maps

Steps to modify an indirect map, which should be used
for most maps

Steps to modify a direct map, which should be used
when a direct association between a mount point on a
client and a server is required

“How to Modify the Master Map” on
page 51

“How to Modify Indirect Maps” on
page 52

“How to Modify Direct Maps” on
page 52

Modify the autofs maps to access
non-NFS file systems

Steps to set up an autofs map with an entry for a
CD-ROM application

Steps to set up an autofs map with an entry for a
PC-DOS diskette

“How to Access CD-ROM
Applications With Autofs” on page 53

“How to Access PC-DOS Data
Diskettes With Autofs” on page 53
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TABLE2-5 Task Map for Autofs Administration

(Continued)

Task

Description

For Instructions

Using /home

Example of how to set up a common /home map

Steps to set up a /home map that refers to multiple file
systems

“Setting Up a Common View of /home”
on page 54

“How to Set Up /home With Multiple
Home Directory File Systems” on
page 54

Using a new autofs mount point

Steps to set up a project-related autofs map

Steps to set up an autofs map that supports different
client architectures

Steps to set up an autofs map that supports different
operating systems

“How to Consolidate Project-Related
Files Under /ws” on page 55

“How to Set Up Different
Architectures to Access a Shared
Namespace” on page 57

“How to Support Incompatible Client
Operating System Versions” on
page 58

Replicate file systems with autofs

Provide access to file systems that fail over

“How to Replicate Shared Files Across
Several Servers” on page 58

Using security restrictions with
autofs

Provide access to file systems while restricting remote
root access to the files

“How to Apply Autofs Security
Restrictions” on page 58

Using a public file handle with
autofs

Force use of the public file handle when mounting a file
system

“How to Use a Public File Handle With
Autofs” on page 59

Using an NFS URL with autofs

Add an NFS URL so that the automounter can use it

“How to Use NFS URLs With Autofs”
on page 59

Disable autofs browsability

Steps to disable browsability so that autofs mount
points are not automatically populated on a single
client

Steps to disable browsability so that autofs mount
points are not automatically populated on all clients

Steps to disable browsability so that a specific autofs
mount point is not automatically populated on a client

“How to Completely Disable Autofs
Browsability on a Single NFS Client”
on page 60

“How to Disable Autofs Browsability
for All Clients” on page 60

“How to Disable Autofs Browsability
on a Selected File System” on page 60

Using SMF Parameters to Configure Your Autofs
Environment

You can use SMF parameters to configure your autofs environment. Specifically, this facility
provides an additional way to configure your autofs commands and autofs daemons. The same
specifications you would make on the command line can be made with the sharectl command.
You can make your specifications by providing values to keywords.
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The following procedure shows you how to use the sharectl command to manage autofs
parameters.

v How to Configure Your Autofs Environment Using SMF
Parameters

1 Become anadministrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

2 Add or modify an autofs SMF parameter.

For example, if you want to turn off browsing for all autofs mount points, use the following
command:

# sharectl set -p nobrowse=on autofs

The nobrowse keyword is equivalent to the -n option to automountd.

3 Restart the autofs daemon.
Type the following command:

# svcadm restart system/filesystem/autofs

Administrative Tasks Involving Maps

The following tables describe several of the factors you need to be aware of when administering
autofs maps. Your choice of map and name service affect the mechanism that you need to use to
make changes to the autofs maps.

The following table describes the types of maps and their uses.

TABLE2-6 Types of autofs Maps and Their Uses

Type of Map Use

Master Associates a directory with a map

Direct Directs autofs to specific file systems

Indirect Directs autofs to reference-oriented file systems

The following table describes how to make changes to your autofs environment that are based
on your name service.
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TABLE2-7 Map Maintenance

Name Service Method
Local files Text editor
NIS make files

The next table tells you when to run the automount command, depending on the modification
you have made to the type of map. For example, if you have made an addition or a deletion to a
direct map, you need to run the automount command on the local system. By running the
command, you make the change effective. However, if you have modified an existing entry, you
do not need to run the automount command for the change to become effective.

TABLE2-8 When to Run the automount Command

Type of Map Restart automount?

Addition or Deletion Modification
auto _master Y Y
direct Y N
indirect N N

Modifying the Maps

The following procedures show you how to update several types of automounter maps.

How to Modify the Master Map

Log in as a user who has permissions to change the maps.

Make your changes to the master map.

The specific steps needed to change the map depends on the name service that you are using.

For each client, become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

For each client, run the automount command to ensure that your changes become effective.
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5

Notify your users of the changes.

Notification is required so that the users can also run the automount command as superuser on
their own computers. Note that the automount command gathers information from the master
map whenever it is run.

How to Modify Indirect Maps

Login as a user who has permissions to change the maps.

Make your changes to the indirect map.

The specific steps needed to change the map depends on the name service that you are using.

How to Modify Direct Maps

Login as a user who has permissions to change the maps.

Make your changes to the direct map.

The specific steps needed to change the map depends on the name service that you are using.

Notify your users of the changes.

Notification is required so that the users can run the automount command as superuser on their
own computers, if necessary.

Note - If you only modify or change the contents of an existing direct map entry, you do not
need to run the automount command.

For example, suppose you modify the auto_direct map so that the /usr/src directory is now
mounted from a different server. If /usr/src is not mounted at this time, the new entry
becomes effective immediately when you try to access /usr/src. If /usr/src is mounted now,
you can wait until the auto-unmounting occurs, then access the file.

Note - Use indirect maps whenever possible. Indirect maps are easier to construct and less
demanding on the computers' file systems. Also, indirect maps do not occupy as much space in
the mount table as direct maps.
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Avoiding Mount-Point Conflicts

If you have a local disk partition that is mounted on /src and you plan to use the autofs service
to mount other source directories, you might encounter a problem. If you specify the mount
point /src, the NES service hides the local partition whenever you try to reach it.

You need to mount the partition in some other location, for example, on /export/src. You
then need an entry in /etc/vfstab such as the following:

/dev/dsk/d0t3d0s5 /dev/rdsk/c@t3d0s5 /export/src ufs 3 yes -

You also need this entry in auto_src:

terra terra:/export/src

terra is the name of the computer.

Accessing Non-NFS File Systems

Autofs can also mount files other than NFS files. Autofs mounts files on removable media, such
as diskettes or CD-ROM.

Instead of mounting a file system from a server, you put the media in the drive and reference the
file system from the map. If you plan to access non-NFS file systems and you are using autofs,
see the following procedures.

How to Access CD-ROM Applications With Autofs

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Update the autofs map.
Add an entry for the CD-ROM file system, which should resemble the following:
hsfs -fstype=hsfs, ro :/dev/sr0@

The CD-ROM device that you intend to mount must appear as a name that follows the colon.

How to Access PC-DOS Data Diskettes With Autofs

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.
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Update the autofs map.
Add an entry for the diskette file system such as the following:
pcfs -fstype=pcfs :/dev/diskette

Customizing the Automounter

You can set up the automounter maps in several ways. The following tasks give details about
how to customize the automounter maps to provide an easy-to-use directory structure.

Setting Up a Common View of /home

The ideal is for all network users to be able to locate their own or anyone's home directory under
/home. This view should be common across all computers, whether client or server.

Every Oracle Solaris installation comes with a master map: /etc/auto_master.

# Master map for autofs

#

+auto_master

/net -hosts -nosuid, nobrowse
/home auto_home -nobrowse

/nfs4 -fedfs -ro,nosuid, nobrowse

A map for auto_home is also installed under /etc.

# Home directory map for autofs
#

rusty dragon:/export/home/&
+auto home

When a new local user is created, an entry is automatically added to /etc/auto_home. This way,
on the server named dragon, the home directory for rusty can be accessed through
/export/home/rusty as well as /home/rusty.

Note - Users should not be permitted to run setuid executables from their home directories.
Without this restriction, any user could have superuser privileges on any computer.

How to Set Up /home With Multiple Home Directory
File Systems

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.
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Install home directory partitions under /export/home.

If the system has several partitions, install the partitions under separate directories, for example,
/export/homel and /export/home2.

Update the auto_home map.

Whenever you create a new user account, type the location of the user's home directory in the
auto_home map. Map entries can be simple, for example:

rusty dragon:/export/homel/&
gwenda dragon:/export/homel/&
charles sundog:/export/home2/&
rich dragon:/export/home3/&

Notice the use of the & (ampersand) to substitute the map key. The ampersand is an
abbreviation for the second occurrence of rusty in the following example.

rusty dragon:/export/homel/rusty

With the auto_home map in place, users can refer to any home directory (including their own)
with the path /home/user. user is their login name and the key in the map. This common view of
all home directories is valuable when logging in to another user's computer. Autofs mounts
your home directory for you. Similarly, if you run a remote windowing system client on another
computer, the client program has the same view of the /home directory.

This common view also extends to the server. Using the previous example, if rusty logs in to
the server dragon, autofs there provides direct access to the local disk by loopback-mounting
/export/homel/rusty onto /home/rusty.

Users do not need to be aware of the real location of their home directories. If rusty needs more
disk space and needs to have his home directory relocated to another server, a simple change is
sufficient. You need only change rusty's entry in the auto_home map to reflect the new location.
Other users can continue to use the /home/rusty path.

How to Consolidate Project-Related Files Under /ws

Assume that you are the administrator of a large software development project. You plan to
make all project-related files available under a directory that is called /ws. This directory is to be
common across all workstations at the site.

Add an entry for the /ws directory to the site auto_master map.

/WS auto ws -nosuid

The auto_ws map determines the contents of the /ws directory.

Add the -nosuid option as a precaution.

This option prevents users from running setuid programs that might exist in any workspaces.
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Add entries to the auto_ws map.

The auto_ws map is organized so that each entry describes a subproject. Your first attempt
yields a map that resembles the following:

compiler alpha:/export/ws/&

windows alpha:/export/ws/&
files bravo:/export/ws/&
drivers alpha:/export/ws/&
man bravo:/export/ws/&
tools delta:/export/ws/&

The ampersand (&) at the end of each entry is an abbreviation for the entry key. For instance, the
first entry is equivalent to the following:

compiler alpha:/export/ws/compiler

This first attempt provides a map that appears simple, but the map is inadequate. The project
organizer decides that the documentation in the man entry should be provided as a subdirectory
under each subproject. Also, each subproject requires subdirectories to describe several
versions of the software. You must assign each of these subdirectories to an entire disk partition
on the server.

Modify the entries in the map as follows:

compiler \
/versl.0 alpha:/export/ws/&/versl.0 \
/vers2.0 bravo:/export/ws/&/vers2.0 \

/man bravo:/export/ws/&/man
windows \
/versl.0 alpha:/export/ws/&/versl.0 \
/man bravo:/export/ws/&/man
files \
/versl.0 alpha:/export/ws/&/versl.0 \
/vers2.0 bravo:/export/ws/&/vers2.0 \
/vers3.0 bravo:/export/ws/&/vers3.0 \
/man bravo:/export/ws/&/man
drivers \
/versl.0 alpha:/export/ws/&/versl.0 \
/man bravo:/export/ws/&/man
tools \
/ delta:/export/ws/&

Although the map now appears to be much larger, the map still contains only the five entries.
Each entry is larger because each entry contains multiple mounts. For instance, a reference to
/ws/compiler requires three mounts for the vers1.0, vers2.0, and man directories. The
backslash at the end of each line informs autofs that the entry is continued onto the next line.
Effectively, the entry is one long line, though line breaks and some indenting have been used to
make the entry more readable. The tools directory contains software development tools for all
subprojects, so this directory is not subject to the same subdirectory structure. The tools
directory continues to be a single mount.

This arrangement provides the administrator with much flexibility. Software projects typically
consume substantial amounts of disk space. Through the life of the project, you might be
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required to relocate and expand various disk partitions. If these changes are reflected in the
auto_ws map, the users do not need to be notified, as the directory hierarchy under /ws is not
changed.

Because the servers alpha and bravo view the same autofs map, any users who log in to these
computers can find the /ws namespace as expected. These users are provided with direct access
to local files through loopback mounts instead of NFS mounts.

How to Set Up Different Architectures to Access a
Shared Namespace

You need to assemble a shared namespace for local executables, and applications, such as
spreadsheet applications and word-processing packages. The clients of this namespace use
several different workstation architectures that require different executable formats. Also, some
workstations are running different releases of the operating system.

Create the auto_local map.

See the Oracle Solaris Administration: Naming and Directory Services.

Choose a single, site-specific name for the shared namespace.

This name makes the files and directories that belong to this space easily identifiable. For
example, if you choose /usr/local as the name, the path /usr/local/bin is obviously a part of
this namespace.

For ease of user community recognition, create an autofs indirect map.
Mount this map at /usr/local. Set up the following entry in the NIS auto_master map:
/usr/local auto local -ro

Notice that the - ro mount option implies that clients cannot write to any files or directories.
Export the appropriate directory on the server.

Include a bin entry in the auto_local map.
Your directory structure resembles the following:

bin aa:/export/local/bin

(Optional) To serve clients of different architectures, change the entry by adding the autofs CPU
variable.

bin aa:/export/local/bin/$CPU

m  For SPARC clients — Place executables in /export/local/bin/sparc.
= TFor x86 clients — Place executables in /export/local/bin/i386.
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v How to Support Incompatible Client Operating
System Versions

1 Combine the architecture type with a variable that determines the operating system type of the
client.

You can combine the autofs OSREL variable with the CPU variable to form a name that
determines both CPU type and OS release.

2 Create the following map entry.
bin aa:/export/local/bin/$CPU$OSREL

For clients that are running version 5.6 of the operating system, export the following file
systems:

= For SPARC clients - Export /export/local/bin/sparc5.6.
m  For x86 clients — Place executables in /export/local/bin/i3865.6.

v How to Replicate Shared Files Across Several Servers

The best way to share replicated file systems that are read-only is to use failover. See
“Client-Side Failover” on page 132 for a discussion of failover.

1 Become anadministrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

2 Modify the entry in the autofs maps.
Create the list of all replica servers as a comma-separated list, such as the following:
bin aa,bb,cc,dd:/export/local/bin/$CPU

Autofs chooses the nearest server. If a server has several network interfaces, list each interface.
Autofs chooses the nearest interface to the client, avoiding unnecessary routing of NFS traffic.

v How to Apply Autofs Security Restrictions

1 Become anadministrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

2 Create the following entry in the name service auto_master file:

/home auto_home -nosuid
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The nosuid option prevents users from creating files with the setuid or setgid bit set.

This entry overrides the entry for /home in a generic local /etc/auto_master file. See the
previous example. The override happens because the +auto_master reference to the external
name service map occurs before the /home entry in the file. If the entries in the auto_home map
include mount options, the nosuid option is overwritten. Therefore, either no options should
be used in the auto_home map or the nosuid option must be included with each entry.

Note - Do not mount the home directory disk partitions on or under /home on the server.

How to Use a Public File Handle With Autofs

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Create an entry in the autofs map such as the following:

/Jusr/local -ro,public bee:/export/share/local

The public option forces the public handle to be used. If the NFS server does not support a
public file handle, the mount fails.

How to Use NFS URLs With Autofs

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Create an autofs entry such as the following:
/usr/local -ro nfs://bee/export/share/local

The service tries to use the public file handle on the NFS server. However, if the server does not
support a public file handle, the MOUNT protocol is used.

Disabling Autofs Browsability

The default version of /etc/auto master that is installed has the -nobrowse option added to
the entries for /home and /net. In addition, the upgrade procedure adds the -nobrowse option
to the /home and /net entries in /etc/auto_master if these entries have not been modified.
However, you might have to make these changes manually or to turn off browsability for
site-specific autofs mount points after the installation.
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You can turn off the browsability feature in several ways. Disable the feature by using a
command-line option to the automountd daemon, which completely disables autofs
browsability for the client. Or disable browsability for each map entry on all clients by using the
autofs maps. You can also disable the feature for each map entry on each client, using local
autofs maps if no network-wide namespace is being used.

How to Completely Disable Autofs Browsabilityona
Single NFS Client

Become an administrator on the NFS client.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Change the autofs SMF configuration parameter.

# sharectl set -p nobrowse=TRUE autofs

Restart the autofs service.

# svcadm restart system/filesystem/autofs

How to Disable Autofs Browsability for All Clients

To disable browsability for all clients, you must employ a name service such as NIS. Otherwise,
you need to manually edit the automounter maps on each client. In this example, the
browsability of the /home directory is disabled. You must follow this procedure for each indirect
autofs node that needs to be disabled.

Add the -nobrowse option to the /home entry in the name service auto_master file.

/home auto_home -nobrowse

Run the automount command on all clients.

The new behavior becomes effective after you run the automount command on the client
systems or after a reboot.

# /usr/sbin/automount

How to Disable Autofs Browsability on a Selected File
System

In this example, browsability of the /net directory is disabled. You can use the same procedure
for /home or any other autofs mount points.
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1 Verify the search order for the automount naming services.

The config/automount property in the name-service/switch service shows the search order
for the automount information.

# svcprop -p config svc:/system/name-service/switch

config/value authorization astring solaris.smf.value.name-service.switch
config/printer astring user\ files

config/default astring files\ nis

config/automount astring files\ nis

The last entry shows that local automount files are searched first and then the NIS service is
checked. The config/default entry specifies the search order for all naming information not
specifically listed.

2 Checkthe position of the +auto_master entryin /etc/auto_master.

For additions to the local files to have precedence over the entries in the namespace, the
+auto_master entry must be moved to follow /net:

# Master map for automounter

#

/net -hosts -nosuid

/home  auto home

/nfs4 -fedfs -ro,nosuid,nobrowse

+auto_master

A standard configuration places the +auto_master entry at the top of the file. This placement
prevents any local changes from being used.

3 Addthenobrowse option to the /net entryinthe /etc/auto_master file.

/net -hosts -nosuid, nobrowse

4 Onallclients, run the automount command.

The new behavior becomes effective after running the automount command on the client
systems or after a reboot.

# /usr/sbin/automount

Administering NFS Referrals

NES referrals are a way for an NFSv4 server to point to file systems located on other NFSv4
servers, as a way of connecting multiple NFSv4 servers into a uniform namespace.
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Example 2-4

How to Create and Access an NFS Referral

On an NFS server: create a referral.

Add the referral on an NFS-shared file system, pointing to one or more existing NFS-shared file
systems.

serverl% nfsref add /share/docs server2:/usr/local/docs server3:/tank/docs
Created reparse point /share/docs

Verify that the referral was created.

serverl% nfsref lookup /share/docs
/share/docs points to:
server2:/usr/local/docs
server3:/tank/docs

On aclient: mount the referral.

clientl% pfexec mount serverl:/share/docs /mnt

Verify that the mount worked.

clientl% cd /mnt/docs
clientl%s df -k .
/mnt/docs (server2:/usr/local/docs):10372284465 blocks 10372284465 files

Modifying an Existing Referral

If you wanted to add another file system, such as server4: /tank/docs to the existing referral,
you would enter the command from step 2 above with the new file system.

serverl% nfsref add /share/docs server2:/usr/local/docs server3:/tank/docs server4:/tank/docs

62

The add subcommand simply replaces the information in the current referral with the new
information from the command. The add subcommand is how you would modify the file
systems associated with an existing referral.

How to Remove an NFS Referral

Follow this procedure to remove an NFS referral.
Remove the referral.

serverl% nfsref remove /share/docs
Removed svc type 'nfs-basic’ from /share/docs
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Administering FedFS

Before You Begin

v

Before You Begin

The FedFS protocols can be used to construct and maintain a federated file system. This file
system can include many different file servers, allowing for a multi-vendor global namespace.

How to Create an Namespace Database (NSDB)

A NSDB is used to provide information about the filesets from different types of servers that are
combined into a single FedFS namespace. This procedure is done on the LDAP server.

This procedure requires that you assume the root role and that you have an LDAP server
installed.

Configure the FedFS LDAP schema.
Update the LDAP configuration file with the following entries:

include /usr/1lib/fs/nfs/fedfs-11.schema
suffix dc=example,dc=org

rootdn cn=Manager,dc=example,dc=0rg

rootpw <password>

Create a distinguished name for the FedFS data.
See the nsdb-update-nci(1M) man page.

# nsdb-update-nci -1 localhost -r 389 -D cn=Manager -w\
example.org dc=example,dc=org adding new entry "dc=example,dc=org"
NCE entry created

How to Use a Secured Connection to the NSDB

This procedure requires that you assume the root role and that you have an LDAP server
installed.

On the LDAP server: create a certificate.

mkdir /etc/openldap/certs

mkdir /etc/openldap/certs/keys

cd /etc/openldap/certs

openssl req -x509 -nodes -days 3650 -newkey rsa:2048 \
-keyout keys/ldapskey.pem -out ldapscert.pem

chown -R openldap:openldap /etc/openldap/certs/*

chmod 0400 keys/ldapskey.pem

H H H K

#* H

On the LDAP server: add declarations to the LDAP configuration file.

TLSCertificateFile /etc/openldap/certs/ldapscert.pem
TLSCertificateKeyFile /etc/openldap/certs/keys/ldapskey.pem
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Copy the certificate to the NFS server and clients.

# scp ldap-server:/etc/openldap/certs/keys/ldapskey.pem /etc/openldap/certs/keys/ldapskey.pem
# chmod 0400 /etc/openldap/certs/keys/ldapskey.pem

4

v

Before You Begin

On the NFS server and clients: update the connection entry.
# nsdbparams update -f ldapscert.pem -t FEDFS_SEC_TLS localhost

How to Create a FedFS Referral

This procedure requires that you assume the root role and that you have an NFS server
installed.

Create a connection entry fora NSDB.

This command creates a connection entry between the NSDB defined on the LDAP server and
an NFS server.

# nsdbparams update -D cn=Manager,dc=example,dc=org -w example.org nsdb.example.org

Create a FedFS referral.
The -t option selects the service type of the referral.

# nfsref -t nfs-fedfs add /share/docs server2:/usr/local/docs server3:/tank/docs
Created reparse point /share/doc

Strategies for NFS Troubleshooting
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When tracking an NFS problem, remember the main points of possible failure: the server, the
client, and the network. The strategy that is outlined in this section tries to isolate each
individual component to find the one that is not working. In all situations, the mountd and nfsd
daemons must be running on the server for remote mounts to succeed.

The -intr option is set by default for all mounts. If a program hangs with a server not
responding message, you can kill the program with the keyboard interrupt Control-c.

When the network or server has problems, programs that access hard-mounted remote files fail
differently than those programs that access soft-mounted remote files. Hard-mounted remote
file systems cause the client's kernel to retry the requests until the server responds again.
Soft-mounted remote file systems cause the client's system calls to return an error after trying
for awhile. Because these errors can result in unexpected application errors and data
corruption, avoid soft mounting.

When a file system is hard mounted, a program that tries to access the file system hangs if the
server fails to respond. In this situation, the NFS system displays the following message on the
console:

NFS server hostname not responding still trying
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When the server finally responds, the following message appears on the console:

NFS server hostname ok

A program that accesses a soft-mounted file system whose server is not responding generates
the following message:

NFS operation failed for server hostname: error # (error-message)

Note - Because of possible errors, do not soft-mount file systems with read-write data or file
systems from which executables are run. Writable data could be corrupted if the application
ignores the errors. Mounted executables might not load properly and can fail.

NFS Troubleshooting Procedures

To determine where the NFS service has failed, you need to follow several procedures to isolate
the failure. Check for the following items:

m  Can the client reach the server?
®=  Can the client contact the NFS services on the server?
= Are the NFS services running on the server?

In the process of checking these items, you might notice that other portions of the network are
not functioning. For example, the name service or the physical network hardware might not be
functioning. The Oracle Solaris Administration: Naming and Directory Services contains
debugging procedures for several name services. Also, during the process you might see that the
problem is not at the client end. An example is if you get at least one trouble call from every
subnet in your work area. In this situation, you should assume that the problem is the server or
the network hardware near the server. So, you should start the debugging process at the server,
not at the client.

v How to Check Connectivity on an NFS Client

1 Checkthatthe NFS server is reachable from the client. On the client, type the following
command.

% /usr/sbin/ping bee
bee is alive

If the command reports that the server is alive, remotely check the NFS server. See “How to
Check the NFS Server Remotely” on page 66.

2 Iftheserveris notreachable from the client, ensure that the local name service is running.
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If the name service is running, ensure that the client has received the correct host information
by typing the following:

% /usr/bin/getent hosts bee

129.144.83.117 bee.eng.acme.com

If the host information is correct, but the server is not reachable from the client, run the ping
command from another client.

If the command run from a second client fails, see “How to Verify the NES Service on the
Server” on page 67.

If the server is reachable from the second client, use ping to check connectivity of the first client
to other systems on the local net.

If this command fails, check the networking software configuration on the client, for example,
/etc/netmasks and the property information associated with the
svc:/system/name-service/switch service.

(Optional) Check the output of the rpcinfo command.

If the rpcinfo command does not display program 100003 version 4 ready and waiting,
then NFS version 4 is not enabled on the server. See Table 2-3 for information about enabling
NES version 4.

If the software is correct, check the networking hardware.

Try to move the client onto a second net drop.

How to Check the NFS Server Remotely

Note that support for both the UDP and the MOUNT protocols is not necessary if you are using
an NFS version 4 server.

Check that the NFS services have started on the NFS server by typing the following command:

% rpcinfo -s bee|egrep ’nfs|mountd’
100003 3,2 tcp,udp, tcpb,upd6 nfs superuser
100005 3,2,1 ticots,ticotsord,tcp,tcp6,ticlts,udp,upd6é mountd superuser

If the daemons have not been started, see “How to Restart NFS Services” on page 69.

Check that the server's nfsd processes are responding.
On the client, type the following command to test the UDP NFS connections from the server.

% /usr/bin/rpcinfo -u bee nfs
program 100003 version 2 ready and waiting
program 100003 version 3 ready and waiting
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Note — NES version 4 does not support UDP.

If the server is running, it prints a list of program and version numbers. Using the -t option
tests the TCP connection. If this command fails, proceed to “How to Verify the NFS Service on
the Server” on page 67.

Check that the server's mountd is responding, by typing the following command.

% /usr/bin/rpcinfo -u bee mountd

program 100005 version 1 ready and waiting
program 100005 version 2 ready and waiting
program 100005 version 3 ready and waiting

If the server is running, it prints a list of program and version numbers that are associated with
the UDP protocol. Using the - t option tests the TCP connection. If either attempt fails, proceed
to “How to Verify the NFS Service on the Server” on page 67.

Check the local autofs service if it is being used:
% cd /net/wasp

Choose a /net or /home mount point that you know should work properly. If this command
fails, then as root on the client, type the following to restart the autofs service:

# svcadm restart system/filesystem/autofs

Verify that file system is shared as expected on the server.

% /usr/sbin/showmount -e bee
/usr/src eng
/export/share/man (everyone)

Check the entry on the server and the local mount entry for errors. Also, check the namespace.
In this instance, if the first client is not in the eng netgroup, that client cannot mount the
/usr/src file system.

Check all entries that include mounting information in all the local files. The list includes
/etc/vfstabandall the /etc/auto_* files.

How to Verify the NFS Service on the Server

Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

Check that the server can reach the clients.

# ping lilac
lilac is alive
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If the client is not reachable from the server, ensure that the local name service is running.

If the name service is running, check the networking software configuration on the server, for
example, /etc/netmasks and the property information associated with the
svc:/system/name-service/switch service.

Type the following command to check whether the rpcbind daemonis running.

# /usr/bin/rpcinfo -u localhost rpcbind

program 100000 version 1 ready and waiting
program 100000 version 2 ready and waiting
program 100000 version 3 ready and waiting

If the server is running, it prints a list of program and version numbers that are associated with
the UDP protocol.

Type the following command to check whether the nfsd daemon is running.

# rpcinfo -u localhost nfs

program 100003 version 2 ready and waiting
program 100003 version 3 ready and waiting
# ps -ef | grep nfsd

root 101328 © 0 Jul 127 303:25 nfsd kproc
root 101327 1 0 Jul 12 7 2:54 /usr/lib/nfs/nfsd
root 263149 131084 0 13:59:19 pts/17 0:00 grep nfsd

Note - NFS version 4 does not support UDP.

If the server is running, it prints a list of program and version numbers that are associated with
the UDP protocol. Also use the -t option with rpcinfo to check the TCP connection. If these
commands fail, restart the NFS service. See “How to Restart NFS Services” on page 69.

Type the following command to check whether the mountd daemon is running.

# /usr/bin/rpcinfo -u localhost mountd

program 100005 version 1 ready and waiting

program 100005 version 2 ready and waiting

program 100005 version 3 ready and waiting

# ps -ef | grep mountd

root 145 10 Apr 07 7 21:57 /usr/lib/autofs/automountd
root 234 10 Apr 07 7 0:04 /usr/lib/nfs/mountd

root 3084 2462 1 09:30:20 pts/3 0:00 grep mountd

If the server is running, it prints a list of program and version numbers that are associated with
the UDP protocol. Also use the -t option with rpcinfo to check the TCP connection. If these
commands fail, restart the NFS service. See “How to Restart NFS Services” on page 69.
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v How to Restart NFS Services

1 Become an administrator.

For more information, see “How to Use Your Assigned Administrative Rights” in Oracle
Solaris 11.1 Administration: Security Services.

2 Restartthe NFS service on the server.
Type the following command.

# svcadm restart network/nfs/server

Identifying Which Host Is Providing NFS File Service

Run the nfsstat command with the -m option to gather current NFS information. The name of
the current server is printed after “currserver=".

°

% nfsstat -m

/usr/local from bee,wasp:/export/share/local

Flags: vers=3,proto=tcp,sec=sys,hard,intr,llock, link,synlink,
acl,rsize=32768,wsize=32678, retrans=5

Failover: noresponse=0, failover=0, remap=0, currserver=bee

v How to Verify Options Used With the mount Command

No warning is issued for invalid options. The following procedure helps determine whether the
options that were supplied either on the command line or through /etc/vfstab were valid.

For this example, assume that the following command has been run:
# mount -F nfs -0 ro,vers=2 bee:/export/share/local /mnt

1 Verify the options by running the following command.

% nfsstat -m

/mnt from bee:/export/share/local

Flags: vers=2,proto=tcp,sec=sys,hard,intr,dynamic,acl,rsize=8192,wsize=8192,
retrans=5

The file system from bee has been mounted with the protocol version set to 2. Unfortunately,

the nfsstat command does not display information about all of the options. However, using

the nfsstat command is the most accurate way to verify the options.
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Checkthe entryin /etc/mnttab.

The mount command does not allow invalid options to be added to the mount table. Therefore,
verify that the options that are listed in the file match those options that are listed on the
command line. In this way, you can check those options that are not reported by the nfsstat
command.

# grep bee /etc/mnttab
bee:/export/share/local /mnt nfs ro,vers=2,dev=2b0005e 859934818

Troubleshooting Autofs
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Occasionally, you might encounter problems with autofs. This section should improve the
problem-solving process. The section is divided into two subsections.

This section presents a list of the error messages that autofs generates. The list is divided into
two parts:

= Error messages that are generated by the verbose (-v) option of automount
= Error messages that might appear at any time

Each error message is followed by a description and probable cause of the message.

When troubleshooting, start the autofs programs with the verbose (- v) option. Otherwise, you
might experience problems without knowing the cause.

The following paragraphs are labeled with the error message you are likely to see if autofs fails,
and a description of the possible problem.

Error Messages Generated by automount -v

bad key key in direct map mapname
Description: While scanning a direct map, autofs has found an entry key without a prefixed /.

Solution: Keys in direct maps must be full path names.

bad key key in indirect map mapname
Description: While scanning an indirect map, autofs has found an entry key that contains a /.

Solution: Indirect map keys must be simple names, not path names.

can’t mount server:pathname: reason
Description: The mount daemon on the server refuses to provide a file handle for
server:pathname.

Solution: Check the export table on the server.
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couldn’t create mount point mountpoint: reason

Description: Autofs was unable to create a mount point that was required for a mount. This
problem most frequently occurs when you attempt to hierarchically mount all of a server's

exported file systems.

Solution: A required mount point can exist only in a file system that cannot be mounted,

which means the file system cannot be exported. The mount point cannot be created
because the exported parent file system is exported read-only.

leading space in map entry entry text in mapname

Description: Autofs has discovered an entry in an automount map that contains leading
spaces. This problem is usually an indication of an improperly continued map entry. For

example:

fake
/blat frobz:/usr/frotz

Solution: In this example, the warning is generated when autofs encounters the second line

because the first line should be terminated with a backslash (\).

mapname: Not found

Description: The required map cannot be located. This message is produced only when the -v

option is used.

Solution: Check the spelling and path name of the map name.

remount server:pathname on mountpoint: server not responding
Description: Autofs has failed to remount a file system that it previously unmounted.

Solution: Contact Sun for assistance. This error message is extremely rare and has no
straightforward solution.

WARNING: mountpoint already mounted on
Description: Autofs is attempting to mount over an existing mount point. This message
means that an internal error occurred in autofs (an anomaly).

Solution: Contact Sun for assistance. This error message is extremely rare and has no
straightforward solution.

Miscellaneous Error Messages

dir mountpoint must start with '/’
Solution: The automounter mount point must be given as a full path name. Check the
spelling and path name of the mount point.
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hierarchical mountpoint: pathnamel and pathname2
Solution: Autofs does not allow its mount points to have a hierarchical relationship. An
autofs mount point must not be contained within another automounted file system.

host server not responding
Description: Autofs attempted to contact server, but received no response.

Solution: Check the NFS server status.

hostname: exports: rpc-err
Description: An error occurred while getting the export list from hostname. This message
indicates a server or network problem.

Solution: Check the NFS server status.

map mapname, key key: bad
Description: The map entry is malformed, and autofs cannot interpret the entry.

Solution: Recheck the entry. Perhaps the entry has characters that need to be escaped.

mapname: nis-err
Description: An error occurred when looking up an entry in a NIS map. This message can
indicate NIS problems.

Solution: Check the NIS server status.

mount of server:pathname on mountpoint:reason
Description: Autofs failed to do a mount. This occurrence can indicate a server or network
problem. The reason string defines the problem.

Solution: Contact Sun for assistance. This error message is extremely rare and has no
straightforward solution.

mountpoint: Not a directory
Description: Autofs cannot mount itself on mountpoint because it is not a directory.

Solution: Check the spelling and path name of the mount point.

nfscast: cannot send packet: reason
Description: Autofs cannot send a query packet to a server in a list of replicated file system
locations. The reason string defines the problem.

Solution: Contact Sun for assistance. This error message is extremely rare and has no
straightforward solution.
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nfscast: cannot receive reply: reason
Description: Autofs cannot receive replies from any of the servers in a list of replicated file
system locations. The reason string defines the problem.

Solution: Contact Sun for assistance. This error message is extremely rare and has no
straightforward solution.

nfscast: select: reason
Description: All these error messages indicate problems in attempting to check servers for a
replicated file system. This message can indicate a network problem. The reason string
defines the problem.

Solution: Contact Sun for assistance. This error message is extremely rare and has no
straightforward solution.

pathconf: no info for server:pathname
Description: Autofs failed to get pathconf information for the path name.

Solution: See the fpathconf(2) man page.

pathconf: server: server not responding
Description: Autofs is unable to contact the mount daemon on server that provides the
information to pathconf ().

Solution: Avoid using the POSIX mount option with this server.

Other Errors With Autofs

If the /etc/auto* files have the execute bit set, the automounter tries to execute the maps,
which creates messages such as the following:

/etc/auto _home: +auto home: not found

In this situation, the auto_home file has incorrect permissions. Each entry in the file generates
an error message that is similar to this message. The permissions to the file should be reset by
typing the following command:

# chmod 644 /etc/auto_home
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This section shows an error message that is followed by a description of the conditions that
should create the error and at minimum one remedy.

Bad argument specified with index option - must be a file
Solution: You must include a file name with the index option. You cannot use directory
names.

Cannot establish NFS service over /dev/fcp: transport setup problem
Description: This message is often created when the services information in the namespace
has not been updated. The message can also be reported for UDP.

Solution: To fix this problem, you must update the services data in the namespace.

For NIS and /etc/services, the entries should be as follows:

nfsd 2049/tcp nfs # NFS server daemon
nfsd 2049/udp nfs # NFS server daemon

Could not start daemon: error
Description: This message is displayed if the daemon terminates abnormally or if a system call
error occurs. The error string defines the problem.

Solution: Contact Sun for assistance. This error message is rare and has no straightforward
solution.

Could not use public filehandle in request to server
Description: This message is displayed if the public option is specified but the NFS server
does not support the public file handle. In this situation, the mount fails.

Solution: To remedy this situation, either try the mount request without using the public file
handle or reconfigure the NES server to support the public file handle.

daemon running already with pid pid
Description: The daemon is already running.

Solution: If you want to run a new copy, kill the current version and start a new version.

error locking lock file
Description: This message is displayed when the lock file that is associated with a daemon
cannot be locked properly.

Solution: Contact Sun for assistance. This error message is rare and has no straightforward
solution.
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error checking lock file: error
Description: This message is displayed when the lock file that is associated with a daemon
cannot be opened properly.

Solution: Contact Sun for assistance. This error message is rare and has no straightforward
solution.

NOTICE: NFS3: failing over from hostl to host2
Description: This message is displayed on the console when a failover occurs. The message is
advisory only.

Solution: No action required.

filename: File too large
Description: An NFS version 2 client is trying to access a file that is over 2 Gbytes.

Solution: Avoid using NFS version 2. Mount the file system with version 3 or version 4. Also,
see the description of the nolargefiles option in “mount Options for NFS File Systems” on
page 96.

mount: ... server not responding:RPC PMAP FAILURE - RPC TIMED OUT
Description: The server that is sharing the file system you are trying to mount is down or
unreachable, at the wrong run level, or its rpcbind is dead or hung.

Solution: Wait for the server to reboot. If the server is hung, reboot the server.

mount: ... server not responding: RPC_PROG NOT REGISTERED
Description: The mount request registered with rpcbind, but the NFS mount daemon mountd
is not registered.

Solution: Wait for the server to reboot. If the server is hung, reboot the server.

mount: ... No such file or directory
Description: Either the remote directory or the local directory does not exist.

Solution: Check the spelling of the directory names. Run 1s on both directories.

mount: ...: Permission denied
Description: Your computer name might not be in the list of clients or netgroup that is
allowed access to the file system you tried to mount.

Solution: Use showmount -e to verify the access list.
NFS file temporarily unavailable on the server, retrying ...
Description: An NFS version 4 server can delegate the management of a file to a client. This

message indicates that the server is recalling a delegation for another client that conflicts
with a request from your client.
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Solution: The recall must occur before the server can process your client's request. For more
information about delegation, refer to “Delegation in NFS Version 4” on page 126.

NFS fsstat failed for server hostname: RPC: Authentication error
Description: This error can be caused by many situations. One of the most difficult situations
to debug is when this problem occurs because a user is in too many groups. Currently, a user
can be in no more than 16 groups if the user is accessing files through NFS mounts.

Solution: An alternate does exist for users who need to be in more than 16 groups. You can
use access control lists to provide the needed access privileges.

nfs mount: NFS can’t support “nolargefiles”
Description: An NFS client has attempted to mount a file system from an NFS server by using
the -nolargefiles option.

Solution: This option is not supported for NFS file system types.

nfs mount: NFS V2 can’t support “largefiles”
Description: The NFS version 2 protocol cannot handle large files.

Solution: You must use version 3 or version 4 if access to large files is required.

NFS server hostname not responding still trying
Description: If programs hang while doing file-related work, your NES server might have
failed. This message indicates that NFS server hostname is down or that a problem has
occurred with the server or the network.

Solution: If failover is being used, hostname is a list of servers. Start troubleshooting with
“How to Check Connectivity on an NFS Client” on page 65.

NFS server recovering
Description: During part of the NFS version 4 server reboot, some operations were not
permitted. This message indicates that the client is waiting for the server to permit this
operation to proceed.

Solution: No action required. Wait for the server to permit the operation.

Permission denied
Description: This message is displayed by the 1s -1, getfacl, and setfacl commands for the
following reasons:

= Ifthe user or group that exists in an access control list (ACL) entry on an NFS version 4
server cannot be mapped to a valid user or group on an NFS version 4 client, the user is
not allowed to read the ACL on the client.
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= Ifthe user or group that exists in an ACL entry that is being set on an NFS version 4
client cannot be mapped to a valid user or group on an NFS version 4 server, the user is
not allowed to write or modify an ACL on the client.

m  Ifan NFS version 4 client and server have mismatched NFSMAPID_DOMAIN values,
ID mapping fails.

For more information, see “ACLs and nfsmapid in NES Version 4” on page 128.

Solution: Do the following:

= Make sure that all user and group IDs in the ACL entries exist on both the client and
server.

= Make sure that the value for nfsmapid_domain is set correctly in the SMF Repository.

To determine if any user or group cannot be mapped on the server or client, use the script
that is provided in “Checking for Unmapped User or Group IDs” on page 129.

port number in nfs URL not the same as port number in port option
Description: The port number that is included in the NFS URL must match the port number
that is included with the -port option to mount. If the port numbers do not match, the
mount fails.

Solution: Either change the command to make the port numbers identical or do not specify
the port number that is incorrect. Usually, you do not need to specify the port number with
both the NFS URL and the -port option.

replicas must have the same version
Description: For NFS failover to function properly, the NFS servers that are replicas must
support the same version of the NFS protocol.

Solution: Running multiple versions is not allowed.

replicated mounts must be read-only
Description: NFS failover does not work on file systems that are mounted read-write.
Mounting the file system read-write increases the likelihood that a file could change.

Solution: NFS failover depends on the file systems being identical.

replicated mounts must not be soft
Description: Replicated mounts require that you wait for a timeout before failover occurs.

Solution: The soft option requires that the mount fail immediately when a timeout starts, so
you cannot include the -soft option with a replicated mount.
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share nfs: Cannot share more than one filesystem with 'public’ option
Solution: Use the share command to make sure that only one file system selected to be
shared with the -public option. Only one public file handle can be established per server, so
only one file system per server can be shared with this option.

WARNING: No network locking on hostname:path: contact admin to install server
change
Description: An NFS client has unsuccessfully attempted to establish a connection with the
network lock manager on an NFS server. Rather than fail the mount, this warning is
generated to warn you that locking does not work.

Solution: Upgrade the server with a new version of the OS that provides complete lock
manager support.
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CHAPTER 3

Accessing Network File Systems (Reference)

This chapter describes the NFS commands, as well as the different parts of the NFS
environment and how these parts work together.

“NFS Files” on page 79

“NFS Daemons” on page 82

“NFS Commands” on page 93
“Commands for Troubleshooting NFS Problems” on page 112
“NFS Over RDMA” on page 118

“How the NFS Service Works” on page 119
“How Mirror Mounts Work” on page 140
“How NFS Referrals Work” on page 141
“Autofs Maps” on page 142

“How Autofs Works” on page 147

“Autofs Reference” on page 159

Note - If your system has zones enabled and you want to use this feature in a non-global zone,
see Oracle Solaris 11.1 Administration: Oracle Solaris Zones, Oracle Solaris 10 Zones, and
Resource Management for more information.

You need several files to support NFS activities on any computer. Many of these files are ASCII,
but some of the files are data files. Table 3-1 lists these files and their functions.

TABLE3-1 NFS Files

File Name Function

/etc/default/fs Lists the default file-system type for local file systems.
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TABLE3-1 NFS Files (Continued)

File Name Function

/etc/default/nfslogd Lists configuration information for the NFS server logging daemon,
nfslogd.

/etc/dfs/dfstab Obsolete: Lists the local resources to be shared.

/etc/dfs/fstypes Lists the default file-system types for remote file systems.

/etc/dfs/sharetab Lists the local and remote resources that are shared. See the sharetab(4)

man page. Do not edit this file.

/etc/mnttab Lists file systems that are currently mounted, including automounted
directories. See the mnttab(4) man page. Do not edit this file.

/etc/netconfig Lists the transport protocols. Do not edit this file.

/etc/nfs/nfslog.conf Lists general configuration information for NFS server logging.

/etc/nfs/nfslogtab Lists information for log postprocessing by nfslogd. Do not edit this
file.

/etc/nfssec.conf Lists NFS security services.

/etc/rmtab Lists file systems that are remotely mounted by NFS clients. See the

rmtab(4) man page. Do not edit this file.

/etc/vfstab Defines file systems to be mounted locally. See the vfstab(4) man page.

The firstentry in /etc/dfs/fstypes is often used as the default file-system type for remote file
systems. This entry defines the NFS file-system type as the default.

Only one entry is in /etc/default/fs: the default file-system type for local disks. You can
determine the file-system types that are supported on a client or server by checking the files in
/kernel/fs.

/etc/default/nfslogd File

This file defines some of the parameters that are used when using NFS server logging. The
following parameters can be defined.

CYCLE_FREQUENCY
Determines the number of hours that must pass before the log files are cycled. The default
value is 24 hours. This option is used to prevent the log files from growing too large.

IDLE_TIME
Sets the number of seconds nfslogd should sleep before checking for more information in
the buffer file. This parameter also determines how often the configuration file is checked.
This parameter, along with MIN_PROCESSING_SIZE, determines how often the buffer file
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is processed. The default value is 300 seconds. Increasing this number can improve
performance by reducing the number of checks.

MAPPING_UPDATE_INTERVAL
Specifies the number of seconds between updates of the records in the file-handle-to-path
mapping tables. The default value is 86400 seconds or one day. This parameter helps keep
the file-handle-to-path mapping tables up-to-date without having to continually update the
tables.

MAX_LOGS_PRESERVE
Determines the number of log files to be saved. The default value is 10.

MIN_PROCESSING_SIZE
Sets the minimum number of bytes that the buffer file must reach before processing and
writing to the log file. This parameter, along with IDLE_TIME, determines how often the
buffer file is processed. The default value is 524288 bytes. Increasing this number can
improve performance by reducing the number of times the buffer file is processed.

PRUNE_TIMEOUT
Selects the number of hours that must pass before a file-handle-to-path mapping record
times out and can be reduced. The default value is 168 hours or 7 days.

UMASK
Specifies the file mode creation mask for the log files that are created by nfslogd. The default
valueis 0137.

/etc/nfs/nfslog. conf File

This file defines the path, file names, and type of logging to be used by nfslogd. Each definition
is associated with a tag. Starting NFS server logging requires that you identify the tag for each
file system. The global tag defines the default values. You can use the following parameters with
each tag as needed.

defaultdir=path
Specifies the default directory path for the logging files. Unless you specify differently, the
default directoryis /var/nfs.

log=path/filename
Sets the path and file name for the log files. The defaultis /var/nfs/nfslog.

thtable=path/filename
Selects the path and file name for the file-handle-to-path database files. The default is
/var/nfs/fhtable.

buffer=path/filename
Determines the path and file name for the buffer files. The default is
/var/nfs/nfslog workbuffer.
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logformat=basic|extended
Selects the format to be used when creating user-readable log files. The basic format
produces alog file that is similar to some ftpd daemons. The extended format gives a more
detailed view.

If the path is not specified, the path that is defined by defaultdir is used. Also, you can override
defaultdir by using an absolute path.

To identify the files more easily, place the files in separate directories. Here is an example of the
changes that are needed.

% cat /etc/nfs/nfslog.conf
#ident "@(#)nfslog.conf 1.5 99/02/21 SMI"
#

# NFS server log configuration file.
#

global defaultdir=/var/nfs \
log=nfslog fhtable=fhtable buffer=nfslog workbuffer

publicftp log=logs/nfslog fhtable=fh/fhtables buffer=buffers/workbuffer

In this example, any file system that is shared with Log=publicftp uses the following values:

The default directory is /var/nfs.

= Logfilesarestoredin /var/nfs/logs/nfslog*.

File-handle-to-path database tables are stored in /var/nfs/fh/fhtables.
Buffer files are stored in /var/nfs/buffers/workbuffer.

For procedural information, refer to “How to Enable NFS Server Logging” on page 32.

NFS Daemons
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To support NFS activities, several daemons are started when a system goes into run level 3 or
multiuser mode. The mountd and nfsd daemons are run on systems that are servers. The
automatic startup of the server daemons depends on the existence of at least one NFS share. To
display the current list of NFS shares, run the share -F nfs command. To support NFS file
locking, the lockd and statd daemons are run on NFS clients and servers. However, unlike
previous versions of NFS, in NFS version 4, the daemons lockd, statd, and nfslogd are not
used.

This section describes the following daemons.

= “automountd Daemon” on page 83
= “lockd Daemon” on page 84
= “mountd Daemon” on page 84
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“nfs4cbd Daemon” on page 85
“nfsd Daemon” on page 85
“nfslogd Daemon” on page 86
“nfsmapid Daemon” on page 86
“reparsed Daemon” on page 92
“statd Daem