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This guide provides an end-to-end example for how to use Oracle Enterprise Manager Ops Center.



Introduction

Using Oracle Enterprise Manager Ops Center, you can provision Oracle VM Server for SPARC. The requirements for provisioning are stored as profiles, wrapped in deployment plans, and applied on the target assets.

The version of Oracle VM Server for SPARC that you install depends on the type of server hardware and the firmware version installed. For a list of compatible hardware and software versions, see Related Articles and Resources for Oracle VM Server for SPARC documentation website.

This guide describes how to configure and deploy Oracle VM Server for SPARC 2.1 version.






What You Will Need

You require the following to configure and deploy Oracle VM Server for SPARC:

	
Compatible server hardware discovered in Oracle Enterprise Manager Ops Center


	
Compatible firmware version installed


	
Resource configuration for the Control Domain

Calculate your requirements based on the hardware used. Refer to Oracle Enterprise Manager Ops Center Feature Reference Guide for the recommended configuration for different configuration.


	
OS provisioning profile that captures the requirement of resource configuration of Oracle VM Server for SPARC


	
Deployment plan that wraps the provisioning profile of Oracle VM Server for SPARC


	
An IP address to assign to the operating system






Hardware and Software Configuration

This section defines the hardware and software details for installing Oracle VM Server for SPARC 2.1 version on Sun SPARC Enterprise T5120 Server. The configuration might change according to the hardware and firmware versions that you use.


Hardware Configuration

	
Server Model – Sun SPARC Enterprise T5120 Server


	
Processor – SPARC-SUN4V, Sun, 1165 MHz, 64 Total CPU Threads, 8 Core(s)


	
Memory – 32 GB


	
System firmware – 7.4.0.b
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Software Configuration

	
Use Oracle Solaris 10 9/10 OS to install Oracle VM Server for SPARC 2.1 version. Upload or import the OS image to a storage library in Oracle Enterprise Manager Ops Center.


	
To take advantage of all features of Oracle VM Server for SPARC 2.1, after the installation, install the patch 147307-01 for the T5120 server.











Configuring and Deploying Oracle VM Server for SPARC

Discover the server Sun SPARC Enterprise T5120 server in Oracle Enterprise Manager Ops Center. Refer to the Oracle Enterprise Manager Ops Center Feature Reference Guide for the complete discovery procedure. A discovered server appears in the UI like this.
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The following steps define the procedure to successfully install Oracle VM Server for SPARC 2.1 version:

	
Creating a Provisioning Profile for Oracle VM Server for SPARC


	
Deploying the Plan to Install Oracle VM Server for SPARC









Creating a Provisioning Profile for Oracle VM Server for SPARC

Create an OS provisioning profile that captures the configuration parameters for Oracle VM Server for SPARC.

	
Select the Plan Management section and expand Profiles and Policies.


	
Choose OS Provisioning and click Create Profile in the Actions pane.


	
Enter the following details to identify the profile:

	
Name and description of the profile.


	
Select Oracle VM Server for SPARC as the Subtype.


	
Select the option Create a deployment plan for this profile.
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Click Next to select the OS image and distribution.


	
Select the following parameters in the Specify OSP Parameters step:

	
Select 2.1 as the Oracle VM Server version.


	
Select the OS image from the list. The Oracle Solaris 10 9/10 OS version.


	
Select Entire Distribution Plus OEM Support for the Software Group. Selecting this software group installs the Entire Solaris Software Group plus the additional hardware drivers.
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Click Next to specify the OS setup.


	
Retain the default values for the OS setup parameters. Enter the root password and confirm the password.

Enable Manual Net Boot option when the target system requires a manual net boot operation and the Oracle Enterprise Manager Ops Center cannot perform a remote network boot process. When you select this option, you must initiate the net boot operation when the provisioning job completes on the UI. For more information about this, refer to Oracle Enterprise Manager Ops Center Feature Reference Guide.
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Click Next.


	
You can skip the installation parameters specification to install any JET modules.

The JET modules base_config, custom, and flash are installed by default. If you want to install any additional JET modules, enter a comma-separated list of the modules.

Click Next to specify the Control Domain parameters.


	
Specify the resources that you want to assign to the Control Domain. The remaining resources are available for the logical domains.

The following is a minimum resource configuration for this system:

	
T5120 server is a 8 core service processor. One core is 8 CPU Threads. Therefore, there are total 64 CPU Threads. It is mandatory to allocate 1 Crypto Unit for Control Domain. Each CPU core has one Crypto Unit. Therefore, allocate 8 CPU Threads.


	
The recommended RAM is 2 GB for system RAM between 8 and 16 GB. The server has 32 GB system RAM. Therefore, allocate 4 GB RAM to the Control Domain.
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Select the option Enable Multiplexed I/O so that you can associate block storage libraries such as SAN and iSCSI for storage.

In this example, do not select the option Preserve NVRAMRC values. You can select this option if you want to preserve the user-defined commands that are executed during start-up and that are stored in the NVRAMRC file in the non-volatile RAM (NVRAM). The provisioning job removes the NVRAMRC values.

Click Next to specify the file system layout.


	
The root (/) and a swap file system are defined by default. Click the Add icon to add more file systems. You can also change the file system type to UFS, or ZFS.

[image: Description of ldom_filesys_setup.gif follows]



Click Next to specify the name service.


	
If you have a naming service in place, select the appropriate one and provide the setup details. In this procedure, let us select None for the naming service.

If you have any naming service in your setup, refer to the help in the wizard or the Oracle Enterprise Manager Ops Center Feature Reference Guide for information about specifying the naming services.
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Click Next to specify the network information.


	
Select None as the networking option for Oracle VM Server for SPARC. Click Next to specify the network interface.


	
Select a DHCP-enabled network interface for the boot interface from the list of all managed networks. You can add multiple networks. You must ensure that the control domain and the logical domains are in the same subnet.


	
Select the Address Allocation Method for each network except the boot interface.
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If you select Use Static IP, you must provide the IP address when you apply a plan with this profile so that the IP address can be assigned to the target system after provisioning.


	
If you select Assign By DHCP, then the IP address is automatically assigned from the designated DHCP server.




Click Next.


	
Review the Summary of your selections. Click Finish to create the profile.




The job runs to create the profile. You can view the new profile under OS Provisioning in the Profiles and Policies tree.
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Deploying the Plan to Install Oracle VM Server for SPARC

In the above profile, we selected the option to create a deployment plan automatically using the profile. Expand Deployment Plans in the Navigation pane to view the plan. You can initiate the plan deployment by different ways from the UI. Refer to the Oracle Enterprise Manager Ops Center Feature Reference Guide to know about the different ways to initiate the deployment job.

	
Select the plan from the Deployment Plan list.


	
Right click the plan and select Apply Deployment Plan.

[image: Description of apply_deploy_plan.gif follows]



	
Select one or more assets and add to the target list.
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Select the plan to be applied with minimal interaction as we do not want to change the profile parameters.


	
Supply the network resources. Provide the IP address for Oracle VM Server for SPARC.
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Click Next.


	
In this example, the Oracle VM Server for SPARC is placed in stand-alone mode.
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Click Next.


	
Schedule the provisioning job to run now.


	
Review the summary of the information for provisioning Oracle VM Server for SPARC.


	
Click Apply to start the OS provisioning job.




The provisioning job takes approximately 1 to 2 hours to complete depending on the network and storage capabilities. After the installation, you will see the Oracle VM Server for SPARC in the UI like this under the Assets section.
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What's Next?

After provisioning Oracle VM Server for SPARC, the next step is to create and install logical domains on it. You can refer to Oracle Enterprise Manager Ops Center Feature Reference Guide for a detailed procedure for creating and installing logical domains.



Want to Modify Oracle VM Server Configuration?

You can change the Oracle VM Server for SPARC configuration after provisioning. You can change the following details of the server through the UI:

	
Identification parameters, such as name, description and tags.


	
Oracle VM Server for SPARC configuration parameters, such as CPU Threads, memory, and Crypto units.


	
Attach new networks and associate libraries for storage.









Actions Available

You have the following actions available for managing Oracle VM Server for SPARC on the UI:

	
Reboot the server


	
Change naming service


	
Change NFS4 domain


	
Change remote logging configuration


	
Create logical domains


	
Migrate logical domains




Refer to the Oracle Enterprise Manager Ops Center Feature Reference Guide for more information about managing Oracle VM Server for SPARC using Oracle Enterprise Manager Ops Center.








Related Articles and Resources

The Oracle Enterprise Manager Ops Center 12c documentation is located at http://www.oracle.com/pls/topic/lookup?ctx=oc121.

See the following documentation for more detailed information:

	
Oracle Enterprise Manager Ops Center Feature Reference Guide


	
Oracle VM Server for SPARC 2.1 version documentation at http://docs.oracle.com/cd/E23120_01/index.html


	
Oracle Enterprise Manager Ops Center Administration Guide for information about user roles and permissions.




Other examples are available at http://docs.oracle.com/cd/E27363_01/nav/howto.htm.






Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle Accessibility Program website at http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.


Access to Oracle Support

Oracle customers have access to electronic support through My Oracle Support. For information, visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing impaired.
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