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Preface

Preface

Audience

This documentation is intended for service technicians, field engineers, and other individuals who install, maintain,
and troubleshoot Pillar Axiom storage systems.

You should have the necessary skills and experience in using:

« Computer hardware and its operation.
» Electrostatic discharge (ESD) procedures.

To perform any of the following tasks, you should also have a basic understanding and working knowledge of Pillar
Axiom systems:

» Cable the Storage System Fabric (SSF) and private management interface (PMI) easily.

» Enhance the throughput of an existing system by adding and cabling one or more Slammer storage
controllers into an existing system.

+ Enhance the capacity of an existing system by adding and cabling one or more Brick storage enclosures into
an existing system.

Before You Read This Reference

How This

Being familiar with certain other Pillar Axiom technical documentation helps you succeed in the use of this guide.

In addition to this reference, review the late-breaking information described in the Pillar Axiom Cusfomer Release
Nofes. That information includes important information that was not available at the time this reference was
published, including:

« Slammer and Brick configuration limits

* Network requirements

* Known issues

» Errata for technical documents, including this reference

Reference Is Organized

This reference provides reference information for cabling the Storage System Fabric (SSF), a private interconnect
among the Bricks and Slammers in a Pillar Axiom 500 storage system.

The reference is divided into seven major parts:

* Part | provides an introduction to cabling the private interconnect.

» Part Il provides cabling examples, block diagrams, and port-to-port cabling connections for 1-Slammer
systems configured with serial ATA (SATA) Bricks.

» Part lll provides cabling examples, block diagrams, and port-to-port cabling connections for 2-Slammer
systems configured with SATA Bricks.

« Part IV provides cabling examples, block diagrams, and port-to-port cabling connections for 1 and 2-Slammer
systems configured with Fibre Channel (FC) Bricks.

« PartV provides cabling examples, block diagrams, and port-to-port cabling connections for 3-Slammer systems.
» Part VI provides cabling examples, block diagrams, and port-to-port cabling connections for 4-Slammer systems.
» Part VIl provides three appendixes that provide:

> Connection lists that show required cable swaps when adding additional Slammers to a system.
> Brick limits for different power distribution unit (PDU) and Slammer configurations.
> General cabling rules.

Related Documentation

Table 1 Additional information resources

Description Title Part number
Instructions for installing Pillar Axiom 500 hardware Pillar Axiom 500 Advanced 4420-00082-0400
components into Pillar and non-Pillar racks and for expanding Hardware Installation Guide

these systems by adding Bricks and Slammers.

Removal and insertion instructions for Pillar Axiom 500 FRUs. Pillar Axiom 500 Service Guide 4420-00033-0500
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Access Documentation

Pillar Data Systems technical documentation (including installation, service, cabling, integration, and administration
guides) are available from several sources.

Pillar Axiom GUI

Web sites

Product CD-ROM

After logging in to the AxXiomONE Storage Services Manager on the Pilot, navigate to Support
> Technical Documentation and click on the document of interest.

> Technical documents (http://www.pillardata.com/techdocs)
> Customer support portal (https://support.pillardata.com/login.do)

After logging in to the web site, click on Documents in the left navigation pane, and then click
the appropriate category in the expanded list. Click on the document of interest.

Insert the Technical Documentation CD-ROM that came with your Pillar Axiom storage
system into the CD player in a computer. Open the DocMenu PDF and click on the document
of interest.

Tip: To search all technical documents on the CD-ROM, click the Search all PDFs icon in the
top right corner. In the Search dialog, enter the word or phrase for which you would like to search.

Typographical Conventions

Table 2 Special typography used to mark certain content

Convention Meaning
jtalics Within normal text, words in italics indicate:
» A reference to a book title.
* New terms and emphasized words.
+ Command variables.
monospace Indicates one of the following, depending on the context:
* The name of a file or the path to the file.
* QOutputdisplayed by the system on the command line.
monospace Input provided by an administrator on the command line.
(bold)
> Indicates a menu item or a navigation path in a graphical user interface (GUI). For
example, “Click Storage > Clone LUNs” means to click the Clone LUNs link on the
Storage page in the graphical user interface (GUI).
Pillar Contacts

Table 3 Contacts at Pillar Data Systems

For help with... Contact...
Error messages, usage US and Canada: 877-4PILLAR (1-877-474-5527)
;“S‘;iztéons’ and other support Europe: +800 PILLAR FS (+800 74 55 27 37)

Asia Pacific: +1-408-518-4515

South Africa: +0 800 980 400

Have your system serial number ready.

support@pillardata.com

Customer support portal (https://support.pillardata.com/login.do)
Training (custom or packaged) Training and Education (http://www.pillardata.com/support-education/training/)
Sales and general contact Company contacts (http://www.pillardata.com/company/contact)
information



http://www.pillardata.com/techdocs/
https://support.pillardata.com/login.do
mailto:support@pillardata.com?subject=Help with Error or Usage
https://support.pillardata.com/login.do
http://www.pillardata.com/support-education/training/
http://www.pillardata.com/company/contact
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Pillar Welcomes Your Comments

Pillar is interested in improving its documentation and welcomes your comments and suggestions. You can submit
your comments by emailing us at docs@pillardata.com. Please include the title and part number of your document
with your feedback:

Pillar Axiom 500 SSF Cabling Reference
part number 4420-00085-0400


mailto:docs@pillardata.com?subject=Documentation Improvement Suggestion
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Part I: Introduction to Cabling Pillar Axiom 500 Systems

Part I: Introduction to Cabling Pillar Axiom 500 Systems

SHEET 1

About This Reference

Cautions and Warnings

Hazard signal words conform to the American National Standards Institute (ANSI) 2535.4-1998 meanings.

A Caution Indicates a potentially hazardous situation that, if not avoided, may result in minor or moderate
injury or data loss.

A Warning Indicates a potentially hazardous situation that, if not avoided, could result in death or serious
injury.

_ Indicates an imminently hazardous situation that, if not avoided, will result in death or serious
injury.

Important! To emphasize a point, to remind you of something, or to indicate potential problems in the outcome of
the in-process task.

Supported Hardware Components

Pillar Data Systems supports only Pillar-supplied parts on a Pillar Axiom storage system.

A : Hardware that does not conform to Pillar specifications or is not a Pillar-supplied part voids the
Caution : : ; ) P

warranty and may compromise data integrity. For Pillar hardware specifications, refer to the
Pillar Axiom Service Guide for your system.

About This Reference 10
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Part I: Introduction to Cabling Pillar Axiom 500 Systems

SHEET 2

Introduction to Cabling the Storage System Fabric (SSF)

About Cabling a Pillar Axiom System

Storage System Fabric (SSF) cabling information in this reference supports the following Pillar Axiom 500
configurations:

* 1 Pilot

* 1to 4 Slammers

* 21to 64 Bricks

The collection of Bricks is organized into one or more Brick strings. A sfring is defined as:

A set of Brick storage enclosures connected one to another and to two ports on a particular
Slammer. Any given Brick in a string is connected to an upstream Brick or, for the head of the
string, to two Slammer control units (CUs).

Table 4 defines the maximum Brick configuration for a system. The maximum depends on the number of Slammers
in the system. The maximum configurations are given in terms of width (the number of strings), depth (the number
of Bricks for each string), and the maximum number of Bricks that the system supports.

Table 4 Brick configuration limits

Number of Slammers Maximum number of Maximum number of Bricks in Maximum number of Bricks in
strings a string the system

1 4 8 32

2 8 8 64

3 8 8 64

4 16 8 64

Brick storage enclosures used in Pillar Axiom storage systems can be based on Fibre Channel (FC) or Serial ATA
(SATA) hard disk drive (HDD) technology. These types of Bricks can be mixed within the same system.

Alternatively, SATA Bricks can contain solid state drives (SSDs). SSD and HDD SATA Bricks can be mixed in the
same system. SSD SATA Bricks, however, cannotbe mixed in the same system with FC Bricks.

Important! Contact the Pillar World Wide Customer Support Center for any newly available, time-sensitive
information regarding cabling.

Different Versions of Hardware Components

Pillar Axiom storage systems support several versions of hardware to which the Storage System Fabric (SSF)
cables connect.

SATA RAID controllers are located in Bricks. The cabling of these controllers depends on the version of the controller.

SATA RAID controllers come in two types:
» Version 1 (legacy) controllers have one set of four Fibre Channel (FC) ports and appear in the GUI as type
SATA.
» Version 2 controllers have two pairof FC ports and appear in the GUI as type SATA V2.
Because version 1 and version 2 SATA controllers use different internal communication protocols, these two types
of SATA controller cannot co-exist in the same Brick chassis. In other words, you cannot use a version 2 SATA

controller to replace a legacy version 1 controller. A Pillar Axiom system can, however, contain a mix of version 1
and version 2 SATA Bricks.

Introduction to Cabling the Storage System Fabric (SSF) 11
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Figure 1 SATA RAID controller versions

Legend 1 version 1 SATA controller.

2 Version 2 SATA controller.

3 SATA Bricks.

Note: A Brick contains two homogeneous CUs: Both CUs contain either version 1 or version 2 SATA
RAID controllers.

Additionally, the cabling of the Fibre Channel fabric among the Brick control units (CUs) and the Slammers differs,
depending on the version of SATA controller in the Brick.

Note: This reference provides cabling diagrams and various notes to guide you in the cabling of the different
versions of SATA RAID controllers.

About Cable Labels

The FC cables that provide the pathways for the Storage System Fabric (SSF) are labeled at each end using a
label such as that in the figure below. The label wraps around the cable and sticks to itself in a way that provides a
colored flag with printed information. The printing is duplicated at each end of the label so it can be read from either
side.

Figure 2 FC cable label sample

SLM-1/CU-0 FS-4

BRX-1/CU-0 FC-2
CBL-101

1011890
¢-04 0-NJ/L-Xy4d

¥-S4 0-NJ/L-IN1S

The colored flag identifies the port into which the end of the cable with the label connects. The color of the label
matches the color of the port label on the Slammer or Brick chassis.

The encoding within the colored flag has the following meanings:
* SLM-7is Slammer 1.
» CU-0is control unit 0 of that Slammer.
» FS-4is the port number of that control unit.

The white section of the label contains two pieces of information:
» First line—the port information for the other end of the cable, formatted the same as above. This information
is useful for debugging.
> BRX-1is Brick 1.
> CU-0is control unit 0 of that Brick.
o FC-2is the port number of that control unit.

+ Second line—the cable number. This cable number is the same at both ends of the cable and is useful when
tracing the other end of a loose cable in a cabinet.

Introduction to Cabling the Storage System Fabric (SSF) 12
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SATA Bricks

ing

1-Slammer System Us

Cabling Pillar Axiom 500 Systems Using One Slammer

and SATA Brick Only

The figure below is an example of cabling a Pillar Axiom 500 system. The scheme shown is for a hardware

configuration of one Slammer and six Bricks that use version 1 SATA RAID controllers.

Figure 3 Sample cabling for a 1x6 system (SATA Bricks only)

Sample Wiring Diagram for a 1x6 System Using SATA Bricks

Part II: Cabling Pillar Axiom 500 Systems Using One Slammer and SATA Brick Only

Cabling Example

Part Il
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Part II: Cabling Pillar Axiom 500 Systems Using One Slammer and SATA Brick Only

Notes on the 1x6 SATA Wiring Diagram

To cable version 2 SATA Bricks, use the same port connections as those shown in the diagram.

When cabling the fabric, be aware of the following facts:
* Private interconnect module (PIM) and serial ATA (SATA) RAID controller connections:
> PIMs and SATA RAID controllers both use HSSDC2 (high-speed serial data connection) type connections.
> Version 2 SATA RAID controllers use SFP (small form-factor pluggable) type connections.
> When connecting a version 1 component to a version 2 component, use a hybrid HSSDC2-to-SFP
adapter cable.
+ Cable lengths:
The cable lengths for Slammer-to-Brick connections are 6.56 ft (2.0 m).
> Cable lengths for Brick-to-Brick (FC-1 to FC-2) connections are also 6.56 ft (2.0 m).
Cable lengths for cross connections (FC-0 to FC-3) between Brick control units (CUs) depend on the
Brick type:

®m  Version 1 Bricks: 1.64 ft (0.5 m)
®m  Version 2 Bricks: 3.28 ft (1.0 m)

Cabling Example: 1-Slammer System Using SATA Bricks 14
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SHEET 4

Cabling Block Diagram: A 1-Slammer System

Block Diagram for a 1x32 System Using SATA Bricks

The figure below illustrates the stringing of 32 Bricks in a one-Slammer Pillar Axiom 500 system. The scheme
shown in this figure maps four Brick strings, each string being eight Bricks deep.

Important! The following block diagram is for reference only. Actual cabling information is provided in Table 5.

Figure 4 Cabling block diagram for a 1x32 system (SATA Bricks only)
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For information on the cross connections between the two control units of each Brick, see the FC-0 to FC-3 cross
connections specified in Table 5.

Notes on the 1x32 Block Diagram

+ Single Slammer systems support a maximum of four Brick strings.
* For the Pillar Axiom 500, a string may contain up to eight Bricks.

» The order that Bricks are to be added to a system that has one Slammer storage controller (NAS or SAN) is
illustrated in Figure 4.

* The minimum configuration includes BRX-1 and BRX-2. Add subsequent Bricks so that load imbalance
between Fibre Channel (FC) switches and FC loops is minimized. Add Bricks to strings so that the number of
Bricks in any string differs by no more than two between the longest and the shortest string.

» This reference uses (and Pillar recommends) a Brick scalability strategy that includes the following points:

> First connect all four Brick strings to the Slammers using one Brick before building onto the end of any
string.
> Add additional Bricks using the connectivity illustrated in Figure 4. The cable connections are defined in
the tables beginning with Table 5. See also: Figure 12.
» The cabling scheme illustrated in Figure 4 conforms to the following conventions:

Slammers ® On single Slammer systems, FC-0 on one control unit (CU) connects to FC-2 on the other
CuU.

FC-1 on one CU connects to FS-8 on the other CU.

FS-1, FS-2, FS-3, and FS-4 are used for Brick connections.

On systems with two or more Slammers, FC-0 connects to FS-7.

On systems with two or more Slammers, FC-2 connects to FS-9.

On 3-Slammer systems, FS-4 and FS-5 are reserved for Slammer (FC) to switch connections.

On 3-Slammer and larger systems, FS-6 is reserved for the cascade (switch-to-switch)
connection.

Bricks FC-0 is connected to FC-3 of the opposite CU on the same Brick.

®  FC-1 connects to FC-2 in the same CU of a downstream Brick.
®m  FC-2 connects to a Slammer FS port or to FC-1 in the same CU of an upstream Brick.

» The configuration of systems upgraded in the field may differ somewhat from those built in the factory.

Cabling Block Diagram: A 1-Slammer System 15
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High Density Rack Configuration Using 230 V, 30 A Power

Hardware Component Mapping in Racks Having 230 V, 30 A PDUs

The figure below illustrates a high-density configuration using 230 VAC, 30 A power distribution units (PDUs).

Figure 5 High-density rack configuration with 230 v, 30 A PDUs (1-Slammer system)
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Legend 1 Optional second rack. Cabling is not shown for this rack. To cable this rack, follow the connection specifications in
Table 7.

2 Reserved for second Slammer.

3 Reserved.

4 A minimum of 2 U of clear space is needed between the PDU and the Pilot chassis to allow access to and routing of
power cords.

Notes on Component Mapping within Racks Having 230 VAC, 30 A PDUs

» This configuration may require disruption to service when expanding the system. For example, to add a
second Slammer to the first rack, providing the rack has 12 or fewer Bricks installed, a disruptive upgrade is

High Density Rack Configuration Using 230 V, 30 A Power
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Tip:

required. The second Slammer would be installed in place of BRX-1 and BRX-2. Contact the World Wide
Customer Support Center for detailed instructions in such a scenario.

Two rack units are reserved at the bottom of the rack for PDUs. Running the full rack with two 1 U PDUs
requires 230 VAC, 30 A per circuit. This configuration also requires use of multi-leg power cords, such as a
"Y" cord, to utilize the available space efficiently.

All PDUs mount with the circuit breaker accessible from the back of the rack.

The cable paths that are shown indicate only internal Storage System Fabric (SSF) Fibre Channel (FC)
connectivity. Specific ports are not shown.

This drawing shows an arrangement of Bricks so that the 6.6 ft (2 m) interconnect cables can be utilized
throughout the configuration for all needed connections.

Dress all cables to the right side of the rack (when viewed from the back) to facilitate FRU replacement with a

minimum number of cable disconnections.

High Density Rack Configuration Using 230 V, 30 A Power 17
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SHEET 6

High Density Rack Configuration Using Four PDUs or 3-Phase Power

Hardware Component Mapping in Racks Having Four PDUs or 3-Phase PDUs

The following two figures illustrate high-density configurations using four power distribution units (PDUs) or 3-phase

PDUs.

Figure 6 High-density rack configuration with four PDUs (1-Slammer system)
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Legend 1 Optional second rack. Cabling is not shown for this rack. To cable this rack, follow the connection specifications in Table 5.

2 If you install a second Slammer, install it in place of BRX-32 and the reserved space immediately below.

3 Reserved.

4 A minimum of 2 U of clear space is needed between the PDU and the Pilot chassis to allow access to and routing of

power cords.

High Density Rack Configuration Using Four PDUs or 3-Phase Power

18
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Figure 7 Alternate high-density rack configuration with 3-phase PDUs
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Notes on Component Mapping within Racks Having Four PDUs or 3-Phase PDUs

» 3-phase power distribution units (PDUs) mount with the circuit breaker accessible at the front.

» Four rack units (RU) are reserved at the bottom of the rack for PDUs. These PDUs mount with their circuit
breakers accessible from the back of the rack.

+ If you add a second Slammer, you may need to re-cable the Bricks. Re-cabling is best done with a disruptive

upgrade.

High Density Rack Configuration Using Four PDUs or 3-Phase Power

19



Pillar Data Systems Confidential

Part II: Cabling Pillar Axiom 500 Systems Using One Slammer and SATA Brick Only

SHEET 7

SSF Cable Connection List (Slammer Plus Bricks 1-8)

Cable the Slammer and SATA Bricks 1-8

The table below specifies all Fibre Channel (FC) cables and their connections for the Slammer and the first and

second sets of four SATA Bricks in a 1-Slammer system. All such interconnections are part of the Storage System

Fabric (SSF).

Table 5 FC cable connections for the Slammer and the first and second sets of four SATA Bricks

Slammer-to-Slammer Connections

From: To:

Chassis / CU / Port Chassis / CU / Port
SLM-1/CU-0 FC-1 SLM-1/CU-1 FS-8
N B NECIE NI SLM-1/CU-0 FS-8
SLM-1/CU-1 FC-2
SLM-1/CU-0 FC-2

SLM-1/CU-0 FC-0
SLM-1/CU-1 FC-0

Notes on Cabling SATA Bricks 1-8

Brick Connections

From To Cable

Cable Chassis / CU/ Port Chassis/CU/Port Length

Brick Connections

For BRX-1:
CBL-101 B=NANEEIEINST N BRX-1/CU-0 FC-2 2
CBL-102 SLM-1/CU-1 FS-2 BRX-1/CU-1 FC-2 2
BRX-1/CU-0 FC-0 BRX-1/CU-1 FC-3 0.5

For BRX-2:
CBL-103 SLM-1/CU-0 FS-2 BRX-2/CU-0 FC-2 2
[o={BR 1Y SLM-1/CU-1 BRX-2/CU-1 FC-2 2
BRX-2 / CU-0 BRX-2/CU-1 FC-3 0.5
BRX-2 / CU-1 BRX-2 /CU-0 FC-3 0.5

For BRX-3:
CBL-105 N A EE«TR] BRX-3/CU-0 FC-2 2
CBL-106 pe=1N " B W o VB BRX-3/CU-1 FC-2 2
BRX-3 / CU-0 BRX-3/CU-1 FC-3 0.5
BRX-3 /CU-1 BRX-3/CU-0 FC-3 0.5

For BRX-4:
[olzIE3 v SLM-1/CU-0 BRX-4/CU-0 FC-2 2
CBL-108 g WA Ve BRX-4/CU-1 FC-2 2

BRX-4/CU-1 FC-3 0.5
BRX-4/CU-0 FC-3 0.5

BRX-4 /CU-0
BRX-4 /CU-1

The first set of four Bricks is directly connected fo Slammer FS ports.
The second set of four Bricks is connected to the first set.

For BRX-5:
CBL-109 R CNEeiE] BRX-5/CU-0 FC-2 2
CBL-110 RE.CINEs VB BRX-5/CU-1 2
BRX-5/CU-0 BRX-5/CU-1 0.5
BRX-5/CU-1 BRX-5/CU-0 0.5
For BRX-6:
CBL-111 R33.CraNeiEi] BRX-6 / CU-0 FC-2 2
CBL-112 Q:9.CrARe 15 BRX-6 / CU-1 2
BRX-6 / CU-0 BRX-6/ CU-1 0.5
BRX-6 / CU-1 BRX-6/CU-0 0.5
For BRX-7:
CBL-113 Qz{z3.C<FN s T1HI] BRX-7/CU-0 FC-2 2
[olzIBRRF' BRX-3/CU-1 BRX-7 / CU-1 2
BRX-7 / CU-0 BRX-7 / CU-1 0.5
BRX-7 / CU-1 BRX-7 / CU-0 0.5
For BRX-8:
CBL-115 Qz33.C- W« i) BRX-8 /CU-0 FC-2 2
CBL-116 R0 WES IR BRX-8 / CU-1 2

BRX-8 f CU-1 0.5
BRX-8/CU-0 0.5

BRX-8 / CU-0

BRX-8 / CU-1

\—Install for a 2 Brick System—/

Install for an 3 Brick Syste

* Private interconnect module (PIM) and serial ATA (SATA) RAID controller connections:
> PIMs and SATA RAID controllers both use HSSDC2 (high-speed serial data connection) type connections.

> Version 2 SATA RAID controllers use SFP (small form-factor pluggable) type connections.
> When connecting a version 1 component to a version 2 component, use a hybrid HSSDC2-to-SFP

adapter cable.
» Cable lengths:

> The cable lengths for Slammer-to-Brick connections are 6.56 ft (2.0 m).

SSF Cable Connection List (Slammer Plus Bricks 1-8)

/

Install for a 4 Brick System

Install for a 5 Brick System.

Install for a 6 Brick System

Install for a 7 Brick System

Install for an 8 Brick System

20
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> Cable lengths for Brick-to-Brick (FC-1 to FC-2) connections are also 6.56 ft (2.0 m).

Cable lengths for cross connections (FC-0 to FC-3) between Brick control units (CUs) depend on the
Brick type:

m  Version 1 Bricks: 1.64 ft (0.5 m)
®m  Version 2 Bricks: 3.28 ft (1.0 m)
» The Storage System Fabric (SSF) cabling scheme is based on the following conventions:
Slammers and Bricks (all chassis) are numbered starting with 1.
> Designators within Slammer and Brick chassis are numbered from 0 (zero), as in CU-0, FC-0, and so on.
The Pilot has two CUs: PLT-0 and PLT-1.
» SSF cabling for 1-Slammer systems is based on the following principles:

Slammers: ®  FC-0 connects to FC-2 (on the same Slammer, but opposite CU).
FC-1 connects to FS-8 (on the same Slammer, but opposite CU).
FS-1, FS-2, FS-3, and FS-4 are used for Brick connections.

Bricks: ®  FC-0 connects to FC-3 of the opposite CU on the same Brick.
®  FC-1 connects to a FC-2 of a downstream Brick.
®  FC-2 connects to a Slammer FS port or to FC-1 of an upstream Brick.
» In addition to the FC cables identified in Table 5, install the private management interface (PMI) cables
specified in Table 9.
» To cable additional Bricks into a 1-Slammer system, see Table 6.

SSF Cable Connection List (Slammer Plus Bricks 1-8) 21
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SSF Cable Connection List (Bricks 9-16)

Cable SATA Bricks 9-16

To install these Bricks, install all cables specified in the following tables and in the following order:
1 Table 5: FC cable connections for the Slammer and the first and second sets of four SATA Bricks.

2 The appropriate cables in the table below (depending on the number of Bricks in your configuration).

The table below specifies all Fibre Channel (FC) cables and their connections for the third and fourth sets of four
Bricks. These interconnections extend the Storage System Fabric (SSF).

Table 6 FC cable connections for the third and fourth sets of four SATA Bricks (1-Slammer system)

From To Cable
Cable Chassis / CU/Port Chassis/CU/Port Length (M)
For BRX.9: \é ™~
cBL-117 JELLETINTE NN BRX-9/ CU-0 FC-2 2 =

CBL-118 Q=Le e TEH IR W= 0 BRX-9/CU-1 FC-2 2 ég- %

BRX-9/CU-0 FC-0 BRX-/CU- FC-3 05 gz @
BRX-9/CU-1 FC-0 BRX-9/CU-0 FC-3 0.5 £s 2
J

For BRX-10: s i

CBL-119 JELVEFE TR NSl ERX-10 / CU-0 FC-2 2 = g

CBL-120 =l:e S NN e TS W 2ok B BRX-10 / CU-1 2 % &
BRX-10/CU-0 FC-0 BRX-10/CU-1 05 T = 5
BRX-10/ CU-1 FC-0 BRX-10/CU-0 0.5 J EA

2 3
For BRX-11: E o e

CBL-121 JELVE LR N Sl ERX-11/ CU-0 FC-2 2 T = %

CBL-122 QLY EFEIE W Rl BRY-11 / CU-1 2 8 2 |
BRX-11/CU-0 FC-0 BRX-11/CU-1 05 z = 2
BRX-11/CU-1 FC-0 BRX-11/CU-0 05 £ o @

c £ 5
For BRX-12: : v & ¢

CBL-123 V&I TR NS wR Il BRX-12/ CU-0 FC-2 2 E o= % g

CEL-124 S SIS W IR Il BRX-12 { CU-1 FC-2 2 702 =2 f
BRX-12{ CU-0 FC-0 BRX-12/CU-1 0.5 i = 3z
BRX-12/CU-1 FC-0 BRX-12/CU-0 05 I ﬁ @

m

g 3
The fourth set of Bricks is connacted ta the third sat of Bricks: T =
For BRX-13: ‘%

CBL-125 LV EFE TR N oR Il ERX-13 / CU-0 FC-2 2

CBL-126 LV EFE IR W oS Il ERX-13 / CU-1 FC-2 2
BRX-13/CU-0 FC-0 BRX-13/CU-1 05
BRX-13/CU-1 FC-0 BRX-13/CU-0 05

~
For BRX-14:

e:RFr) BRX-10 / CU-0 BRX-14/ CU-0 FC-2 2

e EE] BRX-10 / CU-1 BRX-14/ CU-1 FC-2 2
BRX-14 CU-0 BRX-14/ CU-1 05
BRX-14 | CU-1 BRX-14/ CU-0 05

-
For BRX-15:

(L] BRX-11/ CU-0 BRX-15/ CU-0 FC-2 2

e EN] BRX-11/CU-1 BRX-15/ CU-1 2
BRX-15/ CU-0 BRX-15/ CU-1 05
BRX-15/ CU-1 BRX-15/ CU-0 0.5

For BRX-16: -

eeEI BRX-12 / CU-0 BRX-16/CU-0 FC-2 2

[e=IRERY BRX-12 / CU-1 BRX-16/ CU-1 2
BRX-16 / CU-0 BRX-16/ CU-1 05
BRX-16 / CU-1 BRX-16/ CU-0 0.5

-~

Notes on Cabling SATA Bricks 9-16

To cable additional Bricks into a 1-Slammer system, see Table 7.

SSF Cable Connection List (Bricks 9-16)

22
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SSF Cable Connection List (Bricks 17-24)

Cable SATA Bricks 17-24

To install these Bricks, install all cables specified in the following tables and in the following order:
1 Table 5: FC cable connections for the Slammer and the first and second sets of four SATA Bricks.
2 Table 6: FC cable connections for the third and fourth sets of four SATA Bricks (1-Slammer system).

3 The appropriate cables in the table below (depending on the number of Bricks in your configuration).

The table below specifies all Fibre Channel (FC) cables and their connections for the fifth and sixth set of four
Bricks. These interconnections extend the Storage System Fabric (SSF).

Table 7 FC cable connections for the fifth and sixth sets of four SATA Bricks (1-Slammer system)

From To Cable
Cable Chassis / CUfPort  Chassis /| CU/Port | Length (M)
For BRX-1T: :1 \i B T T
CBL-133 QG EFEwIR NI BERX-1T [ CU-0 FC-2 2 s E g
CBL-134 VS kFI= IRl BRX-17 / CU-1 FC-2 2 g;; c%.
BRX-17/ CU-0 FC4O BRX-1T/[CU-1 FC-3 0.5 g 'é 5
BRX-17 / CU-1 FC0 BRX-17[CU-0 FC-3 0.5 £ @ EE
/J ‘; dﬂé‘
For BRX-18: k=1 o
CBL-135 Qi GENNwIRI NI BERX-18 | CU-0 FC-2 2 = ':é
CBL-136 Qe St wiREIR N BERX-18  CU-1 FC-2 2 E ﬁ E
BRX-18/ CU-0 FC4O BRX-18/CU-1 FC-3 0.5 J 5 ‘ll.;‘l_‘
BRX-18/CU-1 FC-0 BRX-18/CU-0 FC-3 0.5 =3 g
E &
For BRX-18: £ 8 &
CBL-137 Q=S EFE=IE NIl BRX-19 / CU-0 FC-2 2 E %‘ |
CBL-138 Qe S L wIRE IR N BERX-19 [ CU-1 FC-2 2 E 2 4
BRX-19/CU-0 FC-0 BRX-19/CU-1 FC-3 0.5 E E (,%'
BRX-19/CU-1 FC-0 BRX-18/CU-0 FC-3 0.5 ; "g‘ E
LI A R
For BRX-20: i = 3 3
CBL-139 =RV SEFE=IE NN BRX-20 / CU-0 FC-2 2 T -=I‘§ ﬁ ©
CBL-140 Qe Gl FEwIRE IR N BRX-20 [ CU-1 FC-2 2 ﬁ tc: §
BRX-20/ CU-0 FC0 BRX-20/[CU-1 FC-3 0.5 = E =5
BRX-20 /CU-1 FC0 BRX-20[CU-0 FC-3 05 g =
— £ b=l
The sixth set of Bricks is connected to the fifth set of Bricks: ‘?:;
For BRX-21: T
CBL-141 @it e raEwii] BRX-21 | CU-0 FC-2 2
(o= BRX-17 | CU-1 BRX-21 / CU-1 FC-2 2
BRX-21/CU-0 FC4O BRX-21 [CU1 FC-3 05
BRX-21 / CU-1 BRX-21 | CU-0 FC-3 05
-~
For BRX-22:
CBL-143 gt G EFEwIBNIR N BRX-22 [ CU-0 FC-2 2
CBL-144 :BYEEFRCIR NN BRX-22 | CU-1 FC-2 2
BRX-22 / CU-0 FC-0 BRX-22 | CU1 FC-3 05
BRX-22/CU-1 FC-0 BRX-22[CU-0 FC-3 0.5 A
For BRX-23:
CBL-145 Qb G EFEwIBNI R N BRX-23 [ CU-0 FC-2 2
CBL-146 QR EEFRIR NI E BRX-23 | CU-1 FC-2 2
BRX-23/ CU-0 FC40 BRX-23/CU-1 FC-3 05
BRX-23/CU-1 FC-0 BRX-23/[CU-0 FC-3 0.5 -
For BRX-24:
[w=BEYd BRX-20/ CU-0 BRX-24  CU-0 FC-2 2
(o= ELR BRX-20/ CU-1 BRX-24  CU-1 FC-2 2
BRX-24 | CU-0 BRX-24 | CU1 FC-3 05
BRX-24 | CU-1 BRX-24 | CU-0 FC-3 0.5 o

Notes on Cabling SATA Bricks 17-24

To cable additional Bricks into a 1-Slammer system, see Table 8.

SSF Cable Connection List (Bricks 17-24)
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SSF Cable Connection List (Bricks 25-32)

Cable SATA Bricks 25-32

To install these Bricks, install all cables specified in the following tables and in the following order:
1 Table 5: FC cable connections for the Slammer and the first and second sets of four SATA Bricks.
2 Table 6: FC cable connections for the third and fourth sets of four SATA Bricks (1-Slammer system).
3 Table 7: FC cable connections for the fifth and sixth sets of four SATA Bricks (1-Slammer system).

4 The appropriate cables in the table below (depending on the number of Bricks in your configuration).

The table below specifies all Fibre Channel (FC) cables and their connections for the seventh and eighth set of four
Bricks. These interconnections extend the Storage System Fabric (SSF).

Table 8 FC cable connections for the seventh and eighth sets of four SATA Bricks (1-Slammer system)

From To Cable

Cable Chassis /CU/Port  Chassis/CU/Port Length (M)

For BRX-25: \1 1 Ty Ty Ty T
(o= IS B BRX-21/ CU-0 BRX-25/CU-0 FC-2 2 ﬁ 5
PEBENY BRx-21/ CU-1 BRX-25/ CU-1 FC-2 2 55 ®

BRX-25 / CU-0 BRX-25/ CU-1 FC-3 0.5 B 0
BRX-25 / CU-1 BRX-25/ CU-0 FC-3 05 £a <
A o' g

Far BRX-26: E }
CBL-151 gl e Fiwini] BRX-26 | CU-0 FC-2 2 E g
(o= LYl BRX-22 [ CU-1 BRX-26 | CU-1 FC-2 2 2 E !

BRX-26 { CU-0 BRX-26 | CU-1 FC-3 0.5 r: ‘E.
BRX-26 { CU-1 BRX-26 | CU-0 FC-3 0.5 J g 2
= =]

For BRX-27: EE g E
[oi="EXN BRX-23 / CU-0 BRX-27 / CU-0 FC-2 2 a 9
(eI BRX-23 / CU-1 BRX-27 | CU-1 FC-2 2 £ 2 £

BRX-27 { CU-0 BRX-27 | CU-1 FC-3 0.5 E E a%‘

BRX-27 { CU-1 BRX-27 / CU-0 FC-3 0.5 o 2 =
z - 2z
R o [

For BRX-28: I 8 % 5
[oi="ELN BRX-24 | CU-0 BRX-28 / CU-0 FC-2 2 £ 3 & L%
(o= L BRX-24 [ CU-1 BRX-28 | CU-1 FC-2 2 E = 5

BRX-28 / CU-0 BRX-28 | CU-1 FC-3 0.5 E E E

BRX-28 { CU-1 BRX-28 / CU-0 FC-3 0.5 = -

£ B

The eighth set of Bricks is connected to the seventh set of Bricks: E

For BRX-29: =
CBL-157 el ertFRwisi] BRX-29 | CU-0 FC-2 2
(o= Y BRX-25 / CU-1 BRX-29 | CU-1 FC-2 2

BRX-29 { CLU-0 BRX-29 /CU-1 FC-3 05
BRX-29 f CU-1 BRX-29 / CU-0 FC-3 05
-
For BRX-30:
[ Lt BRX-26 [ CU-0 BRX-30 / CU-0 FC-2 2
[o=IBIV BRX-26 | CU-1 BRX-30/ CU-1 FC-2 2
BRX-30/CU-0 FC-0 BRX-30/CU-1 FC-3 05
BRX-30 / CU-1 BRX-30/ CU-0 FC-3 05
~
For BRX-31:
(o= BRX-27 | CU-0 BRX-31/CU-0 FC-2 2
[oi=R el BRX-27 | CU-1 BRX-31/CU-1 FC-2 2
BRX-31/CU-0 FC-0 BRX-31/CU-1 FC-3 05
BRX-31 7 CU-1 BRX-31/CU-0 FC-3 0.5
-
For BRX-32:
(o= XY BRX-28 | CU-0 BRX-32 | CU-0 FC-2 2
[o=:IBI*Y BRX-28 / CU-1 BRX-32 / CU-1 FC-2 2
BRX-32 { CU-0 BRX-32 | CU-1 FC-3 05
BRX-32 | CU-1 BRX-32 | CU-0 FC-3 0.5 -

Notes on Cabling SATA Bricks 25-32

The current release does not support more than 32 Bricks in 1-Slammer systems.

SSF Cable Connection List (Bricks 25-32) 24
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PMI Cable Connection List and Schematic

Cable the PMI Connections in a 1-Slammer System

The table below specifies all cables and their connections for the private management interface (PMI) in all 1-
Slammer systems, regardless of how many Bricks (SATA or Fibre Channel) are configured.

Table 9 Cable connections for the PMI (1-Slammer system)

Cable

CBL-60
CBL-61
CBL-63
CBL-65

Chassis / CU / Port

PLT-0 ETH-0
PLT-0 ETH-1
PLT-1 ETH-1

SLM-1/CU-0 ETH-1

Chassis / CU / Port

PLT-1 ETH-0
SLM-1/ CU-0 ETH-0
SLM-1/CU-1 ETH-2
SLM-1/ CU-1 ETH-1

In addition to the Ethernet cables, the PMI requires a null modem cable connection between the serial ports of
each Pilot control unit.

Schematic of PMI Ethernet Connections in a 1-Slammer System

The schematic below illustrates the Ethernet connections for the PMI in a 1-Slammer system.

Figure 8 PMI Ethernet schematic (1-Slammer system)

Pilot/PLT-0  \serial / [[ETH-0[ETH-1]|

Slammer-1
Cu-0

@

[[ETH-0[ETH-1]| \Serial / ~ Pilot/PLT-1

[[ETH-0 [ETH-1 [ETH-2 |

Slammer-1
[ ETH-0 | ETH-1 [ ETH-2 ”

Legend 1 serial null-modem cable.

2 Cat-5 Ethernet cables.

PMI Cable Connection List and Schematic

25
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SHEET 12

Cabling Example: 2-Slammer System Using SATA Bricks

Sample Wiring Diagram for a 2x2 System Using SATA Bricks

Figure 9 Sample cabling for a 2-Slammer system (SATA Bricks only)
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The figure below is a conceptual example of cabling a 2-Slammer Pillar Axiom 500 system. The scheme shown is
for a hardware configuration of two Slammers and two version 1 SATA Bricks.
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Legend 1 serial null-modem cable.

Note: The location of these ports on your Pilot control units may differ from this illustration.

2 Cross connect on the port that supports the Intelligent Platform Management Interface (IPMI). These ports are labeled ETH-0.

Cabling Example: 2-Slammer System Using SATA Bricks

This diagram shows the logical connections, not the physical layout of the cables.

26
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Notes on the 2x2 Wiring Diagram for SATA Bricks

Cabling of the Storage System Fabric (SSF) is the same for NAS and SAN Slammers. The Slammers
depicted in Figure 9 are NAS Slammers.

The system configuration shown in Figure 9 uses version 1 SATA RAID controllers. Version 2 SATA
controllers are cabled using the same port connections.

Private interconnect module (PIM) and serial ATA (SATA) RAID controller connections:
> PIMs and SATA RAID controllers both use HSSDC2 (high-speed serial data connection) type connections.
Version 2 SATA RAID controllers use SFP (small form-factor pluggable) type connections.
> When connecting a version 1 component to a version 2 component, use a hybrid HSSDC2-to-SFP
adapter cable.
Cable lengths:
The cable lengths for Slammer-to-Brick connections are 6.56 ft (2.0 m).
> Cable lengths for Brick-to-Brick (FC-1 to FC-2) connections are also 6.56 ft (2.0 m).

> Cable lengths for cross connections (FC-0 to FC-3) between Brick control units (CUs) depend on the
Brick type:

®m  Version 1 Bricks: 1.64 ft (0.5 m)
®m  Version 2 Bricks: 3.28 ft (1.0 m)
Color codes of the Fibre Channel (FC) cables in Figure 9 are determined as follows:
Slammer FC-xto FS-y cable color coding follows the lowest SLM-a, CU-b port color.
> The illustration shows a Pilot, two Slammers, and two Bricks.

This drawing shows only the internal cabling among the units included in the illustration. A working Pillar
Axiom system would have additional connections for the following components:

® Power

m  Customer host system (up to 32, depending on the type of network interface module used and the
number of Slammers)

Management Ethernet connections to customer equipment (two)
®m  Brick FC connections (up to 64) to support the Storage System Fabric (SSF)

Cabling Example: 2-Slammer System Using SATA Bricks 27
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Cabling Block Diagram: A 2-Slammer System

Block Diagram for a 2x64 System Using SATA Bricks

The figure below illustrates the stringing of 64 Bricks in a 2-Slammer Pillar Axiom 500 system. The stringing
scheme maps eight Brick strings, each string being eight Bricks deep.

Important! This illustration is for reference only. Actual cabling information begins with Table 12.

Figure 10 Cabling block diagram for 2x64 systems (SATA Bricks only)

orunanohmm?_: mwh-uac}
LR L RN L N ] w |7 LN LT R R @0
[y i i i ) i i i i 8 g [l frg vy i g e
Slammer-2 / CU-0 Slammer-2 / CU-1
- HERREE B = A P A EEREE B
i i i il il il i e - il i i iy il I il il il il B
\ T T S T o ey g N
cuo i Bricks 9, 17, 25,
cul 33,41, 49, 57
N g Ry Ny N T T T T Iy Ny
h O s Bricks 13, 21, 29,
cut 37, 45, 53, 61
cuo Brick-2 Bricks 10, 18, 26,
\ U1 34,42, 50, 58
T 1T Sl I Bricks 14, 22, 30,
A cut 38, 46, 54, 62
N A e N, N L N e N, N
- g . YO arcies Bricks 11, 19, 27,
\ : 43, 51
A cul 35,43, 51,59
.\‘\. AT T AT T T
cuo Brick.7 Bricks 15, 23, 31,
Ut 39, 47, 55, 63
T 1T cuo Brick Bricks 12, 20, 28,
4,52,
N cul 36,44, 52, 60
i cuo Brick-8 Bricks 16, 24, 32,
N Ut 40, 48, 56, 64

For information regarding the cross connections between the two control units of each Brick, see the FC-0 to FC-3
cross connections specified in Table 12.

Notes on the 2x64 Block Diagram for SATA Bricks

+ 2-Slammer systems contain at most eight Brick strings. For the Pillar Axiom 500, a string may contain up to
eight Bricks.

» Add Bricks to strings so that the number of Bricks in any string differs by no more than two between the
longest and the shortest string.

» Figure 10, shows the order that Bricks are to be added to a system that has two Slammer storage controllers
(NAS or SAN) and up to 64 Bricks.

* The entire Storage System Fabric (SSF) uses 2 Gb Fibre Channel (FC) patch cables throughout.

» Large 2-Slammer systems require up to four racks. Here are two examples:

Table 10 Rack space requirements for a 16-Brick system: 54 U (two racks)

Component Height (rack units) Quantity Rack space
Pilot 2 1 2

Slammer 4 2 8

Brick 2 16 32

PDU 1 8 8
Clearance 2 2 4

Cabling Block Diagram: A 2-Slammer System 28
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Table 11 Rack space requirements for a 32-Brick system: 92 U (three racks)

Component Height (rack units) Quantity Rack space
Pilot 2 1 2

Slammer 4 2 8

Brick 2 32 64

PDU 1 12 12
Clearance 2 3 6

+ Pillar Data Systems recommends a Brick scalability strategy that includes the following points:
> First connect all eight Brick strings to the Slammers with one Brick before building onto the end of any
string.
> Add additional Bricks using the connectivity illustrated in Figure 10 and defined in the tables beginning
with Table 12.

See also: Figure 12: Generalized cascade of three SATA Bricks.
» This arrangement of Slammer-to-Bricks connections satisfies the following criteria:
> Each Brick has one connection to the first Slammer and one connection to the second Slammer.
Brick CU-0 ports are connected to Slammer CU-0 ports. Brick CU-1 ports are connected to Slammer
CU-1 ports.
For each Brick, the two Slammer connections use the same Slammer port number but on opposite CUs.
> Load across Slammer CUs is balanced as Bricks are added to the system.
» The configuration of systems upgraded in the field may differ somewhat from those built in the factory.

Pillar Data Systems Confidential

Cabling Block Diagram: A 2-Slammer System
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Cable Connection List (Slammers Plus Bricks 1-8)

Cable the Slammers and SATA Bricks 1-8

The table below specifies all Fibre Channel (FC) cables and their connections for the two Slammers and the first
set of eight Bricks. All such interconnections are part of the Storage System Fabric (SSF).

Table 12 FC cable connections for two Slammers and the first set of eight SATA Bricks

Slammer-to-Slammer Connections

From: To:
Chassis/ CU /Port  Chassis / CU / Port

SLM-1/CU-0 FC-0
CIR R FR VR SR SLM-1/CU-1 FS-8
ST R RSV eS8 SLM-2 / CU-1 FS-9

SLM-1/CU-0 FS-8
SLM-2 /CU-0 FS-9

SLM-2/CU-0 FC-0
IR SRR e iy SLM-2 / CU-1 FS-8
SN B R RN et SLM-1/CU-0 FS-9

SLM-2/CU-0 FS-8
SLM-1/CU-1 FS-9

Notes on Cabling SATA Bricks 1-8

 Install all cables specified, depending on the number of Bricks in the system.

 Private interconnect module (PIM) and serial ATA (SATA) RAID controller connections:
> PIMs and SATA RAID controllers both use HSSDC2 (high-speed serial data connection) type connections.
> Version 2 SATA RAID controllers use SFP (small form-factor pluggable) type connections.

> When connecting a version 1 component to a version 2 component, use a hybrid HSSDC2-to-SFP

adapter cable.
+ Cable lengths:

Brick Connections

For BRX-1:

For BRX-2:

For BRX-3:

For BRX-4:

For BRX-5:

For BRX-6:

For BRX-7:

For BRX-8:

From: To:
Chassis /CU /Port  Chassis / CU / Port

IR REEEIRIRE T BRX-1/CU-0 FC-2
GNP RE TR ST BRX-1/CU-1 FC-2
BRX-1/CU-0 FC-0 BRX-1/CU-1 FC-3
BRX-1/CU-1 FC-0 BRX-1/CU-0 FC-3

1R PR IR ST BRX-2 / CU-0 FC-2
IR REEE TR ST BRX-2 / CU-1 FC-2
BRX-2/CU-0 FC-0 BRX-2/CU-1 FC-3
BRX-2/CU-1 FC-0 BRX-2/CU-0 FC-3

\—Install for a 2 Brick System—/

Install for an 3 Brick Syste

I REEEIEIR SR BRX-3 /CU-0 FC-2
1N R IR Rl BRX-3 /CU-1 FC-2
BRX-3/CU-0 FC-0 BRX-3/CU-1 FC-3
BRX-3/CU-1 FC-0 BRX-3/CU-0 FC-3

Install for a 4 Brick System

Install for a 5 Brick System

B NEEIRN SR BRX-4 /CU-0 FC-2
SN A NI IR SR BRX-4/CU-1 FC-2
BRX-4/CU-0 FC-0 BRX-4/CU-1 FC-3

BRX-4/CU-1 FC-0 BRX-4/CU-0 FC-3

SLM-1/CU-0 FS-2 BRX-5/CU-0 FC-2
SLM-2 /CU-1 FS-2 BRX-5/CU-1 FC-2

BRX-5/CU-0 FC-0 BRX-5/CU-1 FC-3
BRX-5/CU-1 FC-0 BRX-5/CU-0 FC-3

SLM-2/CU-0 FS-2 BRX-6/CU-0 FC-2
SLM-1/CU-1 FS-2 BRX-6/CU-1 FC-2

BRX-6/CU-0 FC-0 BRX-6/CU-1 FC-3
BRX-6 /CU-1 FC-0 BRX-6/CU-0 FC-3

SRR ERCIRIR 2B 8 BRX-7 / CU-0 FC-2
1R PR IR BBl BRX-7 / CU-1 FC-2
BRX-7 /CU-0 FC-0 BRX-7/CU-1 FC-3

BRX-7 /CU-1 FC-0 BRX-7/CU-0 FC-3

S8 REE TSN STl BRX-8 / CU-0 FC-2
SIS EPEE IR ST BRX-8/CU-1 FC-2

BRX-8 /CU-0 FC-0 BRX-8/CU-1 FC-3
BRX-8/CU-1 FC-0 BRX-8/CU-0 FC-3

> The cable lengths for Slammer-to-Brick connections are 6.56 ft (2.0 m).
- Cable lengths for Brick-to-Brick (FC-1 to FC-2) connections are also 6.56 ft (2.0 m).
> Cable lengths for cross connections (FC-0 to FC-3) between Brick control units (CUs) depend on the

Brick type:

®m  Version 1 Bricks: 1.64 ft (0.5 m)
®m  Version 2 Bricks: 3.28 ft (1.0 m)
» The Storage System Fabric (SSF) cabling scheme is based on the following conventions:

Cable Connection List (Slammers Plus Bricks 1-8)

Install for a 6 Brick System

Install for a 7 Brick Systerm

30

Install for an 8 Brick System




Pillar Data Systems Confidential

Part Ill: Cabling Pillar Axiom 500 Systems Using Two Slammers and SATA Bricks Only

> Slammers and Bricks (all chassis) are numbered starting with 1.

Designators within Slammer and Brick chassis are numbered starting from 0 (zero), as in CU-0, FC-0,

and so on.
The Pilot has two control units (CUs): PLT-0 and PLT-1.

« SSF cabling in 2-Slammer systems is based on the following principles:
Slammers:

FC-0 in one Slammer connects to FS-7 in the other Slammer. See Table 12.
FC-1 connects to FS-8 in the opposite CU in the same Slammer.
FC-2 in one Slammer connects to FS-9 in the other Slammer. See Table 12.
For version 2 Slammers, FC-3 connects to FS-10.
FS-1, FS-2, FS-3, and FS-4 are used for Brick connections.
The following connections are reserved for configurations of more than two Slammers:
0 FS-4 and FS-5 are reserved for Slammer FC-to-switch connections in 3- and 5-Slammer
configurations.
O FS-6 is reserved for the cascade (switch-to-switch) connection in 3-Slammer and larger
configurations.

Bricks:

FC-0 connects to FC-3 of the opposite CU in the same Brick.
FC-1 connects to FC-2 in the same CU of a downstream Brick.
FC-2 connects to a Slammer FS port or to FC-1 in the same CU of an upstream Brick.

+ In addition to the FC cables identified in Table 12, install the private management interface (PMI) Ethernet
cables specified in Table 17.

» To cable additional Bricks into a 2-Slammer system, see Table 13.

Cable Connection List (Slammers Plus Bricks 1-8)
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SSF Cable Connection List (Bricks 9-16)

Cable SATA Bricks 9-16

To install these Bricks, install all cables specified in the following tables and in the indicated order:
1 Table 12: FC cable connections for two Slammers and the first set of eight SATA Bricks.

2 The appropriate cables in the table below (depending on the number of Bricks in your configuration).

The table below specifies all Fibre Channel (FC) cables and their connections for the second set of eight Bricks. All
such interconnections are part of the Storage System Fabric (SSF).

Table 13 FC cable connections for the second set of eight SATA Bricks (2-Slammer system)

From To
Chassis { CU / Port | Chassis / CU { Port

For BRX-9:

[ UNEWIE RN BRX-9/CU-0 FC-2 2
A NEwIRN RN BRX-0/CU-1 FC-2
BRX-9/CU-0 FC0 BRX-#8/CUA FC-3 0.5
BRX-9/CU-1 FC0 BRX-9/CU-0 FC-3 0.5

Install fora &
Brick Systam

Far BRX-10:

Brick System

[=0F=1
it
\—Inslall for an 11 Brick Systa

Install for a 10

ERX-10/CU-0 FC-2 2
ERX-10/CU-1 FC-2 2
BRX-10/CU-1 FC-3
BERX-10/ CU-0

BRX-2 | CU-0 FC-1
BRX-2 / CU-1 FC-1
BRX-10/CU-0 FC-0
BRX-10/CU-1 FC-0

Install far a 12 Brick Syste

For BRX-11: g
VIRl BRX-11/CU-D FC-2 2 &
CLVENE IR RN BRX-11/CU-1 FC-2 2 % |
BRX-11/CU-0 FC-0 BRX-11/CUA FC-3 5 &
BRX-11/CU-1 FC-0 BRX-11/CU-0 o %
= ™
For BRX-12: £ £ £
LYEYESTENEN BRX-12/CU-D FC-2 2 E = £
BRX-4/CU-1 FC-1 it P I RN 2 £ = 7 &
BRX-12/CU-0 FC-0 BRX-12/CUA FC-3 0.5 'g E é
BRX-12/ CU-1 FC-0 BRX-12/CU-0 0.5 T e @
E ® B
B 5]
For BRX-13: =
BRX-5/ CU-0 FC-1 Lt GETRI o) 2 £ s
CEVEFIIERS BN ERX-13 / CU-1 FC-2 2 =
BRX-13/CU-0 FC-0 BRX-13/CU-1 FC-3 0.5 B
BRX-13/ CU-1 FC-0 BRX-13/CU-0 FC-3 0.5 T
-
For BRX-14:
BRX-6/ CU-0 FC-1 Lt GERRIE o) 2
BRX-6/ CU-1 FC-1 Lt Al Il o 2
BRX-14 / CU-0 FC-0 BRX-14/CU-4 FC-3 0.5
BRX-14 / CU-1 FC-0 BRX-14/CU-0 FC-3 0.5
-
For BRX-15:
(L E ARl BRX-15/ CU-0 FC-2 2
BRX-T | CU-1 FC-1 et AN o] 2
BRX-15/ CU-0 FC-0 BRX-15/CU4 FC-3 0.5
BRX-15/ CU-1 FC-0 BRX-15/CU-0 FC-3 0.5
-
For BRX-16:
IRl ERX-16 | CU-0 FC-2 2
BRX-8/ CU-1 FC-1 et AN e 2
BRX-16 / CU-0 FC-0 BRX-16/CU4 FC-3 0.5
BRX-16/ CU-1 FC-0 BRX-16/ CU-0 FC-3 0.5
-

Notes on Cabling SATA Bricks 9-16

To cable additional Bricks into a 2-Slammer system, see Table 14.

SSF Cable Connection List (Bricks 9-16) 32
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Cable Connection List (Bricks 17—-24)

Cable SATA Bricks 17-24

To install these Bricks, install all cables specified in the following tables and in the indicated order:
1 Table 12: FC cable connections for two Slammers and the first set of eight SATA Bricks.
2 Table 13: FC cable connections for the second set of eight SATA Bricks (2-Slammer system).

3 Depending on the number of Bricks in your configuration, the appropriate cables in the table below.

The table below specifies all Fibre Channel (FC) cables and their connections for the third set of eight Bricks. All
such interconnections are part of the Storage System Fabric (SSF).

Table 14 FC cable connections for the third set of eight SATA Bricks (2-Slammer system)

From To
Chassis { CU / Port  Chassis / CU / Port

For BRX-17: T e Tl Tl e
LRl BRX-17/CU-0 FC-2 2 ~E
BRX-9/CU-1 FC-1 WG rAIA IR 2 Ei
BRX-17 / CU-0 FC-0 BRX-17 | CU-1 05 Ed |2 E
BRX-17 | CU-1 FC-0 BRX-17 /CU-0 05 EE (g
Ea 2o 2
For BRX-18: B2 a
Bl N Rl BRX-18/CU-0 FC-2 2 = i
BRX-10 / CU-1 FC-1 G QLTI IR ) 2 a a"i
BRX-18 | CU-0 FC-0 BRX-18  CU-1 0.5 T @
BRX-18 | CU-1 FC-0 BRX-18/CU-0 05 . E E
= E
For BRX-19: z 8 3
I Rl BRX-19/ CU-0 FC-2 2 = B 2
BRX-11/ CU-1 FC-1LE SR BN 2 J s £ L
BRX-19 / CU-0 FC-0 BRX-19/CU-1 FC-3 0.5 2 O 2
BRX-19 / CU-1 FG-0 BRX-19/CU-0 FG-3 05 I o &
5 & £
For BRX-20: E £ *gi
RN Rl BRX-20/ CU0 FC-2 2 [ N B L
CVREIT RN R BRY-20  CU-1 2 s & 5
BRX-20/ CU-0 FC-0 05 = @ =
BRX-20 | CU-1_FC-0 05 I 5 %
5 il
For BRX-21: E =
BRX-13 / CU-0 FC-1[E e NRR I o) 2 QEQ |
SV RENI RN e8] ERX-21 / CU-1 FC-2 2 T e
BRX-21/ CU-0 FC-0 BRX-21/CU-1 FC-3 0.5 =
BRX-21 /| CU-1 FC-0 BRX-21/CU-0 FC-3 05 g
-
For BRX-22:
BRX-14 / CU-0 FC-1[[E Ve Rn i ol 2
SV RETI RN o8] ERX-22 / CU-1 FC-2 2
BRX-22 | CU-0 FC-0 BRX-22/CU-1 FC-3 0.5
BRX-22 | CU-1 FC-0 BRX-22/CU-0 FC-3 05
-
For BRX-23:
RG] BRX-23 / CU-0 FC-2 2
S RITTIE N R] BRY-23 [ CUA FC-2 2
BRX-23/ CU-0 FC-0 BRX-23/CU-1 FC-3 0.5
BRX-23/CU1 FC-0 BRX-23/CU0 FC3 05
—
For BRX-24:
RNl BRX-24 / CU-0 FC-2 2
S RIATIE W] BRY-24 [ CUA FC-2 2
BRX-24 / CU-0 FC-0 BRX-24/CU-1 FC-3 0.5
BRX-24 | CU1 FC-0 BRX-24/CU-0 FC3 05
-

Notes on Cabling SATA Bricks 17-24

To cable additional SATA Bricks into a 2-Slammer system, see Table 15.

Cable Connection List (Bricks 17-24)
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Cable Connection List (Bricks 25 and Up)

Cable SATA Bricks 25-32

To install these Bricks, install all cables specified in the following tables and in the indicated order:
1 Table 12: FC cable connections for two Slammers and the first set of eight SATA Bricks.
2 Table 13: FC cable connections for the second set of eight SATA Bricks (2-Slammer system).
3 Table 14: FC cable connections for the third set of eight SATA Bricks (2-Slammer system).

4 Depending on the number of Bricks in your configuration, the appropriate cables in the table below.

The table below specifies all Fibre Channel (FC) cables and their connections for the fourth set of eight SATA
Bricks. All such interconnections are part of the Storage System Fabric (SSF).

Table 15 FC cable connections for the fourth set of eight SATA Bricks (2-Slammer system)

From To

Chassis ( CU { Port | Chassis | CU / Port
For BRX-25: T T T el e
CIPERIIAINNE] BRX-25/ CU-0 FC-2 2 a
(VST IEIRW IR BRX-25/ CU-1 FC-2 2 © 2
BRX-25/CU-0 FC-0 BRX-25/CU-1 FC-3 05 2q 8¢
BRX-25/ CU-1 FC-0 BRX-25/CL-0 FC-3 05 23|I
£m [& a i
For BRX-26: g 2 @
TSI Nes] ERX-26/CU-0 FC-2 2 = i
VEENIENCWB| ERX-26/ CU-1 FC-2 2 o ﬁ
BRX-26 / CU-0 FC-0 BRX-26/CU-1 FC-3 05 LR
BRX-26 / CU-1 FC-0 BRX-26/CL-0 FC-3 05 . ° E
= E
For BRX-27: e g,; £
B Bes] BRX-27/CU-0 FC-2 2 = 5 ®
BRX-18 ] CU-1 FC-1: 0@ dRe I I ] 2 = il L
BRX-27 / CU-0 FC-0 BRX-27/CU-1 FC-3 05 e @ 2
BRX-27/ CU-1 FC-0 BRX-27/CL-0 FC-3 05 b E‘
= X E
For BRX-28: % "E §
eI Baeh] BRX-28 / CU-0 FC-2 2 E S @ L
CIVEITIIEN | BRX-28 / CU-1 FC-2 2 5 &£ =
BRX-28 / CU-0 FC-0 BRX-28/CU-1 FC-3 05 = @ =
BRX-28  CU-1 FC-0 BRX-28/CL-0 FC-3 05 [ E 5
T s
For BRX-29: = o
S Ns] BRX-20 / CU-0 FC-2 i 7 w
IV EINT RN R BRX-20 / CU-1 FC-2 2 T £
BRX-29 / CU-0 FC-0 BRX-29/ CU-1 FC3 05 B
BRX-29 / CU-1 FC-0 BRX-29/ CU-0 FC-3 05 =
-
For BRX-30:
BRX-22/ CU-0 FC-1[:GEE JARIN v 2
=l S FEW IR W SR BRX-30 / CU-1 FC-2 2
BRX-30 / CU-0 FC-0 BRX-30/CU-1 FC-3 05
BRX-30 / CU-1 FC-0 BRX-30/CU-0 FC-3 05
-
For BRX-31:
TR B o] BRX-31 / CU-0 FC-2 2
VG YN IE W e8| BRX-31 / CU-1 FC-2 2
BRX-31 / CU-0 FC-0 BRX-31/CU-1 FC-3 05
BRX-31 / CU-1 FC-0 BRX-31/CU-0 FC-3 05
—
For BRX-32:
eI o] BRX-32 / CU-0 FC-2 2
VST TR N R BRX-32 / CU-1 FC-2 2
BRX-32 | CU-0 FC-0 BRX-32/CU-1 FC3 05
BRX-32 / CU-1 FC-0 BRX-32/CU-0 FC-3 0.5
-

Notes on Cabling SATA Bricks 25-32

2-Slammer systems support configurations of up to 64 Bricks. To cable additional SATA Bricks into a 2-Slammer
system, continue cabling them using the pattern illustrated in Table 16.

Cabling Configurations of More Than 32 SATA Bricks

Table 16 Cabling configurations having more than 32 SATA Bricks

To cable this Brick... Connect it to this Brick... To cable this Brick... Connect it to this Brick...

BRX-33 BRX-25 BRX-49 BRX-41

Cable Connection List (Bricks 25 and Up)
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Table 16 Cabling configurations having more than 32 SATA Bricks (continued)

To cable this Brick... Connect it to this Brick... To cable this Brick... Connect it to this Brick...
BRX-34 BRX-26 BRX-50 BRX-42
BRX-35 BRX-27 BRX-51 BRX-43
BRX-36 BRX-28 BRX-52 BRX-44
BRX-37 BRX-29 BRX-53 BRX-45
BRX-38 BRX-30 BRX-54 BRX-46
BRX-39 BRX-31 BRX-55 BRX-47
BRX-40 BRX-32 BRX-56 BRX-48
BRX-41 BRX-33 BRX-57 BRX-49
BRX-42 BRX-34 BRX-58 BRX-50
BRX-43 BRX-35 BRX-59 BRX-51
BRX-44 BRX-36 BRX-60 BRX-52
BRX-45 BRX-37 BRX-61 BRX-53
BRX-46 BRX-38 BRX-62 BRX-54
BRX-47 BRX-39 BRX-63 BRX-55
BRX-48 BRX-40 BRX-64 BRX-56
See also:

Figure 10: Cabling block diagram for 2x64 systems (SATA Bricks only).

Figure 12: Generalized cascade of three SATA Bricks.

Cable Connection List (Bricks 25 and Up)
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PMI Cable Connection List and Schematic

Cable the PMI Connections in a 2-Slammer System

The table below specifies all Ethernet cables and their connections for the private management interface (PMI) in

all 2-Slammer systems, regardless of how many Bricks are configured.

Table 17 Ethernet cable connections for PMI (2-Slammer system)

From chassis / CU / port To chassis / CU / port
PLT-0 ETHO PLT-1 ETHO

PLT-0 ETH1 SLM-1/CU-0/ETHO
PLT-1 ETH1 SLM-2/CU-1/ETH2

SLM-1/CU-0/ETH1

SLM-1/CU-1/ETH1

SLM-1/CU-0/ETHZ2

SLM-2/CU-0/ETHO

SLM-1/CU-1/ETH2

SLM-2/CU-1/ETHO

SLM-2/CU-0/ETH1

SLM-2/CU-1/ETH1

SLM-2/CU-0/ETH2

SLM-1/CU-1/ETHO

In addition to the Ethernet cables, PMI requires a null modem cable connection between the serial ports of each

Pilot control unit.

Schematic of PMI Ethernet Connections in a 2-Slammer System

The schematic below illustrates the Ethernet connections for the private management interface (PMI) in a 2-

Slammer system.

Figure 11 PMI Ethernet schematic (2-Slammer system)

0@

Pilot/PLT-0  \serial / [[ETH-0 [ETH-1]|

I ETH 0 [ETH-1 || \Senal/ Pilot / PLT-1

Slammer-1 [
CU-0 [ETH-0[ETH-1[ETH-2 |

Slammer-1
I ETH 0] ETH 1] ETH 2 ” CU-1

Slammer-2 ( (
[[ETH-0 [ETH-1 [ETH-2 |
N

“ETHO|ETH1 [ETH-2 |

Legend 1 serial null-modem cable.

2 Cat-5 Ethernet cables.

PMI Cable Connection List and Schematic
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Schematic of a SATA Brick Cascade (String)

Diagram of Stringing SATA Bricks

The figure below illustrates the general scheme to cascade (or string) SATA Bricks (N can have a value from 1 to 8).

Figure 12 Generalized cascade of three SATA Bricks

Slammer CU-0

Slammer CU-1

Brick N cu-0 cuU-1
| FC-1 | | FC-0 | | FC-3 | | FC-0 | | FC-3 | | FC-1 |
__ - __ T o
: ________ Fcz | : ________ Fcz |
| |
Brick N+8 : cu-0 : cu-1
| |
'l| et | [reo | [ TFes H| Feo | | FC]:‘-‘J | [Fet ]
T 7
: ________ Fcz | : ________ Fc2z |
| |
Brick N+16 : cu-0 : cu-1
| |
'l| Fe1 | [0 | [ Fes |{| Feo | FC]:‘-‘J | [Fot ]
T 7

Notes on Stringing Bricks

This schematic applies onlyto SATA Bricks. For a schematic showing an intermix of SATA and Fibre Channel (FC)

Bricks, see:

» Figure 13: Sample cabling for 1x4 systems with FC Bricks.

+ Figure 16: Sample cabling for an FC RAID Brick, an FC Expansion Brick, and two SATA Bricks.

Schematic of a SATA Brick Cascade (String)
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Cabling Example: 1-Slammer System Using FC Bricks

Sample Wiring Diagram for a 1x4 System Using Fibre Channel Bricks

The figure below is a conceptual example of cabling Fibre Channel (FC) Brick storage enclosures. It defines the
Slammer-to-Brick connections and the Brick-to-Brick connections required to connect FC Bricks to a Slammer. This
principle applies regardless how many Slammers comprise the Pillar Axiom system.

Figure 13 Sample cabling for 1x4 systems with FC Bricks

0000 0000 0000 ]l ©o00 0000 0000
z S99 Q000 — Q000 S990 Q000 — 0000 2
o 0000 () 0000 || 0000 0000 () 0000 || 0000 &
o~ In]
v v
® ©
o m
) 2
Q o
3 N
> N X
x x
[11] m
- o
3 3
3 5
o '
3 %
0 ql o
O 0000 0000
kol o
: 0000 [P 00C0o '
E () 0000 || oCTo 3
% %
: P O :
- v s
_’

q oo I:I \_(EIT i_'r EQT D g
8 FS FS FS FS FS FS FS ) __LI
z (6] 2] )] T
- FC S Fo EX S

3 [ (o) (1) (2] O 2] ) 3
g oo I:I D J ;
o FS FS FS FS FS FS FS g o
- SpEEnmEl|) -
- FCIFS FS FS5 FC TFC |
@ | EIRERRER] KN @

Legend 1 Typical FC Expansion Brick.

2 Typical FC RAID Brick.

Notes on the 1x4 Wiring Diagram for FC Bricks

» Figure 13 shows the logical connections, not the physical layout of the cables.

» The Slammer depicted in Figure 13 is a NAS Slammer. Storage System Fabric (SSF) cabling is the same for
NAS and SAN Slammers. Also, a Pilot management controller is not shown but is needed to complete the
Pillar Axiom system.

» Brick strings consist of SATA Bricks, FC Bricks, or a combination of the two. FC RAID Bricks can exist alone
or be paired with one FC Expansion Brick.

+ FC RAID Bricks are identified with a tag such as BRX-n. The n value indicates the order of adding this FC
Brick to the system, when counting all FC RAID and SATA Bricks on the system.

Cabling Example: 1-Slammer System Using FC Bricks 38
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FC Expansion Bricks are designated as BRX-En. The nvalue indicates the order of adding the Brick to the
system, when counting all Expansion Bricks on the system.

Color codes of the FC cables in Figure 13 are defined as follows:
Slammer FC-xto FS-y cable color coding follows the lowest SLM-a, CU-b port color.
> PNet cables are gray.

Figure 13 shows only the internal cabling among the units included in the illustration. A working Pillar Axiom
system would have additional connections for the following components:
> Power.
> Customer host system.
Private management interface (PMI) Ethernet connections to the Pilot.
> Management Ethernet connections to customer equipment.
Additional Brick FC connections to support the Storage System Fabric (SSF).
Slammer-to-Slammer and Slammer-to-Pilot connections are defined beginning in the following sections:
> Cabling Example: 1-Slammer System Using SATA Bricks.
> Cabling Example: 2-Slammer System Using SATA Bricks.

Cabling Example: 1-Slammer System Using FC Bricks

39



Pillar Data Systems Confidential

Part IV: Cabling Pillar Axiom 500 Systems Using One or Two Slammers and FC Bricks

SHEET 21

Cabling Block Diagram: A 1-Slammer System Using FC Bricks

Block Diagram for a 1x8 System Using Fibre Channel Bricks

The figure below illustrates the stringing of eight Fibre Channel (FC) Bricks in a 1-Slammer Pillar Axiom
500 system. The stringing scheme maps four Brick strings, each being two Bricks deep.

Figure 14 Cabling block diagram for 1-Slammer systems with FC Bricks

O L
O— LLELLELLLLLEL o+ SLLLLLLELLELL |

NAS / SAN Slammer (SLM-1)

-
—@

rwma ~ o Qo rwma M~ oo Ol o
[72] KNy ] wwn oo [%2] N M) ] wunnooo
Wl W W W LD e ww WL L I

T hornap)

\ A

7N
1
SN

=) rﬁl‘

BRX-1 BRX-2 BRX-3 BRX-4
BRX-E1 BRX-E2 BRX-E3 BRX-E4
Legend 1 Pprivate interconnect module (PIM). 2 Ports ( ¢ ) on the PIM.

Important! This illustration is for reference only and does not show the RJ-45 cables that interconnect the FC RAID
and FC Expansion Brick pairs.

Notes on the 1x8 Block Diagram for FC Bricks

In Figure 14, FC RAID Bricks are at the head of the string (first row). FC Expansion Bricks are in the second
row.

Figure 14 shows the order that Bricks are to be added to a system.

1-Slammer systems contain at most four Brick strings.

A FC Brick string is limited to four FC Bricks (zero or one FC Expansion Brick for each FC RAID Brick).
SATA Bricks containing hard disk drives (HDDs) can be added to a FC Brick string.

SATA Bricks containing solid state drives (SSDs) cannot be used on systems that contain FC Bricks.

Install all FC and Ethernet cables for Slammer-to-Slammer and Slammer-to-Pilot connections. For 1-Slammer
systems, see:

Table 5: FC cable connections for the Slammer and the first and second sets of four SATA Bricks.
> Table 9: Cable connections for the PMI (1-Slammer system).
Install Slammer-to-Brick and Brick-to-Brick connections according to the specifications in Table 18.
FC Bricks use 2 Gb FC patch cables.

Cable the Slammer and FC Bricks

The table below specifies all FC cables and their connections for the Slammer and the eight FC Bricks (four FC
RAID Bricks and four FC Expansion Bricks). All such interconnections are part of the Storage System Fabric (SSF).

Cabling Block Diagram: A 1-Slammer System Using FC Bricks 40
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Table 18 FC cable connections for one Slammer and eight FC Bricks

Case 1: Single Slammer -- all FC Bricks
From To
Chassis [ CU[ Port Chassis [ CU[ Port

For BRX-1:
EXETE TN eRx-11 cuo Fe-2 ! ™SOy Y Y Y
SLM-1fCU-1 FS-2 BRX-1/CU1 FC-2 5
BRX-1 1 CU-0 FC-0 BRX-1 [ CU-1 FC-3 ;’:;
BRX-1 1 CU1 FC-0 BRX-1 [ CU-0 FC-3 %
@
o o
For BRX-E1: © o
BRX-1/ CU-0 JO BRX-E1 | CU-0 J1 s 2
BRX-1 1 CU-1 JO BRX-E1 { CU-1 J1 % 5 £
BRXCTICLEO PNET0 Y BRX-E1 /1 CU-0 PNet-1  [SHREGRENS = e ‘foi
BRXCTICLT PREE0Y BRX-E1 1 CU1 PNet-1  [FEREIENTS J E 2
T o
For BR¥-2; 2 ﬁ d
SLM-1/CU-0 FS-2 BRX-2 [ CL0 FC-2 5 2
SLM-1/CU-1 FS-4 BRX-2 [ CU1 FC-2 = ) |
BRX-2 | CU-0 FC-0 BRX-2 | CU-1 FC-3 2 _‘g: E
BRX-2 | CU-1 FC-0 BRX-2 | CU-0 FC-3 @ c% |
% 0§
=] = w
For BRX-E2: % o & £
BRX-2 | CU-0 JO BRX-E2 | CU0 J1 © g k) @
BRX-2 | CU1 JO BRX-E2 | CU1 J1 7] = @ ‘g
BRX21 CLF0  PNEt:0Y BRX-E2 | CU-0 PNet-1  [=NREIReE(IS E g 5
BRX2ICU T PNEt0 Y BRX-E2 /1 CU-1 PNet-1  [SAREGRENTS S % E
2 s
For BRX-3: =
SLM-1/CU-0 FS-1 BRX-3/ CU-0 FC-2 E
SLM-1/CU-1 FS-3 BRX-3 [ CU1 FC-2
BRX-3 1 CU-0 FC-0 BRX-3/ CU1 FC-3
BRX-3 1 CU1 FC-0 BRX-3/ CU-0 FC-3
—
For BRA-E3:
BRX-3 /1 CU-0 JO BRX-E3 | CU-0 J1
BRX-3 1 CU-1 JO BRX-E3 / CU1 J1
BRI CLFO  PNET0 Y BRX-E3 1 CU-0 PNet-1  [SHREGRENTS
BRI CLM PNEE0 Y BRX-E3 1 CU-1 PNet-1  [NREIENTS -
For BRX-4:
SLM-1/CU-0 FS-3 BRX-4 [ CL0 FC-2
SLM-1/CU-1 FS-1 BRX-4 [ CU1 FC-2
BRX-4 | CU-0 FC-0 BRX-4 | CU-1 FC-3
BRX-4 | CU1 FC-0 BRX-4 | CU-0 FC-3 -
For BRX-E4:
BRX-4 | CU-0 JO BRX-E4 | CU0 J1
BRX-4 | CU1 JO BRX-E4 | CU1 J1
BRXCA 1 CLIO  PNEt0 Y BRX-E4 | CU-0 PNet-1  [=NREIReE(TS
BRXATCUT PNEt0 Y BRX-E4 1 CU1 PNet-1  [SAREGRENT —

When cabling the fabric, be aware of the following facts:
* Private interconnect module (PIM) and serial ATA (SATA) RAID controller connections:
> PIMs and SATA RAID controllers both use HSSDC2 (high-speed serial data connection) type connections.
> Version 2 SATA RAID controllers use SFP (small form-factor pluggable) type connections.

> When connecting a version 1 component to a version 2 component, use a hybrid HSSDC2-to-SFP
adapter cable.
» Cable lengths:
> The cable lengths for Slammer-to-Brick connections are 6.56 ft (2.0 m).
> Cable lengths for Brick-to-Brick (FC-1 to FC-2) connections are also 6.56 ft (2.0 m).
> Cable lengths for cross connections (FC-0 to FC-3) between Brick control units (CUs) depend on the
Brick type:
®m  Version 1 Bricks: 1.64 ft (0.5 m)
®m  Version 2 Bricks: 3.28 ft (1.0 m)

Cabling Block Diagram: A 1-Slammer System Using FC Bricks 41
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Cabling Block Diagram: A 2-Slammer System Using FC Bricks

Block Diagram for a 2x16 System Using Fibre Channel Bricks

O
®_-

@— BRX-E1 BRX-E3 BRX-E5 BRX-E7 BRX-E2 BRX-E4 BRX-E6 BRX-E8

The figure below illustrates the stringing of 16 Fibre Channel (FC) Bricks in a 2-Slammer Pillar Axiom 500 system.
The stringing scheme maps eight Brick strings, each being two Bricks deep.

Figure 15 Cabling block diagram for 2-Slammer systems with FC Bricks
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Legend 1 private interconnect module (PIM). 3 FC RAID Bricks.

2 Ports ( ¢ ) on the PIM. 4 FC Expansion Bricks.

Important! This illustration is for reference only.

Notes on the 2x16 Wiring Diagram for FC Bricks

2-Slammer systems contain at most eight Brick strings.

A 2x16 system consisting entirely of Fibre Channel (FC) Bricks requires two 42 U racks. Because FC Bricks
require slightly more power than do SATA Bricks, a single rack (containing a Pilot and two Slammers) can
support only 13 FC Bricks.

A FC Brick string is limited to four FC RAID Bricks.
A FC Expansion Brick must connect to a FC RAID Brick.

Install all FC and Ethernet cables for Slammer-to-Slammer and Slammer-to-Pilot connections. For 2-Slammer
systems, see:

> Table 12: FC cable connections for two Slammers and the first set of eight SATA Bricks.
Table 17: Ethernet cable connections for PMI (2-Slammer system).
Install Slammer-to-Brick and Brick-to-Brick connections according to the drawing in Figure 15.

Cabling Block Diagram: A 2-Slammer System Using FC Bricks 42
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+ FC RAID Bricks are at the head of the string (first row) in both figures. FC Expansion Bricks are in the second

row.

» Figure 15 shows the order that Bricks are to be added to a system.
* The entire Storage System Fabric (SSF) uses 2 Gbs FC patch cables throughout.

Cable the Slammers and FC Bricks

The table below specifies all FC cables and their connections for two Slammers and the 16 FC Bricks (eight FC
RAID Bricks and eight FC Expansion Bricks). All such interconnections are part of the Storage System Fabric

(SSF).

Table 19 FC cable connections for two Slammers and 16 FC Bricks

Casze 2 Twwo Slammers—saill FC Bricks

From To
Chassis /CU /Port

For BR¥-1:

SLM-1/CU-0 F5-4
SLM-2 /CU-1 F5-4
BRX-1/CU-0 FC-0
BRX-1/CU-1 FC-0

BRX-1/CU-0 FC-2
BRX-1/CU-1 FC-2
BRX-1/CU-1 FC-3
BRX-1/CU-0 FC-3

For BR¥-E1:
BRX-1 CU-0 JO
BRX-1 CU-1 J0
BRX-1 CU-0 Pnet-0

BRX-E1/CU-0 .1
BRX-E1/CU-1 11

BRX-1 CU-1 Pnet-0

For BR¥-2:

S5LM-2 | CU-0 F5-4
SLM-1/CU-1 F5-4
BRX-2 / CU-0 FC-0
BRX-2 / CU-1 FC-0

BRX-2 / CU-0 FC-2
BRX-2 /CU-1 FC-2
BRX-2 / CU-1 FC-3
BRX-2 / CU-0 FC-3

For BR¥-E2
BRX-2 CU-0 JO
BRX-2 CU-1 J0
BRX-2 CU-0 Pnet-0

BRX-E2 / CU-0 .1
BRX-E2 /CU-1 11

BRX-2 CU-1 Pnet-0

For BR¥-3:

SLM-1/CU-0 F5-1
S5LM-2 / CU-1 F5-1
BRX-3/CU-0 FC-0
BRX-3/CU-1 FC-0

BRX-3 / CU-0 FC-2
BRX-3 /CU-1 FC-2
BRX-3/CU-1 FC-3
BRX-3/CU-0 FC-3

For BR¥-E3:
BRX-3 CU-0 JO
BRX-3 CU-1 J0
BRX-3 CU-0 Pnet-0

BRX-E3 /CU-0 .1
BRX-E3 /CU-1 11

BRX-3 CU-1 Pnet-0

For BR¥-4:

S5LM-2 /| CU-0 F5-1
SLM-1/CU-1 F5-1
BRX-4/CU-0 FC-0

BRX-4/CU-0 FC-2
BRX-4/CU-1 FC-2
BRX-4/CU-1 FC-3
BRX-4/CU-0 FC-3

BRX-4/CU-1 FC-0

For BR¥-E4:
BRX-4 CU-0 JO
BRX-4 CU-1 J0

BRX-E4/CU-0 .1
BRX-Ea/CU-1 11

BRX-4 CU-0 Pnet-0
BRX-4 CU-1 Pnet-0

Chassis /CU /Port

BRX-E1 / CU-0 Pnet-1
BRX-E1/CU-1 Pnet-1

BRX-E2 | CU-0 Pnet-1
BRX-E2 / CU-1 Pnet-1

BRX-E3 / CU-0 Pnet-1
BRX-E3 / CU-1 Pnet-1

BRX-E4 [ CU-0 Pnet-1
BRX-E4/CU-1 Pnet-1

FJ-45 cable
FJ-45 cable

FJ-45 cable
FJ-45 cable

FJ-45 cable
FJ-45 cable

FJ-45 cable
FJ-45 cable

From To
Chassis / CU /Port

Chassis /CU /Port

For BRX-5:
SLM1 / CU-0 FS-2 BRX-5 /CU-0 FC-2
SLM-2 /CU-1 FS-2 BRX-5 /CU-1 FC-2
BRX-5 / CU-0 FC-0 BRX-5 /CU-1 FC-3
BRX-5 /CU-1 FC-0 BRX-5 /CU-0 FC-3
For BRX-ES:
BRXC-S CU-0 J0 BRX-E5/CU-0 11
BRXC-S CU-1 J0 BRX-E5/CU-1 11
BRX-5 CU-0 Pnet-0 BRX-E5/CU-0 Pnet-1 RJ-45 cahle
BRX-5 CU-1 Pnet-0 BRX-E5/CU-1 Pnet-1 RJ-45 cahle
For BRX-6:
SLM-2 /CU-0 FS-2 BRX-6 /CU-0 FC-2
SLM-1/ CU-1 F5-2 BRX-6 /CU-1 FC-2
BRX-6 / CU-0 FC-0 BRX-6 /CU-1 FC-3
BRX-6 / CU-1 FC-0 BRX-6 /CU-0 FC-3
For BRX-EE:
BRX-6 CU-0 J0 BRX-EG/CU-0 J1
BRX-6 CU-1 J0 BRX-EG/CU-1 J1
BRX-6 CU-0 Pnet-0 BRX-E6 / CU-0 Pnet-1 RJ-45 cakle
BRX-6 CU-1 Pnet-0 BRX-E6 / CU-1 Pnet-1 RJ-45 cakle
For BRX-T:
SLM1/CU-0 FS5-3 BRX-T /CU-0 FC-2
SLM-2/CU-1 F5-3 BRX-T /CU-1 FC-2
BRX-T / CU-0 FC-0 BRX-T ICU-1 FC-3
BRX-T / CU-1 FC-0 BRX-T /CU-0 FC-3
For BRX-ET:
BRX-T CU-0 J0 BRX-ET/CU-0 J1
BRX-T CU-1 J0 BRX-ET/CU-1 11
BRX-T CU-0 Pnet-0 BRX-ET/CU-0 Pnet-1 RJ-45 cakle
BRX-T CU-1 Pnet-0 BRX-ET/CU-1 Pnet-1 RJ-45 cakle
For BRX-3:
SLM-2/ CU-0 FS-3 BRX-8 /CU-0 FC-2
SLM1/CU-1 F5-3 BRX-8 /CU-1 FC-2
BRX-8 / CU-0 FC-0 BRX-8 /CU-1 FC-3
BRX-B / CU-1 FC-0 BRX-8 /CU-0 FC-3
For BRX-ES:

BRX-§ CU-0 J0
BRX-§ CU-1 J0

BRX-ES/CU-0 11
BRX-E&/CU-1 11
BRX-E8/ CU-0 Pnet-1
BRX-ES / CU-1 Pnet-1

BRX-§ CU-0' Pnet-0
BRX-§ CU-1 Pnet-0

FJ-45 cable
FJ-45 cable

When cabling the fabric, be aware of the following facts:
» Private interconnect module (PIM) and serial ATA (SATA) RAID controller connections:
> PIMs and SATA RAID controllers both use HSSDC2 (high-speed serial data connection) type connections.
> Version 2 SATA RAID controllers use SFP (small form-factor pluggable) type connections.

> When connecting a version 1 component to a version 2 component, use a hybrid HSSDC2-to-SFP

adapter cable.
+ Cable lengths:

> The cable lengths for Slammer-to-Brick connections are 6.56 ft (2.0 m).
> Cable lengths for Brick-to-Brick (FC-1 to FC-2) connections are also 6.56 ft (2.0 m).

> Cable lengths for cross connections (FC-0 to FC-3) between Brick control units (CUs) depend on the

Brick type:

®m  Version 1 Bricks: 1.64 ft (0.5 m)
®m  Version 2 Bricks: 3.28 ft (1.0 m)

Cabling Block Diagram: A 2-Slammer System Using FC Bricks
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Cabling Example: Mix of Fibre Channel and SATA Bricks

Sample Wiring Diagram for a Mix of Brick Types

The figure below is a conceptual example of cabling a mix of Fibre Channel (FC) and version 1 SATA Brick storage

enclosures. This figure defines the Brick-to-Brick connections required to connect such a mix.

A Caution

Before you mix FC and SATA Bricks, contact the World Wide Customer Support Center for

the best practice approach.

Figure 16 Sample cabling for an FC RAID Brick, an FC Expansion Brick, and two SATA Bricks
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Legend 1 Connection to a Slammer or an upstream Brick.

2 Upstream

SATA Brick (version 1).

3 FC RAID Brick.

4 FC Expansion Brick.

5 Downstream SATA Brick (version 1).

Important! This illustration is for reference only.

Notes on the Wiring Diagram for a Mix of Brick Types

» SATA Bricks containing solid-state drives (SSDs) cannot be mixed with FC Bricks. However, SATA Bricks

containing hard disk drives (HDDs) can be mixed with FC Bricks.

« The cabling of version 2 SATA Bricks is the same as the cabling shown in Figure 16.

» Figure 16 shows a single FC RAID Brick fully connected:
> Upstream to a SATA Brick.
> Downstream to an FC Expansion Brick.
> Downstream to another SATA Brick.

* When adding Bricks to systems in the field, FC Bricks may be added onto SATA Brick strings and SATA
Bricks may be added onto FC Brick strings. Figure 16 illustrates how to cable for both scenarios.

Cabling Example: Mix of Fibre Channel and SATA Bricks
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Cabling Block Diagram: A 1-Slammer System Using FC and SATA Bricks

Block Diagram for a 1x16 System Using Fibre Channel and SATA Bricks

The figure below illustrates the stringing of a full complement of eight Fibre Channel (FC) Bricks and eight SATA
Bricks in a one-Slammer Pillar Axiom system. The stringing scheme maps four Brick strings, each being four Bricks
deep.

A Caution Before you mix FC and SATA Bricks, contact the World Wide Customer Support Center for
the best practice approach.

Figure 17 Cabling block diagram for 1-Slammer systems with FC and SATA Bricks
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Legend 1 private interconnect module (PIM). 4 FC Expansion Bricks.
2 A port ( ¢ ) on the private interconnect module. 5 SATA Bricks containing hard disk drives (HDDs).

3 FC RAID Bricks.

Important! This illustration is for reference only.

Notes on the 1x16 Block Diagram for FC and SATA Bricks

» SATA Bricks containing solid-state drives (SSDs) cannot be mixed with Fibre Channel (FC) Bricks. SATA
Bricks containing hard disk drives (HDDs), however, can be mixed with FC Bricks.
» Figure 17 represents how a mix of FC and HDD-based SATA Bricks would be built in manufacturing.

* A 1x16 system consisting entirely of FC Bricks requires two 42 U racks. Because FC Bricks require slightly
more power than do SATA Bricks, a single rack can support only 15 FC Bricks.

» Bricks should be added to strings so that the number of Bricks in any string differs by no more than two
between the longest and the shortest string.

» For the Pillar Axiom 500, a string may contain up to eight Bricks.
» A FC Brick string is limited to four FC RAID Bricks.
* A FC Expansion Brick must connect to a FC RAID Brick.

Cabling Block Diagram: A 1-Slammer System Using FC and SATA Bricks 45
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* The ports used for adding FC RAID Bricks and SATA Bricks progress in the same sequence. Doing so allows
a consistent connection pattern for both FC and SATA Bricks.

» |nstall all FC and Ethernet cables for Slammer cross connections and Slammer-to-Pilot connections:

> Table 5: FC cable connections for the Slammer and the first and second sets of four SATA Bricks.

> Table 9: Cable connections for the PMI (1-Slammer system).
* Install Slammer-to-Brick and Brick-to-Brick connections, in this order:

First, FC Brick connections, which are defined in Table 18.

> Then, SATA Brick connections, which are defined in Table 5.
» As shown in Figure 17, FC RAID Bricks are in the first row while FC Expansion Bricks are in the second row.
» The entire Storage System Fabric (SSF) uses 2 Gb FC patch cables throughout.
» The configuration of systems upgraded in the field may differ somewhat from those built in the factory.

Block Diagram for Expanding an Initial Configuration of FC Bricks

The figure below illustrates how to expand an initial configuration of Fibre Channel (FC) Bricks using SATA Bricks.
This example shows the result of a system that has an initial configuration of three FC Bricks, which is then
expanded by adding two SATA Bricks.

Note: An acceptable alternate configuration for the SATA addition would connect BRX-5 to BRX-4 to improve
balance across the Slammer ports.

Figure 18 Cabling block diagram for expanding 1-Slammer systems with SATA Bricks
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Legend 1 Pprivate interconnect module (PIM). 4 FC Expansion Bricks.

2 Ports ( ¢ ) on the private interconnect module. 5 SATA Bricks.

3 FC RAID Bricks.

Important! This illustration is for reference only.

Notes for Adding SATA Bricks to a Set of FC Bricks

» Private interconnect module (PIM) and serial ATA (SATA) RAID controller connections:
> PIMs and SATA RAID controllers both use HSSDC2 (high-speed serial data connection) type connections.
Version 2 SATA RAID controllers use SFP (small form-factor pluggable) type connections.

> When connecting a version 1 component to a version 2 component, use a hybrid HSSDC2-to-SFP
adapter cable.
+ Cable lengths:

The cable lengths for Slammer-to-Brick connections are 6.56 ft (2.0 m).
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> Cable lengths for Brick-to-Brick (FC-1 to FC-2) connections are also 6.56 ft (2.0 m).
- Cable lengths for cross connections (FC-0 to FC-3) between Brick control units (CUs) depend on the
Brick type:

m  Version 1 Bricks: 1.64 ft (0.5 m)

®m  Version 2 Bricks: 3.28 ft (1.0 m)
» The total number of Bricks supported in a system is specified in the Pillar Axiom Customer Release Notes.
» The total number of Bricks (both FC and SATA) in any string is limited to eight.

Cabling Block Diagram: A 1-Slammer System Using FC and SATA Bricks
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Cabling Block Diagram: A 2-Slammer System Using FC and SATA Bricks

Block Diagram for a 2x24 System Using Fibre Channel and SATA Bricks

The figure below illustrates the stringing of a full complement of eight Fibre Channel (FC) Brick pairs (one RAID
Brick plus one Expansion Brick) to eight SATA Bricks in a 2-Slammer Pillar Axiom 500 system. The stringing
scheme maps eight Brick strings, each being three Bricks deep.

A Caution

the best practice approach.

Figure 19 Cabling block diagram for 2-Slammer systems with full complement of FC Bricks and eight SATA Bricks
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Legend 1 Pprivate interconnect module (PIM).

3 FC RAID Brick and Expansion Brick pair connections (closest to the Slammers).

2 Ports ( ¢ ) on the PIM.

4 SATA Brick connections.

Important! This illustration is for reference only.

Notes on the 2x24 Block Diagram for FC and SATA Bricks

» Bricks should be added to strings so that the number of Bricks in any string differs by no more than two

between the longest and the shortest string.

» For the Pillar Axiom 500, a string may contain up to eight SATA Bricks.
» A FC Brick string is limited to four FC RAID Bricks.

* A FC Expansion Brick must connect to a FC RAID Brick.
» Figure 19 illustrates a 2x24 system that includes just eight SATA Bricks. A 2-Slammer system can support up

to 64 Bricks (a combination of SATA and FC).

» The entire Storage System Fabric (SSF) uses 2 Gb FC patch cables throughout.
» The configuration of systems upgraded in the field may differ somewhat from those built in the factory.

* For complete information on cabling rules, see Summary of Cabling Rules.

Cabling Block Diagram: A 2-Slammer System Using FC and SATA Bricks
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Cable the SATA and Fibre Channel Bricks

When cabling the fabric, be aware of the following:

Private interconnect module (PIM) and serial ATA (SATA) RAID controller connections:
PIMs and SATA RAID controllers both use HSSDC2 (high-speed serial data connection) type connections.
> Version 2 SATA RAID controllers use SFP (small form-factor pluggable) type connections.
When connecting a version 1 component to a version 2 component, use a hybrid HSSDC2-to-SFP
adapter cable.
Cable lengths:
> The cable lengths for Slammer-to-Brick connections are 6.56 ft (2.0 m).
Cable lengths for Brick-to-Brick (FC-1 to FC-2) connections are also 6.56 ft (2.0 m).
> Cable lengths for cross connections (FC-0 to FC-3) between Brick control units (CUs) depend on the
Brick type:
®m  Version 1 Bricks: 1.64 ft (0.5 m)
®m  Version 2 Bricks: 3.28 ft (1.0 m)

Install all Ethernet cables for Slammer-to-Pilot connections.

See Table 17.

Install all FC cables for Slammer control unit (CU) cross connections.
See Table 12.

Install all Slammer-to-SATA Brick connections.
See Table 12.

If any of the SATA Bricks identified in the first row of Figure 19 (BRX-1 through BRX-8) are not installed,
connect the corresponding FC RAID Brick to the Slammer ports.

To determine which Slammer ports to use, see Table 19.

Install the FC Expansion Bricks.
See Table 19.

Cabling Block Diagram: A 2-Slammer System Using FC and SATA Bricks 49
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Cross Connections for 3-Slammer Systems

Cross Connecting Three Slammers

This block diagram illustrates how to cable the Slammer cross connections in a 3-Slammer configuration.

Figure 20 Cross connections for a 3-Slammer configuration
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The following table defines, cable by cable, the control unit (CU) cross connections among the PIMs that are
contained in the three Slammers. The Slammer CU-to-Slammer CU connections correspond to Figure 20. The
Slammer-to-Brick connections correspond to Figure 21.
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Table 20 3-Slammer cross connection configuration

From To
Chassis / CU / Port Chassis / CU / Port

SLM-1/CU-0 FC-0
SLM-1/CU-0 FC-1 SLM-1/CU-1 FS-8
SLM-1/CU-0 FC-2 SLM-2/CU-1 FS-9

SLM-1/CU-0 FS-8
SLM-2/CU-0 FS-9

SLM-2/CU-0 FC-0
SLM-2/CU-0 FC-1 SLM-2/CU-1 FS-8
SLM-2/CU-0 FC-2 SLM-1/CU-0 FS-9

SLM-2/CU-0 FS-8
SLM-1/CU-1 FS-9

SLM-3/CU-0 FC-0 SLM-2/CU-0 FS-5
SLM-3/CU-0 FC-1 SLM-3/CU-1 FS-8
SLM-3/CU-0 FC-2 SLM-2/CU-1 FS-6
SLM-3/CU-0 FS-6 SLM-1/CU-0 FS-6

SLM-3/CU-1 FC-0 SLM-2/ CU-1 FS-5
SLM-3/CU-1 FC-1 SLM-3/CU-0 FS-8
SLM-3/CU-1 FC-2 SLM-2/CU-0 FS-6
SLM-3/CU-1 FS-6 SLM-1/CU-1 FS-6

Cross Connections for 3-Slammer Systems
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Brick Connections for 3-Slammer Systems

Block Diagram: Connecting Bricks to Three Slammers

This diagram illustrates how to connect Brick strings to the Slammers and Bricks to Bricks in a 3-Slammer, 32-Brick
(8-string) configuration.

Figure 21 Connecting a 3-Slammer configuration to 32 Bricks
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Cable the Slammers and Bricks

These tables define the Brick connections in 3-Slammer configurations, cable by cable.

The Slammer-to-Brick and Brick-to-Brick connections identified below correspond to Figure 21.

Table 21 Cable connections for three Slammers and 16 Bricks

BRX-1: BRX-9:
SLM-1/CU-0 FS-4 BRX-1/CU-0 FC-2 BRX-1/CU-0 FC-1 BRX-9/CU-0 FC-2
SLM-2/CU-1 FS-4  BRX-1/CU-1 FC-2 CIVGUICTR RN BRX-9/CU-1 FC-2
BRx.1/ cuo Foo RN BRX-9/CU-0 FC-0  BRX-9/CU-1 FC-3
BRX1/cu1 Fo.o TR BRX-9/CU-1 FC-0 ~ BRX-9/CU-0 FC-3
T BRX-10:
SLM-2/CU-0 FS-4  BRX-2/CU-0 FC-2 SRRl  BRX-10/CU-0 FC-2
SLM-1/CU-1 FS4  BRX-2/CU-1 FC-2 BRX-21CU-1 FC-1 MECSLUIAAL
BRX-10 /CU-0 FC-0  BRX-10/CU-1
BRX-2/CU-0 FC-0  BRX-2/CU-1 FC-3 BRX10/cu Fo.o NI
BRX-2/CU-1 FC-0 = BRX-2/CU-0 FC-3
BRX-11:

BRX-3: TYENITEIEN  BRX-11/CU-0 FC-2
SLM-1/CU-0 FS-1 BRX-3/ CU-0 FC-2 BRX.3 /cuA Fo1 Ty
BRX-3/CU-1 FC-0  BRX-3/CU-0 FC-3

BRX-12:

BRX-4: BRX-4 / CU-0 FC-1 BRX-12 / CU-0 FC-2
SLM-2/ CU-0 FS-1 BRX-4 /f CU-0 FC-2 BRX-4/CU-1 FC-1 BRX-12 / CU-1
SLM-1/CU-1 FS-1 BRX-4 / CU-1 FC-2 BRX-12/CU-0 FC-0  BRX-12/CU-1
BRX-4/CU-0 FC-0  BRX-4/CU-1 FC-3 BRX-12/CU-1 FC-0  BRX-12/CU-0
BRX-4/CU-1 FC-0  BRX-4/CU-0 FC-3

BRX-13:

BRX-5: T E R BRX-13/CU-0 FC-2
SLM-3/CU-0 FS-2  BRX-5/CU-0 FC-2 SV EIEIER X BRX-13/CU-1
SLM-2/CU-1 FS-2  BRX-5/CU-1 FC-2 BRX-13/CU-0 FC-0 BRX-13 /CU-1
BRX-5/CU-0 FC-0 BRX-5/CU-1 FC-3 BRX-13/CU-1 FC-0 @ BRX-13/CU-0
BRX-5/CU-1 FC-0  BRX-5/CU-0 FC-3

BRX-14:

BRXE: TN ETEN BRX-14/CU-0 FC-2
SLM-2/CU-0 FS-2  BRX-6/CU-0 FC-2 BRX-6/CU-1 FC-1 E:I0SILYRTEY
SLM-3/CU-1 FS-2  BRX-6/CU-1 FC-2 BRX-14/CU-0 FC-0 [
BRX-6/CU-0 FC-0 ~ BRX-6/CU-1 FC-3 BRX-14 1 CU-1_FC-0 Ju
BRX-6/CU-1 FC-0  BRX-6/CU-0 FC-3

BRX-15:
e TYEIERZEN BRX-15/CU-0 FC-2
SLM-3/CU-0 FS3 I CaL T RY] BRX-7/CU- FC-1 MSEIATN
BRX-15/CU-0 FC-0 BRX-15/ CU-1
YIRS %M BRX-7/CU-1 FC-2 BRX15 1 cu Foo TR
BRX-7/CU-0 FC-0 ~ BRX-7/CU-1 FC-3
BRX-7/CU-1 FC-0 = BRX-7/CU-0 FC-3 TYETT
TN EZEN BRX-16 / CU-0 FC-2
BRX-8:

BRX-8 /CU-1 FC-1 BRX-16 / CU-1
SLM-2 / CU-0 FS-3 BRX-8 / CU-0 FC-2 BRX-16 / CU-0 FC-0 BRX-16 / CU-1

SLM-3/CU-1 FS-3 BRX-8 / CU-1 FC-2
BRX-8 /CU-0 FC-0 BRX-8 /CU-1 FC-3
BRX-8 / CU-1 FC-0 BRX-8 /CU-0 FC-3

BRX-16 /CU-1 FC-0 @ BRX-16 / CU-0

The following notes will help you successfully cable the system:

 Private interconnect module (PIM) and serial ATA (SATA) RAID controller connections:
> PIMs and SATA RAID controllers both use HSSDC2 (high-speed serial data connection) type connections.
> Version 2 SATA RAID controllers use SFP (small form-factor pluggable) type connections.
> When connecting a version 1 component to a version 2 component, use a hybrid HSSDC2-to-SFP

adapter cable.

» Cable lengths:
> The cable lengths for Slammer-to-Brick connections are 6.56 ft (2.0 m).
> Cable lengths for Brick-to-Brick (FC-1 to FC-2) connections are also 6.56 ft (2.0 m).

> Cable lengths for cross connections (FC-0 to FC-3) between Brick control units (CUs) depend on the
Brick type:

m  Version 1 Bricks: 1.64 ft (0.5 m)
®m  Version 2 Bricks: 3.28 ft (1.0 m)

Connect additional Bricks beyond the 16 explicitly defined in the preceding table by following the pattern shown for
Bricks 9 through 16. The Brick numbers in each string are shown in Figure 21 and in the following table:
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Table 22 Connections for additional Bricks

Head of string Second Brick | Third Brick Fourth Brick
BRX-1 BRX-9 BRX-17 BRX-25
BRX-2 BRX-10 BRX-18 BRX-26
BRX-3 BRX-11 BRX-19 BRX-27
BRX-4 BRX-12 BRX-20 BRX-28
BRX-5 BRX-13 BRX-21 BRX-29
BRX-6 BRX-14 BRX-22 BRX-30
BRX-7 BRX-15 BRX-23 BRX-31
BRX-8 BRX-16 BRX-24 BRX-32

Brick Connections for 3-Slammer Systems
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PMI Connections for 3-Slammer Systems

Schematic of PMI Ethernet Connections in a 3-Slammer System

This schematic illustrates the Pilot-to-Slammer and Slammer-to-Slammer connections comprising the private
management interface (PMI) in a 3-Slammer system.

Figure 22 PMI Ethernet schematic (3-Slammer system)
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Legend 1 Null modem cable.

2 Cat-5 Ethernet cables.

Cable the PMI Connections in a 3-Slammer System

This table defines how to connect the Cat-5 Ethernet cables between the Pilot and the Slammers and among the
Slammers themselves in a 3-Slammer system.

PMI Connections for 3-Slammer Systems
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Table 23 Ethernet cable connections for PMI (3-Slammer system)
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From To

Chassis / CU / Port Chassis / CU / Port
PLT-0 ETHO PLT-1 ETHO
PLT-0 ETH1 SLM-1/CU-0 ETHO
PLT-1 ETH1 SLM-3/CU-1 ETH2

SLM-1/CU-0 ETH1
SLM-1/CU-0 ETH2
SLM-1/CU-1 ETH2
SLM-2 / CU-0 ETH1
SLM-2 / CU-0 ETH2
SLM-2 / CU-1 ETH2
SLM-3/ CU-0 ETH1
SLM-3/ CU-0 ETH2

PMI Connections for 3-Slammer Systems

SLM-1/CU-1 ETH1
SLM-2/ CU-0 ETHO
SLM-2/CU-1 ETHO
SLM-2 / CU-1 ETH1
SLM-3 / CU-0 ETHO
SLM-3/CU-1 ETHO
SLM-3/CU-1 ETH1
SLM-1/CU-1 ETHO

In addition to the Ethernet cables, PMI requires a null modem cable connection between the serial ports of each
Pilot control unit.
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Cross Connections for Four Slammers

Cross Connecting Four Slammers

This diagram illustrates how to cable the Slammer cross-connections in a 4-Slammer configuration.

Figure 23 Cross connections for a 4-Slammer configuration
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The following table defines the control unit (CU) cross connections among four Slammers, cable by cable.

The Slammer-CU-to-Slammer-CU connections identified in the following table correspond to Figure 23. The
Slammer-to-Brick connections identified below correspond to Figure 24 (8-string) and Figure 26 (16-string).

Cross Connections for Four Slammers 57



Pillar Data Systems Confidential

Part VI: Cabling Pillar Axiom 500 Systems Using Four Slammers

Table 24 4-Slammer cross connection configuration

Chassis/ CU / Port
SLM-1/ CU-0 FC-0

SLM-1/ CU-0 FC-1 SLM-1/CU-1 FS-8
SLM-1/ CU-0 FC-2 SLM-2/CU-1 FS-9

Chassis / CU / Port

SLM-1/ CU-0
SLM-2/CU-0 FS-9

SLM-2 / CU-0
SLM-2 / CU-0 SLM-2/ CU-1
SLM-2 / CU-0 SLM-1/CU-0 FS-9

SLM-2/ CU-0
SLM-1/CU-1 FS-9

SLM-3 / CU-0

SLM-3 / CU-0 SLM-3/ CU-1
SLM-3 / CU-0 SLM-4/CU-1 FS-9
SLM-3 / CU-0 FS-6 SLM-1/CU-0 FS-6

SLM-3/CU-0
SLM-4/CU-0 FS-9
SLM-3 / CU-1 FS-6 SLM-1/CU-1 FS-6

SLM-4 / CU-0

SLM-4 / CU-0 SLM-4/ CU-1
SLM-4 / CU-0 SLM-3/CU-0 FS-9
SLM-4/ CU-0 FS-6 SLM-2/CU-0 FS-6

SLM-4 / CU-1

SLM-4 / CU-1 SLM-4/CU-0
SLM-4 / CU-1 SLM-3/CU-1 FS-9
SLM-4/ CU-1 FS-6 SLM-2/CU-1 FS-6

Cross Connections for Four Slammers
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Connections for 32 Bricks in 4-Slammer Systems

Block Diagram: Connecting Four Slammers to 32 Bricks

This diagram illustrates the connection of Brick strings to the Slammers and Bricks to Bricks in a 4-Slammer, 32-
Brick (8-string) configuration.

Figure 24 Connecting a 4-Slammer configuration to 32 Bricks
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Note: Eight strings is recommended for configurations of up to 16 Bricks but is optional for larger systems.

Important! This illustration is for reference only.
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Cable 32 Bricks to Four Slammers

These tables specify, cable by cable, how to connect Brick strings to the Slammers and Bricks to Bricks in a 4-

Slammer, 32 Brick (8-string) configuration.

These SSF cabling tables correspond to the diagram in Figure 24.

Table 25 Cable connections for four Slammers and 16 Bricks

BRX-1:
SLM-1/ CU-0 FS-4 BRX-1/ CU-0 FC-2
SLM-4 / CU-1 FS+4 BRX-1/ CU-1 FC-2
BRX-1/ CU-0 FC-0 BRX-1/!/ CU-1 FC-3
BRX-1/ CU-1 FC-0
BRX-2:
SLM-4 / CU-0 FS+4 BRX-2/ CU-0 FC-2
SLM-1/ CU-1 FS+4 BRX-2/ CU-1 FC-2
BRX-2/ CU-0 FC-0
BRX-2/ CU-1 FC-0 BRX-2! CU-0 FC-3
BRX-3:
SLM-1/ CU-0 FS-1 BRX-3/ CU-0 FC-2
SLM-4 | CU-1 FS-1 BRX-3/ CU-1 FC-2
BRX-3/ CU-0 FC-0 BRX-3/ CU-1 FC-3
BRX-3/ CU-1 FC-0 BRX-3/ CU-0 FC-3
BRX-4:
SLM-4 | CU-0 FS-1 BRX-4/ CU-0 FC-2
SLM-1/ CU-1 FS-1 BRX-4/ CU-1 FC-2
BRX-4/ CU-0 FC-0 BRX-4 /! CU-1 FC-3
BRX-4/ CU-1 FC-0 BRX-4 ! CU-0 FC-3
BRX-5:
SLM-3/ CU-0 FsS-2 BRX-5/ CU-0 FC-2
SLM-2 / CU-1 FS-2 BRX-5/ CU-1 FC-2
BRX-5/ CU-0 FC-0 BRX-5/ CU-1 FC-3
BRX-51/ CU-1 FC-0 BRX-5/ CU-0 FC-3
BRX-6:
SLM-2 / CU-0 FS-2 BRX-6 / CU-0 FC-2
SLM-3 / CU-1 FS-2 BRX-6 / CU-1 FC-2
BRX-6/ CU-0 FC-0
BRX-6/ CU-1 FC-0 BRX-6/ CU-0 FC-3
BRX-7:
SLM-3/ CU-0 FS-3 BRX-7/ CU-0 FC-2
SLM-2 /| CU-1 FS-3 BRX-7 / CU-1 FC-2
BRX-7/ CU-0 FC-0 BRX-7 I CU-1 FC-3
BRX-7/ CU-1 FC-0 BRX-7 I CU-0 FC-3
BRX-8:

SLM-2/ CU-0 FS-3 BRX-8/ CU-0 FC-2
SLM-3/ CU-1 FS-3 BRX-8/ CU-1 FC-2
BRX-8/ CU-0 FC-0 BRX-8/ CU-1 FC-3

BRX-8/ CU-1 FC-0 BRX-8/ CU-0 FC-3

BRX-1/ CU-0 FC-3

BRX-2/ CU-1 FC-3

BRX-6/ CU-1 FC-3

BRX-9:

BRX-10:

BRX-11:

BRX-12:

BRX-13:

BRX-14:

BRX-15:

BRX-16:

The following notes will help you successfully cable the system:

BRX-1/ CU-0 FC-1 BRX-9/ CU-0 FC-2
BRX-1/CU-1 FC-1 BRX-9/ CU-1 FC-2
BRX-9/ CU-0 FC-0 BRX-9/ CU-1 FC-3
BRX-9/ CU-1 FC-0 BRX-9/ CU-0 FC-3

BRX-2/! CU-0 FC-1 BRX-10 / CU-0 FC-2
BRX-2/ CU-1 FC-1 BRX-10 / CU-1
BRX-10/ CU-0 FC-0 BRX-10/ CU-1
BRX-10/ CU-1 FC-0 BRX-10 / CU-0

BRX-3/ CU-0 FC-1 BRX-11/ CU-0 FC-2
BRX-3/ CU-1 FC-1 BRX-11/ CU-1
BRX-11/7 CU-0 FC-0 BRX-11/ CU-1
BRX-117 CU-1 FC-0 BRX-11/ CU-0

BRX-4!CU-0 FC-1 BRX-12 / CU-0 FC-2
BRX-4 1 CU-1 FC-1 BRX-12 / CU-1
BRX-127 CU-0 FC-0 BRX-12 / CU-1
BRX-127 CU-1 FC-0 BRX-12 / CU-0

BRX-5/ CU-0 FC-1 BRX-13/ CU-0 FC-2
BRX-5!/ CU-1 FC-1 BRX-13 / CU-1
BRX-13/CU-0 FC-0 BRX-13/CU-1
BRX-13/ CU-1 FC-0 BRX-13/ CU-0

BRX-6/ CU-0 FC-1 BRX-14 / CU-0 FC-2
BRX-6/ CU-1 FC-1 BRX-14 / CU-1
BRX-14/ CU-0 FC-0 BRX-14/CU-1
BRX-14/ CU-1 FC-0 BRX-14/CU-0

BRX-7 ! CU-0 FC-1 BRX-15/ CU-0 FC-2
BRX-7 I CU-1 FC-1 BRX-15/ CU-1
BRX-15/ CU-0 FC-0 BRX-15/CU-1
BRX-15/ CU-1 FC-0 BRX-15/ CU-0

BRX-8! CU-0 FC-1 BRX-16 / CU-0 FC-2
BRX-8/ CU-1 FC-1 BRX-16 / CU-1
BRX-16/ CU-0 FC-0 BRX-16/ CU-1

BRX-16/ CU-1 FC-0 BRX-16/ CU-0

» Private interconnect module (PIM) and serial ATA (SATA) RAID controller connections:

> PIMs and SATA RAID controllers both use HSSDC2 (high-speed serial data connection) type connections.
> Version 2 SATA RAID controllers use SFP (small form-factor pluggable) type connections.
> When connecting a version 1 component to a version 2 component, use a hybrid HSSDC2-to-SFP

adapter cable.
+ Cable lengths:

> The cable lengths for Slammer-to-Brick connections are 6.56 ft (2.0 m).
> Cable lengths for Brick-to-Brick (FC-1 to FC-2) connections are also 6.56 ft (2.0 m).
> Cable lengths for cross connections (FC-0 to FC-3) between Brick control units (CUs) depend on the

Brick type:

m  Version 1 Bricks: 1.64 ft (0.5 m)
®m  Version 2 Bricks: 3.28 ft (1.0 m)

Additional Bricks beyond the 16 explicitly defined above are to be connected following the pattern for Bricks 9
through 16 above. The Brick numbers in each string are shown in the following figure, which corresponds to the

diagram in Figure 24.

Connections for 32 Bricks in 4-Slammer Systems
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Figure 25 Connecting Bricks 17 through 32 to the existing strings

Brx- 1 9 17 25
Brx- 2 10 18 26
Brx- 3 11 19 27
Brx- 4 12 20 28
Brx- 5 13 21 29
Brx- 6 14 22 30
Brx- 7 15 23 3
Brx- 8 16 24 32

Connections for 32 Bricks in 4-Slammer Systems
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Connections for 64 Bricks in a 4-Slammer System

Block Diagram: Connecting Four Slammers to 64 Bricks

This diagram illustrates how to connect Brick strings to the Slammers and Bricks to Bricks in a 4-Slammer, 64 Brick
(16-string) configuration.

Figure 26 Connecting a 4-Slammer configuration to 64 Bricks
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Note: Using 16 strings is optional but recommended for configurations above 32 Bricks.

Important! This illustration is for reference only.

Connections for 64 Bricks in a 4-Slammer System 62



Part VI: Cabling Pillar Axiom 500 Systems Using Four Slammers

Cable 64 Bricks to Four Slammers

cable by cable, how to connect Brick strings to the Slammers and Bricks to Bricks in a 4-

These tables specify,

Slammer, 32-Brick (8-string) configuration.

These SSF cabling figures correspond to the diagram in Figure 24.

Table 26 Cable connections for four Slammers and 32 Bricks
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0N/ El-Xud

kN J €1-Xua

PS4 L-NJfE-NIS

-S4 0-N3f2-W1S

0-24 I'NJ/€l-Xya
0-24 0-NDJ El-Xud

F-Xu8

b-Nd / E1-XHE
2-04 0-NDJ El-Xu4

0-NJ/ Zl-Xu4g

N3 J Zh-X¥a
NdJ Z-Xyg
2-24 0-NDJ Zi-XH8

0-NJJ ki-Xud
N3/ L=Xya
ND / LI-Xyg
224 0rNJ/ k-X¥8

0-NJ/ 0k-Xud

-NJ / 01-X¥a

-S4 L-N2/Z-W1S
-84 0-N3 fE-WS

0-24 I1-ND /Z1-Xyg
0-24 0-ND /Zl-Xy49

€84 N3/ L-NIS
E-84 0-NJ2 [/ #N1S

0-24 N2/ bi-XHd
0-34 0-ND/ Ll=X4a

£84 L-N2 /NS
E-84 0-NQ [ L-N1S

0-24 -N2 / 0l-Xya
0-24 0-ND/0L-Xya

‘E1-XHH

‘Zl-Xudd

‘LI-XHH

Z-24 -ND/ 0L-X¥g
¢-24 0-Nd/0D-Xdd

€24 0-ND / 6-X¥8

€04 1N/ 6-Xud

284 L-N3 [ L-N1S
284 0-ND /NS

0-24 1=NJ f &-Xug
0-24 0-N3/6-Xd9

‘0-Xud

2-04 L-ND2/6-XH8
2-04 0-NJ/ 6-Xy¥d

£-84 L-N3 /NS
284 0-NOf L-N1S

‘6-Xyd

0-NJ | 8=Xy4

N3/ 8=XuA
0-N2 / 8-XuA
b-N2J E-WNAS
0-Nd/ Z-N1S

-NJ [ 8-Xy9g
1-N2 | 8-Xd8
Z2-04 0-Nd [ 8-X4d4

g-Xdd

0-Nd | I-Xyg
L-NJ | I-Xd9
-NJ 1 I-Xdg
€24 0-NJ /[ L-Xyudg

N2/ L~Xd8
0-N2 J L~X¥8
N2/ Z-N1S
0-NJ/ EN1S

0-NJ [ 9-Xyd N2/ 9-Xug
L-NJ | 9-X449 0-N2/ &-XuAa
=N ! 9-XH9 N2/ E-WS

¢-0d 0-NJ /[ 9-X4d4 ¢-84 0-NO /NS

0-NJ [ S-Xy4 N2/ &-XH8
0-NJ | 5-X4d9

I-N2/ Z-WAS

-NJ | 5-X44
1-NJ | 5-Xd9
2-04 0-Nd [ 5-X4d9 -84 0-ND / E-W1S

0-NJ | ~Xya

N2/ #=X48
0-N2 / XuAa
N2/ -NAS
0-ND / WIS

L-NJ | X449
-NJ | #-Xudg
2-34 0-Nd [ X449

-Xdd

0-Nd ! £-Xy9
=N | £-XH9
1-NJ | £-Xd8
2-04 0-Nd/ £-X4dd

b-N2J £-Xua
0-Nd J £-X¥9
N2/ NS
0-Nd/ NS
£-Xdd

0-Nd | Z-Xy4 N2/ 2-Xyd8
0-N3/ Z-X48
Z2-04 1-Nd /[ Z-X4d9 -84 N2/ NS
2-24 0-NJ /[ Z-Xdd S84 0-N2 /NS

L-NJ | Z-X49

0-Nd | I-XH4
-NJ [ 1-Xd9
2-04 1-Nd/ I-X4d9 -84 1-N2/ NS
204 0-NJ/ I-X4y4 -S4 0-ND/ NS

N2/ k=Xy8
0-N2 / b-Xu8

‘k-Xyd

[enuspyuo) swalsAs ejeq Jejiid

The following notes will help you successfully cable the system:

Private interconnect module (PIM) and serial ATA (SATA) RAID controller connections:
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> PIMs and SATA RAID controllers both use HSSDC2 (high-speed serial data connection) type connections.
> Version 2 SATA RAID controllers use SFP (small form-factor pluggable) type connections.

> When connecting a version 1 component to a version 2 component, use a hybrid HSSDC2-to-SFP
adapter cable.

+ Cable lengths:
The cable lengths for Slammer-to-Brick connections are 6.56 ft (2.0 m).
> Cable lengths for Brick-to-Brick (FC-1 to FC-2) connections are also 6.56 ft (2.0 m).

> Cable lengths for cross connections (FC-0 to FC-3) between Brick control units (CUs) depend on the
Brick type:

®m  Version 1 Bricks: 1.64 ft (0.5 m)
®m  Version 2 Bricks: 3.28 ft (1.0 m)

Note: Additional Bricks beyond the 32 explicitly defined above are to be connected following the pattern shown for
Bricks 17 through 32. The Brick numbers in each string are shown in the diagram in Figure 26.

Connections for 64 Bricks in a 4-Slammer System 64
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SHEET 32

PMI Connections for 4-Slammer Systems

Schematic of PMI Ethernet Connections in a 4-Slammer System

This schematic illustrates the Pilot-to-Slammer and Slammer-to-Slammer connections comprising the private
management interface in a 4-Slammer system.

Figure 27 PMI Ethernet schematic (4-Slammer system)
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Legend 1 Null modem cable.

2 Cat-5 Ethernet cables.

Cable the PMI Connections in a 4-Slammer System

This table defines how to connect the Cat-5 Ethernet cables between the Pilot and the Slammers and among the
Slammers themselves in a 4-Slammer system.

PMI Connections for 4-Slammer Systems
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From
Chassis / CU/ Port

PLT-0 ETHO

PLT-0 ETH1

PLT-1 ETH1
SLM-1/CU-0 ETHA1
SLM-1/CU-0 ETH2
SLM-1/CU-1 ETH2
SLM-2 / CU-0 ETH1
SLM-2 / CU-0 ETH2
SLM-2 / CU-1 ETHZ
SLM-3/CU-0 ETHA1
SLM-3/ CU-0 ETH2
SLM-3/CU-1 ETH2
SLM-4 / CU-0 ETH1
SLM-4 / CU-0 ETH2

PMI Connections for 4-Slammer Systems

Part VI: Cabling Pillar Axiom 500 Systems Using Four Slammers

Table 27 Ethernet cable connections for PMI (4-Slammer system)

To
Chassis / CU / Port

PLT-1 ETHO

SLM-1/CU-0 ETHO
SLM-4 / CU-1 ETH2
SLM-1/CU-1 ETH1
SLM-2 / CU-0 ETHO
SLM-2 / CU-1 ETHO
SLM-2 / CU-1 ETH1
SLM-3/CU-0 ETHO
SLM-3/ CU-1 ETHO
SLM-3/ CU-1 ETH1
SLM-4 / CU-0 ETHO
SLM-4 / CU-1 ETHO
SLM-4 / CU-1 ETH1
SLM-1/CU-1 ETHO

In addition to the Ethernet cables, PMI requires a null modem cable connection between the serial ports of each
Pilot control unit.
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APPENDIX A

Swapping SSF Cables When Expanding a System

When adding an additional Slammer to a Pillar Axiom system, you need to move some Fibre Channel (FC) cables
to different ports on the private interconnect module (PIM).

Table 28 Swapping Slammer cables that cross connect PIMs

[ N[

Fram Ta
Chassis f CU S Port Chassis f CU S Port

Fram Ta
Chassis f CUS Port Chassisf CUJ Port

V[

Fram Ta
Chassisf CUS Port

SLM-1/ CUD FCO  [SLM-1/CU-1 FC2  |Lor|SLMA/CUD FCO [0 riel ki i [SISLM-17 CU-0 FC0

SLM-1/ CUD FC-1 SLM-1/CU-1 FS8

SLM-1/ CU-1 FC-1 SLM-1/CU-0 FS8

Eame AN N Tl 1.1/ CU-1 FS-8

I IsiLm-1/CU-0 FC-1 SLM-1/ CU-1

Chassisf CUS Port

FS8

SIM1/CU.0 FCc2 B IWRNT XN (S| M.1/CUD FC.2 SLM2/CU-1 FS9
SLM-1/CU-1 FC0  [SIM-1/CU0 FC2 [0 SLM-1/CU-1 FCO I EAREiENaEa [ [SIM-1/ CU-1 FC-0 [T AR AT PNSL M £ CU-1 FCO SLM-2/CU-1 FS.7

Eame T ETISTEN T S1.1-1/ CUD FS-8

I IsiLm-1/CU-1 FC-1 SLM-1/CUD

FS8

SLM-1/CU-1 FC-2 SLM-2/cuU-0 FSo N ENENEENT] SLM-2/CU0 FS9

SLM-2/CU-0 FCO

'SLM-1/CU-1 FS7
SLM-2/CU-0 FC1__ [SEEIINTENIN

SLM-2/CU-0 FC-2 SLM-1/CU-0 FS9
SILM-2/CU-1 FCO

'SLM-1/CU0 FS7
SLM-2/CU-1 FC1__ SRR

SLM-2/CU-1 FC-2 SLM-1/CU-1 FS9

| [SLm-2/CU-0 FC-0
I Isim-2/CU-0 FC-1 SLM-2/ CU-1

| [stm-2/cu-o Fc2 SLM-1/CUD
I ISLm-2/CU-1 FC-1 SLM-2 | CUD
| [stm-2/cu-1 Fc2 SLM-1/CU-1

SLM-3/CU-0 FC.0 SLM-2/CU0
SLM-3/CU-0 FC-1 SLM-3/CU-1

SLM-3/CU-0 FC-2 SLM-2/CU-1
SLM-3/CU-0 FS-6 SLM-1/CU0
SLM-3/CU-1 FC-0 SLM-2/CU-1

SLM-3/CU-1 FC-1 SLM-3/ CU0
SLM-3/CU-1 FC.2 SLM-2/ CU0

SLM-3/CU-1 FS-6 SLM-1/CU1

FS8
FS9

FS8
FS9

FS5
FS8
FS6
FS6

FS5
FS8
FS6
FS6

®

A

Fram Ta
Chassis f CU S Port Chassis f CU S Port

|50 [SLM-1/ CU-0 FCO
EFLSLM 1/ CUD FC1 SLM-1/CU-1 FS.8
[rISLM1/CUD FC2 SLM-2/ CU-1 FS-9

EFLISLM 1/ CU-1 FCA1 SLM-1/CU-0 FS.8
LrISLM1/CU1 FC2 SLM-2/ CU-0 FS.9

[t [SLM2/CU-0 FCO
EFLISLM 2 / CU-D FC1 SLM-2/CU-1 FS.8

[ F1sLm2/cuo FC2

SLM-1/CU-0 FS-9

| [SLM-2/CU-1 FC.0 [T K RN S5 A NS M2 | CU-1 FC0
EFLISLM 2 / CU-1 FCA1 SLM-2/ CU-0 FS-8

[ rlsLm2/cu-1 FC2

(R SLM3ICUO FCO [SRTERAEIEN 5 A
Samel ETEFTG TN I SLM-3/ CU-1 FS-8

e SLM-4/CU-1 FS9
[same |SLM-3/ CU-0 FS6

LZPNSLM3 I CU1 FCO [STENTRNES A
Eamel ENTETISTR WX I S1M-3/ CU-0 FS-8
et SLM-4/ CU-0 FS.9
[same |SLM-3/CU-1 FS$

SLM-1/CU-1 FS-9

SLM-1/CU-0 FS-6

SLM-1/CU-1 FS-6

SLM4/CU-0 FCO
SLM4/CU-0 FC1 SLM-4/CU-1 FS-8
SLM4!CU-0 FC-2 SLM-3/CU-0 FS-9

SLM-4/ CU-0 FS6 SLM-2/ CU-0 FS-6

SLM4!CU-1 FCO

SLM4/CU-1FCA1 SLM-4/CU-0 FS-8

SLM4/CU-1 FC-2 SLM-3/CU-1 FS-9

SLMA4/ CU-1 FS6 SLM-2/CU-1 FS-6

\

Legend 1 First Slammer.

2 Second Slammer.

3 Third Slammer.

4 Fourth Slammer.

5 Move the red FC cables when expanding the system to the next larger configuration.

Swapping SSF Cables When Expanding a System
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Table 29 Swapping head-of-string Brick cables

SLM-1/CU0 FS4
SLM-1/CU-1 FS2

SLM-1/CU0 FS-2
SLM-1/CU-1 FS4

BRX-1/CU-0 FC-2
BRX-1/CU-1 FC-2

BRX-2/CU-0 FC-2
BRX-2/CU-1 FC-2

SLM-1/CU0 FS-1 BRX-3/CU-0 FC-2
SLM-1/CU-1 FS3 BRX-3/CU-1 FC-2

SLM-1/CUD FS3 BRX-4/CU-0 FC-2
SLM-1/CU1 FSA1 BRX-4/CU-1 FC-2

Usum / CUD FS4

BRX-1/ CUD
move SLM-2/CU-1 FS4 | BRX-1/CU-1
move [SLM-2{ CUD FS4 | BRX-2/ CU0
l& |SLM-1/CU-1 FS4 BRX-2 / CU-1

["2NSLM-1/ CUD FS-1 BRX-3 / CUD
P SLM2 / CU-1 FS-1 BRX-3/ CU-1

A SLM 2 / CUD FS-1 BRX4 / CUD
[ SLM-1/ CU1 FS1 BRX4/ CUA

SLM-1/CUD FS2 BRX.5/ CU0
SLM-2/CU-1 FS2 BRX.5/ CU1
SLM-2/CU0 FS2 BRX6 / CUO
SLM-1/CU-1 FS2 BRX6 / CU-1

SLM-1/CUD FS3 BRX-T / CUO
SLM2/CU1 FS3 BRX-7 / CU1

SIM2/CUD FS3 BRX.8/CU0
SLM-1/CU1 FS3 BRX.8/CU-1

FC-2
FC2

FC-2
FC2

FC-2
FC2

FC2
FC2

FC2
FC2

FC2
FC2

FC2
FC2

FC2
FC2

Mum { CU-0 FS-4

& SLM2Z/CU-1 FS-4

e SLM2/ CU-0 FS-4
| SLM-1/CU-1 FS-4

BRX-1/CUD FC-2
BRX-1/CU-1 FC2

BRX-2/CUD FC-2
BRX-2/CU-1 FC2

7NISLM-1 / CU-0 FS-1 BRX-3/ CU0 FC2
sLmM2 1 CU-1 FS-1 BRX-3/CU1 FC2

wn

73NSLM2 / CU-0 FS-1 BRX-4/CU0 FC2
[NSLM-1 1 CU-1 FS-1 BRX-4/CU1 FC2

move SLM-3 / CU-0 FS-2
@ SLM2 / CU-1 FS-2

[ SLM2 / CU-0 FS-2
move SLM-3 / CU-1 FS-2

BRX-5/CUD FC2
BRX-5/CU-1 FC2

BRX-6/CUD FC-2
BRX-6/CU-1 FC2

uum / CUD FS4

move SLNEA/ CU-1 FS4

move SLNED | CUD FS4
| SLML1/ CU-1 FS4

BRX-1/CU-0 FC-2
BRX-1/CU-1 FC-2

BRX-2 / CU-0 FC-2
BRX-2 / CU-1 FC-2

[Z2(SLM 1/ CUD FS-1 BRX-3 / CU-0 FC-2
Pl SLMA [ CU-1 FS-1 BRX-3/ CU-1 FC-2

W SLM.A | CUO FS-1 BRX4 / CU-0 FC-2
N (sim 1/ CU1 FS BRX4 / CU-1 FC-2

@ SLM 3/ CUD FS2
@ sLM 2/ Cu-1 FS2

@ sSLM 2/ CUD FS2
@ SLM 3/ CU-1 FS2

BRX.5/CU-0 FC-2
BRX.5/CU-1 FC-2

BRX6 / CU-0 FC-2
BRX6 / CU-1 FC-2

(| SLM.3 / CU-0 FS-3 BRX.7 / CUD FC2
[ [sim2/cu1 Fs3 BRX.7 / CU1 FC2

[ |SLM2/CU-0 FS-3 BRX-8/CU0 FC2
e SLM3 [ CU-1 F5-3 BRX-8/CU1 FC2

[ [SLm3/cCuUD FS3 BRX.7 / CU-0 FC-2
[ [sim2/cu1 FS3 BRX.7 / CU-1 FC-2

[ [SLm2/cCuD FS3 BRX8/ CU-0 FC-2
[~ [sim3/cu1 FS3 BRX 8/ CU-1 FC-2

BRX.9/CU-0 FC-2
BRX.9/CU-1 FC-2

SLM-1/ CUD FS2
SLM4/ CU-1 FS2

SLM4/ CU0 FS2
SLM1/ CU-1 FS2

BRX-10/ CU-0 FC-2
BRX-10/CU-1 FC-2

SLM1/CUD FS3 BRX-11/CU-0 FC-2
SLM4/CU1 FS3 BRX-11/CU-1 FC-2

SLM4/CUD FS3 BRX-12/ CU-0 FC-2

SLM1/CU1 FS3 BRX-12/ CU-1 FC-2

SLM3/CUD FS4
SLM2/CU-1 FS4

BRX-13/CU-0 FC-2
BRX-13/CU-1 FC-2

SLM2/CUD FS4
SLM3/CU-1 FS4

BRX-14/CU-0 FC-2
BRX-14/CU-1 FC-2

SLM3/CUO0 FSA1 BRX-15/ CU-0 FC-2
SLM-2/ CU-1 FS5-1 BRX-15/CU-1 FC-2

SLM2/CUO0 FSA1 BRX-16 / CU-0 FC-2
SLM-3/CU-1 F5-1 BRX-16/CU-1 FC-2

Legend 1 First Slammer.

2 Second Slammer.

3 Third Slammer.

4 Fourth Slammer.

5 Move the red FC cables when expanding the system to the next larger configuration.

Swapping SSF Cables When Expanding a System
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APPENDIX B

Summary of Cabling Rules

These cabling rules describe fundamental principles that need to be applied when cabling Fibre Channel (FC) and
SATA Bricks in a Pillar Axiom storage system.

Important! FC Bricks and SATA Bricks containing solid state drives (SSDs) are not supported in the same system

configuration.

Brick Strings

Adding Bricks to
Strings

Connecting Bricks
to Slammers

Use of Brick
Network Ports

Fibre Channel
Brick Connections

Multi-Slammer
Brick Connections

Summary of Cabling Rules

A string is a collection of Bricks connected together. The head of the string connects to
two Slammer ports. Each of the other Bricks in the string are connected to the previous
Brick in the string.

Strings contain combinations of FC RAID Bricks, FC Expansion Bricks, and SATA Bricks.
A string may contain up to eight SATA Bricks.

A string may contain up to four FC RAID Bricks.

1-Slammer systems have at most four strings. 2 and 3-Slammer systems have at most
eight strings. 4-Slammer systems have at most 8 strings.

Systems that have been upgraded by adding an additional Slammer can run with the
number of strings appropriate to the prior configuration.

Add Bricks to strings so that the number of Bricks in any string differs by no more than
two between the longest and the shortest strings.

When adding SATA or FC RAID Bricks to a string, attach them to the last SATA or FC
RAID Brick on that string.

When adding SATA Bricks to a Pillar Axiom system that previously had only FC Bricks,
add all the SATA Bricks before you respond to the Media Placement Recommendations
Administrator Action item.

SATA and FC RAID Bricks can connect to the private interconnect module (PIM) ports in
Slammers.

FC RAID Bricks and SATA Bricks can also be connected to other Bricks, which directly
or indirectly connect to Slammer ports.

FC RAID Bricks use Slammer ports in the same order as the scheme for connecting
SATA Bricks. This scheme fosters balance among the strings while maintaining
predictable assignment of Bricks to strings. A given Brick will always be on a particular
string with particular Slammer ports. The same cable labels are used for SATA and FC
RAID Bricks.

Brick CU-0 upstream ports are connected to Slammer CU-0 ports or the CU-0
downstream ports of another Brick; likewise, Brick CU-1 ports are connected to Slammer
CU-1 ports or Brick CU-1 ports.

FC Expansion Bricks are connected to FC RAID Bricks using the J0O, J1, and Pnet ports.
The current release restricts FC Brick deployment to zero or one FC Expansion Brick on
each FC RAID Brick.

FC RAID Bricks can be configured alone or in pairs of one FC RAID Brick and one FC
Expansion Brick.

FC RAID Bricks, including pairs of RAID and Expansion Bricks, may be added to a
running system as long as they are cabled within the rack, powered on, and have
completed initialization prior to connecting them to the existing configuration.

Tip: After RAID controllers finish initializing, scrubbing normally starts on the disk drives.
Scrubbing causes all the disk drive LEDs to blink rapidly.

Important! When adding pairs of FC RAID and Expansion Bricks, cable all the links
between the new Bricks, power them up, allow them to initialize, and then add the links
to the previously running system.

In 3 and 4 Slammer configurations, each Brick must connect to the Slammers as follows:
m  3-Slammer configuration: Connect to Slammer 1 or Slammer 3 andto Slammer 2.

®m  4-Slammer configuration: Connect to Slammer 1 or Slammer 2 andto Slammer 3
or Slammer 4.

Tip: To maximize performance and avoid having a Slammer control unit traverse an inter-
switch link to get to the Brick, be sure the above conditions are met.
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Factory
Configurations

Summary of Cabling Rules

o

Systems upgraded in the field may have a configuration different from those built in the
factory.

For systems built at the factory, strings that mix SATA Bricks and FC Bricks will have the
FC RAID Bricks closest to the Slammer. Field upgrades may differ—newly added Bricks
can be connected to the last FC RAID or SATA Brick at the end of existing strings.
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