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Using This Documentation

This service manual provides detailed procedures that describe the service of the Sun
Network QDR InfiniBand Gateway Switch from Oracle. This document is written for
technicians, system administrators, and users who have advanced experience
servicing InfiniBand fabric hardware.

m “Product Notes” on page vii
m “Related Documentation” on page vii
m “Feedback” on page viii

m “Access to Oracle Support” on page viii

Product Notes

For late-breaking information and known issues about this product, refer to the
product notes at:

http://docs.oracle.com/cd/E36256_01

Related Documentation

Documentation Links

Sun Network QDR InfiniBand Gateway Switch http://docs.oracle.com/cd/E36256_01
Firmware Version 2.1

vii


http://docs.oracle.com/cd/E36256_01
http://docs.oracle.com/cd/E36256_01

Documentation

Links

Oracle Solaris 11 OS
Oracle Integrated Lights Out Manager (ILOM) 3.0
All Oracle products

http
http

http

://www.oracle.com/goto/Solarisll/docs
://docs.oracle.com/cd/E19860-01

://docs.oracle.com

Feedback

Provide feedback on this documentation at:

http://www.oracle.com/goto/docfeedback

Access to Oracle Support

Oracle customers have access to electronic support through My Oracle Support. For
information, visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=
info or http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs visit

if you are hearing impaired.
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Detecting and Managing Faults

These topics explain how to use various diagnostic tools to find and troubleshoot
faults and alarms in the gateway.

Note — A fault identifies a failure of a component. An alarm identifies an abnormal
condition of a component or system, as reported by a sensor.

Description Links

Investigate whether there is a fault condition. “Interpreting Status LEDs” on page 1
“Managing Faulty Components” on page 7
“Identify Faults in the Oracle ILOM Event Log” on page 12

Investigate whether there is an alarm condition. ~ “Determining the Alarm State of a Component or System”
on page 13
“Evaluating Sensor Alarms” on page 17

Related Information

m “Understanding Service Procedures” on page 37
m “Servicing Power Supplies” on page 41

m “Servicing Fans” on page 55

m “Servicing Data Cables” on page 65

m “Servicing the Battery” on page 75

Interpreting Status LEDs

Use these topics to interpret LEDs to determine if a component has failed.
m “Front Panel LEDs” on page 2
m “Rear Panel LEDs” on page 3



m “Check Chassis Status LEDs” on page 4

m “Check NET MGT Port Status LEDs” on page 4
m “Check Link Status LEDs” on page 5

m “Check Power Supply Status LEDs” on page 6
m “Check Fan Status LEDs” on page 7

Related Information

m “Interpreting Status LEDs” on page 1

m “Managing Faulty Components” on page 7

m “Identify Faults in the Oracle ILOM Event Log” on page 12

m “Determining the Alarm State of a Component or System” on page 13
m “Evaluating Sensor Alarms” on page 17

m “Accessing CLI Prompts” on page 34

Front Panel LEDs

No. LED Link

1 Power supply AC LED “Check Power Supply Status LEDs” on page 6
2 Power supply Attention LED “Check Power Supply Status LEDs” on page 6
3 Power supply OK LED “Check Power Supply Status LEDs” on page 6
4 Fan Attention LED “Check Fan Status LEDs” on page 7
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Related Information
m “Rear Panel LEDs” on page 3

m “Check Chassis Status LEDs” on page 4

m “Check NET MGT Port Status LEDs” on page 4
m “Check Link Status LEDs” on page 5

m “Check Power Supply Status LEDs” on page 6
m “Check Fan Status LEDs” on page 7

Rear Panel LEDs

No. LED Link

1 NET MGT status LEDs “Check NET MGT Port Status LEDs” on page 4
2 InfiniBand link status LEDs “Check Link Status LEDs” on page 5

3 Ethernet link status LEDs “Check Link Status LEDs” on page 5

4 Chassis status LEDs “Check Chassis Status LEDs” on page 4

5 Not used

Related Information
m “Front Panel LEDs” on page 2

m “Check Chassis Status LEDs” on page 4

m “Check NET MGT Port Status LEDs” on page 4
m “Check Link Status LEDs” on page 5

m “Check Power Supply Status LEDs” on page 6
m “Check Fan Status LEDs” on page 7
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Vv C

heck Chassis Status LEDs

The chassis status LEDs are located on the left side of the rear panel. See “Rear Panel

LE
1.

2.

Ds” on page 3.
Visually inspect the chassis status LEDs.

Compare what you see to this table.

Glyph Location

Name Color State and Meaning

Top

j Middle

Locator White On - No function.

Off — Disabled.

Flashing — The gateway is identifying itself.
Attention Amber On — Normal fault detected.

Off — No faults detected.

Flashing — No function.

Bottom  OK Green On - Gateway is functional without fault.
OK Off — Gateway is off or initializing.
Flashing — No function.
3. If the Attention LED is lit, there is a fault present.

See “Managing Faulty Components” on page 7.

Related Information

“Front Panel LEDs” on page 2

“Rear Panel LEDs” on page 3

“Check NET MGT Port Status LEDs” on page 4
“Check Link Status LEDs” on page 5

“Check Power Supply Status LEDs” on page 6
“Check Fan Status LEDs” on page 7

V¥ Check NET MGT Port Status LEDs

The NET MGT port status LEDs are located on the NET MGT connector of the rear
panel. See “Rear Panel LEDs” on page 3.

1.

2.

Visually inspect the NET status LEDs.

Compare what you see to this table.
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Name Location Color State and Meaning

Link speed Left Amber or green Amber on — 100BASE-T link.

Green on — 1000BASE-T link.
Off — No link or link down.
Flashing — No function.

Activity Right Green On - No function.

Off — No activity.
Flashing — Packet activity.

3. If the Activity LED is off, there might be a problem with the communication to

the management controller.

Refer to Gateway Administration, network management troubleshooting guidelines.

Related Information

“Front Panel LEDs” on page 2

“Rear Panel LEDs” on page 3

“Check Chassis Status LEDs” on page 4
“Check Link Status LEDs” on page 5

“Check Power Supply Status LEDs” on page 6
“Check Fan Status LEDs” on page 7

Check Link Status LEDs

The link status LEDs are located at the data cable connectors of the rear panel. See
“Rear Panel LEDs” on page 3.

1.

2.

Visually inspect the link status LEDs.

Compare what you see for a particular link to this table.

Name Color State and Meaning

Link Green On - Link established.

Off — No link or link down.
Flashing — Symbol errors.

3.

If the Link LED flashes, there might be a problem with the data cable.
See “Servicing Data Cables” on page 65.
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Related Information

“Front Panel LEDs” on page 2

“Rear Panel LEDs” on page 3

“Check Chassis Status LEDs” on page 4
“Check NET MGT Port Status LEDs” on page 4
“Check Power Supply Status LEDs” on page 6
“Check Fan Status LEDs” on page 7

Check Power Supply Status LEDs

The power supply status LEDs are located on the power supply at the front of the
chassis. See “Front Panel LEDs” on page 2.

1.

2.

Visually inspect the power supply’s status LEDs.

Compare what you see on the power supply to this table.

Glyph

Location Name Color State and Meaning

0K

Top

OK Green On - 12 VDC is supplied.
Off — No DC voltage is present.
Flashing — No function.

Middle Attention Amber On - Fault detected, 12 VDC shut down.

Off — No faults detected.
Flashing — No function.

Bottom AC Green On — AC power present and good.

Off — AC power not present.
Flashing — No function.

6

Caution — If a power supply has shut down because of a thermal or overcurrent
condition, signified by the amber Attention LED lighting, remove the respective
power cord from the chassis. Allow the power supply to completely cool for at least
15 minutes. A shorter cooling time might cause damage to the power supply when
the power cord is reattached. If the Attention LED lights amber upon reattaching the
power cord, replace the power supply.

3.

If the Attention LED is lit, there is a fault with that power supply.

See “Servicing Power Supplies” on page 41.
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Related Information

“Front Panel LEDs” on page 2

“Rear Panel LEDs” on page 3

“Check Chassis Status LEDs” on page 4
“Check NET MGT Port Status LEDs” on page 4
“Check Link Status LEDs” on page 5

“Check Fan Status LEDs” on page 7

Check Fan Status LEDs

The fan status LEDs are located in the lower right corner of the fans at the front of
the gateway chassis. See “Front Panel LEDs” on page 2.

1.

2.

Visually inspect the fan status LEDs.

If the LED is lit, there is a fault with that fan.

See “Servicing Fans” on page 55.

Related Information

“Front Panel LEDs” on page 2

“Rear Panel LEDs” on page 3

“Check Chassis Status LEDs” on page 4
“Check NET MGT Port Status LEDs” on page 4
“Check Link Status LEDs” on page 5

“Check Power Supply Status LEDs” on page 6

Managing Faulty Components

If Oracle ILOM has detected a fault with a component, you can display and clear that
fault with these topics:

“Display Faulty Components (fault_state)” on page 8
“Display Faulty Components (/SP/faultmgmt)” on page 9
“Clear a Fault Manually” on page 10

“Clearable Fault Targets” on page 11

Detecting and Managing Faults 7



Related Information

“Interpreting Status LEDs” on page 1

“Identify Faults in the Oracle ILOM Event Log” on page 12
“Determining the Alarm State of a Component or System” on page 13
“Evaluating Sensor Alarms” on page 17

“Accessing CLI Prompts” on page 34

V¥V Display Faulty Components (fault_state)

You can identify faulty components by their fault state.

1.

2.

Access the Oracle ILOM CLIL
See “Access the Oracle ILOM CLI (NET MGT Port)” on page 35.

Display the fault state of components.

-> show / -a -1 4 -o table fault_state
Target | Property |
———————————————————— e
/SYS/MB | fault_state |
/SYS/PSUO | fault_state | oK
| |
| |
| |
| |
| |
| |

/SYS/PSUL fault_state OK
/SYS/FANO fault_state OK
/SYS/FAN1 fault_state OK
/SYS/FAN2 fault_state Faulted
/SYS/FAN3 fault_state OK
/SYS/FAN4 fault_state OK

->

Look in the Value column for Faulted.

Look in the same row under the Target column, to find the Oracle ILOM target
of the faulty component.

For example, /SYS/FAN2.

Identify the component that has faulted and might need to be replaced.
See “Clearable Fault Targets” on page 11.

Related Information

“Display Faulty Components (/SP/faultmgmt)” on page 9
“Clear a Fault Manually” on page 10
“Clearable Fault Targets” on page 11
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V¥V Display Faulty Components (/SP/faultmgmt)

1. Access the Oracle ILOM CLI.
See “Access the Oracle ILOM CLI (NET MGT Port)” on page 35.

2. Display any faulty components.

-> show -d targets /SP/faultmgmt
/SP/faultmgmt
Targets:
x (faulted_target)

where:
m x is the target sequence number (starting at 0).

m faulted_target is the Oracle ILOM target of the faulty component.

Note — If there are several faulty components, then their respective targets are listed
with increasing target sequence numbers.

Note — If no number is displayed, there are no faulty components.

For example:

-> show -d targets /SP/faultmgmt
/SP/faultmgmt
Targets:
0 (/SYS/PSu0)

3. Display details of the fault.

| -> show -d properties /SP/faultmgmt/x/faults/y

where:

m x is the target sequence number (starting at 0).
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m y is the fault sequence number (starting at 0) for the target x.

For example:

-> show /SP/faultmgmt/0/faults/0

/SP/faultmgmt/0/faults/0

Properties:
class = fault.chassis.device.psu.fail
sunw-msg-id = DCSIB-8000-23
uuid = e8f7a292-62ab-43a2-9f32-30991cf8fbd5
timestamp = 2012-04-01/10:34:18
fru_part_number = 3002234
fru_serial_number = 006541
product_serial_number = AK00022680
chassis_serial_number = AK00022680

The class property provides a general reason for the fault.

4. Use faulted_target to identify the component that has faulted and might need to
be replaced.
See “Clearable Fault Targets” on page 11.

Related Information
m “Display Faulty Components (fault_state)” on page 8

m “Clear a Fault Manually” on page 10
m “Clearable Fault Targets” on page 11

V¥V Clear a Fault Manually

If Oracle ILOM detects a fault and consequential component replacement, Oracle
ILOM automatically clears the fault. However, you can manually clear the fault after
replacing the component, if necessary.

1. Access the Oracle ILOM CLI.
See “Access the Oracle ILOM CLI (NET MGT Port)” on page 35.

10 Sun Network QDR InfiniBand Gateway Switch Service Manual for Firmware Version 2.1 ¢ March 2013



2. Clear the fault.

| -> set target clear_fault_action=true

where target is from “Clearable Fault Targets” on page 11.

For example, to clear a fault with power supply 0, type.

->

-> set /SYS/PSUO clear_ fault_action=true
Are you sure you want to clear /SYS/PSUO (y/n)? y

Set ’‘clear_fault_action’ to ’true’

Related Information

m “Display Faulty Components (fault_state)” on page 8

m “Display Faulty Components (/SP/faultmgmt)” on page 9

m “Clearable Fault Targets” on page 11

Clearable Fault Targets

This table lists the components, their Oracle ILOM targets that are clearable, and

links to servicing procedures.

Component Target Links

Battery /SYS/MB “Servicing the Battery” on page 75

SSD drive /SYS/MB Replace the gateway. See “Remove the Gateway
From the Rack” on page 77.

Fan x, where x is 0 to 4 /SYS/FANX “Servicing Fans” on page 55

Power supply x, where x is either 0 or 1 /SYS/PSUX “Servicing Power Supplies” on page 41

Use this table for these procedures:

m “Display Faulty Components (/SP/faultmgmt)” on page 9

m “Clear a Fault Manually” on page 10

m “Identify Faults in the Oracle ILOM Event Log” on page 12

Related Information

m “Display Faulty Components (fault_state)” on page 8

m “Display Faulty Components (/SP/faultmgmt)” on page 9
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m “Clear a Fault Manually” on page 10

V¥V Identify Faults in the Oracle ILOM
Event Log

1. Access Oracle ILOM.
See “Access the Oracle ILOM CLI (NET MGT Port)” on page 35.

2. Display the Oracle ILOM event log.

| -> show /SP/logs/event/list Class==class Type==fype |

where you choose class and type from the table in Gateway Administration, log entry
filters.

For example, to display log entries pertaining to all faults, type.

| -> show /SP/logs/event/list Class==Fault

Note — If you want to display log entries pertaining to only component failure, use
the show /SP/logs/event/list Class==Fault Type==Fault command.

3. Identify the faulty components in the output.

The Oracle ILOM targets of the faulty components follow the word component.
For example:

-> show /SP/logs/event/list Class==Fault

Event
ID Date/Time Class Type Severity
18820 Tue Sep 25 13:44:56 2012 Fault Fault critical

Fault detected at time = Tue Sep 25 13:44:56 2012. The suspect component:
/SYS/PSUO has fault.chassis.device.psu.fail with probability=100. Refer
to http://support.oracle.com/msg/DCSIB-8000-23 for details.

18569 Tue Sep 18 16:43:13 2012 Fault Repair minor
Component /SYS/PSUQO repaired
18567 Tue Sep 18 15:51:48 2012 Fault Fault critical

Fault detected at time = Tue Sep 18 15:51:48 2012. The suspect component:
/SYS/PSUO has fault.chassis.device.psu.fail with probability=100. Refer
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to http://support.oracle.com/msg/DCSIB-8000-23 for details.

Note — The most recent events are listed at the top of the log.

In this example, Event ID 18567 on September 18, at 15:51, indicated that a critical
fault occurred in the component with Oracle ILOM target /SYS/PsSUO. This is
power supply 0 as identified in “Clearable Fault Targets” on page 11. Following
the Oracle ILOM target is the reason for the fault. A URL is provided for more
information about the fault.

Moving up the output, Event ID 18569 on September 18, at 16:43, indicated that a
repair action was taken on the component with Oracle ILOM target /SYS/PSUO.

The power supply was repaired. The term repaired can mean either repaired
or replaced. In either case, the power supply in slot 0 was now functional.

Continuing up the output, Event ID 18820 on September 25 indicated that a
critical fault occurred again in the component with Oracle ILOM target
/SYS/PSUO.

. Depending on the severity of the fault, replace the component.

See “Clearable Fault Targets” on page 11 for servicing links.

Related Information

“Interpreting Status LEDs” on page 1

“Managing Faulty Components” on page 7

“Determining the Alarm State of a Component or System” on page 13
“Evaluating Sensor Alarms” on page 17

“Accessing CLI Prompts” on page 34

Determining the Alarm State of a
Component or System

When a component or system of components experiences a condition which triggers
an alarm, the condition might affect the operation of the gateway. These topics enable
you to display alarm states.

“Display the General Alarm State of Systems and Components” on page 14
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m “System Alarm Targets” on page 15
m “Component Alarm Targets” on page 15
m “Oracle ILOM Target Alarm States” on page 16

Related Information

m “Interpreting Status LEDs” on page 1

m “Managing Faulty Components” on page 7

m “Identify Faults in the Oracle ILOM Event Log” on page 12
m “Evaluating Sensor Alarms” on page 17

m “Accessing CLI Prompts” on page 34

V¥ Display the General Alarm State of Systems and
Components

1. Access the Oracle ILOM CLI.
See “Access the Oracle ILOM CLI (NET MGT Port)” on page 35.

2. Type.

| -> show farget alarm_status

where target is from the tables in “System Alarm Targets” on page 15 and
“Component Alarm Targets” on page 15.

For example, to display the general alarm state of fan 1, type.

-> show /SYS/FANl1l alarm_ status
/SYS/FAN1
Properties:
alarm_status = cleared
->

3. Compare the value displayed to the alarm states.

See “Oracle ILOM Target Alarm States” on page 16.

4. If the alarm state is major or critical, you might need to replace the
component.

See “Clearable Fault Targets” on page 11 for servicing links.
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Related Information
m “System Alarm Targets” on page 15

m “Component Alarm Targets” on page 15

m “Oracle ILOM Target Alarm States” on page 16

System Alarm Targets

This table lists systems that have the ability to report an alarm and their Oracle ILOM
targets.Use these targets for the procedure, “Display the General Alarm State of
Systems and Components” on page 14.

System Target

Cooling system /SYS/COOLING_ATTN
Signal cable monitoring /SYS/CABLE_ATTN
Power system /SYS/POWER_ATTN
Power redundancy /SYS/POWER_REDUN
Cooling redundancy /SYS/COOLING_REDUN
Signal cable connections /SYS/CABLE_CONN_STAT
Temperature monitoring /SYS/TEMP_ATTN
InfiniBand devices within the gateway /SYS/IBDEV_ATTN
Entire gateway /SYS/CHASSIS_STATUS

Related Information
m “Display the General Alarm State of Systems and Components” on page 14
m “Component Alarm Targets” on page 15

m “Oracle ILOM Target Alarm States” on page 16

Component Alarm Targets

This table lists components or sensors that have the ability to report an alarm, and
their Oracle ILOM targets. Use these targets for the procedure “Display the General
Alarm State of Systems and Components” on page 14.
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Component

Target

ECB alarm

3.3v main voltage alarm

5v alarm

1.0v alarm

14 switch chip voltage alarm
2.5 v alarm

Digital power alarm
Analog power alarm
BridgeX chip voltage alarm
1.8V alarm

14 switch chip boot alarm
SSD drive alarm

Battery alarm

/SYS/MB/V_ECB
/SYS/MB/V_3.3VMainOK
/SYS/MB/V_5VOK
/SYS/MB/V_1.0VOK
/SYS/MB/V_I41.2VOK
/SYS/MB/V_2 .5VOK
/SYS/MB/V_V1P2DIG
/SYS/MB/V_V1P2ANG
/SYS/MB/V_BX1.2VOK
/SYS/MB/V_1.8VOK
/SYS/MB/BOOT_TI4A
/SYS/MB/DISK_FAULT

/SYS/MB/BAT_FAULT

Individual power supply alarm, where x is either 0 or 1 ~ /SYS/PSUx/FAULT
Individual power supply alert, where x is either 0 or 1 /SYS/PSUX/ALERT

Individual power supply mains voltage presence, where = /SYS/PSUx/AC_PRESENT
x is either 0 or 1

Individual fan alarm, where x is 0 to 4 /SYS/FANx/FAULT

Related Information

m “Display the General Alarm State of Systems and Components” on page 14
m “System Alarm Targets” on page 15

m “Oracle ILOM Target Alarm States” on page 16

Oracle ILOM Target Alarm States

Use this table to clarify alarm states as seen in the alarm_status = alarm_state
parameter of Oracle ILOM targets and in the output of the procedure “Display the
General Alarm State of Systems and Components” on page 14.
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Alarm State

Description

cleared

warning

minor

major

critical

indeterminate

(none)

The component or system has recovered from an alarmed condition and is fully
operational.

An alarm has identified a condition that is abnormal, but does not affect any
individual component.

An alarm has identified a condition that might affect an individual component.

An alarm has identified a condition that affects only the individual component. The
condition might affect a system, but not enough to compromise the operation of the
gateway.

An alarm has identified a condition that affects both individual components and
systems. The operation of the gateway is compromised or at risk.

Oracle ILOM is unable to provide an alarm state for this component.

The component or its alarm is not available to Oracle ILOM. (The component might
have been removed.)

Related Information
m “Display the General Alarm State of Systems and Components” on page 14
m “System Alarm Targets” on page 15

m “Component Alarm Targets” on page 15

Evaluating Sensor Alarms

These topics enable you to evaluate sensor information, to determine if an
unfavorable condition has occurred or will happen.

Detecting and Managing Faults
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Step Description

Links

1. Identify a suspect sensor and display its
value.

2. Determine the sensor target and alarm
type.

3. Evaluate the sensor type alarm.

“Display Oracle ILOM Sensor Status” on page 18

“Determine Oracle ILOM Sensor Target Types” on
page 20

“Evaluating a Voltage Sensor Alarm” on page 20
“Evaluating a Temperature Sensor Alarm” on page 23
“Evaluating a Speed Sensor Alarm” on page 26
“Evaluating a State Sensor Alarm” on page 29
“Evaluating a Presence Sensor Alarm” on page 30
“Evaluating an Indicator State” on page 32

Related Information

m “Interpreting Status LEDs” on page 1

m “Managing Faulty Components” on page 7
m “Identify Faults in the Oracle ILOM Event Log” on page 12

m “Determining the Alarm State of a Component or System” on page 13

m “Accessing CLI Prompts” on page 34

V¥V Display Oracle ILOM Sensor Status

1. Access the Oracle ILOM CLI.

See “Access the Oracle ILOM CLI (NET MGT Port)” on page 35.

2. Type.
-> show / -a -1 4 -o table alarm_ status
Target | Property | value
____________________ g
/SYS/MB/V_ECB | alarm_status | cleared
/SYS/MB/V_3.3VMain | alarm_status | cleared
/SYS/MB/ | alarm_status | cleared
V_3.3VMainOK | |
/SYS/MB/V_3.3VStby | alarm_status | minor
/SYS/FAN3/PRSNT | alarm_status | cleared
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/SYS/FAN3/TACH | alarm_status | cleared
/SYS/FAN3/FAULT | alarm_status | cleared
->

3.

4. Look in the same row under the Target column, to find the Oracle ILOM

5.

Look in the Value column for minor, major, or critical.

For example, minor. For more information about alarm states, see “Oracle ILOM

Target Alarm States” on page 16.

sensor target.
For example, /SYS/MB/V_3.3VStby.

Display the value of the sensor target.

-> show farget value

where target is the Oracle ILOM target for the sensor from Step 4. For example:

-> show /SYS/MB/V_3.3VStby value
/SYS/MB/V_3.3VStby
Properties:
value = 3.490 Volts

6.

7.

Record the target and value.

For example, /SYS/MB/V_3.3VStby and 3.490 volts.

Determine the sensor type.

See “Determine Oracle ILOM Sensor Target Types” on page 20.

Related Information

“Determine Oracle ILOM Sensor Target Types” on page 20
“Evaluating a Voltage Sensor Alarm” on page 20
“Evaluating a Temperature Sensor Alarm” on page 23
“Evaluating a Speed Sensor Alarm” on page 26
“Evaluating a State Sensor Alarm” on page 29
“Evaluating a Presence Sensor Alarm” on page 30

“Evaluating an Indicator State” on page 32
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V¥ Determine Oracle ILOM Sensor Target Types

® Use this table to determine the sensor type from its target and go to the
corresponding link.

The word string represents any string of characters, numbers, and symbols.

Sensor Target Sensor Type Links
/SYS/FANx/string ¢ Fan state ¢ “Evaluating a State Sensor Alarm” on page 29
¢ Fan speed ¢ “Evaluating a Speed Sensor Alarm” on page 26
¢ Fan presence ¢ “Evaluating a Presence Sensor Alarm” on
page 30
/SYS/I_string Indicator “Evaluating an Indicator State” on page 32
/SYS/MB/T_string Main board temperature “Evaluating a Temperature Sensor Alarm” on
page 23
/SYS/MB/V_stringOK Main board voltage state “Evaluating a State Sensor Alarm” on page 29
/SYS/MB/V_string Main board voltage “Evaluating a Voltage Sensor Alarm” on page 20
/SYS/MB/string Main board system state “Evaluating a State Sensor Alarm” on page 29
/SYS/PSUx/string ¢ Power supply state ¢ “Evaluating a State Sensor Alarm” on page 29
¢ Power supply presence ¢ “Evaluating a Presence Sensor Alarm” on
page 30
/SYS/string System state “Evaluating a State Sensor Alarm” on page 29

Related Information
m “Display Oracle ILOM Sensor Status” on page 18

m “Evaluating a Voltage Sensor Alarm” on page 20

m “Evaluating a Temperature Sensor Alarm” on page 23
m “Evaluating a Speed Sensor Alarm” on page 26

m “Evaluating a State Sensor Alarm” on page 29

m “Evaluating a Presence Sensor Alarm” on page 30

m “Evaluating an Indicator State” on page 32

Evaluating a Voltage Sensor Alarm

These topics help you resolve voltage sensor alarms.
m “Evaluate a Voltage Sensor” on page 21

m “Voltage Sensor Values” on page 22
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“Voltage Out of Range” on page 22

Related Information

“Display Oracle ILOM Sensor Status” on page 18
“Determine Oracle ILOM Sensor Target Types” on page 20
“Evaluating a Temperature Sensor Alarm” on page 23
“Evaluating a Speed Sensor Alarm” on page 26
“Evaluating a State Sensor Alarm” on page 29
“Evaluating a Presence Sensor Alarm” on page 30

“Evaluating an Indicator State” on page 32

V¥ Evaluate a Voltage Sensor

1.

Display the sensor status and determine the target type.
See:

m “Display Oracle ILOM Sensor Status” on page 18

m “Determine Oracle ILOM Sensor Target Types” on page 20

Compare the displayed value with a known good range.

See “Voltage Sensor Values” on page 22.

Learn why a voltage sensor might alarm.

See “Voltage Out of Range” on page 22.

Determine your next step.

Voltage Sensor Target Action Links
® /SYS/MB/V_3.3VMain  Replace the power supply. “Servicing Power Supplies”
® /SYS/MB/V_3.3VStby on page 41

® /SYS/MB/V_12V

/SYS/MB/V_BAT Replace the battery. “Servicing the Battery” on
page 75

All other voltage sensor Replace the gateway. “Remove the Gateway From

targets. the Rack” on page 77

Related Information

“Voltage Sensor Values” on page 22
“Voltage Out of Range” on page 22
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Voltage Sensor Values

This table lists typical values and acceptable ranges for the voltage sensors. You use
this table in conjunction with the target and value you recorded in “Display Oracle
ILOM Sensor Status” on page 18. If your voltage sensor’s value is near a boundary or
outside of the acceptable range, refer to “Voltage Out of Range” on page 22.

Voltage Sensor Target Typical Value Acceptable Range
/SYS/MB/V_3.3VMain 3.266V 3.112 to 3.403V
/SYS/MB/V_3.3VStby 3.420V 3.112 to 3.403V
/SYS/MB/V_12V 11.966V 11.346 to 12.338V
/SYS/MB/V_5V 4.992V 4.498 to 5.486V
/SYS/MB/V_BAT 3.136V 2.746V to N/A
/SYS/MB/V_1.0V 1.006V 0.877 to 1.158V
/SYS/MB/V_I41.2V 1.217V 1.041 to 1.392V
/SYS/MB/V_2 .5V 2.504V 2.387 to 2.586V
/SYS/MB/V_V1P2DIG 1.170V 1.135 to 1.392V
/SYS/MB/V_V1P2ANG 1.170V 1.135 to 1.392V
/SYS/MB/V_BX1.2V 1.217V 1.041 to 1.392V
/SYS/MB/V_1.8V 1.785V 1.697 to 1.891V
/SYS/MB/V_1.2VStby 1.193V 1.048 to 1.387V

Related Information
m “Evaluate a Voltage Sensor” on page 21

m “Voltage Out of Range” on page 22

Voltage Out of Range

Even though all voltages within the chassis are regulated, situations can arise where
a voltage drifts outside of the acceptable range and goes too high or too low.
When a voltage is too high, it can be caused by:

m The load for which the voltage is provided, is missing — A component has failed or
has been removed from the electrical connection.

m The regulator for that voltage has failed.
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For example, if the voltage at sensor target /SYS/MB/V_I41.2V is too high, then
either the regulator is failing, or the 14 switch chip is no longer requiring the supplied
voltage. This latter situation can occur transitionally if the I4 switch chip is reset or if
all of its ports are disabled. If the I4 switch chip has a catastrophic failure, such as
from overheating, the voltage at the sensor target might go too high.

When a voltage is too low, it can be caused by:

m The load for which the voltage is provided, has increased beyond that supported
by the regulator - A component has either been overresourced or internally
electrically shorted, internal maximum temperature has been exceeded, or the
electrical connection has been shorted.

m The regulator for that voltage has failed.

For example, if the voltage at sensor target /SYS/MB/V_I41.2V is too low, then
either the regulator is failing, or the I4 switch chip is under very heavy throughput
loading, quite possibly in conjunction with overheating.

Because both types of voltage extremes for the /SYS/MB/V_I41.2V sensor target can
be indicative of a thermal problem with the I4 switch chip, it follows that a check of
the temperature at sensor target /SYS/MB/T_I4A, is in order.

Note — The 3.3VMain, 3.3VStby, and the 12V are provided by the power supplies
redundantly. If one of these voltages is either too high or too low, one or both of the
power supplies could be at fault, as the voltages are provided by the power supplies
in parallel. Because of this configuration, you must recheck the 3.3VMain, 3.3VStby,
and 12V with only one power supply operational at a time. Re-perform “Display
Oracle ILOM Sensor Status” on page 18 with only the power cord for PSUO
disconnected, and then again with only the power cord for PSU1 disconnected.

Related Information
m “Evaluate a Voltage Sensor” on page 21

m “Voltage Sensor Values” on page 22

Evaluating a Temperature Sensor Alarm

These topics help you resolve temperature sensor alarms.
m “Evaluate a Temperature Sensor” on page 24
m “Temperature Sensor Values” on page 24

m “Temperature Out of Range” on page 25
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Related Information

m “Display Oracle ILOM Sensor Status” on page 18

m “Determine Oracle ILOM Sensor Target Types” on page 20
m “Evaluating a Voltage Sensor Alarm” on page 20

m “Evaluating a Speed Sensor Alarm” on page 26

m “Evaluating a State Sensor Alarm” on page 29

m “Evaluating a Presence Sensor Alarm” on page 30

m “Evaluating an Indicator State” on page 32

V¥V Evaluate a Temperature Sensor

1. Display the sensor status and determine the target type.
See:
m “Display Oracle ILOM Sensor Status” on page 18
m “Determine Oracle ILOM Sensor Target Types” on page 20

2. Compare the displayed value with a known good range.

See “Temperature Sensor Values” on page 24.

3. Learn why a temperature sensor might alarm and take action.

See “Temperature Out of Range” on page 25.

Related Information
m “Temperature Sensor Values” on page 24

m “Temperature Out of Range” on page 25

Temperature Sensor Values

This table lists typical values and acceptable ranges for the temperature sensors. You
use this table in conjunction with the target and value you recorded in “Display

Oracle ILOM Sensor Status” on page 18. If your temperature sensor’s value is near a
boundary or outside of the acceptable range, refer to “Temperature Out of Range” on

page 25.

Temperature Sensor Target Typical Value Acceptable Range
/SYS/MB/T_BACK 30°C 25 to 70°C
/SYS/MB/T_FRONT 29°C 25 to 70°C
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Temperature Sensor Target Typical Value Acceptable Range

/SYS/MB/T_SP 45°C 25 to 60°C
/SYS/MB/T_TI4A 39°C 25 to 70°C
/SYS/MB/T_BO 48°C 25 to 70°C
/SYS/MB/T_B1 49°C 25 to 70°C

Related Information
m “Evaluate a Temperature Sensor” on page 24

m “Temperature Out of Range” on page 25

Temperature Out of Range

Temperatures within the chassis are regulated by the fans. For the fan cooling to be
effective, the intake room air temperature must be below 25°C.

When a temperature is too high, it can be caused by:

m Air flow is insufficient — The fan speeds are too slow, the fans have stopped
spinning, or the fan is missing altogether.

m Cooling air temperature is too high — No component can be cooled to a
temperature lower than the cooling medium itself. Additionally, as the cooling air
temperature increases, the air’s ability to remove heat diminishes.

m Heat generated within a component is greater than that removed - The cooling
system was designed for a certain power dissipated by the components. When
those components experience high computing or throughput loads, or are
subjected to overvoltage situations when a voltage regulator fails, they generate
more heat.

For example, if the temperature at sensor target /SYS/MB/T_I4A is too high, then
the fans speeds (/SYS/FANx/TACH) are collectively too low, the cooling air
temperature (/SYS/MB/T_FRONT) is too high, the voltage powering the 14 switch
chip (/SYS/MB/V_I41.2V) is too high, or the loading on the switch chip is too high.

When a temperature is too low, it is rarely a detrimental situation. There is an
exception, when the temperature of a component is the same as room temperature or
lower, there is a great possibility that the component is not functioning as expected.

For example, if the temperature at sensor target /SYS/MB/T_I4A is too low, as
compared to the cooling air temperature (/SYS/MB/T_FRONT), then the 14 switch
chip is being held in a state of reset, the voltage for the 14 switch chip
(/SYS/MB/V_I41.2V) is not being provided, or the 14 switch chip has
catastrophically failed.

Detecting and Managing Faults 25



Note — The gateway is not fitted with an air filter. Therefore, contaminants can enter
the gateway and adhere to cooling surfaces. The effect is two-fold, the contaminants
prevent the flow of cooling air to the components, and the contaminants behave as
insulators, retaining waste heat dissipated by the components. If supplied voltages,
cooling air temperatures, and fans speeds are within acceptable values, yet
component temperatures are high, the extent of contamination is severe.

When temperatures are out of range, the suggested action is to check the fans and
replace any that are not operating properly. See “Servicing Fans” on page 55. If new
fans do not resolve the problem, then replace the gateway.

Related Information
m “Evaluate a Temperature Sensor” on page 24

m “Temperature Sensor Values” on page 24

Evaluating a Speed Sensor Alarm

These topics help you resolve speed sensor alarms.
m “Evaluate a Speed Sensor” on page 26
m “Speed Sensor Values” on page 27

m “Speed Out of Range” on page 27

Related Information

m “Display Oracle ILOM Sensor Status” on page 18

m “Determine Oracle ILOM Sensor Target Types” on page 20
m “Evaluating a Voltage Sensor Alarm” on page 20

m “Evaluating a Temperature Sensor Alarm” on page 23

m “Evaluating a State Sensor Alarm” on page 29

m “Evaluating a Presence Sensor Alarm” on page 30

m “Evaluating an Indicator State” on page 32

V¥ Evaluate a Speed Sensor

1. Display the sensor status and determine the target type.

See:
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m “Display Oracle ILOM Sensor Status” on page 18
m “Determine Oracle ILOM Sensor Target Types” on page 20

2. Compare the displayed value with a known good range.

See “Speed Sensor Values” on page 27.

3. Learn why a speed sensor might alarm and take action.

See “Speed Out of Range” on page 27.

Related Information
m “Speed Sensor Values” on page 27

m “Speed Out of Range” on page 27

Speed Sensor Values

This table lists typical values and acceptable ranges for the speed sensors. You use
this table in conjunction with the target and value you recorded in “Display Oracle
ILOM Sensor Status” on page 18. If your speed sensor’s value is near a boundary or
