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Using This Documentation

This guide provides the site checklists that must be completed before receiving Oracle SuperCluster M6-32.
Product Notes
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Feedback
Provide feedback on this documentation at:

http://www.oracle.com/goto/docfeedback
Access to Oracle Support

Oracle customers have access to electronic support through My Oracle Support. For information visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id= info or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing impaired.

Chapter

1
SuperCluster M6-32 Site Checklists

Note – The physical and environmental requirements for the SPARC M6-32 server (such as the weight of the server, the unpacking and unloading instructions, and so on) are different from those for other servers used with previous SuperCluster systems. You must familiarize yourself with all the site preparation information for the SPARC M6-32 server that is provided in the SPARC M5-32 and SPARC M6-32 Servers Installation Guide before completing the information in this document. You can access that installation guide from the following URL:

   http://www.oracle.com/goto/m6-32/docs
Complete the checklists in this chapter to ensure that the site is prepared for installing and deploying SuperCluster M6-32. 

· Data Center Room Checklist 

· Data Center Environment Checklist 

· Access Route Checklist 

· Facility Power Checklist 

· Safety Checklist 

· Logistics Checklist 

· Network Configuration Checklist 

· Database High Availability Checklist 

· Auto Service Request Checklist 
Data Center Room Checklist
Complete the following checklist to ensure that the data center room requirements are met. For information about the data center requirements, refer to the SPARC M5-32 and M6-32 Server Installation Guide and the Oracle SuperCluster M6-32 Owner’s Guide: Installation.
	Data Center Room Checklist Items
	Yes
	No
	N/A
	Comment

	Has a vacant system location been allocated for the SPARC M6-32 server and storage rack?

Due to cable length restrictions, the storage rack must be physically installed adjacent to the SPARC M6-32 server. If you have two SPARC M6-32 servers as part of your SuperCluster M6-32, the storage rack would be installed between the two SPARC M6-32 servers. 

Note: The default copper cables must be routed out the top of the SPARC M6-32. The copper cables will lie on top of the chassis and then go down into the top of the storage rack.

Some data center operators will not allow this external cable configuration.  If this is an issue, you must order longer fiber cables as part of the original order or afterwards. 
	
	
	
	

	Does the floor layout meet the equipment maintenance access requirements:
· Rear maintenance: 36 in. (914 mm)

· Front maintenance: 48.5 in. (1232 mm)

· Top maintenance: 36 in. (914 mm)
	
	
	
	

	Have cabinet stabilization measures been considered?
	
	
	
	

	Does the raised floor satisfy the weight requirements for the new hardware?

· Shipping weight:

· SPARC M6-32 server: Approx. 1678 kg (3700 lbs)

· Storage rack: 565.6 kg (1247 lbs)
· Unpackaged weight:

· SPARC M6-32 server: Approx. 1678 kg (3700 lbs)

· Storage rack: 516.2 kg (1138 lbs)
	
	
	
	

	Can floor tiles be removed without permission to accommodate service? 
	
	
	
	

	Are there cable routing channels or cutouts?
	
	
	
	

	Are you providing any additional hardware?
	
	
	
	

	Is the hardware you are providing fully compatible with SuperCluster M6-32?
	
	
	
	

	Will the new hardware location require any nonstandard cable lengths?
	
	
	
	

	Is the floor to ceiling height a minimum of 2914 mm or 2.9 m (9.6 feet)?
	
	
	
	

	Is the depth of the raised floor adequate?

Refer to the SPARC M5-32 and M6-32 Server Installation Guide and Oracle SuperCluster M6-32 Owner’s Guide: Installation for more information.
	
	
	
	


Data Center Environment Checklist
Complete the following checklist to ensure that the data center environment requirements are met. For information about environment requirements, refer to the SPARC M5-32 and M6-32 Server Installation Guide and the Oracle SuperCluster M6-32 Owner’s Guide: Installation.
	Data Center Environment Considerations
	Yes
	No
	N/A
	Comment

	Does the computer room air handling meet temperature and humidity requirements? 
Refer to the SPARC M5-32 and M6-32 Server Installation Guide and Oracle SuperCluster M6-32 Owner’s Guide: Installation for more information.
	
	
	
	

	Does the installation floor layout satisfy the ventilation requirements?
	
	
	
	

	Will the equipment be positioned so the exhaust air of one rack does not enter the air intake of another rack?
	
	
	
	

	Are the perforated floor tiles each rated at 400 CFM or greater?
	
	
	
	

	Do the data center air conditioners provide sufficient front to back airflow?

·  SPARC M6-32 server: 4200 CFM (maximum)

· Storage rack: 
1,090 CFM (maximum)
	
	
	
	

	Is airflow adequate to prevent hot spots?
	
	
	
	

	Can the data center continuously satisfy environmental requirements?

· SPARC M6-32 server: 123,000 BTU/hour (maximum)

· Storage rack: 
23,600 BTU/hour (maximum)
	
	
	
	

	Can more vented floor tiles be obtained if required?
	
	
	
	


Access Route Checklist
Complete the following checklist to ensure that the access route requirements are met. For more information on access route information, refer to the SPARC M5-32 and M6-32 Server Installation Guide and the Oracle SuperCluster M6-32 Owner’s Guide: Installation.
	Access Route Considerations
	Yes
	No
	N/A
	Comment

	Has the access route been checked for clearances of the packaged equipment?
	
	
	
	

	Do all the doors and entry ways conform to the width and height requirements for transportation, including the width of the unpacked unit:
· Height: 85 in. (2159 mm)

· Width: 48 in. (1219 mm)
	
	
	
	

	Does the access route provide sufficient space for transport of the packed devices?
	
	
	
	

	Are there any ramps or thresholds that are of concern? If yes, provide details.

Note: The shipping weight for the SPARC M6-32 server is approximately 4,000 lbs (1814 kg). Refer to the SPARC M5-32 and M6-32 Server Installation Guide for important information on shipping weight and ramps.
	
	
	
	

	Have you confirmed that all route incline angles are within the permitted range?
	
	
	
	

	Have you confirmed that the access route is free of any obstacles that would expose the device to shock?
	
	
	
	

	Are all the surfaces acceptable for rolling the new unpacked and packed equipment?
	
	
	
	

	If a pallet jack is to be used, have you confirmed the following:

· The pallet jack supports the device weight?

· The pallet jack tines are compatible with the shipping pallet?

Following are the weights for SuperCluster M6-32:

· Shipping weight:

· SPARC M6-32 server: Approx. 1678 kg (3700 lbs)

· Storage rack: 565.6 kg (1247 lbs)

· Standard weight:

· SPARC M6-32 server: Approx. 1678 kg (3700 lbs)

· Storage rack: 516.2 kg (1138 lbs)
	
	
	
	

	If there are stairs, is a loading elevator accessible for the equipment?
	
	
	
	

	If an elevator is to be used, have you confirmed the following:

· The elevator car is wide enough for the device to be carried into it?

· The elevator car is high enough for the device to be carried into it?

· The load limit of the elevator is greater than the device weight?

· Are elevators available to handle the weight of the SPARC M6-32 server and storage rack?
· The elevator door meets the minimum height requirement of 86 inches for packaged rack delivery?
	
	
	
	

	Does the path from the receiving location to the designated data center area support the weight of the unpacked equipment?
	
	
	
	

	Is the path onto the raised floor rated for dynamic loading of the server? Refer to the SPARC M5-32 and M6-32 Server Installation Guide and Oracle SuperCluster M6-32 Owner’s Guide: Installation for requirements.
	
	
	
	


Facility Power Checklist
Complete the following checklist to ensure that the facility power requirements are met. For information about power requirements, refer to the SPARC M5-32 and M6-32 Server Installation Guide and the Oracle SuperCluster M6-32 Owner’s Guide: Installation.
	Facility Power Considerations
	Yes
	No
	N/A
	Comment

	Do you know the required operating voltage and electric current level of the device and peripherals?
	
	
	
	

	Will you be using single-phase (low-voltage or high-voltage) or 3-phase (low-voltage or high-voltage) power?
	
	
	
	

	Are enough power outlets provided within 4 feet (1.22 meters) of the rear of Oracle SuperCluster M6-32?
The power cords attach at the top of the server. Routing the power cords through the bottom of the server uses 115 in. (2.92m) of the cord length, leaving only 4 ft 10 in. (1.48m) available to connect to the AC power receptacles. Therefore, when power receptacles are under the floor/server, ensure they are as close to the rear of Oracle SuperCluster M6-32 as possible (a maximum of 4 ft. [1.22m] from the rear of Oracle SuperCluster M6-32).
	
	
	
	

	Do the power outlets have appropriate socket receptacles for the PDU option ordered? 
	
	
	
	

	Will optional ground cables be attached to the rack?
	
	
	
	

	Are the circuit breakers for the equipment suitable in terms of voltage and current-carrying capacities?
	
	
	
	

	Does the power frequency meet the equipment specifications?
	
	
	
	

	Are power outlets available for the new equipment at the designated location?
	
	
	
	

	Will system power be delivered from two separate grids?
	
	
	
	

	Is there a UPS to power the equipment?
	
	
	
	

	Is the capacity of the UPS sufficient for SuperCluster M6-32?
	
	
	
	

	Do you have the minimum required power sources to support the power load for the new hardware? 
	
	
	
	


Safety Checklist
Complete the following checklist to ensure that the safety requirements are met. For information about safety, refer to the SPARC M5-32 and M6-32 Server Installation Guide and the Oracle SuperCluster M6-32 Owner’s Guide: Installation.
	Safety Checklist Considerations
	Yes
	No
	N/A
	Comment

	Is there an emergency power shut off?
	
	
	
	

	Is there a fire protection system in the data center room?
	
	
	
	

	Is the computer room adequately equipped to extinguish a fire?
	
	
	
	

	Is antistatic flooring installed?
	
	
	
	

	Is the floor below the raised floor free of obstacles and blockages?
	
	
	
	


Logistics Checklist
Complete the following checklist to ensure that the logistics requirements are met. For information about unpacking and space requirements, refer to the SPARC M5-32 and M6-32 Server Installation Guide and the Oracle SuperCluster M6-32 Owner’s Guide: Installation.
	Logistics Checklist Considerations
	Yes
	No
	N/A
	Comment

	Do you have contact information for the data center personnel?
	
	
	
	

	Is there security or access control for the data center?
	
	
	
	

	Are there any security background checks or security clearances required for vendor personnel to access the data center? If yes, do you have a recommended agency?
	
	
	
	

	How many days in advance must background checks be completed?
	
	
	
	

	Are there any additional security access issues?
	
	
	
	

	Is computer room access available for installation personnel?
	
	
	
	

	Are laptops, cell phones, and cameras allowed in the data center?
	
	
	
	

	Does the building have a delivery dock?
	
	
	
	

	Is there a delivery/unpacking/staging area?
	
	
	
	

	Is the delivery inside?
	
	
	
	

	If the delivery is not inside, then is the site prepared for uncrating?
	
	
	
	

	Is the unpacking/staging area protected from the elements?
	
	
	
	

	Does the building have adequate receiving space?
	
	
	
	

	Is the unpacking area air-conditioned to avoid thermal shock for various hardware components?
	
	
	
	

	Will sufficient moving personnel be available to install the hardware?
	
	
	
	

	Is union labor required for any part of the delivery or installation?
	
	
	
	

	Are you prepared for uncrating and trash removal? 
	
	
	
	

	Is uncrating of cabinet and cabinet trash removal required?
	
	
	
	

	Are there any restrictions on delivery truck length, width, or height? 
	
	
	
	

	Do you allow cardboard boxes and other packing material in the computer room? If no, then do ground-level deliveries require a truck with a side rail lift?
	
	
	
	

	Is there a time constraint on dock access? If yes, provide time constraints.
	
	
	
	

	Is a tail lift required on the delivery carrier to unload the equipment at the delivery dock?
	
	
	
	

	Will any of the following be required to place equipment in computer room?

· Stair walkers

· Lifters

· Ramps

· Steel plates

· Floor covers
	
	
	
	

	Does the delivery carrier require any special equipment, such as nonfloor damaging rollers, transport dollies, pallet jacks, or forklifts?
	
	
	
	


Network Configuration Checklist
Complete the following checklist to ensure that the network configuration requirements are met for the following networks in SuperCluster M6-32:

· InfiniBand network: Used for communication between components installed in SuperCluster M6-32 
· Client access network: 10GbE network, with connections to the 10GbE network interface cards in the servers 

· Management network: Oracle ILOM and 1GbE host management network, with connections to the management ports on the servers, storage servers and storage appliance 
For information about IP addresses, refer to the Oracle SuperCluster M6-32 Owner’s Guide: Overview.
	Network Specification Considerations
	Yes
	No
	N/A
	Comment

	Were any conflicts found while running the checkip.sh script before connecting the network? 
	
	
	
	

	Were any conflicts found while running the checkip.sh script after initial configuration? 
	
	
	
	

	Do you have the appropriate number of network drops available for SuperCluster M6-32?

· 10GbE client access network: 2 network drops for every LDom in the DCUs in SuperCluster M6-32 
· 1GbE management network: 1 network drop
	
	
	
	

	Did you run the required network cables from your network equipment to the location where SuperCluster M6-32 will be installed?
	
	
	
	

	Did you label the network cables that will connect to SuperCluster M6-32?
	
	
	
	

	Will the Ethernet switch have IP routing disabled?
	
	
	
	

	Do you have the appropriate number of IP addresses reserved for SuperCluster M6-32? Refer to the Oracle SuperCluster M6-32 Configuration Worksheets for more information.
	
	
	
	


Database High Availability Checklist
Complete the following checklist to ensure the requirements for high availability are met for SuperCluster M6-32. For additional information about high availability, refer to the Oracle Database High Availability Overview.
	Database High Availability Considerations
	Yes
	No
	N/A
	Comment

	Have high redundancy disk groups been configured for best protection against different storage failures and corruptions?
	
	
	
	

	Will the pre-optimized and configured database be used after deployment?
	
	
	
	

	Have you reviewed the Oracle Exadata Storage Server Software patching overview and patch testing guidelines in My Oracle Support note 1262380.1?
	
	
	
	-

	Have you reviewed Oracle Exadata Storage Server Software Maximum Availability Architecture web site for post-deployment steps to achieve MAA?

The web site is at:
http://www.oracle.com/goto/maa
	
	
	
	


Auto Service Request Checklist
Complete the following checklist if you are planning to use Auto Service Request with SuperCluster M6-32. For additional information about ASR, refer to the Oracle SuperCluster M6-32 Owner’s Guide: Administration.
	ASR Considerations
	Yes
	No
	N/A
	Comment

	Do you have a My Oracle Support to register the ASR account?
	
	
	
	

	Do you have your Oracle Support Customer Support Identifier (CSI) number?
	
	
	
	

	Will you be using a standalone server for the ASR Manager? If yes, then you must have the standalone server available before the Oracle installers arrive on site.
	
	
	
	

	Do you have the host name and IP address for the server that will have ASR Manager?
	
	
	
	

	Will the system need a proxy server? If so, what is the host name and IP address for the proxy server?
	
	
	
	

	Do you have the technical contact information for ASR? This information should include the first name, last name, and email address of the contact.
	
	
	
	

	Do you have ASR Release 3.5  or later? If not, go to http://www.oracle.com/asr and click on the Downloads link to download the latest version of ASR.
	
	
	
	


Oracle Enterprise Manager Ops Center Checklist
For previous versions of Oracle Enterprise Manager Ops Center, the Ops Center software was installed and run from the SuperCluster system. Beginning with the Oracle Enterprise Manager Ops Center 12c Release 2 (12.2.0.0.0) release, the Ops Center software must now run on a system outside of the SuperCluster system.

Complete the following checklist to verify that the external system that will be running the Oracle Enterprise Manager Ops Center meets the necessary requirements before your SuperCluster system is delivered to your site.

For all entries that are not yes or no questions, enter your answers in the Comment column.

	Oracle Enterprise Manager Ops Center Requirements
	Yes
	No
	N/A
	Comment

	Have you identified a virtual machine or physical server outside of the SuperCluster system to host Ops Center Enterprise Controller?
	
	
	
	

	Did you receive the ops_center_preflight_check-versionnum.bin script from Oracle, and did you perform the following:

· Did you run that script on the system that you will be using as the Enterprise Controller host? Note that this script must be run as the root user.

· If the Enterprise Controller is set up in a High Availability configuration, did you run that script on both systems as the root user? Note that the High Availability installation is not automated.

· Did you send the output back to Oracle prior to the SuperCluster system being shipped to you? 
	
	
	
	

	Is the external system that will run Ops Center an x86 (64-bit) or SPARC (64-bit) system? Note that the system must be running the Oracle Solaris 11 operating system. 
	
	
	
	


	Does your Enterprise Controller host meet the necessary CPU requirements:

· Modern 2 Ghz+ CPU (for SPARC systems, SPARC T4 or later)

· At least 4 cores for the first SuperCluster system

· 1 additional CPU core for every additional SuperCluster system
	
	
	
	

	Does your Enterprise Controller host meet the necessary memory requirements:

· 16 GB of RAM for the first SuperCluster system

· Additional 2 GB of RAM for every additional SuperCluster system
	
	
	
	

	Does your Enterprise Controller host meet the necessary disk requirements:

· Two disks in a mirrored configuration, with at least 446 GB of available storage each

· A single rpool, with:

· An additional rpool/eclibs  file system mounted as /eclibs 

· An additional rpool/u01 file system mounted as /u01
· The following disk space on both mirrored disks:

· In the active and running boot environment:

· 85 GB for the /var file system (EC/PC runtime)

· 30 GB for the / file system (EC/PC installation and data)

· 240 GB for the /u01 file system

· On the rpool/eclibs file system (mounted as /eclibs):

· 15 GB for the /eclibs/eclib file system (EC library)

· 45 GB for the /eclibs/s11repo file system (IPS repository)

· 15 GB for the /eclibs/1x_s8-10repo file system (Linux and Solaris 8-10 library)

· At least 16 GB for swap space. If you add additional assets, you should increase the swap space by 2 GB for each additional SuperCluster system. 


	
	
	
	

	Does your Enterprise Controller host meet the necessary network requirements:

· Are the required ports and protocols allowed to pass through the network between the Enterprise Controller host and the SuperCluster system? For more information, see the Oracle Enterprise Manager Ops Center Ports and Protocols 12c Release 2 (12.2.0.0.0) document, located at:
http://docs.oracle.com/cd/E40871_01/doc.122/e51942/toc.htm
· Have you verified that the network where the SuperCluster system is located is fully accessible from the Enterprise Controller Host?

· Have you verified that the round-trip time (ping) from the Enterprise Controller host to the SuperCluster management network is within acceptable parameters:
· The ideal ping time should be 50ms or less.
· A ping time between 50ms and 75ms is acceptable, though performance will be slow.
· A ping time over 75ms is not within the acceptable parameters.
	
	
	
	

	Does your Enterprise Controller host meet the necessary software requirements:

· Oracle Solaris 11 SRU 14.5 OS

· The Enterprise Controller host can not contain any nonglobal zones.
	
	
	
	

	If you plan to manage multiple SuperCluster systems from a single Ops Center, have you planned ahead for non-overlapping networks during the planning phase?
Multiple engineered system instances can be discovered and managed by a single Ops Center, provided that none of engineered system instances have overlapping networks (networks that have the same Classless Inter-Domain Routing [CIDR], or are sub-blocks of the same CIDRs, such as 192.168.0.0/21 and 192.168.0.0/24, which are overlapping). 
This condition must be met, regardless of the underlying fabric (InfiniBand, EoIB, or Ethernet). In addition, verify that there is no other network defined in Ops Center that overlaps with any of the networks of any of the engineered system instances that you want to manage.

For more information, see the Oracle Enterprise Manager Ops Center Feature Reference Guide 12c Release 2 (12.2.0.0.0) document, specifically the section “Configuring Oracle Engineered Systems” in the chapter “Oracle Engineered Systems,” located at:
http://docs.oracle.com/cd/E40871_01/doc.122/e38539/engineered_systems.htm#sthref3042
	
	
	
	


