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This guide provides an end-to-end example for how to use Oracle Enterprise Manager
Ops Center.

Introduction

You can use Oracle Enterprise Manager Ops Center for creating Oracle Solaris Zones
to virtualize operating systems and provide an isolated and secure environment for
running software applications.

A zone environment includes a global zone and one or more non-global zones. A zone
is a virtualized operating system created withing a single instance of the Oracle Solaris
OS. A zone provides an isolated and secure environment to run applications.

This guide describes the actions of booting, halting, shutting down, rebooting, and
deleting zones. You can perform these actions from the Oracle Enterprise Manager
Ops Center user interface (UI). You can also interchangeably use the native command
line interface to perform these actions and the Oracle Enterprise Manager Ops Center
Ul reflects the actions performed on the zone.

The set of basic actions described in this guide will enable you to perform other zone
management operations, such as adding storage, modifying the configuration, or
connecting networks among other actions.

See Related Articles and Resources for links to related information and articles.

What You Will Need

You will need the following to perform the actions on the zone:
= A user with the Virtualization Admin role.

= A non-global zone installed and configured in an Oracle Solaris Zones server pool.
The type of zone can vary but the actions remain the same.

Hardware and Software Configuration

In this guide, you use a non-global zone created in an Oracle Solaris Zones server pool.
The zone has the following characteristics:

= Uses aroot file system that does not share components of the global zone's root file
system (whole root zones). The default root file system size is eight (8) GB.

= Oracle Solaris 11 as the operating system.

= Storage size of 19 GB.




»  Network interface is connected to a network.

s CPU model is shared, and memory is not capped.

Lifecycle Management of Zones

A set of actions for managing the lifecycle a zone are described in the following
sections:

= Identifying the State of a Zone - this section describes the availabe states for a
zone, and how to verify its current state.

= Basic Zone Operations - this section describes how to reboot, shut down, halt,
boot, and delete a zone.

In this guide, you use the Oracle Enterprise Manager Ops Center user interface (UI) to
perform actions to manage the lifecycle of a zone.You use the Assets section of the
Navigation pane to execute these actions.

Zone lifecycle management can be done under All Assets view, or the Server Pools
view in case it applies. As the zone used in this guide is part of a server pool, you use
the Server Pool view in this guide.

In the examples used in this guide, you use the zone xvm-vhost84 created under the
global zone sm4170-9 of an Oracle Solaris Zone server pool named Zones Pool.

Identifying the State of a Zone

In the Oracle Enterprise Manager Ops Center UI, you can see a zone in one of the
following states:

= Running- In this state, the virtual platform for the zone is established. The
network interfaces are available to the zone, file systems are mounted, and devices
are configured. A unique zone ID is assigned by the system. At this stage,
processes associated with the zone have been also started.

s Shutdown - In this state, the zone's configuration is instantiated on the system.
At this stage, the zone has no associated virtual platform.

= Unreachable - In this state, the zone or global zone cannot be contacted for
information. This state indicates a network problem or a problem with the zone or
global zone.

You can verify the state of a zone directly in the Navigation pane, or in the Dashboard
page of the zone.

In the Navigation pane, one of the following icons is placed next to the zone to show
its current state:

Icon Status
b Running
Shutdown
Unreachable

In the zone Dashboard page you can verify its current state along with other
information of the zone such as operating system, tags, running time, or incidents.




To verify the state of a zone in the Dashboard page:

1. Expand Assets in the Navigation pane. Then select Server Pools from the list.

In this example, two server pools are listed.

<« | Mavigation

| Message Center

~| Assets '{b

P | Server Pools b

-1 Gl %M Server SPARC Poal
Shutdown Guests
B smtd-14
DB smta-15
pauest]
pouEst2
=] Eﬂ Zones Pool
= B sma170-9
prvm-vhostaét

2. Select the zone listed under the Zones Pool server pool in the Navigation pane.

<« | Mavigation

*| Message Center

~| Assets

% Server Pools »

= GH WM Server SPARC Pool
Shutdown Guests

B smid-14

2 B smta-15
pauest]
pouest2

=] Eg Zones Pool
= B sma170-9

ED wvm-vhost34 '_\l‘b

3. Verify that the state of the zone is running.

The state appears as part of the information displayed in the Dashboard page of

the zone.
< | Navigation zonel
T — Dashboard Summary Console Analytics Networks Storage Incidents Monitoring
~| Assets ~| Summary - SOLARIS
% Server Pools v

Name: zonzl State: Running %

= Gl OVM Server SPARC Pool

UUID: et574035-abe9-4919-8776-09254ad50F 47
Shutdown Guests

Hostname:

6 anti-ta Description: NG Zons zone 1 082 Oracle Solaris 11
simitd-
SEE smid-15 Tags: b
» guesti Agent Managed: No
pguest2
=] Zones Pool
?. sm170-9 | Membership Graph
[5) xvm-vhostad - |

Basic Zone Operations

This guide covers the following basic operations:
= Rebooting a Zone

= Shutting Down a Zone

= Booting a Zone

= Halting a Zone




s Deleting a Zone

Rebooting a Zone

You can reboot a zone that is in the running state. You might want to perform a reboot
after a system configuration change or any particular need for your applications. As

part of the reboot process, the zone is shut down and then booted.
This example shows you how to reboot a zone.

1. Expand Assets in the Navigation pane. Then select Server Pools from the list.

<| Wavigation

*| Message Center

~| Assets ’_\[b

P | Server Pools >

-1 Gl M Server SPARC Poal
Shutiown Guests
B smtd-14
2 B smta-15
pauest]
pouEst2
=] Eﬂ Zones Pool
= B sma170-9
prvm-vhostaét

2. Select the zone listed under the Zones Pool server pool in the Navigation pane.

You can verify that the state of the zone is running

< | Navigation zonel
. Dashboard Summary Console Analytics Networks Storage Incidents Monitoring
| Rssets | Summary - SOLARIS
% | Server Pools i Name: zonel State: Running %
2 &l OVM Server SPARC Pool UUID: £6574035-20c5-49 15-8776-05254ad50f47 Hostname:
Shutdown Guests o
Description: NG Zons zone 1 05: Oracle Solaris 11
BB smta-14
SEE smid-15 Tags: b
p fuest! Agent Managed: Ha
pguest2
= &l Zones Pool .
5 . . ~| Membership Graph

[5) xvm-vhostad - |

3. Click Reboot in the Actions pane.

#»| Actions

~| Operate

Shutdown Zone
Halt Zone
Reboot

“ &o08

Edit: Attributes
T Edit Tags

4. Click Reboot to confirm the reboot of the zone.

Reboot 0S

Are you sure you want to reboot the selected 052

Rebout!] Cancel

5. After the reboot job completes, verify that the zone is in a running state.
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Shutting Down a Zone

You can shut down a zone in a graceful manner so that the zone is in a state that can be
restarted. This is the preferred method to move a zone to shutdown state. You might

need to shut down a zone before performing some actions such as adding a file system
or connecting a network to a zone.

This example shows you how to shut down a running zone. Verify that some actions,

such as Add a File system to a zone, are only enabled in the Ul for a zone in shutdown
state.

1. Select the zone listed under the Zones Pool server pool in the Navigation pane.

You can verify that the state of the zone is running. Also note that the Add File
System action is disabled in the Actions pane.

< Navipation Aations
2 Message Center Conssle Analytics Hetworks Shoeage Incidents Manitorn Boot Environments i
= Aty = Summary - SOLARTS Unassigned Incidents: @0 w1 @
| Sarvar bt - Stake: F Current Alest Status: Good [
SR VM S SPARC Pod Hostname: Runnieg Time: - B T
. ‘s o5 ® nabo
[ et R
G s Yogg # Ed Mrbubes
B gt  Ed T
. B
g Agent Managerd: Ho & EdTogs
& Tones peal [ Ede Configuration
Sl s
T menateati

2. Click Shutdown Zone in the Actions pane.

»| Actions
| DOperate la

Boot Zone
Shutdown Zone %
Halt Zone

Reboot

Edit Attributes
Edit Tags

[E7] Edit Configuration

O @00

3. Click Shutdown Zone to confirm.

Shutdown Zone ]

Zone: xvm-vhost84 will be shutdown immediately.

Do you weant o continue shutting down the zone?

Wm{ Cancel

4. Verify that the state of the zone changes to shutdown after the job completes.
The Add File System action is also enabled for the zone after the job completes.
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Booting a Zone

You can boot a shutdown zone. Booting a zone changes the zone to running. The zone

boots whenever the global zone boots depending on the autoboot properties set
during zone creation.

This example shows you how to boot a shutdown zone.
1. Select the zone listed under the Zones Pool server pool in the Navigation pane.

You can verify that the state of the zone is shutdown.

4 Navigation
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2. Click Boot Zone in the Actions pane.

»| Actions
| Operate

) Eook Zone
Shutdown Zone
Halt Zone

Reboot

& Edit Attributes
T Edit Tags

[E7 Edit Configuration
m Conneck Metwork
_y_% Add File System

3. Click Boot Zone to confirm.

Boot Zone ]
Zone: xym-vhost84 will be booted immediately.

Do you want to continue booting the zone?

) mﬂ Cancel

4. Verify that the state of the zone changes to running after the job completes.

The Add File System action is also disabled for the zone after the job completes.
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Halting a Zone

Incidents ~anitonng Boot Envieanments Jnbs

Unassigned Inzide Wl o

Current Alest Status: Goo

Runnineg Time -

»

You can halt a running zone. Halting a zone performs an abrupt shutdown of the zone,
the zone is moved to a shutdown state nearly immediately, while the graceful
shutdown can take time depending on how much time applications running on the
zone take to shutdown. Even though the action to shut down a zone is the preferred
method, you can halt a zone if the graceful shut down failed or when a service in the

zone is hanging.

This example shows you how to halt a running zone.
1. Select the zone listed under the Zones Pool server pool in the Navigation pane.

You can verify that the state of the zone is running.
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2. Click Halt Zone in the Actions pane.

1

»»| Actions
| Dperate 25

Eoot Zone
Shukdown Zone
Halt Zone
Reboot

Edit: Attributes
Edit Tags

BSs @oe

Edit Configuration
Conneck Metwark,
Add File Swstem

[¥E Add Storage
3. Click Halt Zone to confirm.

Halt Zone <]
Zone: xvm-vhost84 will be halted immediately.

Do yol want o continue halting the zone?

M Cancel

[

4. Verify that the state of the zone changes to shutdown after the job completes.
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Deleting a Zone

You can delete a zone that is in running or shutdown state. If you need to delete a
zone, you must take into consideration the following changes that are also made when
deleting a zone:

Zone root file system is deleted.

Other file systems that were added to the zone are deleted.

Zone metadata is deleted from the storage library.

The zpool for the zone is deleted and the storage is made available.

Exclusive IP addresses that were assigned to the zone are made available for
re-use.

This example shows you how to delete a zone in running state. As part of the deletion
process, the zone is shut down first, then the zone is uninstalled, and finally deleted
from the global zone.

1.

Select the zone listed under the Zones Pool server pool in the Navigation pane.

You can verify that the state of the zone is running.

“ Navigation B = e
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= Membershin Graoh b

Click Delete Zone in the Actions pane.

»| Actions

| DOperate 5

0
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@
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Boot Zone
Shukdown Zone
Halt Zone
Reboot

Edit Attributes
Edit Tags

Edit Configuration
Conneck Metwork
Add File Swstem
Add Storage
Replicate Zone
Migrake Zone
Move Storage

Delete Zone Q




3. Click Delete Zone to confirm.

Delete Zone 2]
Zone: xym-vhost84 will be deleted from the system.
Al references to the zone, including its metadata and disk images will be deleted from the systern,

Do you want o continue deleting the zone?

Delete Zone Cancel

4. Verity that the zone is no longer listed under the server pool in the Navigation
pane after the job completes.

| Mavigation

*| Message Center
~| Assets

% Server Pools ¥

=G OvM Server SPARC Pool
Shutdown Guests
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= B emta-1s
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=2 EE Zones Pool
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What’s Next?

You can perform zone configuration actions such as add storage, modify CPU and
memory allocation, or connect networks.

Related Articles and Resources

Refer to System Administration Guide: Oracle Solaris Containers-Resource Management and
Oracle Solaris Zones for more information about the consequence of these actions on the
zone.

See to the following documentation resources for more information about how to
manage zones:

= Migrating Zones
s Creating Oracle Solaris 11 Zones
s Creating Oracle Solaris 10 Zones

Other examples are available at
http://docs.oracle.com/cd/E27363_01/nav/howto.htm.

The following chapters in the Oracle Enterprise Manager Ops Center Feature Reference
Guide contain more information about zones and server pools:

m  Oracle Solaris Zones
m  Server Pools

For in-depth information about zones, see the Oracle Solaris Zones documentation at
http://docs.oracle.com/cd/E23824_01/html/821-1460/index.html.




Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers have access to electronic support through My Oracle Support. For
information, visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info or
visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing
impaired.
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