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About this Guide

Overview
The Oracle Communications Session Border Controller ACLI Configuration Guide
provides information about:
*  Basic concepts that apply to the key features and abilities of your SBC
* Information about how to load the Net-Net system software image you want to
use and establish basic operating parameters
*  Configure system-level functionality for the system
*  Configure all components of the SBC
Supported Release Version S-C(X)6.2.0 is supported on the Acme Packet 4500 and Acme
Platforms Packet 3800 series platforms.

Related Documentation

The following table lists the members that comprise the documentation set for this

release:
Document Name Document Description

Acme Packet 4500 System Contains information about the components and

Hardware Installation Guide installation of the Acme Packet 4500 system.

Acme Packet 3800 Hardware Contains information about the components and

Installation Guide installation of the Acme Packet 3800 system.

Release Notes Contains information about the current
documentation set release, including new features
and management changes.

ACLI Configuration Guide Contains information about the administration and
software configuration SBC.

ACLI Reference Guide Contains explanations of how to use the ACLI, as
an alphabetical listings and descriptions of all ACLI
commands and configuration parameters.

Maintenance and Contains information about Net-Net SBC logs,

Troubleshooting Guide performance announcements, system

management, inventory management, upgrades,
working with configurations, and managing
backups and archives.
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ABOUT THIS GUIDE

Document Name

MIB Reference Guide

Document Description

Contains information about Management
Information Base (MIBs), Enterprise MIBs, general
trap information, including specific details about
standard traps and enterprise traps, Simple
Network Management Protocol (SNMP) GET query
information (including standard and enterprise
SNMP GET query names, object identifier names
and numbers, and descriptions), examples of
scalar and table objects.

Accounting Guide

Revision History

Contains information about the SBC’s accounting
support, including details about RADIUS
accounting.

This section contains a revision history for this document.

Revision e
Date Number Description
December 16, 2010 Revision * Rewrites External Policy Servers chapter
1.50 * Updates adding and deleting licenses procedures for
HA pairs
January 6, 2011 Revision ¢ Synchronizes revision number
1.51
August 30, 2011 Revision ¢ Correct ACLI display in Administratively Disabling a SIP
1.52 Registrar
December 15, 2011 Revision ¢ Corrects various documentation defects.
2.00
March 5, 2012 Revision ¢ Updated call flow diagram unattended call transfer
2.10 REFER
¢ Corrects Typos
¢ Updates Revision History Table
April 26, 2012 Revision * Removes the Historical Data Recording (HDR) section
2.20 from the System Configuration chapter
¢ Adds Note in the System Configuration chapter: The
Historical Data Recording (HDR) information and
configuration instructions resides in the Net-Net® C-
Series Historical Data Recording (HDR) Resource
Guide, Version C6.2.0
April 27, 2012 Revision * Adds feature: SIP Registration Via Proxy to SIP
2.21 Signaling Services chapter

¢ Updates graphic for UAC-side PRACK Interworking in
SIP Signaling Services chapter
¢ Corrects font issue
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Date

May 31, 2012

Revision
Number

Revision
2.30

ABOUT THIS GUIDE

Description

Removes Note from Configuring Network Interfaces
section

Changes (fel:0 fe2:1) to fe1:0 in Realm Interfaces, To
assign interfaces to a realm

Adds List of Reserved Words (HMR variables) to SIP
Signaling Services chapter

Removes local-error as a valid choice for response-
map-entries, as found in SIP Signaling, Creating a SIP
Response Code Map

Adds note to Getting Started, SSH Remote
Connections, after step 1

Revises Management Protocol Behavior, management
protocols: Telnet, FTP, SSH in pass-through mode, SFTP
in pass-through mode, SFTP in non-pass-through mode,
found in Getting Started

Revises definitions for ttr-no-response in the following
chapters: SIP Signaling Services, H.323 Signaling
Services, Admission Control and Quality of Service
Revises the definition for time-to-resume in the
Admission Control and Quality of Service chapter
Removes the parameter: dyn-refer-transfer from SIP
Signaling Services chapter, REFER Source Routing,
ACLI Instructions and Examples, To enable session-
agent-based REFER method call transfer (This
parameter is enabled in realm-config and not session-
agent.)
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Revision
Date Number
June 29, 2010 Revision

3.00

Description

* Updates release version to S-C(X)6.2.0 on title page

* Revises Phy Link redundancy text: “On your Net-Net
4500 or Net-Net 3800, you can configure any NIU for
phy link redundancy. Each slot pair (SOPx) beahves as
though it has only a single port by only using one port
as an active port at one time.” (Found in the System
Configuration chapter, Phy Link Redundancy.)

* Enhances How It Works, Phy Link Redundancy, in the
System Configuration chapter, by including information
about PHY configuration for standby ports and port
switchover criteria

¢ Adds instructions to view link redundancy state (show
link redundancy) in the System Configuration chapter,
Phy Link Redundancy

* Removes the terminate-recursion option (whether or
not to terminate route recursion with this next hop)
from the Software Licensing table: Routing policies, in
the Getting Started chapter. A routing license is not
required to support terminate-recursion

* Adds a note in the Security chapter, Transport Layer
Security, regarding non-support for RC4 ciphers on the
Net-Net 3800 and the Net-Net 4500

* Removes NTP Synchronization from Getting Started
chapter, Setting Up System Basics (NTP-sync does not
support RTC)

* Removes the physical interface configuration element
from the ACLI Supported Configuration Elements
column, in Appendix A: RTC Support (not RTC-
supported)

* Revises the maximum limit of concurrent sessions for
the Net-Net 3800 to 8000, found in the Getting Started
chapter, Session Capacity and Your Net-Net 3800

¢ Changes the minimum valid value for inactive-
dynamic-conn to O and adds note that setting this
parameter to O disables this parameter. Found in the
SIP Signaling Services chapter and the Security
chapter

¢ Adds note to delete-string parameter in the Number
Translation chapter, Translation Rules

* Revises licensing note in the Application Layer
Gateway Services chapter, H.248 ALG: You need to
obtain and enable an H.248 license to use the H.248
ALG on your Net-Net 3800 or your Net-Net 4500.

* Adds a note to the Realms and Nested Realms chapter,
Session Replication for Recording, How It Works, and
to the SIP Signaling chapter, Media Over TCP: “SIP-
interfaces configured as TCP with overlapping IP
addresses using the same network-interface is not
supported for Session Replication for Recording (SRR).
In other words, if multiple realms are configured on a
single network interface and Session Replication for
Recording (SRR) is enabled on all the realms, there is
no support for multiple SIP-interfaces using TCP
signaling on the same IP address."
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Version S-C(X)6.2.0
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Revision .
Date Number Description
November 27, 2012 Revision ¢ Add description of remove-t38 command
3.10 * Updated charging-vector-mode with delete-and-
respond option
* Corrected max-burst-rate and max-sustain-rate
calculations
¢ Specified account server hosthame as IP address
¢ Corrected icmp-detect-multiplier calculation
* Removed SDP insertion behavior within IWF fast-start
* Added note to advise against disabling send-media-
session on SAs interworking SIP to H.323 call flows
* Corrected syntax for specifying SAG in LP
¢ Corrected syntax for configuring session-groups
* Corrected references to MIME attachments in SIP
REFER
* Clarify system behavior for inserting SDP into Re-
INVITES
* Correct recommendation for relative major and critical
QoS r-factor values
* Moved registration response-map description to
appropriate location in document
* Specify operational context of inactive-dynamic-conn
parameter as applying to all traffic
* Correct reject-message-window behavior when set to
zero
¢ Clarify that there is no license needed to use TLS on the
Net-Net 4250
¢ Updates h323-config description to include remove-t38
parameter
* Change example addressing used for HA to align with
BCP, using RFC 3927 addressing
* Added recommendation to disable capture-receiver
when not in use
¢ Updated Static and Dynamic ACL entry Limit
explanation
* Updated MKI description to state maximum of 16 bytes
* Corrected assorted typos
December 28, 2012 Revision ¢ Added a note for the HA section for passwords
3.11
January 30, 2013 Revision ¢ Corrects IWF call flow diagram
3.12 * Clarifies usage of class profile for packet marking
¢ Corrects typo in sustain-rate-window value
¢ Adds Configurable Alarm Thresholds and Traps section
to System Configuration chapter.
February 5, 2013 Revision * IWF section added slow-start-no-sdp-in-invite
3.13
February 6, 2013 Revision ¢ Session Routing and Load balancing section update
3.14 (leastbusy) and (propdist)
February 12, 2013 Revision * Chapter 5, under “Best Practices”, fixed a bullet item
3.15 regarding the use of capital letters in header or
element rule names.
February 26, 2013 Revision ¢ Updated reject action to 100
3.16
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Date

February 27, 2013

Revision
Number

Revision
3.20

Description

* Specifies SIP-NAT parameter ext-address as non-RTC

* Specifies network-parameters element’s SCTP
parameters as non-RTC

* Deletes reference to deprecated command set-front-
interface

* Adds DNS Server operational state description

March 25, 2013

Revision
3.30

¢ Corrects typo in Chapter 5

* Provides reasononing for disabling unused capture-
receivers

¢ Changed “Signaling Security Module” to “Security
Service Module”

May 1, 2013

Revision
3.31

¢ Corrects incorrect information in SIP:PRACK
Interworking chapter - correct statement is “A SIP
INVITE does not contain a 100rel tag in a Require or
Supported header.

¢ Corrects a best practice note in SIP Signaling regarding
the use of capital letters when specifying header or
element rule names.

* To fix a doc bug, added section on “SIP-IMS Surrogate
Registration Proxy Authorization Header for Non-
Register Requests” in Chapter 18, IMS support. Also
added a paragraph under the “Surrogate Registration”
section.

¢ Adds Spanning Tree warning

May 16, 2013

Revision
3.32

* Adds notes to the “ping-in-service-response-codes” and
the “out-service-response-codes” parameters in the
routing chapter to indicate how to enter values.

* Rewords first paragraph in “Using SIP Port Mapping” in
Chapter 5.

* Reworded the section, “MGCS/NCS and Realms” in
chapter 8.

* Removed reference to alg-port in Chapter 8.

May 28, 2013

Revision
3.33

¢ Changes dns-domain description.
¢ Corrects description of nat-trusted-threshold parameter

June 28, 2013

Revision
3.40

¢ Adds information on how to configure RFC4028
Session Timers in Chapter 5.

¢ Updates IMS-AKA section removing SSM requirement

* Updates apSysMgmtMediaSupervisionTimerExpTrap
description to indicate applicability to border gateway
only.

¢ Clarifies that adaptive HNT is for SIP over UDP only.

¢ Clarifies when the Net-Net SD looks for SIP GRUU.

* Clarifies the “force” attribute used with the “allow”
command for codec policies in Chapter 10, the section
“Codec Policies for SIP.”

¢ Adds “Wildcard Transport Protocol” section to Chapter
17.

¢ Adds missing parameters to “Configuring Diameter-
based CLF” in Chapter 17.

* Adds “Diameter Policy Server High Availability” section
to Chapter 17.
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Revision
Date Number
August 22, 2013 Revision

3.41

ABOUT THIS GUIDE

Description

Corrects the Header Manipulation Example 9 in
Chapter 5 (Converts the 183 response without SDP to a
199 response instead of a 699 response so that a
subsequent 183 response with SDP is not converted
and passed as expected to the next hop).

Chapter 1 (“What is a Session Agent Group?”) and
Chapter 10 (“Session Agents, Session Groups, and
Local Policy”, “About Session Agent Groups”, and
“Configuring Session Agent Groups”) indicated that
Session Agent Groups (SAGs) could be nested. This is
incorrect and so references to this statement were
removed.

Sept 6, 2013 Revision
342

Corrected misleading text about restricted-latching in
Realms, SIP, and MGCP chapters.
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Introduction

Net-Net SBC Basics

Realms

This chapter introduces some basic concepts that apply to the key features and
abilities of your Net-Net SBC. It is necessary that you understand the information
included in this chapter to comprehend the ways to configure your Net-Net SBC.
This chapter only provides a high level overview of some important Net-Net SBC
concepts. Please refer to each chapter for complete descriptions of these concepts
and the procedures for their configuration.

What Is a Realm?

Nested Realms

Arealm is a logical way of identifying a domain, a network, a collection of networks,
or a set of addresses. Realms are used when a Net-Net SBC communicates with
multiple network elements over a shared intermediate connection. Defining realms
allows flows to pass through a connection point between two networks.

From an external perspective, a realm is a collection of systems that generates real-
time interactive communication sessions comprised of signaling messages and
media flows, or a group of multiple networks containing these systems. These
systems may be session agents such as call agents, softswtiches, SIP proxies, H.323
gatekeepers, IP PBXs, etc., that can be defined by IPv4 addresses. These systems can
also be IP endpoints such as SIP phones, IADs, MTAs, media gateways, etc.

From an internal perspective, a realm is associated with Net-Net SBC configurations
to define interfaces and resources in a logical way. Realms are used to support
policies that control the collection of systems or networks that generate media
sessions. Realms are referenced by other configuration elements in order to support
this functionality across the protocol the Net-Net SBC supports and to make routing
decisions.

Nested Realms is a Net-Net SBC feature that supports hierarchical realm groups.
One or more realms may be nested within higher order realms. Realms and sub-
realms may be created for media and bandwidth management purposes. This
feature supports:

*  Separation of signaling & media on unique network interfaces

* Signaling channel aggregation for Hosted IP Services applications

*  Configuration scalability

*  Per-realm media scalability beyond single physical interface capacity

*  Nested bandwidth admission control policies
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Session Agents and Session Agent Groups

What Is a Session
Agent?

SIP session agents

H.323 session agents

Why You Need
Session Agents

How to Use
Session Agents

What is a Session
Agent Group?

A session agent defines an internal signaling endpoint. It is an internal next hop
signaling entity that applies traffic shaping attributes to flows. For each session
agent, concurrent session capacity and rate attributes can be defined. Service
elements such as gateways, softswitches, and gatekeepers are defined automatically
within the Net-Net SBC as session agents. The Net-Net SBC can also provide load
balancing across the defined session agents.

SIP session agents can include the following:
*  Softswitches

»  SIP proxies

*  Application servers

»  SIP gateways

H.323 session agents can include the following:
»  gatekeepers

¢ gateways

*  MCUs

You can use session agents to describe next or previous hops. You can also define
and identify preferred carriers to use for traffic coming from session agents. This set
of carriers is matched against the local policy for requests coming from the session
agent. Constraints can also be set for specific hops.

In addition to functioning as a logical next hop for a signaling message, session
agents can provide information regarding next hops or previous hops for SIP
packets, including providing a list of equivalent next hops.

You can use session agents and session agent groups (along with local policies) to
define session routing for SIP and H.323 traffic. You can associate a realm with a
session agent to identify the realm for sessions coming from or going to the session
agent.

A session agent group contains individual session agents bundled together. A SAG
indicates that its members are logically equivalent and can be used interchangeably.
This allows for the creation of constructs like hunt groups for application servers or
gateways. Session agent groups also assist in load balancing among session agents.

Session agent groups can be logically equivalent to the following:
*  Application server cluster
*  Media gateway cluster

*  Softswitch redundant pair
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*  SIP proxy redundant pair

*  Gatekeeper redundant pair

High Availability (HA)

Net-Net SBCs are deployed in pairs to deliver continuous high availability (HA) for
interactive communication services. The HA design guarantees that no stable calls
are dropped in the event of any single point failure. Furthermore, the Net-Net SBC
HA design provides for full media and call state to be shared across an HA node. The
solution uses a VRRP-like design, where the two systems share a virtual MAC
address and virtual IPv4 address for seamless switchovers.

In the HA pair, one Net-Net SBC is the primary system, and is used to process
signaling and media traffic.The backup system remains fully synchronized with the
primary system’s session status. The primary system continuously monitors itself for
connectivity and internal process health. If it detects service-disrupting conditions or
degraded service levels, it will alert the backup Net-Net SBC to become the active
system.
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Introduction

Getting Started

Prior to configuring your Net-Net 4000 SBC for service, we recommend that you
review the information and procedures in this chapter.

This chapter offers information that will help you:
*  Review hardware installation procedures

*  Connect to your Net-Net 4000 SBC using a console connection, Telnet, or SSH
(secure shell)

*  Become familiar with the Net-Net 4000 SBC’s boot parameters and how to
change them if needed

¢ Obtain, add, and delete Net-Net 4000 SBC software licenses

* Load and activate a Net-Net 4000 SBC software image

*  Choose a configuration mechanism: ALCI, Net-Net EMS, or ACP/XML
*  Enable RADIUS authentication

*  Customize your login banner

Installation and Start-Up

Hardware
Installation
Summary

After you have completed the hardware installation procedures outlined in the Net-
Net 4250 Hardware Installation Guide or Net-Net 4500 Hardware Installation Guide,
you are ready to establish a connection to your Net-Net 4000 SBC. Then you can
load the Net-Net 4000 SBC software image you want to use and establish basic
operating parameters.

Installing your Net-Net 4000 SBC in your rack requires the steps summarized here.
This list is only and overview and is not designed to substitute for following the
detailed procedures in the Net-Net 4000 series hardware installation guides.

1. Unpacking the Net-Net SBC

2. Installing the Net-Net SBC into your rack

3. Installing power supplies

4. Installing fan modules

5. Installing physical interface cards

6. Cabling the Net-Net 4000 SBC

Make sure you complete installation procedures fully and note the safety warnings
to prevent physical harm to yourself and/or damage to your Net-Net 4000 SBC.
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Connecting to
Your Net-Net SBC

LocaI_Connections
and Time-outs

Telnet Remote
Connections and
Time-outs

You can connect to your Net-Net SBC either through a direct console connection, or
by creating a remote Telnet or SSH session. Both of these access methods provide
you with the full range of configuration, monitoring, and management options.

Note: By default, Telnet and FTP connections to your Net-Net SBC are
enabled.

Using a serial connection, you can connect your laptop or PC directly to the Net-Net
SBC. If you use a laptop, you must take appropriate steps to ensure grounding.

One end of the cable plugs into your terminal, and the other end plugs into the RJ-
45 port behind the Net-Net 4000 SBC’s front flip-down door.

To set up a console connection to your Net-Net BC:

1. Set the connection parameters for your terminal to the default boot settings:
la. Baud rate: 115,200 bits/second
1b. Databits: 8
lc. Parity: No
1d. Stopbit: 1
le. Flow control: None

2. Use aserial cable to connect your PC to the Net-Net SBC. The serial port on the
Net-Net 4000 SBC is located behind the flip-down door on the front panel of
the chassis.

Power on your Net-Net SBC.

4. Enter the appropriate password information when prompted to log into User
mode of the ACLL

You can control the amount of time it takes for your console connection to time out
by setting the console-timeout parameter in the system configuration. If your
connection times out, the login sequence appears again and prompts you for your
passwords. The default for this field is 0, which means that no time-out is being
enforced. For more information, refer to this guide’s System Configuration chapter.

You can also Telnet to your Net-Net SBC. Using remote Telnet access, you can
provision the Net-Net SBC remotely through the management interface over IP.

The Net-Net SBC can support up to five concurrent Telnet sessions. However, only
one user can carry out configuration tasks at one time.

Note: Telnet does not offer a secure method of sending passwords.
Using Telnet, passwords are sent in clear text across the network.

To Telnet to your Net-Net SBC, you need to know the IPv4 address of its
administrative interface (wancom 0). The wancomO IPv4 address of your Net-Net
SBCis found by checking the inet on ethernet value in the boot parameters or look
at the front panel display.

You can manage the Telnet connections to your Net-Net SBC by setting certain
ACLI parameters and by using certain commands:

* To set a time-out due to inactivity, use the telnet-timeout parameter in the
system configuration. You can set the number of seconds that elapse before the
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SSH Remote
Connections

GETTING STARTED

Telnet connection or SSH connection is terminated. The default for this field is
0, which means that no time-out is being enforced. For more information, refer
to this guide’s System Configuration chapter.

*  Toview the users who are currently logged into the system, use the ACLI show
users command. You can see the ID, timestamp, connection source, and
privilege level for active connections.

*  From Superuser mode in the ACLI, you can terminate the connections of other
users in order to free up connections. Use the kill user command with the
corresponding connection ID.

*  From Superuser mode in the ACLI you can globally enable and disable Telnet
connections to the Net-Net SBC.

* As mentioned above, Telnet service is enabled by default on your Net-Net
SBC.

» To disable Telnet, type the management disable telnet command at the
Superuser prompt and reboot your system. The Net-Net SBC then refuses
any attempts at Telnet connections. If you want to restart Telnet service, type
management enable telnet.

* Ifyoureboot your Net-Net SBC from a Telnet session, you lose IP access and
therefore your connection.

For increased security, you can connect to your Net-Net SBC using SSH. An SSH
client is required for this type of connection.

The Net-Net SBC supports five concurrent SSH and/or SFIP sessions.

There are two ways to use SSH to connect to your Net-Net SBC. The first works the
way a Telnet connection works, except that authentication takes place before the
connection to the Net-Net SBC is made. The second requires that you set an
additional password.

Toinitiatean SSH connection to the Net-Net SBC without specifying usersand SSH
user passwords:

1. Open your SSH client (with an open source client, etc.).

2. At the prompt in the SSH client, type the ssh command, a <Space>, the IPv4
address of your Net-Net SBC, and then press <Enter>.

The SSH client prompts you for a password before connecting to the Net-Net
SBC. Enter the Net-Net SBC’s User mode password. After it is authenticated, an
SSH session is initiated and you can continue with tasks in User mode or enable
Superuser mode.

You can also create connections to the Net-Net SBC using additional username and
password options.
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Toinitiate an SSH connection to the Net-Net SBC with an SSH username and
password:

1.

In the ACLI at the Superuser prompt, type the ssh-password and press
<Enter>. Enter the name of the user you want to establish. Then enter a
password for that user when prompted. Passwords do not appear on your
screen.

ACMEPACKET# ssh-password

SSH username [saved]: MJones
Enter new password: 95X-SD
Enter new password again: 95X-SD

Note: After you configure ssh-password, the SSH login accepts the
username and password you set, as well as the default SSH/SFTP
usernames: User and admin.

2. Configure your SSH client to connect to your Net-Net SBC’s management IPv4
address using the username you just created. The standard version of this
command would be:
ssh -1 MJones 10.0.1.57

3. Enter the SSH password you set in the ACLL
MJones@10.0.2.54 password: 95X-SD

4. Enter your User password to work in User mode on the Net-Net SBC. Enable
Superuser mode and enter your password to work in Superuser mode.

5. A Telnet session window opens and you can enter your password to use the
ACLL

System Boot When your Net-Net SBC boots, the following information about the tasks and

settings for the system appear in your terminal window.

System boot parameters

From what location the software image is being loaded: an external device or
internal flash memory

Requisite tasks that the system is starting
Log information: established levels and where logs are being sent

Any errors that might occur during the loading process

After the loading process is complete, the ACLI login prompt appears.
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Net-Net 4000 SBC Boot Parameters

Your Net-Net 4250
and 4500 Boot
Parameters

Sample Net-Net 4250
Boot Parameters

Boot parameters specify a what information your Net-Net SBC uses at boot time
when it prepares to run applications. The Net-Net SBC’s boot parameters:

*  Show the Net-Net SBC’s IPv4 address for the management interface
(wancomO0)

* Allow you to set a system prompt

*  Determine what software image a Net-Net 4000 SBC uses and from where it
boots that image

*  Sets up an external FTP server’s username and password for transferring an
image to the Net-Net 4000 SBC using FTP

In addition to providing details about the Net-Net SBC’s boot parameters, this
section explains how to view, edit, and implement them.

Configuring boot parameters has repercussions on the Net-Net SBC’s physical and
network interface configurations. When you configure these interfaces, you can set
values that might override the ones set for the boot parameters. If you are
configuring these interfaces and you enter parameters that match ones set for the
boot parameters, the Net-Net 4000 SBC warns you that your actions might change
the boot parameters. If this happens when you are working with either a physical
interface or a network interface configuration, the following note appears:
NOTE: These changed parameters will not go into effect until reboot.
Also, be aware that some boot parameters may also be changed through
the PHY and Network Interface Configurations.
When displaying the boot parameters, your screen shows a help menu and the first
boot parameter (boot device). Press <Enter> to continue down the list of boot
parameters.

Note that the samples in this chapter are primarily geared for the Net-Net 4250 SBC.
Consult the Your Net-Net 4250 and 4500 Boot Parameters (51) section below to learn
about the key differences for the boot parameters on the Net-Net 4500.

Although the boot parameters on the Net-Net 4250 SBC and those on the Net-Net
4500 are nearly identical, there are some key differences.

¢  boot device—The boot device for the Net-Net 4250 should be wancomO. For
the Net-Net 4500, it should be eth0.

» file name—The file name for the Net-Net 4250 normally starts with /tffs0/. For
the Net-Net 4500, it should start with /boot/.

The full set of Net-Net 4250 SBC boot parameters appears like the ones in this
sample:

NN4250(configure)# bootparam

"." = clear field; "-" = go to previous field; ~D = quit

boot device : wancomO

processor number : O

host name : acmepacket8

file name : /tffs0/nnSC600.9z

inet on ethernet (e): 10.0.1.57:FFFFO000
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Sample Net-Net 4500
Boot Parameters

Boot Parameter

Definitions

inet on backplane (b): 0.0.0.0

host inet (h) : 10.0.1.5
gateway inet (g) : 10.0.0.1
user (u) I user

ftp password (pw) : password
flags () : 0x08
target name (tn) . acmesystem
startup script (s) : 0

other (o) :

NOTE: These changed parameters will not go into effect until reboot.
Also, be aware that some boot parameters may also be changed through
the PHY and Network Interface Configurations.

NN4250(configure)#

The full set of Net-Net 4500 SBC boot parameters appears like the ones in this
sample:

NN4500(configure)# bootparam

= clear field; "-" = go to previous field; 7D = quit

boot device : ethO

processor number : O

host name : acmepacket8

file name : /boot/nnSC600.gz

inet on ethernet (e): 10.0.1.57:FFFFO000
inet on backplane (b): 0.0.0.0

host inet (h) : 10.0.1.5
gateway inet (g) : 10.0.0.1
user (u) I user

ftp password (pw) : password
flags () : 0x08
target name (tn) . acmesystem
startup script (s) : 0

other (o) :

NOTE: These changed parameters will not go into effect until reboot.
Also, be aware that some boot parameters may also be changed through
the PHY and Network Interface Configurations.

NN4500(configure)#

The following table defines each of the Net-Net SBC’s boot parameters.

Boot Parameter Description

boot device Management interface name and port number of the device from

which an image is downloaded (e.g., wancomO or eth0) from an
external device.

processor number Processor number on the backplane.

host name Name of the boot host used when booting from an external device.
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file name

inet on ethernet (e)

inet on backplane (b)

host inet (h)

gateway inet (g)

user (u)
ftp password (pw)

flags (f)

target name (tn)

startup script (s)

other (0)

GETTING STARTED

Description

Name of the image file to be booted; can be entered with the filename
path.

If you are booting from the flash memory, this filename must always
match the filename that you designate when you FTP the image from
the source to the Net-Net 4000 SBC.

When booting from flash memory on a Net-Net 4250, this filename
must start with /tffsQ/ (referring to /boot); for example,
/tffs0/nnSC610.gz.

When booting from flash memory on a Net-Net 4500, this filename
must start with /boot); for example, /boot/nnSC610.gz.

Internet address of the Net-Net SBC.

This field can have an optional subnet mask in the form
inet_adrs:subnet_mask. If DHCP is used to obtain the parameters,
lease timing information may also be present. This information takes
the form of lease_duration:lease_origin and is appended to the end of
the field.

In this parameter, the subnet mask ffff0000 = 255.255.0.0.

When you use the ACLI acquire-config command, this is the IPv4
address of the Net-Net SBC from which you will copy a configuration.

Internet address of the backplane interface.

This parameter can have an optional subnet mask and/or lease timing
information, such as e (inet on ethernet) does.

Internet address of the boot host used when booting from an external
device.

Internet address of the gateway to the boot host.

Leave this parameter blank if the host is on the same network.
FTP username on the boot host.
FTP password for the FTP user on the boot host.

Codes that signal the Net-Net SBC from where to boot. Also signals the
Net-Net SBC about which file to use in the booting process. This
sequence always starts with OX (these flags are hexadecimal). The
most common codes are:

* 0x08: Means that the system looks at the filename defined in the
boot configuration parameters to determine where to boot from and
what file to use. If the file name parameter contains
/tffsX/filename, then the system boots off the flash memory (see
options below). If the file name parameter just contains a filename,
then the Net-Net SBC boots off the external host defined and looks
for the filename in the /tftpboot directory on that host.

* 0x80008: Used for source routing.

If your requirements differ from what these flags allow, contact your

Acme Packet customer support representative for further codes.

Name of the Net-Net SBC as it appears in the system prompt. For
example, ACMEPACKET> or ACMEPACKET#. You need to know the
target name if you are setting up an HA node.

This name is required to be unique among Net-Net SBCs in your
network.

For Acme Packet use only.

For Acme Packet use only.
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Changing Boot
Parameters

You can access and edit boot parameters to change them either by using the ACLI
or by interrupting the system boot process.

Note: Changes to boot parameters do not go into effect until you
reboot the Net-Net SBC. The samples in this section are for the Net-
Net 4250; refer to the Your Net-Net 4250 and 4500 Boot Parameters (51)
section about to learn about Net-Net 4500 boot parameters.

We strongly recommend that you use management port 0 (wancom0) as the boot
interface, and that your management network be either: (a) directly a part of your
LAN for management port 0 or (b) accessible through management port 0.
Otherwise, your management messages may use an incorrect source address.

To access and change boot parametersfrom the ACLI:

1.

In Superuser mode, type configure terminal and press <Enter>. For example:
ACMEPACKET# configure terminal
Type bootparam and press <Enter>. The boot device parameters appear.

ACMEPACKET (configure)# bootparam
"." = clear field; = go to previous field; 7D = quit
boot device : wancomO

To navigate through the boot parameters, press <Enter> and the next parameter
appears on the following line.

You can navigate through the entire list this way. To go back to a previous line,
type a hyphen (-) and then pressing <Enter>. Any value that you enter entirely
overwrites the existing value and does not append to it.

To change a boot parameter, type the new value you want to use next to the old
value. For example, if you want to change the image you are using, type the new
filename next to the old one. You can clear the contents of a parameter by typing
a period and then pressing <Enter>.

ACMEPACKET (configure)# bootparam

"." = clear field; "-" = go to previous field; ~D = quit

boot device : wancomO

processor number : O

host name I goose

file name : /tffs0/nnC600.gz /tFFs0/nnSC610.gz

When you have scrolled through all of the boot parameters, the system prompt
for the configure terminal branch appears.

ACMEPACKET (configure)#
Exit the configure terminal branch.
Reboot your Net-Net SBC for the changes to take effect.

The ACLI reboot and reboot force commands initiate a reboot. With the
reboot command, you must confirm that you want to reboot. With the reboot
force command, you do not have make this confirmation.

ACMEPACKET# reboot force

The Net-Net SBC completes the full booting sequence. If necessary, you can
stop the auto-boot at countdown to fix any boot parameters.

If you have configured boot parameters correctly, the system prompt appears
and you can go ahead with configuration, management, or monitoring tasks.
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If you have configured the boot parameters incorrectly, the Net-Net SBC goes
into a booting loop and an error message appears.

Error loading file: errno = 0x226.
Can"t load boot file!!

If this happens, hit the space bar on your keyboard to stop the loop, find and
correct your error, and reboot your system.

To access and change boot parameters by interrupting a boot in progress:

1.

When the Net-Net SBC is in the process of booting, you can press the space bar
on your keyboard to interrupt when you see the following message appear:

Press the space bar to stop auto-boot...

"
C

After you stop the booting process, you can enter a
parameters or the @ (at-sign) to continue booting.

to change the boot

[Acme Packet Boot]: c
"." = clear field; "-" = go to previous field; ~D = quit

boot device - wancomO

To navigate through the boot parameters, press <Enter> and the next parameter
appears on the following line.

You can navigate through the entire list this way. To go back to a previous line,
type a hyphen (-) and then pressing <Enter>. Any value that you enter entirely
overwrites the existing value and does not append to it.

To change a boot parameters, type the new value you want to use next to the old
value. For example, if you want to change the image you are using, type the new
filename next to the old one.

ACMEPACKET (configure)# bootparam

*." = clear field; "-" = go to previous field; ”D = quit
boot device : wancomO

processor number :0

host name I goose

file name : /tffs0/nnC510.gz /tFFs0/nnC600.9gz

After you have scrolled through the complete list of boot parameters, you return
to the boot prompt. To reboot with your changes taking effect, type @ (the at-
sign) and press <Enter>.

[Acme Packet Boot]: @

The Net-Net 4000 SBC completes the full booting sequence unless you have
made an error setting the boot parameters.

If you have configured boot parameters correctly, the system prompt appears
and you can go ahead with configuration, management, or monitoring tasks.

If you have configured the boot parameters incorrectly, the Net-Net SBC goes
into a booting loop and an error message appears.

Error loading file: errno = 0x226.
Can®"t load boot file!!

If this happens, hit the space bar on your keyboard to stop the loop, find and
correct your error, and reboot your system.
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Setting Up System Basics

New System
Prompt

Before configuring and deploying your Net-Net 4000 SBC, you might want to
establish some basic attributes such as a system prompt, new User and Superuser
passwords, and NTP synchronization.

The ACLI system prompt is set in the boot parameters. To change it, access the boot
parameters and change the target name value to make it meaningful within your
network. A value that identifies the system in some way is often helpful.

Your Net-Net 4000 SBC Image

Obtaining a New
Image

Using FTP to Copy
an Image on Your
Net-Net 4000 SBC

Your Net-Net 4000 SBC arrives with the most recent, manufacturing-approved run-
time image installed on the flash memory. If you want to use this image, you can
install your Net-Net 4000 SBC as specified in the Net-Net Hardware Installation
Guide, establish a connection to the Net-Net 4000 SBC, and then begin to configure
it. On boot up, your system displays information about certain configurations not
being present. You can dismiss these displays and begin configuring your Net-Net
4000 SBC.

If you want to use an image other than the one installed on your Net-Net 4000 SBC
when it arrives, you can use the information in this section to obtain and install it.

You can download software images onto the platform of your Net-Net 4000 SBC
from various sources. You can take any one of the following actions:

*  Obtain an image from the FIP site and directory where you and/or your Acme
Packet customer support representative has placed images available for use.
This may be a special server that you use expressly for images, backups, etc.

*  Obtain an image from your Acme Packet customer support representative, who
will transfer it to your system.

Regardless source you use to obtain the image, you need to use FIP or SFIP to copy
it from its source to your Net-Net SBC.

In addition to using FTP to copy an image to your Net-Net 4000 SBC, you can also
use SFIP.

The Net-Net 4000 SBC’s /boot directory has 32mb available, and operating system
files about approximately 9mb each. It is a best practice, therefore, to no more than
two images at a time stored in this location. One of these should be the latest
version.

To copy an image on your Net-Net 4000 SBC using FTP:

1. Go to the directory where the image is located.

2. Check the IP address of the Net-Net 4000 SBC’s management port (wancom0).
(You might think of this as a management address since it is used in the
management of your Net-Net 4000 SBC.)

3. Create the connection to your Net-Net 4000 SBC. In your terminal window, type
ftp and the IPv4 address of your Net-Net 4000 SBC’s management port

56 Oracle Communications Session Border Controller ACLI Configuration Guide Version S-C(X)6.2.0



GETTING STARTED

(wancom0), and then press <Enter>. Once a connection has been made, a
confirmation note appears followed by the FTP prompt.

4. When prompted, enter your FTP username and FTP password information. The
username is always user, and the password is the same as the one you use for
the User mode login.

5. Goto the directory where you want to put the image. The /boot directory is used
for the on-board system flash memory. If you do not put the image in this
directory, the Net-Net 4000 SBC will not find it.

6. From the FIP prompt:
6a. Change the directory to /boot.
ftp> cd “/boot”
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6b. Invoke binary mode.

ftp> binary

Caution: Be sure to use binary transfer mode. If you do not, all transfers
will be corrupted.

6c. Atthe FTP prompt, enter the put command, a<Space>, the name of theimage
file, and then press <Enter>.

ftp> put [File name]

Confirmation that the connection is opening and that transfer is taking
place appears.

6d. After thefiletransfer is complete, you can quit.
ftp> quit

7. Now you are ready to boot the Net-Net 4000 SBC using the image you just
transferred.

In the ACLI, change any boot configuration parameters that need to be
changed. It is especially important to change the filename boot parameter to the
filename you used during the FTP process. Otherwise, your system will not boot

propetly.
Alternatively, from the console you can reboot to access the boot prompt and
then configure boot parameters from there.

8. Inthe ACLI execute the save-config command in order to save your changes.
9. Reboot your Net-Net 4000 SBC.
10. Your Net-Net 4000 SBC runs through its loading processes and return you to the

ACLI login prompt.
System Image The system image filename is a name you set for the image. This is also the filename
Filename the boot parameters uses when booting your system. This filename must match the

filename specified in the boot parameters. When you use it in the boot parameters,
it should always start with /tffs0/ to signify that the Net-Net 4000 SBC is booting
from the /boot directory.

If the filename set in the boot parameters does not point to the image you want sent
to the Net-Net 4000 SBC via FTP, then you could not only fail to load the appropriate
image, but you could also load an image from a different directory or one that is
obsolete for your purposes. This results in a boot loop condition that you can fix
stopping the countdown, entering the appropriate filename, and rebooting the Net-
Net 4000 SBC.
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Booting an Image on Your Net-Net 4000 SBC

Booting from
Flash Memory

Booting from an
External Device

You can either boot your Net-Net 4000 SBC from the system’s flash memory or from
an external device. Both locations can store images from which the system can boot.
This section describes both booting methods.

For boot parameters to go into effect, you must reboot your Net-Net 4000 SBC. Since
a reboot stops all call processing, we recommend performing tasks that call for a
reboot during off-peak maintenance hours. Or if your Net-Net 4000 SBCs are set up
in an HA node, you can carrying out these tasks on the standby system first.

Once you have installed an image, you can boot your Net-Net 4000 SBC from its
flash memory. With the exception of testing an image before you install it on the
flash memory, this is generally the method you use for booting.

To boot from your Net-Net 4000 SBC flash memory:

1. Confirm that the boot parameters are set up correctly, and make any necessary
changes.

You can check the boot configuration parameters by accessing the bootparam
command from the configure terminal menu.

ACMEPACKET# configure terminal
ACMEPACKET# bootparam

2. Change any boot configuration parameters that you need to change. It is
especially important to change the file name boot configuration parameter. The
file name parameter needs to use the /tffs0 value so that the Net-Net 4000 SBC
boots from the flash.

3. Reboot your Net-Net 4000 SBC.

4. You are be returned to the ACLI login prompt. To continue with system
operations, enter the required password information.

Booting from an external device means that your Net-Net 4000 SBC connects to a
server to retrieve the boot image at boot time. Rather than using an image stored on
your system’s flash memory, it downloads the image from the external device each
time it reboots.

When you are testing a new image before putting it on your Net-Net 4000 SBC, you
might want to boot from an external device. Ordinarily, you would not want to boot
an image on your Net-Net 4000 SBC this way.

To boot an image from an external device:
1. Confirm that the Net-Net 4000 SBC is cabled to the network from which you are

booting. This is port 0 on the rear panel of the Net-Net 4000 SBC chassis
(wancom0). The image is loaded from the source using FIP.

2. Log into the system you want to mount.

On the Net-Net 4000 SBC, configure the information for the boot parameters
and confirm the following:
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3a.  boot device—device to which you will FTP

This parameter value must contain the name of the applicable
management interface, and then the number of the appropriate 10/100
port. Usually, this value is wancomO.

3b. filename—name on the host of the file containing the image

The image file must exist in the home directory of the “user” on the image
source.

3c.  host inet—IPv4 address of the device off of which you are booting

3d. gateway inet—IPv4 address of the gateway to use if the device from which
you are booting is not on the same network as your Net-Net 4000 SBC

3e. user—username for the FTP account on the boot host
3f.  password—password for the FTP account on the boot host
4. Reboot your Net-Net 4000 SBC.

5. Youarereturned to the ACLIlogin prompt. To continue with system operations,
enter the required password information.

Software Licensing

The components of the Net-Net 4000 SBC software are licensed by Acme Packet,
Inc. for your use. In order to use these components and deploy their related services
in your network, you must have a valid license for each of them.

Licenses can be activated and deactivated in real time, and are fully extensible and
upgradable. They are tied to specific Net-Net 4000 SBCs (by serial number) and
cannot be transferred from one Net-Net 4000 SBC to another. Multiple licenses can
be active on the same Net-Net 4000 SBC simultaneously. If the same feature
happens to be covered by more than one license, then the latest expiration date
applies.

Acme Packet software licenses are aggregate. This means that once a new license is
added to the original license set, the related capacity, protocol, or interface becomes
part of the functionality you can configure and deploy. For example, if your original
license for session capacity is 1000 and then you add a new license for 3000 sessions,
your new total session capacity is 4000.

The following software components, interfaces, and features are licensed. If you do
not have a license for a given component, interfaces, or feature, its configuration
parameters are not visible.

License Description

Accounting Establishes RADIUS servers to which the Net-Net 4000 SBC can make
connections and send CDRs.

ACP Enables the Net-Net 4000 SBC to respond to ACP requests. Required
for Net-Net EMS use.

Administration Security Enables the use of Administration Security features; installation and
use of this feature set should be executed with care.

External Bandwidth Enables interaction with external policy servers using COPS; you need
Management this license if you want to use the resource allocation function (RACF)
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External CLF Management

External Policy Services

H.248
H.323

HA

IDS
IKE

IPv6

IPSec

IWF

LI

Load balancing

MGCP

NSEP RPH

QoS

GETTING STARTED

Description

Enables interaction with external policy servers using COPS; you need
this license if you want to use connectivity location function (CLF)
support

A combination of the External Bandwidth Management and External
CFL Management licenses

Enables the H.248 ALG.
Enables H.323 signaling.

Enables two Net-Net 4000 SBCs to work as an HA node so that, in case
of failover, one system can take over for the other. The two systems
paired as an HA node checkpoint configuration, signaling state, and
media.

Enables the use of the Net-Net SBC’s intrusion detection system (IDS).
Enables the use of Internet Key Exchange version 1 (IKEv1).

Enables IPv4-IPv6 interworking on your Net-Net 3800 or 4500; pure
IPv6 works on these systems without the license being present.

Enables the use of Internet Protocol Security (IPSec).

Enables SIP<—>H.323 IWF signaling. In order to run IWF between
these two protocols, you must also have valid SIP and H.323 licenses.

Enables lawful intercept use.

Establishes distribution of traffic across gateways, application servers,
softswitches, etc.

Enables MGCP/NCS signaling.

Enables support for Emergency Telecommunications Service (ETS),
which gives priority treatment of National Security and Emergency
Preparedness (NSEP) communications for IP network infrastructures.

Enables measurement for QoS (jitter, packet latency, and packet loss)
on the Net-Net 4000 SBC.
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Unlicensed Net-
Net 4000 SBCs

Obtaining a
License

License

Routing policies

Session capacity

Session Replication for
Recording (SRR)

SIP

Description
Establishes routing policies on the Net-Net 4000 SBC.

Release 4.1 introduces changes to the Acme Packet routing licence so

that you can access more routing capability without obtaining a

license. Without a routing license, you can view and set all local-policy-

based parameters and specific parameters for only one policy

attributes configuration (a subset of the local policy configuration).

They are:

¢ next-hop—Next signaling host IP address

¢ realm—Realm of next signaling

* action (formerly called replace-uri)—Replace Request-URI with next
hop

* app-protocol—Application protocol used to signal session agent.

Without a routing license, the parameters noted in the list above

appear in the local policy configuration instead of in the policy

attributes configuration. You can also execute the ACLI test-policy

command without a routing license.

You need a routing license to specify multiple policy attributes per local
policy, and to specify the remainder of the parameters in the policy
attributes configuration, which are:

« carrier—Carrier for the policy.

« start-time—Daily time this policy goes into effort.

* end-time—Daily time this policy is not longer in effect.

* days-of-week—Days of the week this policy is in effect.

* cost—(Unitless) cost for the policy.

* state—State of the local policy attributes.

* media-profiles—List of media profiles to use for this policy.

Determines the maximum number of sessions allowed by a Net-Net
4000 SBC for all protocols combined: SIP, MGCP, H.323, and
SIP<—>H.323 IWF (interworking). Each flow that doubles back (or
hairpins) through the Net-Net 4000 SBC counts as two flows. Options
for session capacity are: 250, 500, 1000, 2000, 4000, 8000, 16000,
and 32000. When your Net-Net 4000 SBC reaches 100% of its
capacity, an alarm is generated and a trap sent.

Enables session replication for recording, which helps call centers
record the signaling and media packets associated with their calls.

Enables SIP signaling.

If you log into a Net-Net 4000 SBC that is not licensed, you are warned that no

licenses exist and that you need to enter a valid one. Until you enter a valid license,
you can configure general system parameters, but not parameters for protocols and
features.

When your Net-Net 4000 SBC arrives, you will need to obtain a key to activate the
licenses for functionality you want to use. This original set of features is enabled with
one key that you obtain from Acme Packet customer support at
support@acmepacket.com.

If you choose to add functionality to your Net-Net 4000 SBC, each new feature will
require its own key. To obtain additional licenses for functions on your Net-Net 4000
SBC, contact your customer support or sales representative directly or at
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support@acmepacket.com. You can request and purchase a license for the software
you want, obtain a key for it, and then activate it on your Net-Net 4000 SBC.

When you obtain licenses, you need to provide Acme Packet with the serial number
of your Net-Net 4000 SBC. You can see the system’s serial number by using the
ACLI show version boot command.

We also offer trial license periods for software components, allowing you to test a
feature before deploying it.

Trial licenses are available for the same components listed at the beginning of this
licensing section, but they only last for preset periods. After trial licenses expire, their
functionality stops and configuration selections are removed. At that time, you can
either stop using that particular functionality or you can purchase a license for it.

To obtain trial licenses, contact your Acme Packet sales or customer support
representative directly or at support@acmepacket.com.

This section shows you how to add licenses and delete them from standalone Net-
Net 4000 SBCs. The process for two systems making up an HA node is different, so
follow the procedure relevant to your configuration; refer to the ACLI Instructions
and Examples for HA Nodes (64) for more information.

Once you have obtained a license key, you can add it to your Net-Net 4000 SBC and
activate it.

To add and activate a license on your Net-Net 4000 SBC:

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

2. Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

3. Type license and press <Enter>.

ACMEPACKET (system)# license
ACMEPACKET (license)#

4. Usingthe add command and the key generated by Acme Packet, add the license
to your Net-Net 4000 SBC.

ACMEPACKET(license)# add sl25039pvtghas4v2r2jcloaen9e01021bldmh3

5. You can check that the license has been added by using the ACLI show
command within the license configuration.

ACMEPACKET (license)# show
: MGCP

High Availability
Accounting

SIP

H323

250 sessions, ACP

: QOs

ACMEPACKET (license)#

N O o WN P
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To activate your license, type the activate-config command and press <Enter>.
The Net-Net 4000 SBC then enables any of the processes that support
associated features.

ACMEPACKET# activate-config

You can delete a license from your Net-Net 4000 SBC, including licenses that have
not expired. If you want to delete a license that has not expired, you need to confirm
the deletion.

To delete a license from the Net-Net 4000 SBC:

In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

Type license and press <Enter>.

ACMEPACKET (system)# license
ACMEPACKET(license)#

Type the no command and press <Enter>. A list of possible licenses to delete
appears.

ACMEPACKET(license)# no
feature:

MGCP

High Availability
Accounting

SIP

H323

250 sessions, ACP
Q0Ss

selection:

N o g~ WN P

Type the number corresponding to the license you want to delete and press
<Enter>.

selection:7
If the license has not expired, you are be asked to confirm the deletion.

Delete unexpired license [y/n]?: y
ACMEPACKET(license)#

When you show the licenses, the one you deleted should no longer appear on
the list.

To clear the license from the system, type the activate-config command and
press <Enter>. The Net-Net 4000 SBC then disables any of the processes that
support associated features.

ACMEPACKET# activate-config

Adding or deleting licenses must be performed across both members of an HA node
during the same service window.
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Warning: Peers whose licenses are not identical may exhibit
unexpected behavior.

To add a license to both systems in an HA node, you start with the active system.
Once you have completed the process on the active, you force the system to failover
so that the originally active system transitions to standby. Then you add the license
to the newly active system.

This procedure uses the designations Net-Net SBC1 as the original active and Net-
Net SBC2 as the original standby.

Toadd alicense on systemsin an HA node, Part 1:

1.

Confirm that Net-Net SBC1 and Net-Net SBC2 are synchronized.

You must make sure that all of the running and current configurations on Net-
Net SBC1 and Net-Net SBC2 have the same number. In the examples below, all
of the configuration versions are 5.

la. On Net-Net SBC1 and Net-Net SBC2, usethe ACLI show health command to
make sure that all processes are synchronized.

1b.  On Net-Net SBC1, show the current configuration version by using the ACLI
display-current-cfg-version command. Then use the same command on Net-
Net SBC2 and be sure that its current configuration version is the same as the
one on Net-Net SBC1.

NETNETSBC1# display-current-cfg-version
Current configuration version is 5
NETNETSBC1#

NETNETSBC2# display-current-cfg-version
Current configuration version is 5
NETNETSBC2#

1c. On Net-Net SBC1, show the running configuration version by using the ACLI
display-running-cfg-ver sion command. Then use the same command on Net-
Net SBC2 and be sure that its running configuration version is the same as the
one on Net-Net SBC1.

NETNETSBC1# display-running-cfg-version
Running configuration version is 5
NETNETSBC1#

NETNETSBC2# display-running-cfg-version
Running configuration version is 5
NETNETSBC2#

Now you can add a license. To begin, type configure terminal and press
<Enter>.

NETNETSBC1# configure terminal
NETNETSBC1(configure)#

Type system and press <Enter>.

NETNETSBC1(configure)# system
NETNETSBC1l(system)#
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10.

11.

12.

Type license and press <Enter>.

NETNETSBC1(system)# license
NETNETSBC1(license)#

Using the add command and the key generated by Acme Packet, add the license
to your Net-Net 4000 SBC.

NETNETSBC1(license)# add sjkl14i45987p43hh0938hnhjlaie10983

You can check that the license has been added by using the ACLI show
command within the license configuration.

NETNETSBC1(license)# show
: MGCP

High Availability
Accounting

SIP

H323

250 sessions, ACP

: QO0s
NETNETSBC1(license)#

N o g b~ wWwN PP

Repeat typing exit, pressing <Enter> after each entry, until you reach the main
Superuser prompt.

NETNETSBC1(license)# exit
NETNETSBCl(system)# exit
NETNETSBC1l(configure)# exit
NETNETSBC1#

Type the save-config command and press <Enter>.
NETNETSBC1# save-config

Type the activate-config command and press <Enter>. The Net-Net 4000 SBC
then enables any of the processes that support associated features.

NETNETSBC1# activate-config

Execute the ACLI show health command to make sure that all processes are
synchronized.

Trigger a switchover between the two systems in the HA node so the originally
standby system assumes the active role. This means that the standby system will
transition to active, and then you can add the license to that system (which
completes the process).

NETNETSBC1# notify berpd force

Wait for Net-Net SBC2 to transition to the active state. Confirm that it is in the
active state by using the ACLI show health command.

Toadd alicense on systemsin an HA node, Part 2:

1.

Reconfirm that Net-Net SBC1 and Net-Net SBC2 are synchronized.

You must also make sure that all of the running and current configurations on
Net-Net SBC1 and Net-Net SBC2 have the same number. In the examples
below, all of the configuration versions are 6.

la.  OnNet-Net SBC1 and Net-Net SBC2, usethe ACLI show health command to
make sure that all processes are synchronized.

1b. On Net-Net SBC2, show the current configuration version by using the ACLI
display-current-cfg-version command. Then use the same command on Net-
Net SBC1 and be sure that its current configuration version is the same as the
one on Net-Net SBC2.
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NETNETSBC2# display-current-cfg-version
Current configuration version is 6
NETNETSBC2#

NETNETSBC1# display-current-cfg-version
Current configuration version is 6
NETNETSBC1#

1c. On Net-Net SBC2, show the running configuration version by using the ACL|
display-running-cfg-ver sion command. Then use the same command on Net-
Net SBC1 and be sure that its running configuration version is the same as the
one on Net-Net SBC2.

NETNETSBC2# display-running-cfg-version
Running configuration version is 6
NETNETSBC2#

NETNETSBC1# display-running-cfg-version
Running configuration version is 6
NETNETSBC1#

Now you can add a license. To begin, type configure terminal and press
<Enter>.

NETNETSBC2# configure terminal
NETNETSBC2(configure)#

Type system and press <Enter>.

NETNETSBC2(configure)# system
NETNETSBC2(system)#

Type license and press <Enter>.

NETNETSBC2(system)# license
NETNETSBC2(license)#

Using the add command and the key generated by Acme Packet, add the license
to your Net-Net 4000 SBC.

NETNETSBC2(license)# add sjkl4i45987p43hh0938hnhjlaiel0984

You can check that the license has been added by using the ACLI show
command within the license configuration.

NETNETSBC2(license)# show
: MGCP

High Availability
Accounting

SIP

H323

250 sessions, ACP

: QOs
NETNETSBC2(license)#

N O o WN P

Repeat typing exit, pressing <Enter> after each, until you reach the main
Superuser prompt.

NETNETSBC2(license)# exit
NETNETSBC2(system)# exit
NETNETSBC2(configure)# exit
NETNETSBC2#

Type the save-config command and press <Enter>.

NETNETSBC1# save-config
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Deleting a License
from an HA Node

9. Type the activate-config command and press <Enter>. The Net-Net 4000 SBC
then enables any of the processes that support associated features.

NETNETSBC1# activate-config

At this point both SBCs should be synchronized and contain the same license
configuration.

To delete a license from both systems in an HA node, you start with the active
system. Once you have completed the process on the active, you force the system to
failover so that the originally active system transitions to standby. Then you delete
the license from the newly active system.

Note: Licenses should be deleted on both nodes during the same
service window.

This procedure uses the designations Net-Net SBC1 as the original active and Net-
Net SBC2 as the original standby.

Todeletealicense from systemsin an HA node, Part 1.

1. Confirm that Net-Net SBC1 and Net-Net SBC2 are synchronized.

You must make sure that all of the running and current configurations on Net-
Net SBC1 and Net-Net SBC2 have the same number. In the examples below, all
of the configuration versions are 7.

la. OnNet-Net SBC1 and Net-Net SBC2, usethe ACLI show health command to
make sure that all processes are synchronized.

1b. On Net-Net SBC1, show the current configuration version by using the ACLI
display-current-cfg-ver sion command. Then use the same command on Net-
Net SBC2 and be sure that its current configuration version is the same as the
one on Net-Net SBC1.

NETNETSBC1# display-current-cfg-version
Current configuration version is 7
NETNETSBC1#

NETNETSBC2# display-current-cfg-version
Current configuration version is 7
NETNETSBC2#

lc. OnNet-Net SBC1, show the running configuration version by using the ACLI
display-running-cfg-ver sion command. Then use the same command on Net-
Net SBC2 and be sure that its running configuration version is the same as the
one on Net-Net SBC1.

NETNETSBC1# display-running-cfg-version
Running configuration version is 7
NETNETSBC1#

NETNETSBC2# display-running-cfg-version
Running configuration version is 7
NETNETSBC2#

2. Now you can delete a license. To begin, type configure terminal and press
<Enter>.

NETNETSBC1# configure terminal
NETNETSBC1(configure)#
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Type system and press <Enter>.
NETNETSBC1(configure)# system
Type license and press <Enter>.

NETNETSBC1(system)# license
NETNETSBC1(license)#

Type the no command and press <Enter>. A list of possible license to delete
appears.

NETNETSBC1(license)# no
feature:

MGCP

High Availability
Accounting

SIP

H323

250 sessions, ACP
QO0Ss

selection:

N O o WN P

Type the number corresponding to the license you want to delete and press
<Enter>.

selection:7
If the license has not expired, you are be asked to confirm the deletion.

Delete unexpired license [y/n]?: y
NETNETSBC1(license)#

When you show the licenses, the one you deleted should no longer appear on
the list.

Repeat typing exit, pressing <Enter> after each entry, until you reach the main
Superuser prompt.

NETNETSBC1(license)# exit
NETNETSBC1(system)# exit
NETNETSBC1(configure)# exit
NETNETSBC1#

Type the save-config command and press <Enter>.
NETNETSBC1# save-config

Type the activate-config command and press <Enter>.
NETNETSBC1# activate-config

Execute the ACLI show health command to make sure that all processes are
synchronized.

Trigger a switchover between the two systems in the HA node so the originally
standby system assumes the active role. This means that the originally standby
system will transition to active, and then you can delete the license from that
system (which completes the process).

NETNETSBC1# notify berpd force

Wait for Net-Net SBC2 to transition to the active state. Confirm that it is in the
active state by using the ACLI show health command.

Todeletealicense from systemsin an HA node, Part 2:

1.

Confirm that Net-Net SBC1 and Net-Net SBC2 are synchronized.
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You must also make sure that all of the running and current configurations on
Net-Net SBC1 and Net-Net SBC2 have the same number. In the examples
below, all of the configuration versions are 8.

la.  OnNet-Net SBC1 and Net-Net SBC2, usethe ACLI show health command to
make sure that all processes are synchronized.

1b. On Net-Net SBC2, show the current configuration version by using the ACLI
display-current-cfg-version command. Then use the same command on Net-
Net SBC1 and be sure that its current configuration version is the same as the
one on Net-Net SBC2.

NETNETSBC2# display-current-cfg-version
Current configuration version is 8
NETNETSBC2#

NETNETSBC1# display-current-cfg-version
Current configuration version is 8
NETNETSBC1#

1c. On Net-Net SBC2, show the running configuration version by using the ACLI
display-running-cfg-ver sion command. Then use the same command on Net-
Net SBC1 and be sure that its running configuration version is the same as the
one on Net-Net SBC2.

NETNETSBC2# display-current-cfg-version
Current configuration version is 8
NETNETSBC2#

NETNETSBC1# display-current-cfg-version
Current configuration version is 8
NETNETSBC1#

2. Now you can delete a license. To begin, type configure terminal and press
<Enter>.

NETNETSBC2# configure terminal
NETNETSBC2(configure)#

3. Type system and press <Enter>.
NETNETSBC2(configure)# system
4. Type license and press <Enter>.

NETNETSBC2(system)# license
NETNETSBC2(license)#

5. Type the no command and press <Enter>. A list of possible license to delete
appears.

NETNETSBC1(license)# no
feature:

MGCP

High Availability
Accounting

SIP

H323

250 sessions, ACP

: QOs

selection:

N o o~ WN PR

6. Type the number corresponding to the license you want to delete and press
<Enter>.
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selection:7
7. If the license has not expired, you are be asked to confirm the deletion.

Delete unexpired license [y/n]?: y
NETNETSBC2(license)#

When you show the licenses, the one you deleted should no longer appear on
the list.

8. Repeat typing exit, pressing <Enter> after each entry, until you reach the main
Superuser prompt.

NETNETSBC1(license)# exit
NETNETSBC1(system)# exit
NETNETSBC1(configure)# exit
NETNETSBC1#

9. Type the save-config command and press <Enter>.
NETNETSBC1# save-config

10. Type the activate-config command and press <Enter>.
NETNETSBC1# activate-config

At this point both SBCs should be synchronized and contain the same license
configuration.

When a license expires, you are no longer able to use the features associated with it.
The Net-Net 4000 SBC automatically disables all associated processes.

To avoid a license unexpectedly expiring and therefore potentially disrupting service,
we recommend that you track expiration dates and renew licenses well in advance
of expiration.

Expired licenses appear in your Net-Net 4000 SBC ACLI displays until you delete
them, though you cannot use the features associated with them. Deleting an expired
license requires that you take the same steps as you do for deleting a valid one.

There are two ways to view licenses in the ACLL

*  You can use the show features command at the main ACLI user prompt.

ACMEPACKET# show features

Total session capacity: 2250

Enabled protocols: SIP, MGCP, H.323, IWF
Enabled features: ACP

ACMEPACKET#

e Within the license menu, use the show command to see all licenses with
detailed information.

ACMEPACKET (license)# show
License #1: 2000 sessions, SIP, MGCP, ACP
no expiration
installed at 12:34:42 APR 01 2005
License #2: H323
expired at 23:59:59 APR 08 2005
installed at 12:35:43 APR 01 2005
License #3: 250 sessions, IWF
expires at 23:59:59 APR 28 2005
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Licensing
Information for the
Net-Net 3800

Session Capacity and
Your Net-Net 3800

Granularity and
Oversubscription
Limits

installed at 12:36:44 APR 01 2005
License #4: QOS

starts at 00:00:00 APR 08 2004

expires at 23:59:59 OCT 27 2005

installed at 12:37:45 APR 01 2005
Total session capacity: 2250
ACMEPACKET(license)#

Although all features currently available on the Net-Net 4000 series of products are
available on the Net-Net 3800, you will see some minor changes in licensing when
using this newest addition to the Net-Net family of products. These changes involve:

*  Session capacity limits

»  Finer session capacity granularity
*  Denial of Service

*  Software TLS

For more information about Net-Net system licensing, including examples of how
to install licenses, refer to the Getting Started chapter of the Net-Net 4000 ACLI
Configuration Guide.

The Net-Net 3800 supports a maximum limit of 8000 concurrent sessions. The
following values are the session capacity values you can license for the Net-Net
3800:

e 25

« 50

« 100
« 150
« 250
350
500
* 1000
e 2000
* 4000
e upto 8000

Additional session capacities may be added at a later date through purchase of
sessions in increments of 25, 50 or 100. Session capacity is additive in the Net-Net
3800, meaning the total number of sessions for the system is the sum of all session
capacities licensed. The sum total of the licenses cannot exceed 8000 sessions. The
Net-Net 3800 strictly enforces this limit.

Only on the Net-Net 3810, the Net-Net SBC uses a 10-to-1 oversubscription limit,
meaning that the system allows ten registrations for a single licensed session. The
system enforces the limits across all signalling protocols.
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An SNMP OID, apSysRegistrationCapacity, supports querying the percentage of
used registration capacity. When the percentage approaches the registration
capacity limit, an alarm triggers and the Net-Net 3810 sends an SNMP trap.

»  SIP—For SIP, the 10-to-1 ratio limits has possible implications for the SIP
registrations cache limiting feature. When you enable that feature, the Net-Net
SBC rejects new registrations when they exceed the configurable registration
cache limit. Likewise, the system can rejects registrations when they exceed the
global oversubscription limit. It uses whichever is the lower of the two.

The Net-Net 3810 first checks the configurable registrations cache limits. If you
have configured this value to be higher than the global oversubscription limits,
the Net-Net 3810 leaves the registration cache limit value intact. However, if
registrations go over the global oversubscription limit, the Net-Net 3810 will
reject them, regardless of the cache limit, and the corresponding traps and
alarms might not be triggered.

*  H.323—The Net-Net 3800 tracks the number of CallSignalingAddress records
as a means of counting registrations. This methods relies on each endpoint
having a unique CallSignalingAddress.

*  MGCP—Since there can be an unknown number of endpoints registered at
once with MGCP, the Net-Net 3800 uses the count called MGCP Sessions shown
in the MGCP statistics display s a way to count the number of registrations. Note
that this value is different from the one listed for MGCP media sessions.

For the Net-Net 3800 only, you can use the apSysRegistrationCapacity object to
query the percentage of used global registration capacity on your system. This object
and corresponding group are now part of the apSystemManagement MIB, ap-
smgmt.mib. The OID and its value are also sent as parameters in the
apSysMgmtGroupTrap when an alarm condition occurs. The alarm for this
condition is SYS_REG_OVER_THRESHOLD with these values: 0x0002003A (hexidecimal)
and 131130 (decimal).

The alarm condition depends on whether or not you have set any alarm thresholds
for the session type in the system configuration.

+ Ifyou have configured them, the thresholds apply to registration capacity. The
registration capacity alarm uses the same percentage values and severities for
the alarm as those set for the session alarm thresholds.

» Ifyou have not configured them, then the registration capacity alarm triggers at
90%.

The alarm clears when two successive checks, performed once every five seconds,
report a value under the threshold.

For the Net-Net 3800 only, a denial of service (DoS) license now exists. When the
DoS license not percent, certain whole configurations and specific parameters within
unrestricted configurations related to DoS functionality are not available. You can
neither configure them, nor can you see them when you use the ACLI show
configuration command.
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The table below details the restrictions.

Restricted Configuration Element

access-control

media-manager

media-profile

realm-config

static-flow

Restricted Parameters

realm-id

source-address
destination-address
application-protocol
transport-protocol

access

average-rate-limit
trust-level
invalid-signal-threshold
maximume-signal-threshold
untrusted-signal-threshold
deny-period

max-signaling-bandwidth
max-untrusted-signaling
min-untrusted-signaling
fragment-msg-bandwidth
tolerance-window
arp-msg-bandwidth
rtcp-rate-limit

average-rate-limit

average-rate-limit
access-control-trust-level
invalid-signal-threshold
maximume-signal-threshold
untrusted-signal-threshold
nat-trust-threshold
deny-period

average-rate-limit

Software TLS Feature Software TLS is a feature group for the Net-Net 3800 only. It allows for the use of
Group TLS functionality without the presence of an SSM card. If you want to achieve higher

capacity for TLS on your Net-Net 3800, you can use the SSM card.
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RADIUS Authentication

How It Works

A security feature that extends beyond the designation of ACLI User and Superuser
privileges, the User Authentication and Access control feature supports
authentication using your RADIUS server(s). In addition, you can set two levels of
privilege, one for all privileges and more limited set that is read-only.

User authentication configuration also allows you to use local authentication,
localizing security to the Net-Net SBC ACLI log-in modes. These modes are User
and Superuser, each requiring a separate password.

The components involved in the RADIUS-based user authentication architecture are
the Net-Net SBC and your RADIUS server(s). In these roles:

*  The Net-Net SBC restricts access and requires authentication via the RADIUS
server; the Net-Net SBC communicates with the RADIUS server using either
port 1812 or 1645, but does not know if the RADIUS server listens on these ports

*  Your RADIUS server provides an alternative method for defining Net-Net SBC
users and authenticating them via RADIUS; the RADIUS server supports the
VSA called ACME_USER_CLASS, which specifies what kind of user is
requesting authentication and what privileges should be granted

The Net-Net SBC also supports the use of the Cisco Systems Inc.™ “Cisco-
AVPair” vendor specific attribute (VSA). This attribute allows for successful
administrator login to servers that do not support the Acme Packet
authorization VSA. While using RADIUS-based authentication, the Net-Net
SBC authorizes you to enter Superuser mode locally even when your RADIUS
server does not return the ACME_USER_CLASS VSA or the Cisco-AVPair VSA.
For this VSA, the Vendor-ID is 1 and the Vendor-Type is 9. The list below shows
the values this attribute can return, and the result of each:

* shell:priv-lvl=15—User automatically logged in as an administrator

* shell:priv-lvli=1—User logged in at the “user” level, and not allowed to
become an administrator

* Any other value—User rejected

When RADIUS user authentication is enabled, the Net-Net SBC communicates with
one or more configured RADIUS servers that validates the user and specifies
privileges. On the Net-Net SBC, you configure:

*  What type of authentication you want to use on the Net-Net SBC

* If you are using RADIUS authentication, you set the port from which you want
the Net-Net SBC to send messages

+ Ifyouare using RADIUS authentication, you also set the protocol type you want
the Net-Net SBC and RADIUS server to use for secure communication

Although most common set-ups use two RADIUS servers to support this feature,
you are allowed to configure up to six. Among other settings for the server, there is
a class parameter that specifies whether the Net-Net SBC should consider a specific
server as primary or secondary. As implied by these designation, the primary servers
are used first for authentication, and the secondary servers are used as backups. If
you configure more than one primary and one secondary server, the Net-Net SBC
will choose servers to which it sends traffic in a round-robin strategy. For example,
if you specify three servers are primary, the Net-Net SBC will round-robin to select
a server until it finds an appropriate one; it will do the same for secondary servers.
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The VSA attribute assists with enforcement of access levels by containing one of the
three following classes:

¢ None—All access denied

*  User—Monitoring privileges are granted; your user prompt will resemble
ACMEPACKET>

e Admin—All privileges are granted (monitoring, configuration, etc.); your user
prompt will resemble ACMEPACKET#

Once it has selected a RADIUS server, the Net-Net SBC initiates communication
and proceeds with the authentication process. The authentication process between
the Net-Net SBC and the RADIUS server takes place uses one of three methods, all
of which are defined by RFCs:

Protocol RFC

PAP (Password Authentication B. Lloyd and W. Simpson, “PPP Authentication Protocols,” RFC

Protocol) 1334, October 1992
CHAP (Challenge Handshake B. Lloyd and W. Simpson, “PPP Authentication Protocols,” RFC
Authentication Protocol) 1334, October 1992

W. Simpson, “PPP Challenge Handshake Authentication
Protocol (CHAP),” RFC 1994, August 1996

MS-CHAP-V2 G. Zorn, “Microsoft PPP CHAP Extensions, Version 2,” RFC 2759,
January 2000

Note: MS-CHAP-V2 support includes authentication only; password
exchange is not supported or allowed on the Net-Net SBC.

< RADIUS

SERVER

Net-Net SD client and the RADIUS server
communicate over either port 1645 or port
1812 and one of these authentication
methods: PAP, CHAP MS-CHAP-V2

PAP Handshake For PAP, user credentials are sent to the RADIUS server include the user name and
password attribute. The value of the “User-Password” attribute is calculated as
specified in RFC 2865.
PAP Client Request Radius Protocol
Example Code: Access Request (1)
Packet identifier: 0x4 (4)
Length: 61
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Authenticator: 0x0000708D00002C5900002EB600003F37
Attribute value pairs
t:User Name(l) 1:11, value:”TESTUSER1”
User-Name: TESTUSER1
t:User Password (2) 1:18, value:739B3A0F25094E4B3CDA18AB69EBOE4
t:NAS IP Address(4) 1:6, value:168.192.68.8
Nas IP Address: 168.192.68.8(168.192.68.8)
t:NAS Port(5) 1:6, value:118751232

Radius Protocol

Code: Access Accept (2)

Packet identifier: 0x4 (4)

Length: 20

Authenticator: 0x36BD589C1577FD11E8C3B5BB223748

When the authentication mode is CHAP, the user credentials sent to the RADIUS
server include “username,” “CHAP-Password,” and “CHAP-Challenge.” The
“CHAP-Password” credential uses MD-5 one way. This is calculated over this series
of the following values, in this order: challenge-id (which for the Net-Net SBC is
always 0), followed by the user “password,” and then the challenge (as specified in
RFC 1994, section 4.1).

Radius Protocol

Code: Access Request (1)
Packet identifier: 0x5 (5)
Length: 80
Authenticator: 0x0000396C000079860000312A00006558
Attribute value pairs
t:User Name(l) I1:11, value:”TESTUSER1”
User-Name: TESTUSER1
t:CHAP Password (3) 1:19, value:003D4B1645554E881231ED7A137DD54FBF
t:CHAP Challenge (60) 1:18, value: 000396C000079860000312A00006558
t:NAS IP Address(4) 1:6, value:168.192.68.8
Nas IP Address: 168.192.68.8(168.192.68.8)
t:NAS Port(5) 1:6, value:118751232

Radius Protocol

Code: Access Accept (2)

Packet identifier: 0x4 (4)

Length: 20

Authenticator: Ox3BE8S89EED1B43D91D80EB2562E9D65392

When the authentication method is MS-CHAP-v2, the user credentials sent to the
RADIUS server in the Access-Request packet are:

“username”

MS-CHAP2-Response—Specified in RFC 2548, Microsoft vendor-specific
RADIUS attributes

MS-CHAP2-Challenge—Serves as a challenge to the RADIUS server
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MS-CHAP-v2 Client
Request Example

MS-CHAP-v2 RADIUS
Response

Management
Protocol Behavior

If the RADIUS authentication is successful, the Access-Accept packet from the
RADIUS server must include an MS-CHAP2-Success attribute calculated using the
MS-CHAP-Challenge attribute included in the Access-Request. The calculation of
MS-CHAP2-Success must be carried out as specified in RFC 2759. The Net-Net SBC
verifies that the MS-CHAP2-Success attribute matches with the calculated value. If
the values do not match, the authentication is treated as a failure.

Some values have been abbreviated.

Radius Protocol
Code: Access Request (1)
Packet identifier: 0x5 (5)
Length: 80
Authenticator: 0x0000024C000046B30000339F00000B78
Attribute value pairs
t:User Name(1l) 1:11, value:”TESTUSER1”
User-Name: TESTUSER1
t:Vendor Specific(26) 1:24, vendor:Microsoft(311)
t:MS CHAP Challenge(11) 1:18, value:0000024C000046B30000339F00000B78
t:Vendor Specific(26) 1:58, vendor:Microsoft(311)
t:MS CHAP2 Response(25) 1:52, value:00000000024C000046B30000339F00000B78. . .
t:NAS IP Address(4) 1:6, value:168.192.68.8
Nas IP Address: 168.192.68.8(168.192.68.8)

t:NAS Port(5) 1:6, value:118751232

Radius Protocol
Code: Access Accept (2)
Packet identifier: 0x6 (6)
Length: 179
Authenticator: OXECB4E59515AD64A2D21FC6D5F14D0OCCO
Attribute value pairs
t:Vendor Specific(26) 1:51, vendor:Microsoft(311)
t:MS CHAP Success(11) 1:45, value:003533s33d3845443532443135453846313. ..
t:Vendor Specific(26) 1:42, vendor:Microsoft(311)
t:MS MPPE Recv Key(17) 1:36, value:96C6325D22513CED178F770093F149CBBA. . .
t:Vendor Specific(26) 1:42, vendor:Microsoft(311)
t:MS MPPE Send Key(16) 1:36, value:9EC9316DBFA701FF0499D36A1032678143. ..
t:Vendor Specific(26) 1:12, vendor:Microsoft(311)
t:MS MPPE Encryption Policy(7) 1:6, value:00000001
t:Vendor Specific(26) 1:12, vendor:Microsoft(311)
t:MS MPPE Encryption Type(8) 1:6, value:00000006

When you use local authentication, management protocols behave the same way
that they do when you are not using RADIUS servers. When you are using RADIUS
servers for authentication, management protocols behave as described in this
section.

*  Telnet—The “user” or “admin” accounts are authenticated locally, not via the
RADIUS server. For all other accounts, the configured RADIUS servers are used
for authentication. If authentication is successful, the user is granted privileges
depending on the ACME_USER_CLASS VSA attribute.

*  FIP—The “user” or “admin” accounts are authenticated locally, not via the
RADIUS server. For all other accounts, the configured RADIUS servers are used
for authentication.

*  SSH in pass-through mode—When SSH is in pass through mode, the Net-Net
SBC behaves the same way that it does for Telnet.
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*  SSHin non-pass-through mode—When you create an SSH account on the
Net-Net SBC, you are asked to supply a user name and password. Once local
authentication succeeds, you are prompted for the ACLI user name and
password. If your user ACLI name is “user,” then you are authenticated locally.
Otherwise, you are authenticated using the RADIUS server. If RADIUS
authentication is successful, the privileges you are granted depend on the
ACME_USER_CLASS VSA attribute.

*  SFIP in pass-through mode—If you do not configure an SSH account on the
Net-Net SBC, the RADIUS server is contacted for authentication for any user
that does not have the user name “user.” The Net-Net SBC uses local
authentication if the user name is “user.”

*  SFIP in non-pass-through mode—The “user” or “admin” accounts are
authenticated locally, not via the RADIUS server. For all other accounts, the
configured RADIUS servers are used for authentication.

To enable RADIUS authentication and user access on your Net-Net SBC, you need
to configure global parameters for the feature and then configure the RADIUS
servers that you want to use.

To configurethe global authentication settings:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type security and press <Enter>.
ACMEPACKET (configure)# security

3. Type authentication and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (security)# authentication
ACMEPACKET (authentication)#

From here, you can view the entire menu for the authentication configuration by
typing a ?. You can set global parameters for authentication. You can also
configure individual RADIUS servers; instructions for configuring RADIUS
server appear in the next section.

4. type—Set the type of user authentication you want to use on this Net-Net SBC.
The default value is local. The valid values are:

* local | radius

5. protocol—If you are using RADIUS user authentication, set the protocol type to
use with your RADIUS server(s). The default is pap. The valid values are:

* pap | chap | mschapv2

6. source-port—Set the number of the port you want to use from message sent
from the Net-Net SBC to the RADIUS server. The default value is 1812. The
valid values are:

+ 1645|1812

7. allow-local-authorization—Set this parameter to enabled if you want the
Net-Net SBC to authorize users to enter Superuser (administrative) mode
locally even when your RADIUS server does not return the
ACME_USER_CLASS VSA or the Cisco-AVPair VSA. The default for this
parameter is disabled.
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RADIUS Server The parameters you set for individual RADIUS servers identify the RADIUS server,
Settings establish a password common to the Net-Net SBC and the server, and establish
trying times.

Setting the class and the authentication methods for the RADIUS servers can
determine how and when they are used in the authentication process.

To configurea RADIUS server to usefor authentication:

1.

10.

Access the RADIUS server submenu from the main authentication
configuration:

ACMEPACKET (authentication)# radius-servers
ACMEPACKET (radius-servers)#

address—Set the remote IP address for the RADIUS server. There is no default
value, and you are required to configure this address.

port—Set the port at the remote IP address for the RADIUS server. The default
port is set to 1812. The valid values are:

o 1645|1812

state—Set the state of the RADIUS server. Enable this parameter to use this
RADIUS server to authenticate users. The default value is enabled. The valid
values are:

* enabled | disabled

secret—Set the password that the RADIUS server and the Net-Net SBC share.
This password is transmitted between the two when the request for
authentication is initiated; this ensures that the RADIUS server is
communicating with the correct client.

nas-id—Set the NAS ID for the RADIUS server. There is no default for this
parameter.

retry-limit—Set the number of times that you want the Net-Net SBC to retry
for authentication information from this RADIUS server. The default value is 3.
The valid range is:

¢ Minimum—1
¢  Maximum—>5

If the RADIUS server does not respond within this number of tries, the Net-Net
SBC marks is as dead.

retry-time—Set the amount of time (in seconds) that you want the Net-Net
SBC to wait before retrying for authentication from this RADIUS server. The
default value is 5. The valid range is:

e  Minimum—>5
e Maximum—10

dead-time—Set the amount of time in seconds before the Net-Net SBC retries
a RADIUS server that it has designated as dead because that server did not
respond within the maximum number of retries. The default is 10. The valid
range is:

e Minimum—10

*  Maximum—10000

maximum-sessions—Set the maximum number of outstanding sessions for
this RADIUS server. The default value is 255. The valid range is:
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e Minimum—1
¢  Maximum—255

class—Set the class of this RADIUS server as either primary or secondary. A
connection to the primary server is tried before a connection to the secondary
server is tried. The default value is primary. Valid values are:

* primary | secondary

The Net-Net SBC tries to initiate contact with primary RADIUS servers first, and
then tries the secondary servers if it cannot reach any of the primary ones.

If you configure more than one RADIUS server as primary, the Net-Net SBC
chooses the one with which it communicates using a round-robin strategy. The
same strategy applies to the selection of secondary servers if there is more than
one.

authentication-methods—Set the authentication method you want the Net-
Net SBC to use with this RADIUS server. The default value is pap. Valid values
are:

» all|pap | chap | mschapv2

This parameter has a specific relationship to the global protocol parameter for
the authentication configuration, and you should exercise care when setting it.
If the authentication method that you set for the RADIUS server does not match
the global authentication protocol, then the RADIUS server is not used. The
Net-Net SBC simply overlooks it and does not send authentication requests to
it. You can enable use of the server by changing the global authentication
protocol so that it matches.

Save your work and activate your configuration.

Customizing Your ACLI Settings

Disabling the
Second Login
Prompt

ACLI Instructions and
Examples

This section describes several ways you can customize the way you log into the ACLI
and the way the ACLI displays information. Where applicable, these descriptions
also contain instructions for configuration.

With this feature enabled, the Net-Net SBC logs you in as a Superuser (i.e., in
administrative mode) regardless of your configured privilege level for either a Telnet
or an SSH session. However, if you log via SSH, you still need to enter the password
for local or RADIUS authentication.

You disable the scond login prompt in the authentication configuration.

To disable the second login prompt:

1.

In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

Type security and press <Enter>.

ACMEPACKET (configure)# security
ACMEPACKET (security)#

Type authentication and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.
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ACMEPACKET (security)# authentication
ACMEPACKET (authentication)#

4. login-as-admin—Set this parameter to enabled if you want users to be logged
automatically in Superuser (administrative) mode. The default for this
parameter is disabled.

5. Save and activate your configuration.

To make using the ACLI easier, the Net-Net SBC provides a paging feature
controlled through the ACLI cli more command (which you can set to enabled or
disabled). Disabled by default, this feature allows you to control how the Net-Net
SBC displays information on your screen during a console, Telnet, or SSH session.
This command sets the paging feature on a per session basis.

Customers who want to set the paging feature so that settings persist across sessions
with the Net-Net SBC can set a configuration parameter that controls the paging
feature. Enabling this parameter lets you set your preferences once rather than
having to reset them each time you initiate a new session with the Net-Net SBC.

To set the persistent behavior of the ACLI “more” feature across sessions:

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

2. Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

3. Type system-config and press <Enter>.

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#

If you are adding this feature to an existing configuration, you need to select the
configuration (using the ACLI select command) before making your changes.

4. cli-more—Set this parameter to enabled if you want the ACLI “more” paging
feature to work persistently across console, Telnet, or SSH sessions with the
Net-Net SBC. If you want to continue to set this feature on a per session basis,
leave this parameter set to disabled (default).

5. Save and activate your configuration.

A text file can be put on the Net-Net SBC to be used as a banner to be printed before
each login. The file must be called /code/banners/banner . txt. The contents of
this file will be printed before each User Access Verification login sequence.
The limits are that no more than 79 characters per line and no more than 20 lines
from the banner . txt file will be printed.

The banner . txt file used for the ACLI customized login banner has to be saved in
the /code/banners directory. If that directory does not already exist on your
system, you do not have to create the directory prior to placing the banner file
because the Net-Net SBC will create it upon boot if it does not exist.
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System Configuration

This chapter explains how to configure system-level functionality for the Net-Net
system. Both physical and network interfaces as well as general system parameters
are required to configure your Net-Net SBC for service. Accounting functionality,
SNMP configurations, trap configurations, and host routes are optional.

The following configurations are explained in this chapter:

*  General system parameters—used for operating and identification purposes. In
general, the informational fields have no specific effect on services, but are
important to keep populated. The default gateway parameter is included here.
It requires special attention since its configuration is dependent on the type of
traffic the Net-Net SBC is servicing.

»  Physical and network interfaces—enables the Net-Net SBC to communicate
with any network element. Interfaces are one of the most basic configurations
you need to create.

*  SNMP—used for monitoring system health throughout a network.

*  Syslogs and Process logs—used to save a list of system events to a remote server
for analysis and auditing purposes.

*  Host routes—used to instruct the Net-Net SBC host how to reach a given
network that is not directly connected to a local network interface.

General System Information

System Identification

Connection Timeouts

This section explains the parameters that encompass the general system information
on a Net-Net SBC.

Global system identification is used primarily by the Net-Net SBC to identify itself
to other systems and for general identification purposes.

Itis important to set administrative session timeouts on the Net-Net SBC for security
purposes. If you leave an active configuration session unattended, reconfiguration
access is left open to anyone. By setting a connection timeout, only a short amount
of time needs to elapse before the password is required for Net-Net SBC access.

Timeouts determine the specified time period that must pass before an
administrative connection is terminated. Any subsequent configuration activity can
only be performed after logging in again to the Net-Net SBC. The timeout parameter
can be individually specified for Telnet sessions and for console port sessions.

After the Telnet timeout passes, the Telnet session is disconnected. You must use
your Telnet program to log in to the Net-Net SBC once again to perform any further
configuration activity.

After the console timeout passes, the console session is disconnected. The current
session ends and you are returned to the login prompt on the console connection
into the Net-Net SBC.
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Configuring General System Information

This section explains how to configure the general system parameters, timeouts, and
the default gateway necessary to configure your Net-Net SBC.

ACLI Instructions To configure general system information:

and Examples

1.

In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal

Type system and press <Enter> to access the system-level configuration
elements.

ACMEPACKET (configure)# system

Type system-config and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#

The following is an example what a general system information configuration
might look like. Parameters not described in this section are omitted below.

ACMEPACKET (system-config)# show
system-config

hostname testl

description Example SD

location Row 3, Rack 4, Slot 451
default-gateway 10.0.2.1
telnet-timeout 1000

console-timeout 1000

last-modified-date 2004-12-08 20:15:43

When showing a single-instance configuration element such as system-config, you
must first use the select command to select the configuration element prior to
viewing.

System Identification You must specify identification parameters for this Net-Net SBC.

Set the following parametersto configur e the system identification:

1.

hostname—Set the primary hostname used to identify the Net-Net system.
This parameter is used by the software for informational purposes.

description—Enter a textual description of the Net-Net system. This parameter
is used for informational purposes.

location—Set a location description field for your Net-Net system. This
parameter is used for informational purposes. For example, you could include
the site name and address of the location where the Net-Net system chassis is
located.

default-gateway—Set the default gateway for this Net-Net SBC. This is the
egress gateway for traffic without an explicit destination. The application of your
Net-Net SBC determines the configuration of this parameter.

84 Oracle Communications Session Border Controller ACLI Configuration Guide Version S-C(X)6.2.0



Configuring
Connection and
Debug Logging
Timeouts

SYSTEM CONFIGURATION

Configure the timeouts for terminal sessions on this Net-Net SBC. These parameters
are optional.

Set the following parametersto configure the connection timeouts:
1. telnet-timeout—Set the Telnet timeout to the number of seconds you want the

Net-Net SBC to wait before it disconnects a Telnet session or an SSH session.
The default value is 0. The valid range is:

e Minimum—o0
*  Maximum—65535
2. console-timeout—Set the console timeout to the number of seconds you want

the Net-Net SBC to wait before it ends the console session. The default value is
0. The valid range is:

e Minimum—oO0
¢  Maximum—65535

3. debug-timeout—Set the time in seconds you want to use for the debug
timeout. This is the time allowed before the Net-Net SBC times out log levels for
system processes set to debug using the ACLI notify and debug commands.

This command does not affect log levels set in your configuration (using
parameters such as system-config>process-log-level) or those set using the
ACLI log-level command.

The valid range is:
*  Minimum—0

¢  Maximum—65535

Physical Interfaces: Net-Net 4250 SBC

Overview

Types of Physical
Interfaces

This section explains the different types of physical interfaces and how to configure
them for use.

The Net-Net 4250 SBC’s 10/100 and GigE interfaces provide physical connections to
your network. Over the front interfaces, media and signaling traffic enter and exit the

Net-Net SBC. The rear interfaces are used for management and high availability
(HA).

You need to configure operating parameters for physical interfaces to support them
on your Net-Net SBC. These values identify the name, location, basic Ethernet
properties, and HA parameters; these are all configured on a per-interface basis.

There are two sets of physical interfaces on the Net-Net 4000 SBC.
»  Front interfaces are on two removable physical interface cards

*  Rearinterfaces are directly connected to the Net-Net 4000 SBC chassis on three
10/100 Ethernet ports
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Front Interfaces

Rear Interfaces

The physical interface cards installed on your Net-Net 4000 SBC determine the
number of interfaces, hardware protocol, and connection speed your Net-Net 4000
SBC can use for media and signaling traffic.

*  The GigE physical interface cards offer either one or two ports per card, and can
use single mode or multimode fiber with an LC connector.

* Single-port GigE card—1 Gbps of bandwidth per configured port, totaling 2
Gbps total throughput with two cards installed on the chassis.

* Two-port GigE card—1 Gbps of bandwidth per configured port, totaling 4
Gbps total throughput with two cards installed on the chassis.

*  The 10/100 Ethernet physical interface card offers four ports per card, allowing
eight 10/100 Ethernet connections.

For more information about physical interface cards, including installation and
cabling, refer to the Net-Net 4000 Hardware Guide.

The first rear interface (wancom0) is used to carry traffic such as:

* SNMP

e Telnet

e SSH

« FIP

« ACP/XML

* Logs sent from the Net-Net SBC
¢ Boot the Net-Net SBC from a remote file server

The other two rear interfaces (port 1 and port 2) are used for state replication for HA.
For HA, these rear interfaces on the Net-Net 4000 SBCs are directly connected by a
crossover cable.

Note: To learn about HA, refer to this guide’s “HA Nodes” chapter.

The following table summarizes the physical interface configuration parameters,
which interface they are applicable to, and whether they are required.

Parameter Front Interface Rear Interface
name R R
operation-type R R
port R R
slot R R
virtual-mac [0] |
admin-state R |
auto-negotiation R |
duplex-mode R |

R = Required, O = Optional, | = Invalid
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Front Interface Rear Interface

speed ‘ R ‘ |

wancom-health-score

I (0]

R = Required, O = Optional, | = Invalid

Before you configure a physical interface:

1.

Decide on the number and type of physical interfaces you need.

For example, you might have one media and signaling interface connecting to a
private network and one connecting to the public network. You might also need
to configure a maintenance interface for HA functionality.

If you are configuring your Net-Net 4000 SBC for HA, refer to “HA Nodes”
chapter and follow the instructions there for setting special parameters in the
physical interface configuration.

This section describes how to configure the name, location, and Ethernet parameters
for Net-Net 4000 SBC physical interfaces.

Toadd a physical interface:

1.

In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal

Type system and press <Enter> to access the system-level configuration
elements.

ACMEPACKET (configure)# system

Type phy-interface and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (system)# phy-interface
ACMEPACKET (phy-interface)#

From this point, you can configure physical interface parameters. To view all
physical interfaces parameters, enter a ? at the system prompt.

The following is an example what an physical interface configuration might look
like. Parameters not described in this section are omitted below.

phy-interface

name phyTEST-RIGHT
operation-type Media

port 0

slot 1

admin-state enabled
auto-negotiation disabled
duplex-mode FULL

speed 100

ACMEPACKET (phy-interface)#
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Identity and State

Operation Type and
Location

Auto-negotiation for
10/100 Front Interfaces

You must specify the identity for all types of physical interfaces, and the state for
front interfaces.

Set the following parameter sto configur e the identity and state of a physical
interface:

1. name—Set a name for the interface using any combination of characters
entered without spaces. For example: Internet (for a Fast Ethernet media and
signaling interface) or mainto (for a maintenance interface).

2. admin-state—Leave the administrative state parameter set to enabled to
receive and send media and signaling on a front interface. Select disabled to
prevent media and signaling from being received and sent. The default for this
parameter is enabled. The valid values are:

* enabled | disabled

For rear interfaces, you do not need to set this parameter. Rear interfaces are
always enabled.

The following parameters determine the physical interface card and port you are
about to configure.

Set the following parametersto configure the operation type and location for a
physical interface:
1. operation-type—Select the type of physical interface connection to use. The
default value is control. The valid values are:
* media—Front-panel interfaces only. Port: 0-3; Slot: 0 or 1
* maintenance—Rear-panel interface only. Port: 0, 1, or 2; Slot: 0
* control—Rear-panel interfaces only. Port 0, 1, or 2; Slot: 0
2. slot—Select the physical slot number on the Net-Net SBC chassis. The default
is 0. The valid values are:

* 0is the motherboard (rear-panel interface) if the name begins with
“wancom”

* 0is the left Phy media slot on front of the Net-Net SBC Chassis

* 1is the right Phy media slot on front of the Net-Net SBC Chassis (front and
rear interfaces)

3. port—Set the port. From left to right as you face the chassis, the possible values
are:

* 0-3—For four possible GigE ports on the front of the Net-Net SBC chassis
* 0-3—For four possible FastE ports on the front of the Net-Net SBC chassis

¢ (0-2—Rear interfaces

For 10/100 front interfaces, you need to set parameters that enable or disable auto-
negotiation, set the duplex mode, and set the data rate.

Set the following parameter sto configur e auto-negotiation for 10/100 front
interfaces:
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1. auto-negotiation—Leave this parameter set to enabled so that the Net-Net
SBC and the device to which it is linked can automatically negotiate the duplex
mode and speed for the link.

If auto-negotiation is enabled, the Net-Net 4000 SBC begins to negotiate the
link to the connected device at the duplex mode you configure. If auto-
negotiation is disabled, then the Net-Net 4000 SBC will not engage in a
negotiation of the link and will operate only at the duplex mode and speed you
set. The default is enabled. The valid values are:

* enabled | disabled

2. duplex-mode—Set the duplex mode. The default is full.

Given an operating speed of 100 Mbps, full duplex mode lets both devices on a
link send and receive packets simultaneously using a total bandwidth of 200
Mbps. Given the same operating speed, half duplex mode limits the devices to
one channel with a total bandwidth of 100 Mbps. The valid values are:

« half| full

3. speed—Set the speed in Mbps of the front-panel 10/100 Phy interfaces; this
field is only used if the auto-negotiation field is set to disabled for 10/100 Phy
cards. 100 is the default. The valid values are:

. 10100

Refer to this guide’s HA Nodes chapter for more information about when and how to
configure virtual-mac and wancom-health-score parameters. If you are not using
HA, you can leave these parameters set to their defaults.

If you have two two-port GigE cards installed in your Net-Net 4250 SBC, or any NIU
on the Net-Net 4500 SBC, you can configure them for phy link redundancy.

On your Net-Net 4500 or Net-Net 3800, you can configure any NIU for phy link
redundancy. Each slot pair (SxP1 and SxI’2) behaves as though it has only a single
port by only using one port as an active port at one time.

In this redundancy scheme, port 0 on slots 0 and 1 is the master port and port 1 is

the backup port. The card receives and sends all traffic on one port, while the other
acts as a standby in the event of failure. In this way, the two-port GigE card behaves
as though it were a single-port card by only using one port as an active at one time.

Phy link redundancy is configured by setting the link-redundancy-state parameter
to enabled in system-config. This feature is enabled system-wide.

You can force a switchover from one port to its redundant port using the
switchover-redundancy-link parameter.

The value of enabling this feature is that, in the event of a network or link failure, the
Net-Net SBC will automatically fail over to another physical link. The Net-Net SBC
polls link state on a one-second basis, so the maximum outage you might experience
prior to link failure detection and switchover is one second. And if gateway
heartbeats are enabled, then gateway timeout alarms will also cause failovers.

If you are not using an HA node set-up with two Net-Net SBCs, then this feature
can provide link-level redundancy. Even if you are using two systems as an HA node,
this feature can prevent the need for one Net-Net SBC in the node to failover to the
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other by simply failing over its own link; the failure of one link does not cause health
score decrements that result in a system-to-system switchover. However, in the
event that both the active and standby ports fail on a single slot, the Net-Net 4000
SBCs will decrement its health score so that an active-to-standby switchover will
occur.

Please note the following:

»  Physical interface configuration for the standby port must not exist. You must
configure a network interface for the first port (port 0). The configured port
becomes the preferred active port.

* A critical level ALARM will be issued during operation if both the active and
standby ports go LINK down.

* Link redundancy is non-revertive. Thus, after switching over to the standby, if
the formerly-active port recovers link, the Net-Net SBC does not switch back.

*  The criteria for port swtichover are:
* Link down event on active port
* ARP timeout to the gateway configured on the media interface

* Administratively-forced switchover

Be aware that DoS protection and QoS metrics are not compatible with this feature.
However, hostpath DoS protection is still available when you enable phy link
redundancy.

The Net-Net 4250 SBC does not support this feature for any other kind of physical
interface card besides the two-port Gig E card. If you have other types of cards
installed in your system and try to enable this feature, the following message will
display on your console and will appear in the logs:

Slot 1 is not a 2 Port Gigabit Card
Both Phy Interface Cards Need to be Dual Gigabit
to support the link redundancy feature

The Net-Net 4500 SBC does not have this limitation.

This section shows you how to enable phy link redundancy, how to force a
switchover, and how to view information about the redundancy links.

Note that, by default, the primary port is always port 0, and the standby port is
always port 1. You should only configure port 0.

To enable phy link redundancy:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type session-router and press <Enter> to access the signaling-level
configuration elements.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

3. Type system-config and press <Enter>.

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#
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4. link-redundancy-state—Set this parameter to enabled if you want to use phy
link redundancy for your system with two two-port GigE cards installed. A value
of disabled turns this feature off. The default is disabled. The valid values are:

* enabled | disabled
5. Save and activate your configuration.

To force a switchover:

1. In Superuser mode, use the new switchover-redundancy-link command to
change the roles of the active and the standby ports by switching the active port
on the slot you specify.

You carry out this command by typing switchover-redundancy-link and a
<Space> and the slot number (0 or 1). Then press <Enter>.

ACMEPACKET# switchover-redundancy-link 0
If the command is successful, then no further information will be displayed.
The system allows you to switch links only if the newly active link is up. If it is not,

then the system displays information that tells you why the operation could not be
completed:

Switch From Slot 1 Port 1, to Port O was not completed
Due to the fact Link State for Slot 1 Port O is down

Toview link redundancy state:

1. In Superuser mode, type the show redundancy link command to show the
current active port on each slot.

console# show redundancy link

Active port on Slot O is port: 1
Slot 0 Switchover Events: 1

Active port on Slot 1 is port: O
Slot 1 Switchover Events: 0

Physical Interfaces: Net-Net 4500 SBC

There are two sets of physical interfaces on the Net-Net 4000 SBC. All interfaces are
located on the network interface unit (NIU), which is found on the rear of the system
chassis. For more information about the NIU, refer to the Net-Net 4500 Hardware
Installation Guide.

*  Media interfaces are on the network interface unit (NIU); they are also referrred
to as network media ports

*  Management interfaces are also on the NIU; they are also referred to as network
management ports

The following picture of the NIU shows you how how the network media and
network management ports appear. These designations are an important point of
reference when you set up physical interface configurations. Note that the slot
parameter for network management ports will always be set to zero (0).
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Network Media The NIU installed on your Net-Net 4000 SBC determines the number of interfaces,
Interfaces hardware protocol, and connection speed your Net-Net 4000 SBC can use for media
and signaling traffic.

The NIU offers either four ports , and can use single mode or multimode fiber
with an LC connector.

* 4-port GigE copper (R]45)

* 4-port GigE SFP (LX, SX, or Copper)

* 4-port GigE SFP with QoS and IPSec (LX, SX, or Copper)
* 4-port GigE SFP with [PSec (LX, SX, or Copper)

* 4-port GigE SFP with QoS (LX, SX, or Copper)

For more information about NIUs, including installation and cabling procedures,
refer to the Net-Net 4500 Hardware Guide.

Network media
slot 1, port 1

& - ;
Network Network media
management slot 0, port O
ports 0-2
Network media

slot 0, port 1

Network media
slot 1, port 0

Network The first management interface (labeled port 0 on the NIU’s group of management
Management ports) is used to carry traffic such as:

Interfaces

SNMP

Telnet

SSH

FTP

ACP/XML

Logs sent from the Net-Net SBC

Boot the Net-Net SBC from a remote file server

The other two rear interfaces (port 1 and port 2) are used for state replication for high
availability (HA). For HA, these interfaces on the Net-Net 4000 SBCs are directly
connected by a crossover cable.
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The following table summarizes the physical interface configuration parameters,
which interface they are applicable to, and whether they are required.

Network Media

Network Management

Parameter
Interface Interface

name R R
operation-type R R
port R R
slot R R
virtual-mac [0] |
admin-state R |
auto-negotiation R |
duplex-mode R |
speed R |
wancom-health-score | [0]

R = Required, O = Optional, I = Invalid

This section descibes steps you should take prior to configuring physical interfaces.

Before you configure a physical interface:

1. Decide on the number and type of physical interfaces you need.

For example, you might have one media interface connecting to a private
network and one connecting to the public network. You might also need to
configure maintenance interfaces for HA functionality.

2. Determine the slot and port numbering you will need to enter for the physical
interfaces you want to configure. The graphic above can serve as your slot and

port numbering reference.

3. Ifyou are configuring your Net-Net 4500 SBC for HA, refer to “HA Nodes”
chapter and follow the instructions there for setting special parameters in the
physical interface configuration.

You configure physical interfaces for your Net-Net 4500 SBC the same way you
would for your Net-Net 4250. The only difference is that you must take care to
configure the slot and port numbers that reference the NIU correctly.

For step-by-step ACLI configuration instructions, refer to the following sections in

this chapter:

* Identity and State (88)

*  Operation Type and Location (88)

»  Auto-negotiation for 10/100 Front Interfaces (88)
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Interface Utilization: Graceful Call Control, Monitoring, and Fault

Management

Calculation
Overview

Alarms

ACLI Instructions
and Examples

Configuring Utilization
Thresholds for Media
Interfaces

When you enable this feature, the Net-Net SBC monitors network utilization of its
media interfaces and sends alarms when configured thresholds are exceeded. You
can also enable overload protection on a per-media interface basis, where the Net-
Net SBC will prevent call initializations during high traffic but still allow established
calls to continue if traffic passes the critical threshold you define.

When enabled to do so, the Net-Net SBC performs a network utilization calculation
for each of its media ports. This calculation takes into account rates of receiving and
transmitting data, the speed at which each is taking place, and the quality of data
traversing the interface. The Net-Net SBC keeps statistics for each media port so it
can compare previously- and newly-retrieved data. For heightened accuracy,
calculations are performed with milliseconds (rather than with seconds).

In the physical interface configuration, you can establish up to three alarms per
media interface—one each for minor, major, and critical alarm severities. These
alarms do not have an impact on your system’s health score. You set the threshold
for an alarm as a percentage used for receiving and transmitting data.

For example, you might configure the following alarms:
*«  Minor, set to 50%

*  Major, set to 70%

e (ritical, Set to 90%

When the utilization percentage hits 50%, the system generates a minor alarm. At
70%, the system clears the minor alarm and issues a major one. And at 90%, the
system clears the major alarm and issues a critical one. At that point, if you have
overload protection enabled, the system will drop call initiations but allow in-
progress calls to complete normally.

To prevent alarm thrashing, utilization must remain under the current alarm
threshold for 10 seconds before the system clears the alarm and rechecks the state.

This section shows you how to configure alarm thresholds and overload protection
per media interface.

To configure utilization thresholds for media interfaces:

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

2. Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#
3. Type phy-interface and press <Enter>. If you are adding this feature to an

existing configuration, then remember you must select the configuration
you want to edit.
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ACMEPACKET (system)# phy-interface
ACMEPACKET (phy-interface)#

4. Type network-alarm-threshold and press <Enter>.

ACMEPACKET (phy- interface)# network-alarm-threshold
ACMEPACKET (network-alarm-threshold)#

5. severity—Enter the severity for the alarm you want to fine for this interface:
minor (default), major, or critical. Since the parameter defaults to minor, you
must change the value if you want to define a major or critical alarm.

6. value—Enter the percentage of utilization (transmitting and receiving) for this
interface that you want to trigger the alarm. For example, you might define a
minor alarm with a utilization percentage of 50. Valid values are between 0 and
100, where 0 is the default.

7. Save your work.

You can enable the Net-Net SBC to stop receiving session-initiating traffic on a
media interface when the traffic for the interface exceeds the critical threshold you
define for it.

To enable graceful call control:

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

2. Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

3. Type phy-interface and press <Enter>. If you are adding this feature to an
existing configuration, then remember you must select the configuration you
want to edit.

ACMEPACKET (system)# phy-interface
ACMEPACKET (phy-interface)#

4. overload-protection—Change this parameter’s value to enabled if you want to
turn graceful call control on. Leave it set to disabled (default) if you do not want
to use this feature.

5. Save your work.

Overview

This section describes the use and configuration of network interfaces.

The network interface element specifies a logical network interface. In order to use
a network port on a network interface, you must configure both the physical
interface and the corresponding network interface configuration elements. If the
network interface does not use VLAN’s tagging, ensure that the subport ID field is
set to 0, the default value. When VLAN tags are used on a network interface, the
valid subport ID value can range from 1-4096. Network interfaces is a multiple
instance configuration element. The combination of the name field and the subport
ID field must be unique in order to identify a discrete network interface.
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IP Configuration

VLANS

VLAN Network Layer
Segmentation

Overlapping Networks

HIP

A Net-Net SBC network interface has standard parameters common to nearly all
IPv4 network interfaces. There are a few fields that are unique to the Net-Net SBC.

VLANS are used to logically separate a single physical interface into multiple
network interfaces. There are several applications for this like MPLS VPNs (RFC
2547), MPLS LSPs, L2VPNs (IPSec, L2TP, ATM PVCs), reusing address space,
segmenting traffic, and maximizing the bandwidth into a switch or router. The range
of services and management capabilities you can implement with VPN is huge.

The primary applications of VLANs on the Net-Net SBC are VPNs and peering.
Several peering partners may terminate their connections to a Net-Net SBC on a
single physical interface. VLAN tags are used to segregate and correctly route the
terminated traffic. The Net-Net SBC can support a maximum of 1024 VLANSs per
physical interface. Ingress packets that do not contain the correct VLAN tag will be
dropped. All packets exiting on an egress interface will have the VLAN tag appended
to them.

The Net-Net SBC can be included in an MPLS network through its connectivity to a
PE router, which maps a MPLS VPN label to an 802.1q VLAN tag. Each Net-Net
SBC with a Fast Ethernet or Gigabit Ethernet interface can terminate different 802.1q
VLANS into separate network interfaces, each of which can represent a different
customer VPN.

VPNs are used to segment traffic at the network layer. Locally, a network is defined
by the Net-Net SBC as a network interface or 802.1q VLAN. Each VLAN can be
bridged into a Layer 2 VPN (Ethernet VLAN, Metro VPN, ATM VC, FR DLCI), a
Layer 3 Routed VPN (i.e., MPLS VPN or LSP), or may simply be used to identify a
traffic class (using VLANS to segregate traffic by customer of class of service).
Separation of traffic implicitly provides a level of security.

Overlapping networks are when two or more private networks with the same
addressing schemes terminate on one physical interface. The problem this creates
can easily be solved by using VLAN tagging. For example, two 10.x.x.x networks
terminating on one Net-Net SBC network interface will obviously not work. The
Net-Net SBC includes the [Pv4 Address, IPv4 Subnet Mask and 802.1q VLAN tagin
its Network Interface determination. This allows Net-Net SBC to directly interface
to multiple VPNs with overlapping IPv4 Address space.

By default, the Net-Net SBC’s FTP, ICMP, SNMP, and Telnet services cannot be
accessed via the media interfaces. In order to enable these services, the Net-Net SBC
includes four fields that enable administrative traffic over the media interfaces. These
are collectively known as the HIP, or host-in-path functions. The HIP parameters
are effectively firewall functions that open the well-known ports for specified
services on media interfaces.

Configuring Network Interfaces

This section explains how to access and configure network interface. It also provides
sample configurations for your reference.
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Configuration changes to network interface parameters might have an impact on
boot configuration parameters. After configuring the network interface, you might
receive a message indicating that you could be changing boot config parameters
under the following circumstances:

*  Aphysical interface or network interface element matches the boot interface (for
example, the physical port is the same as the boot port).

*  The boot configuration parameters are modified, because the IPv4 address,
netmask, or gateway is different from the corresponding boot configuration
parameters.

You are asked if you want to continue. If you enter yes, the configuration will be
saved and then the differing boot configuration parameters will be changed. If you
enter no, then the configuration is not saved and the boot configuration parameters
are not changed.

Configuring the first rear physical and network interface is optional because that
interface, wancom0, is implicitly created by a valid bootparam configuration that
specifies the boot device, IPv4 address, subnet, and gateway.

This section describes how to configure a network interface.

To configure a network interface:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type system and press <Enter> to access the system-level configuration
elements.
ACMEPACKET (configure)# system

3. Type network-interface and press <Enter>. The system prompt changes to let
you know that you can begin configuring individual parameters.

ACMEPACKET (system)# network-interface
ACMEPACKET (network-interface)#

From this point, you can configure physical interface parameters. To view all
physical interfaces parameters, enter a ? at the system prompt.

The following is an example what a network interface configuration might look
like. Parameters not described in this section are omitted below.

network-interface

name phyTEST
sub-port-id 0

description

hostname phytest-left
ip-address 10.0.45.4
netmask 255.255.255.0
gateway 10.0.45.1
sec-gateway

dns-ip-primary 192.168.44.55

dns-ip-backupl

dns-ip-backup2

dns-domain

hip-ip-list 192.168.100.101
192.168.100.102
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192.168.100.103
192.168.100.100

ftp-address 192.168.100.101
icmp-address 192.168.100.102
snmp-address

telnet-address 192.168.100.103

ACMEPACKET (network-interface)#

IP Configuration and You must specify the identity and address for all network interfaces.

Identification

Set the following parametersto configure a network interface:

1. name—Set the name for the network interface. This must be the same name as
the physical interface to which it corresponds.

2. description—Enter a description of the network for easier identification.

3. hostname—Set the hostname (FQDN) of this network interface. This
parameter is optional.

4. ip-address—Set the IPv4 address of this network interface.

5. netmask—Set the netmask of this network interface in dotted decimal notation.

6. gateway—Set the gateway that this network interface uses to communicate
with the next hop. You can set an additional, secondary gateway via the sec-
gateway parameter.

7. dns-ip-primary—Set the DNS servers. You can set an additional two DNS
servers by using the dns-ip-backupl and dns-ip-backup2 parameters.

8. dns-domain—Set the default domain name.

VLANS One parameter is required to configure VLANs on a Net-Net SBC. The subport ID
parameter located in the network-interfaces element adds and masks for a specific
VLAN tag.
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Set the following parametersto configurea VLAN on a network interface:

1. sub-port-id—Enter the identification of a psecific virtual interface in a physical
interface (e.g., a VLAN tab). If this network interface is not channelized, leave
this field blank, and the value will correctly default to 0. The sub-port-id is only
required if the operation type is Media. The valid range is:

e  Minimum—oO0

e Maximum—4095.

HIP Addresses To configure administrative service functionality on a media interface, you must
define the IPv4 addresses on the front physical interfaces of your Net-Net SBC
where you will receive administrative traffic. Adding HIP entries automatically
opens the well-known port associated with a service.

Set thefollowing parameter sto configure HI P functionality on a network interface:

1. add-hip-ip—Set all possible IPv4 address(es) on which you want the Net-Net
SBC to accept administrative traffic. Entries in this element are IPv4 addresses
of front panel network interfaces. This parameter can accept multiple [Pv4
addresses. You can later remove this entry by typing remove-hip-ip followed
by the appropriate IPv4 address.

2. add-ftp-ip—Set the IPv4 address where ports 20 and 21 are opened. This lets
standard FTP packets enter the Net-Net SBC and reach the host. You can later
remove this entry by typing remove-ftp-ip followed by the appropriate IPv4
address.

3. add-icmp-ip—Set the IPv4 addresses to pass standard ping packets to the host;
this parameter can accommodate multiple ping IPv4 addresses. You can later
remove this entry by typing remove-icmp-ip followed by the appropriate IPv4
address.

When you configure multiple ICMP ping addresses in for a network interface,
you must also configure the host-in-path addresses in the hip-ip-list for each
IMCP address. For security, if the ICMP address and the hip-ip-list are not
added for an address, the Net-Net 400 hardware discards ICMP requests or
responses for the address.

To remove multiple IP addresses at one time, type the remove-icmp-ip and a
<Space>, open quotation mark (**), the IP addresses you want removed from the
list each separated by a space, close quotation mark (””), and then press <Enter>.

ACMEPACKET (network-interface)# remove-icmp-ip "142.214.5.34 124.8.67.3"

4. add-snmp-ip—Set the IPv4 address where port 161 is opened. This lets SNMP
traffic enter the Net-Net SBC and reach the host. You can later remove this entry
by typing remove-snmp-ip followed by the appropriate IPv4 address.

5. add-telnet-ip—Set the IPv4 address where port 23 is opened for telnet access.
You can later remove this entry by typing remove-telnet-ip followed by the
appropriate IPv4 address.
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SNMP

Overview

Basic SNMP

Parameters

SNMP Community

Trap Receivers

This section explains how to configure Simple Network Management Protocol
(SNMP), trap receivers, and syslog servers. These features are not essential for
baseline Net-Net SBC service, but they are necessary to use Acme Packet’s Net-Net
EMS to manage Net-Net SBCs. They provide important monitoring and system
health information that contribute to a robust deployment of the Net-Net system.

For detailed descriptions of the MIBs and information concerning their architecture
and use, please refer to the Net-Net MIB Reference Guide.

SNMP is used to support monitoring of network-attached devices for conditions
that warrant administrative attention. SNMP is comprised of three groups of settings
on a Net-Net SBC. These settings are system-wide configurations including MIB
contact information, SNMP community settings, and trap receivers.

The Net-Net SBC includes several parameters that control basic SNMP
functionality. The MIB-related elements are for informational purposes, and are
helpful if set. The remainder of the parameters determines if certain Net-Net SBC
events are reported to the SNMP system.

An SNMP community is a grouping of network devices and management stations
used to define where information is sent and accepted. An SNMP device or agent
might belong to more than one SNMP community. SNMP communities provide a
type of password protection for viewing and setting management information
within a community.

SNMP communities also include access level settings. They are used to define the
access rights associated with a specific SNMP community. The Net-Net SBC lets you
define two types of access levels: read-only and read-write. You can define multiple

SNMP communities on a Net-Net SBC to segregate access modes per community
and NMS host.

A trap receiver is an application used to receive, log, and view SNMP traps for
monitoring the Net-Net SBC. An SNMP trap is the notification sent from a network
device, the Net-Net SBC in this case, that declares a change in service. Multiple trap
receivers can be defined on a Net-Net SBC either for redundancy or to segregate
alarms with different severity levels to individual trap receivers.

Each server that Net-Net EMS is installed on should be configured as a trap receiver
on all Net-Net SBC’s managed by Net-Net EMS.

100 Oracle Communications Session Border Controller ACLI Configuration Guide Version S-C(X)6.2.0



SYSTEM CONFIGURATION

Configuring SNMP

This section describes how to configure your Net-Net SBC to work with external
SNMP systems. Sample configurations are also provided.

SNMP 1. Configure the SNMP identification information. This step includes configuring
Configuration the MIB system contact, name, and location parameters.
Overview

2. Set the general SNMP parameters to enable or disable SNMP on your Net-Net
SBC. Also included here are switches that govern how the SNMP system
responds to specified events.

3. Set the syslog events (explained in the next section). They can trigger SNMP
syslog traps. Parameters dealing with SNMP monitoring syslog events are
configured here.

4. Set SNMP communities. Their configuration is separated into a unique
configuration element.

5. Set trap receivers. Their configuration is separated into a unique configuration
element.

ACLI Instructions To configure SNMP:
and Examples
1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal

2. Type system and press <Enter> to access the system-level configuration
elements.
ACMEPACKET (configure)# system

3. Type system-config and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#

From this point, you can set SNMP parameters. The following is an example
what an SNMP configuration might look like. Parameters not described in this
section are omitted below.

system-config

mib-system-contact John Doe
mib-system-name Test System
mib-system-location Upstairs
snmp-enabled enabled
enable-snmp-auth-traps disabled
enable-snmp-syslog-notify disabled
enable-snmp-monitor-traps disabled
enable-env-monitor-traps disabled
snmp-syslog-his-table-length 1
snmp-syslog-level WARNING
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System Wide
Configuration for
SNMP

This section describes the system-wide SNMP parameters found in the System
Configuration element. These parameters set global SNMP information.

Set the following parameter sto configur e system wide SNM P functionality:

1.

mib-system-contact—Set the contact information used within the Net-Net
system’s MIB transactions. The SNMP agent sends this information to an NMS
in response to an SNMP Get for the MIB-II sysContact MIB variable. This
parameter’s value can be a textual identification of your company’s contact
person for the Net-Net system and/or information about how to contact that
person.

mib-system-name—Set the identification of this Net-Net SBC presented
within MIB transactions. This value, along with the target name of the Net-Net
system (identified in the boot parameters) are the values reported for MIB-II
when an SNMP GET is issued by the NMS for the MIB-II sysName variable. This
parameter has no direct relation to the hostname parameter in the system
configuration element.

By convention, this is the node’s FQDN. For SNMP MIB-II sysName GETs, the
Net-Net system returns SNMP communications in the following format:
<targetName>[ .<mib-system-name>]

targetName is the value configured in the target name (tn) boot parameter and
mib-system-name is the value configured in this field.

mib-system-location—Set the physical location of this Net-Net SBC that is
reported within MIB transactions. This parameter is reported when an SNMP
GET is issued by the NMS for the MIB-II sysLocation variable. This parameter
has no direct relation to the location field in the system configuration element.

snmp-enabled—Set the SNMP system on this Net-Net SBC to enabled or
disabled. By default, this parameter is set to enabled. The valid values are:

* enabled | disabled

enable-snmp-syslog-notify—Set whether SNMP traps are sent when a Net-
Net system generates a syslog message. The SNMP agent will send a trap when
a syslog is generated if the following conditions are met:

¢  SNMP is enabled.
» This field is enabled.

* The syslog severity level is equal to or greater than the severity level
configured in the SNMP Syslog Level field.

The default is disabled. Valid values are:
* enabled | disabled

enable-snmp-monitor-traps—When this parameter is enabled, the Net-Net
SBC generates traps with unique trap-I1Ds for each syslog event. If this
parameter is disabled , a single trap-ID is used for all events, with different
values in the description string. The default is disabled. The valid values are:

* enabled | disabled

enable-snmp-auth-traps—Set whether the SNMP authentication traps are
enabled. If an SNMP request fails authentication because of an IPv4 address and
SNMP community mismatch, the SNMP request will be rejected. This field
determines if an SNMP trap will be sent in response to the authentication
failure. The default is disabled. Valid values for this parameter are:

102 Oracle Communications Session Border Controller ACLI Configuration Guide Version S-C(X)6.2.0



SNMP Community

Configuration

10.

SYSTEM CONFIGURATION

* enabled | disabled

enable-env-monitor-traps—Set whether or not the SNMP environment
monitor traps are enabled. Environment traps include main board PROM
temperature, CPU voltage, power supplies, fan speeds, etc. The default is

disabled. Valid values for this parameter are:

* enabled | disabled

snmp-syslog-his-table-length—Set the length of the syslog trap history table.
When a syslog message that meets the SNMP syslog level field criteria is
generated and SNMP is enabled, the SNMP agent adds that message to a
history table. This parameter indicates the number of entries the table can
contain. The default is 1. The valid range is:

e Minimum—1
*  Maximum—500
Once the last table entry is filled, the oldest entry will be overwritten with a new

entry.

snmp-syslog-level—Set the log severity level threshold that will cause the
syslog trap to be sent to an NMS. When this criteria is met and the appropriate
SNMP trap is sent, an entry is written to the SNMP Syslog History Table. The
default is warning. The following are valid values:

* emergency | critical | major | minor | warning | notice | info | trace | debug |
detail

To configure SNM P communities:

1.

In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal

Type system and press <Enter> to access the system-level configuration
elements.

ACMEPACKET (configure)# system

Type snmp-community and press <Enter>. The system prompt changes to let
you know that you can begin configuring individual parameters.

ACMEPACKET (system)# snmp-community
ACMEPACKET (snmp-community)#

From this point, you can set SNMP community parameters.

The following is an example what an SNMP Community configuration might
look like. Parameters not described in this section are omitted below.

snmp-community
community-name public
access-mode READ-ONLY
ip-addresses
10.0.1.42

Set the following parametersto configure SNM P communities:

1.

community-name—Set the SNMP community name of an active community
where this Net-Net SBC can send or receive SNMP information. A community
name value can also be used as a password to provide authentication, thereby
limiting the NMSs that have access to this Net-Net system. With this field, the
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Trap Receiver
Configuration

SNMP agent provides trivial authentication based on the community name that
is exchanged in plain text SNMP messages.

access-mode—Set the access level for all NMSs defined within this SNMP
community. The access level determines the permissions that other NMS hosts
can wield over this Net-Net SBC. The default is read-only. The valid values are:

* read-only—allows GET requests.

* read-write—allows both GET and SET requests.

ip-addresses—Set one or multiple IPv4 addresses that are valid within this
SNMP community. These IPv4 addresses correspond with the IPv4 address of

NMS applications that monitor or configure this Net-Net SBC. Include the IPv4
addresses of all servers where Net-Net EMS is installed.

To configuretrap receivers:

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

Type system and press <Enter> to access the system-level configuration
elements.

ACMEPACKET (configure)# system

Type trap-receiver and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (system)# trap-receiver
ACMEPACKET (trap-receiver)#

From this point, you can set trap receivers.

The following is an example what a trap receiver configuration might look like.
Parameters not described in this section are omitted below.

trap-receiver

ip-address 10.0.1.42:162
filter-level All
community-name public

Set thefollowing parametersto configuretrap receivers:

1.

ip-address—Set the IPv4 address of an authorized NMS. This parameter is the
[Pv4 address of an NMS where traps are sent. If you do not specify a port
number, the default SNMP trap port of 162 will be used.

filter-level—Set the filter level threshold that indicates the severity level at
which a trap to be sent to this particular trap receiver. The default for this
parameter is critical.

Example: A trap with a severity level of Critical is generated, the SNMP agent
will only send this trap to NMSs that are configured in a trap-receiver element
and have a filter-level parameter of Critical.

The following table maps Syslog and SNMP alarms to trap receiver filter levels.
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Media Supervision
Traps

Filter Level Syslog Severity Level (SNMP) Alarm Severity
Level
Critical * Emergency (1) Emergency
e Critical (2) Critical
Major * Emergency (1) Emergency
¢ Critical (2) Critical
* Major (3) Major
Minor * Emergency (1) Emergency
e Critical (2) Critical
* Major (3) Major
¢ Minor (4) Minor
All * Emergency (1) Emergency
e Critical (2) Critical
* Major (3) Major
¢ Minor (4) Minor
¢ Warning (5) Warning
* Notice (6)
¢ Info (7)
* Trace (8)
¢ Debug (9)

When configuring the trap-receiver element for use with Net-Net EMS systems,
Acme Packet recommends that the filter-level parameter be set to All for that
configuration element that includes Net-Net EMS servers.

3. community-name—Set the community name to which this trap receiver
belongs. This community must be defined in the SNMP community element.

The Net-Net SD, when functioning as a border gateway, will send the following trap
when the media supervision timer has expired. This behavior is disabled by default,
but can be enabled by changing the media-supervision-traps parameter to
enabled in the media-manager configuration element.

apSysMgmtMediaSupervisionTimerExpTrap NOTIFICATION-TYPE

OBJECTS { apSysMgmtCallld }
STATUS current
DESCRIPTION

" The trap will be generated when a media supervision timer
has expired. This behavior is disabled by default but may
be enabled by changing the "media-supervision-traps*”
parameter of the "media-manager® configuration element. The
included object is the call identifer for the call which had
the timer expire."
::= { apSystemManagementMonitors 34 }

The system does not send this trap when functioning as an integrated SBC.

Syslog and Process Logs

Logging events is a critical part of diagnosing misconfigurations and optimizing
operations. Net-Net SBCs can send both syslog and process log data to appropriate
hosts for storage and analysis.
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Overview

Process Log
Messages

The Net-Net SBC generates two types of logs, syslogs and process logs. Syslogs
conform to the standard used for logging servers and processes as defined in RFC
3164.

Process logs are Acme Packet proprietary logs. Process logs are generated on a per-
task basis and are used mainly for debugging purposes. Because process logs are
more data inclusive than syslogs, their contents usually encompass syslog log data.
A special application must be run on a remote server to receive process logs. Please
contact your Acme Packet sales representative directly or through email at
support@acmepacket.com for more information about the process log application.

Syslog and process log servers are both identified by an IPv4 address and port pair.

Process log messages are sent as UDP packets in the following format:
<file-name>:<log-message>

In this format, <filename> indicates the log filename and <log-message> indicates
the full text of the log message as it would appear if it were written to the normal log
file.

Syslog and Process Logs Configuration

ACLI Instructions

and Examples

This section describes how to configure syslog and process log servers.

To configure syslogs and process logs:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type system and press <Enter> to access the system-level configuration
elements.
ACMEPACKET (configure)# system

3. Type system-config and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#

From this point, you can set process log parameters. Skip to the following
process log configuration section.

4. Type syslog-server and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual syslog parameters

ACMEPACKET (system-config)# syslog-server
ACMEPACKET (syslog-server)#
From this point, you can set syslog parameters. The following is an example

what an syslog and process log configuration might look like. Parameters not
described in this section are omitted below.

system-log-level WARNING
syslog-server
address 172.15.44.12
port 514
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facility 4
process-log-level NOTICE
process-log-ip-address 0.0.0.0
process-log-port 0

The Net-Net SBC supports multiple syslog servers. As the number of active syslog
increases, the performance level of the Net-Net SBC may decrease. Therefore, we
recommend configuring no more than 8 syslog servers.

Set the following parametersto configure syslog servers:
1. address—Set the IPv4 address of a syslog server.
2. port—Set the port portion of the syslog server. The default is 514.

3. facility—Set an integer to identify a user-defined facility value sent in every
syslog message from the Net-Net SBC to the syslog server. This parameter is
used only for identifying the source of this syslog message as coming from the
Net-Net SBC. It is not identifying an OS daemon or process. The default value
for this parameter is 4. RFC 3164 specifies valid facility values.

In software release versions prior to Release 1.2, the Net-Net SBC would send
all syslog messages with a facility marker of 4.

4. system-log-level—Set which log severity levels write to the system log
(filename: acmelog). The default is WARNING. Valid values are:

« EMERGENCY | CRITICAL | MAJOR | MINOR | WARNING | NOTICE |
INFO | TRACE | DEBUG | DETAIL

Set the following parameter sto configure the processlog server:

1. process-log-level—Set the starting log level all processes running on the Net-
Net system use. Each individual process running on the system has its own
process log. The default is NOTICE. Valid values are:

« EMERGENCY | CRITICAL | MAJOR | MINOR | WARNING | NOTICE |
INFO | TRACE | DEBUG | DETAIL

2. process-log-ip-address—Set the IPv4 address of the process log server. The
default 0.0.0.0, which causes log messages to be written to the normal log file.

3. process-log-port—Set the port number associated with the process log server.
The default value for this parameter is 0, which causes log messages to be
written to the normal log file. The valid range is:

e  Minimum—oO0

e Maximum—65535.

Overview

This section explains how to configure host route exceptions on the Net-Net SBC.

Host routes let you insert entries into the Net-Net SBC's routing table. These routes
affect traffic that originates at the Net-Net SBC’s host process. Host routes are used
primarily for steering management traffic to the correct network.
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Host Routes Example

ACLI Instructions
and Examples

When traffic is destined for a network that is not explicitly defined on a Net-Net
SBC, the default gateway (located in the system config) is used. If you try to route
traffic to a specific destination that is not accessible through the default gateway, you
need to add a host route. Host routes can be thought of as a default gateway
override.

Certain SIP configurations require that the default gateway is located on a front
media interface. In this scenario, if management applications are located on a
network connected to a rear-interface network, you will need to add a host route for
management connectivity.

When source-based routing is used, the default gateway must exist on a front media
interface. Host routes might be needed to reach management applications
connected to a wancom port in this kind of situation as well.

Because SIP signaling over media interfaces is enabled, the default gateway uses an
[Pv4 address assigned to a media interface. Maintenance services (SNMP and
Radius) are located on a network connected to, but separate from, the 192.168.1.0/24
network on wancom0. In order to route Radius or SNMP traffic to an NMS (labeled
as SNMP in the following example), a host route entry must be a part of the Net-Net
SBC configuration. The host route tells the host how to reach the 172.16.0.0/16
network. The actual configuration is shown in the example in the next section of this

guide.

| | | 172.16.0.0/16

192.168.1.1
i } 192.168.1.0/24

wancomO

default
gateway

This section describes how to configure a host route.

To configure a host route:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type system and press <Enter> to access the system-level configuration
elements.
ACMEPACKET (configure)# system

3. Type host-route and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.
ACMEPACKET (system)# host-route
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ACMEPACKET (host-route)#

The following is an example what a host route configuration might look like.
Parameters not described in this section are omitted below.

host-routes

dest-network 172.16.0.0
netmask 255.255.0.0
gateway 192.168.1.1

ACMEPACKET (host-route)#

Three parameters define a new entry into the routing table. For each host route or
routing exception you want to add, you have to make a new entry with all three of
the following parameters.

Set the following parameter sto configure host routes:

1.

dest-network—Set the IPv4 address of the destination network that this host
route points toward.

netmask—Set the netmask portion of the destination network for the route you
are creating. The netmask is in dotted decimal notation.

gateway—Set the gateway that traffic destined for the address defined in the
first two elements should use as its first hop.

Host routes can now be configured as an RTC-enabled configuration element. You
only need to add, change, or delete a host route followed by a save-config and then
activate-config in order to change the host route configuration. You do not need to
reboot your Net-Net SBC to complete a host route change.

Note: The gateway entered must already be defined as a gateway for
an existing network interface.

Source-based Routing

ACLI Instructions

and Examples

The source based routing (source routing) feature is used to route packets based on
their source address, and not on the system’s routing table. This feature is only used
for management applications within the Net-Net SBC that utilitze HIP interfaces.

Note: This feature only affects media-network interfaces.

Note: The bootparam flag (0x80008) does not work in C-Series 5.x and
D-Series 5.x and up. You must use the system-config source-routing
parameter.

To configure sour ce-based routing in the system-config:

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal
Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

Type system-config and press <Enter>.
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Holidays

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#

The system prompt changes to let you know that you can begin configuring
individual parameters.

4. source-routing—Set this parameter to enabled to use source-based routing.

5. Save and activate your configuration.

Note: The source-routing parameter is not RTC-supported. You must
reboot after enabling it.

ACLI Instructions
and Examples

This section explains how to configure holidays on the Net-Net SBC.

You can define holidays that the Net-Net SBC recognizes. Holidays are used to
identify a class of days on which a local policy is enacted. All configured holidays are
referenced in the local-policy-attributes configuration subelement as an H in the
days-of-week parameter. Because holidays are entered on a one-time basis per
year, you must configure a new set of holidays yearly.

To configure holidays:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type session-router and press <Enter> to access the system-level configuration
elements.
ACMEPACKET (configure)# session-router

3. Type session-router-config and press <Enter>. The system prompt changes to
let you know that you can begin configuring individual parameters.

ACMEPACKET (session-router)# session-router-config
ACMEPACKET (session-router-config)#

4. Type holidays and press <Enter>. The system prompt changes to let you know
that you can begin configuring individual parameters.

ACMEPACKET (session-router-config)# holidays
ACMEPACKET (session-router-hol idays)#

From this point, you can configure the holidays subelement. To view all holidays
parameters, enter a ? at the system prompt.

holiday
date 2005-01-01
description New Years Day

To configure a holiday, add an entry for the following parametersin the holidays
element:

1. date—Enter the holiday’s date in YYYY-MM-DD format.
2. description—Enter a short description for the holiday you are configuring. If

the description contains words separated by spaces, enter the full description
surrounded by quotation marks.
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Enhanced Control of UDP and TCP Ports

ACLI Instructions
and Examples

This section explains how to configure the Net-Net SBC for finer control of the set
of UDP and TCP ports that on which the Net-Net SBC provides services. The
settings you can configure have an impact on:

UDP/TCP port 111 (the RPC services port), which is disabled on Net-Net SBC
startup but can be enabled in the boot parameters

TCP ports 3000 (used when notify commands are issued remotely, i.e. via the
Net-Net EMS) and 3001 (used for remote configuration, i.e. via the Net-Net
EMS), which can now be enabled or disabled in the system configuration

Neither configuration for these features is covered by RTC, so you must reboot your
Net-Net SBC for changes to take effect. Be aware that rebooting can cause system
downtime, and plan accordingly.

Toenableport 111 using Net-Net SBC boot parameters:

1.

In Superuser mode, type configure terminal and press <Enter>
ACMEPACKET# configure terminal

To enter the boot parameters so that you can configure them, type bootparam
and press <Enter>.

ACMEPACKET (configure)# bootparam

Press <Enter> to scroll through the list of boot parameters until you reach the
setting for flags.

To set this value correctly, you need to add the value ox200000 to your existing
flag setting in the boot parameters. In the example below, the existing flag value
is 0x30008. When the value ox200000 is added, the result is ox230008. The result is
the value that you need to set.

When you reach the f1ag setting, type the value representing the flags you need
(0x230008 in the example below) and press <Enter>. Continue to press <Enter>
to finish scrolling through the rest of the boot parameters.

= clear Tield; = go to previous field; 7D = quit
boot device : wancomO

processor number : O

host name : acmepacket8

file name : /tffs0/sd220p9.9z

inet on ethernet (e): 10.0.1.57:FFFFO000

inet on backplane (b): 0.0.0.0

host inet (h) : 10.0.1.5
gateway inet (g) : 10.0.0.1

user (u) I user

ftp password (pw) : password

flags (T) : 0x30008 0x230008
target name (tn) . acmesystem
startup script (s) : 0

other (o) :

NOTE: These changed parameters will not go into effect until reboot.
Also, be aware that some boot parameters may also be changed through
the PHY and Network Interface Configurations.

ACMEPACKET (configure)#
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Type exit to return to the main Superuser menu so that you can reboot your
Net-Net SBC and apply the settings you have entered.

ACMEPACKET (configure)# exit
Reboot your Net-Net SBC. Type a y and press <Enter> to reboot.
ACMEPACKET# reboot

Reboot this SD [y/n]?:y

To control TCP ports 3000 and 3001 in the system configuration:

1.

In Superuser mode, type configure terminal and press <Enter>
ACMEPACKET# configure terminal

Type system and press <Enter>.

ACMEPACKET (configure)# system

To set parameters in the system configuration, type system-config and press
<Enter>.

ACMEPACKET (system)# system-config
To start editing the system configuration, type select and press <Enter>.
ACMEPACKET (system-config)# select

The parameter controlling ports 3000 and 3001 is called remote-control, and its
default is enabled. To disable the ports, set this parameter to disabled.

ACMEPACKET (system-config)# remote-control disabled
Save your changes and exit the system configuration and man system menus.

ACMEPACKET (system-config)# done
ACMEPACKET (system)# exit

Type exit to return to the main Superuser menu so that you can reboot your
Net-Net SBC and apply the settings you have entered.

ACMEPACKET (configure)# exit
Reboot your Net-Net SBC. Type a 'y and press <Enter> to reboot.
ACMEPACKET# reboot

Reboot this SD [y/n]?:y
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DNS Transaction Timeout

Retr_ansmission
Logic

Configuring DNS
Transaction
Timeout

ACLI Instructions and
Examples

This section explains how to configure the DNS transaction timeout interval on a per
network-interface basis. You can currently configure the Net-Net SBC with a
primary and two optional backup DNS servers. The Net-Net SBC queries the
primary DNS server and upon not receiving a response within the configured
number of seconds, queries the backup1 DNS server and if that times out as well,
then contacts the backup2 DNS server.

The retransmission of DNS queries is controlled by three timers. These timers are
derived from the configured DNS timeout value and from underlying logic that the
minimum allowed retransmission interval should be 250 milliseconds; and that the
Net-Net SBC should retransmit 3 times before timing out to give the server a chance
to respond.

* Init-timer is the initial retransmission interval. If a response to a query is not
received within this interval, the query is retransmitted. To safeguard from
performance degradation, the minimum value allowed for this timer is 250
milliseconds.

e Max-timer is the maximum retransmission interval. The interval is doubled after
every retransmission. If the resulting retransmission interval is greater than the
value of max-timer, it is set to the max-timer value.

*  Expire-timer: is the query expiration timer. If a response is not received for a
query and its retransmissions within this interval, the server will be considered
non-responsive and the next server in the list will be tried.

The following examples show different timeout values and the corresponding timers

derived from them.
timeout >= 3 seconds
Init-timer = Timeout/11
Max-Timer = 4 * Init-timer
Expire-Timer = Timeout
timeout = 1 second
Init-Timer = 250 ms
Max-Timer = 250 ms
Expire-Timer = 1 sec
timeout = 2 seconds
Init-Timer = 250 ms
Max-Timer = 650 ms

Expire-Timer = 2sec

You can configure DNS transaction timeout using the ACLL

To configure DNS transaction timeout:

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
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Type system and press <Enter> to access the system-level configuration
elements.

ACMEPACKET (configure)# system
Type network-interface and press <Enter>. The system prompt changes to let
you know that you can begin configuring individual parameters.

ACMEPACKET (system)# network-interface
ACMEPACKET (network-interface)#

From this point, you can configure network interface parameters. To view all
network interface parameters, enter a ? at the system prompt.

dns-timeout—Enter the total time in seconds you want to elapse before a query
(and its retransmissions) sent to a DNS server would timeout. The default is 11
seconds. The valid range is:

¢ Minimum—1
e Maximum—999999999.

If a query sent to the primary DNS server times out, the backup1 DNS server is
queried. If the query times out after the same period of time elapses, the query
continues on to the backup2 DNS server.

Save and activate your configuration.

Persistent Protocol Tracing

About Persistent
Protocol Tracing

This section explains how to configure persistent protocol tracing to capture specific
SIP and MGCP protocol message logs and persistently send them off the Net-Net

SBC, even after rebooting the system. This feature is not applicable to log for H.323
or IWF.

You can configure sending protocol message logs off of the Net-Net SBC, and have
that persist after a reboot. You no longer have to manually issue the notify command
each time you reboot.

To support persistent protocol tracing, you configure the following system-config
parameters:

call-trace—Enable/disable protocol message tracing (currently only sipmsg.log
and alg.log) regardless of the process-log-level setting. If the process-log-level
is set to trace or debug, call-trace will not disable.

internal-trace—Enable/disable internal ACP message tracing for all processes,
regardless of process-log-level setting. This applies to all *.log (internal ACP
message exchange) files other than sipmsg.log and alg.log. If the process-log-
level is set to trace or debug, call-trace will not disable.

log-filter—Determine what combination of protocol traces and logs are sent to
the log server defined by the process-log-ip parameter value. You can also
“fork” the traces and logs, meaning that you keep trace and log information in
local storage as well as sending it to the server. You can set this parameter to any
of the following values: none, traces, traces-fork, logs, logs, all, or all-
fork.

The Net-Net SBC uses the value of this parameter in conjunction with the
process-log-ip and process-log-port values to determine what information to
send. If you have configured the proc-log-ip and proc-log-port parameters,
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Enabling Persistent
Protocol Tracing
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choosing traces sends just the trace information (provided they are turned on),
logs sends only process logs (log.*), and all sends everything (which is the
default).

When you configure persistent protocol tracing, you affect the following types of
logs. See the Net-Net 4000 Maintenance and Troubleshooting Guide for more details
about all Net-Net SBC logs.

Note: Enablinglogs can have an impact on Net-Net SBC performance.

Events are logged to a process log flow from tasks and are specific to a single process
running on the Net-Net SBC. By default they are placed into individual files
associated with each process with the following name format:

log.<taskname>
By setting the new log-filter parameter, you can have the logs sent to a remote log
server (if configured). If you set log-filter to logs or all, the logs are sent to the log

server. Otherwise, the logs are still captured at the level the process-log-level
parameter is set to, but the results are stored on the Net-Net SBC’s local storage.

These are the communication logs between processes and system management. The
logs are usually named <name>. log, with <name> being the process name. For
example, sipd.log.

This class of log is configured by the new internal-trace parameter.

The only protocol trace logs included at this time are sipmsg.log for SIP and alg.log
for MGCP. (The H.323 system tracing is not currently included.) All of the logs
enabled with the call-trace parameter are sent to remote log servers, if you also set
the log-filter parameter to logs or all.

Before you configure persistent protocol tracing, ensure you have configured the
process logs by setting the system configuration’s process-log-ip parameter.

To configure persistent protocol tracing:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type system and press <Enter> to access the system-level configuration
elements.
ACMEPACKET (configure)# system

3. Type system-config and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#

4. call-trace—Set to enabled to enable protocol message tracing for sipmsg.log
for SIP and alg.log for MGCP. The default is disabled. The valid values are:
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* enabled | disabled

5. internal-trace—Set to enabled to enable internal ACP message tracing for all
processes. The default is disabled. The valid values are:

* enabled | disabled

6. log-filter—Choose the appropriate setting for how you want to send and/or
store trace information and process logs. The valid values are:

* none—No information will be sent or stored.

» traces—Sends the trace information to both the log server; includes
<name>. log files that contain information about the Net-Net SBC’s internal
communication processes (<name> is the name of the internal process)

» traces-fork—Sends the trace information to both the log server and also
keeps it in local storage; includes <name>. log files that contain information
about the Net-Net SBC’s internal communication processes (<name> is the
name of the internal process)

* logs—Sends the process logs to both the log server; includes log. * files,
which are Net-Net SBC process logs

* logs-fork—Sends the process logs to both the log server and also keeps it in
local storage; includes log.* files, which are Net-Net SBC process logs

» all—Sends all logs to the log servers that you configure

* all-fork—Sends all logs to the log servers that you configure, and it also
keeps the logs in local storage

7. Save and activate your configuration.

System Access Control

ACLI Instructions
and Examples

Adding an ACL for the
Management Interface

You can configure a system access control list (ACL) for your Net-Net SBC that
determines what traffic the Net-Net SBC allows over its management interface
(wancom0). By specifying who has access to the Net-Net SBC via the management
interface, you can provide DoS protection for this interface.

Using a list of IP addresses and subnets that are allowable as packet sources, you can
configure what traffic the Net-Net SBC accepts and what it denies. All IP packets
arriving on the management interface are subject; if it does not match your
configuration for system ACL, then the Net-Net SBC drops it.

Note, however, that all IP addresses configured in the SNMP community table are
automatically permitted.

The new subconfiguration system-access-list is now part of the system
configuration, and its model is similar to host routes. For each entry, you must define
an IP destination address and mask; you can specify either the individual host or a
unique subnet.

If you do not configure this list, then there will be no ACL/DoS protection for the
Net-Net SBC’s management interface.

You access the system-access-list via system path, where you set an IP address and
netmask. You can configure multiple system ACLs using this configuration.

Toadd an ACL for the management interface:
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In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

Type system and press <Enter> to access the signaling-level configuration
elements.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

Type system-access-list and press <Enter>.

ACMEPACKET (system)# system-access-list
ACMEPACKET (system-access-list)#

source-address—Enter the IP address representing for the source network for
which you want to allow traffic over the management interface.

netmask—Enter the netmask portion of the source network for the traffic you
want to allow. The netmask is in dotted decimal notation.

Notes on Deleting If you delete a system ACL from your configuration, the Net-Net SBC checks

System ACLs whether or not there are any active FTP or Telnet client was granted access when the
entry was being removed. If such a client were active during ACL removal, the Net-
Net SBC would warn you about the condition and ask you to confirm the deletion.
If you confirm the deletion, then the Net-Net SBC’s session with the active client is
suspended.

The following example shows you how the warning message and confirmation
appear. For this example, and ACLI has been deleted, and the user is activating the
configuration that reflects the change.

ACMEPACKET# activate-config
Object deleted will cause service disruption:
system-access-list: identifier=172.30.0.24

** WARNING: Removal of this system-ACL entry will result
in the lockout of a current FTP client

Changes could affect service, continue (y/n) y

Activate-Config received, processing.

System TCP Keepalive Settings

You can configure the Net-Net SBC to control TCP connections by setting:

The amount of time the TCP connection is idle before the Net-Net SBC starts
sending keepalive messages to the remote peer

The number of keepalive packets the Net-Net SBC sends before terminating the
TCP connection

If TCP keepalive fails, then the Net-Net SBC will drop the call associated with that
TCP connection.
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ACLI Instructions and
Examples

In the ALCI, a configured set of network parameters appears as follows:

netwo rk—paramete rs

tcp-keepinit-timer 75
tcp-keepalive-count 4
tcp-keepalive-idle-timer 400
tcp-keepalive-interval-timer 75
tcp-keepalive-mode 0

Then you apply these on a per-interface basis. For example, the H.323 interface
(stack) configuration allows you to enable or disabled use of the network parameters
settings.

TCP setting are global, and then enabled or disabled on a per-interface basis.

To configure TCP keepalive parameters on your Net-Net SBC:

Note: If you want to use the default values for TCP keepalive, you do
not need to take Steps 1 through 4. You can simply set the TCP
keepalive function in the H.323 stack configuration, and the defaults for
network parameters will be applied.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

Type system and press <Enter> to access the system-related configurations.
ACMEPACKET (configure)# system

Type network-parameters and press <Enter>. The system prompt changes to
let you know that you can begin configuring individual parameters.

ACMEPACKET (system)# network-parameters

ACMEPACKET (network-parameters)#

tcp-keepinit-timer—If a TCP connection cannot be established within
some amount of time, TCP will time out the connect attempt. It can be used
to set the initial timeout period for a given socket, and specifies the
number of seconds to wait before the connect attempt is timed out. For
passive connections, this value is inherited from the listening socket. The
default is 75. The valid range is:

¢ Minimum—O0
¢ Maximum—999999999.

tcp-keepalive-count—Enter the number of packets the Net-Net SBC sends to
the remote peer before it terminates the TCP connection. The default is 8. The
valid range is:

¢  Minimum—0
e Maximum—223-1

tcp-keepalive-idle-timer—Enter the number of seconds of idle time before
TCP keepalive messages are sent to the remote peer if the SO-KEEPALIVE
option is set. This option is set via the h323-stack configuration element. The
default is 7200. The valid range is:

e Minimum—30

*  Maximum—7200

tcp-keepalive-interval-timer—When the SO_KEEPALIVE option is enabled,
TCP probes a connection that has been idle for some amount of time. If the
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remote system does not respond to a keepalive probe, TCP retransmits the
probe after a set amount of time. This parameter specifies the number of seconds
to wait before retransmitting a keepalive probe. The default value is 75 seconds.
The valid range is:

¢  Minimum—15
¢  Maximum—75

8. tcp-keepalive-mode—Set the TCP keepalive response sequence number. The
default is 0. The valid values are:

* 0—The sequence number is sent un-incremented
* 1—The number is incremented

* 2—No packets are sent

Configurable TCP Timers

ACLI Instructions
and Examples

Configuring TCP
Connection
Establishment

You can configure your Net-Net SBC to detect failed TCP connections more quickly
so that data can be transmitted via an alternate connection before timers expire.
Across all protocols, you can now control the following for TCP:

e Connection establishment
¢ Data retransmission
e Timer for idle connections

These capabilities all involve configuring an options parameter that appears in the
network parameters configuration.

This section explains the details about each facet of the configurable TCP timers
feature and how to configure each.

To establish connections, TCP uses a three-way handshake during which two peers
exchange TCP SYN messages to request and confirm the active open connection. In
attempting this connection, one peer retransmits the SYN messages for a defined
period of time if it does not receive acknowledgement from the terminating peer.
You can configure the amount of time in seconds between the retries as well as how
long (in seconds) the peer will keep retransmitting the messages.

You set two new options in the network parameters configuration to specify these
amounts of time: atcp-syn-rxmt-interval and atcp-syn-rxmt-maxtime.

Note that for all configured options, any values entered outside of the valid range are
silently ignored during configuration and generate a log when you enter the activate
command.

To configure TCP connection establishment:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal
2. Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

3. Type network-parameters and press <Enter>.
ACMEPACKET (system)# network-parameters

Version S-C(X)6.2.0

Oracle Communications Session Border Controller ACLI Configuration Guide 119



SYSTEM CONFIGURATION

Configuring TCP Data
Retransmission

ACMEPACKET (network-parameters)#

options—Set the options parameter by typing options, a <Space>, the option
name atcp-syn-rxmt-interval=x (where x is a value in seconds between 2 and
10) with a “plus” sign in front of it. Then press <Enter>. This value will be used
as the interval between TCP SYN messages when the Net-Net SBC is trying to
establish a connection with a remote peer.

Now enter a second option to set the maximum time for trying to establish a
TCP connection. Set the options parameter by typing options, a <Space>, the
option name atcp-syn-rxmt-maxtime=x (where x is a value in seconds
between 5 and 75) with a “plus” sign in front of it. Then press <Enter>.

ACMEPACKET (network-parameters)# options +atcp-syn-rxmt-interval=5

ACMEPACKET (network-parameters)# options +atcp-syn-rxmt-maxtime=30

If you type the option without the “plus” sign, you will overwrite any previously
configured options. In order to append the new options to the configuration’s
options list, you must prepend the new option with a “plus” sign as shown in
the previous example.

Note that the atcp-syn-rxmt-maxtime=x option is equivalent to the tcp-
keepinit-timer parameter, but only affects ATCP.

Save and activate your configuration.

TCP is considered reliable in part because it requires that entities receiving data must
acknowledge transmitted segments. If data segments go unacknowledged, then
they are retransmitted until they are finally acknowledged or until the maximum
number of retries has been reached. You can control both the number of times the
Net-Net SBC tries to retransmit unacknowledged segments and the periodic interval
(how often) at which retransmissions occur.

You set two new options in the network parameters configuration to specify how
many retransmissions are allowed and for how long: atcp-rxmt-interval and atcp-
rxmt-count.

To configure TCP data retransmission:

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal
Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

Type network-parameters and press <Enter>.

ACMEPACKET (system)# network-parameters
ACMEPACKET (network-parameters)#

options—Set the options parameter by typing options, a <Space>, the option
name atcp-rxmt-interval=x (where x is a value in seconds between 2 and 60)
with a “plus” sign in front of it. Then press <Enter>. This value will be used as
the interval between retransmission of TCP data segments that have not been
acknowledged.

Now enter a second option to set the number of times the Net-Net SBC will
retransmit a data segment before it declares the connection failed. Set the
options parameter by typing options, a <Space>, the option name atcp-rxmt-
count=x (where x is a value between 4 and 12 representing how many
retransmissions you want to enable) with a “plus” sign in front of it. Then press
<Enter>.
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ACMEPACKET (network-parameters)# options +atcp-rxmt-interval=30

ACMEPACKET (network-parameters)# options +atcp-rxmt-count=6

If you type the option without the “plus” sign, you will overwrite any
previously configured options. In order to append the new options to the
configuration’s options list, you must prepend the new option with a
“plus” sign as shown in the previous example.

Save and activate your configuration.

When enabled to do so, the Net-Net SBC monitors inbound TCP connections for
inactivity. These are inbound connections that the remote peer initiated, meaning
that the remote peer sent the first SYN message. You can configure a timer that sets
the maximum amount of idle time for a connection before the Net-Net SBC consider
the connection inactive. Once the timer expires and the connection is deemed
inactive, the Net-Net SBC sends a TCP RST message to the remote peer.

To configurethetimer for TCP idle connections:

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal
Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

Type network-parameters and press <Enter>.

ACMEPACKET (system)# network-parameters
ACMEPACKET (network-parameters)#

options—Set the options parameter by typing options, a <Space>, the option
name atcp-idle-timer=x (where x is a value in seconds between 120 and 7200)
with a “plus” sign in front of it. Then press <Enter>. This value will be used to
measure the activity of TCP connections; when the inactivity on a TCP
connection reaches this value in seconds, the Net-Net SBC declares it inactive
and drops the session.

ACMEPACKET (network-parameters)# options +atcp-idle-timer=900

If you type the option without the “plus” sign, you will overwrite any
previously configured options. In order to append the new options to the
configuration’s options list, you must prepend the new option with a
“plus” sign as shown in the previous example.

Save and activate your configuration.
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Historical Data Recording (HDR)

Packet Trace

Updated HDR and HDR configuration information resides in the Net-Net® C-Series
Historical Data Recording (HDR) Resource Guide, Version C6.2.0. This document is
available with the complete Version S-CX6.2.0 documentation set.

How It Works

Net-Net SBC Release 5.0 introduces the packet trace feature to the Net-Net SBC’s
capabilities. When you enable this feature, the Net-Net SBC can mirror any
communication between two endpoints, or between itself and a specific endpoint.
To accomplish this, the Net-Net SBC replicates the packets sent and received, and
can then send them to a trace server that you designate. Using the trace server, you
can display the packets on software protocol analyzer. Currently, the Net-Net SBC
supports:

*  One configurable trace server (on which you have installed your software
protocol analyzer)

»  Sixteen concurrent endpoint traces

To use this feature, you configure a trace server on the Net-Net SBC so that it knows
where to send the mirrored packets. Once the trace server is configured, the Net-Net
SBC uses one ofits internally configured IP addresses (such as one for a SIP interface
or for an H.323 interface) on which to base the trace.

You start a packet trace using the ACLI Superuser command packet-trace start,
enter with these pieces of information:

*  Network interface—The name of the network interface on the Net-Net SBC
from which you want to trace packets; this value can be entered either as a name
alone or as a name and subport identifier value (name:subportid)

This feature is supported for front Net-Net SBC interfaces; it is not supported for
rear interfaces (wancoms).

o [P address—IP address of the endpoint to and from which the Net-Net SBC will
mirror calls

*  Local port number—Optional parameter; Layer 4 port number on which the
Net-Net SBC receives and from which it sends; if no port is specified or if it is
set to 0, then all ports will be traced

*  Remote port number—Optional parameter; Layer 4 port number to which the
Net-Net SBC sends and from which it receives; if no port is specified or if it is
set to 0, then all ports will be traced

Once the trace is initiated, the Net-Net SBC duplicates all packets sent to and from
the endpoint identified by the IP address that are sent or received on the specified
Net-Net SBC network interface.

The Net-Net SBC then encapsulates the original packets in accordance with RFC
2003 (IP Encapsulation within IP); it adds the requisite headers, and the payload
contains the original packet trace with the Layer 2 header removed. Since software
protocol analyzers understand RFC 2003, they can easily parse the original traced
packets. In order to see only packet traces information in your software protocol
analyzer, you can use a capture filter; for example, the Ethereal/Wireshark syntax is
“ip proto 4.”
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IP header
encapsulates traced
packets sent Lo trace
server (RFC 2003)

Software protocol
analyzer understands
RFC 2003, and parses
original traced packets

B INVITE
200 0K
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It is possible that—for large frames—when the Net-Net SBC performs the steps to
comply with RFC 2003 by adding the requisite header, the resulting packet might
exceed Ethernet maximum transmission unit (MTU). This could result in packets
being dropped by external network devices, but widespread support for jumbo
frames should mitigate this possibility.

If the Net-Net SBC either receives or transmits IP fragments during a packet trace,
then it will only trace the first fragment. The first fragment is likely to be a maximum-
sized Ethernet frame.

The Net-Net SBC continues to conduct the packet trace and send the replicated
information to the trace server until you instruct it to stop. You stop a packet trace
with the ACLI packet-trace stop command. With this command, you can stop
either an individual packet trace or all packet traces that the Net-Net SBCis currently
conducting.

This section describes three possible ways that you might use the packet trace
feature. You can examine communications sent to and from one endpoint, sent
between two endpoints, or sent between ingress and/or egress Net-Net SBC
interfaces to endpoints.

When you use the packet-trace-state command, the Net-Net SBC sets up packet
tracing for one endpoint. The Net-Net SBC collects and replicates the packets to and
from one endpoint. To enable this kind of trace, you set up one packet trace using
the packet-trace start command.

The commands you carry out would take the following form:

ACMEPACKET# packet-trace start FO1 <IP address of Endpoint A>
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Packet Trace for Both
Call Legs

IF header
encapsulates traced
packets to and from
Endpoint A sent to
trace server {(RFC

Software protocol
analyzer understands
RFC 2003, and parses
original traced packets

2003)
INVITE TRACE SERVER
180 Ringing
BYE
200 OK
ENDPOINT A ENDPOINT B

&=
=

-
7 INvITE e INVITE

l‘ -

[ 180 Ringing \. 180 Ringing

P @ -—

' BYE . BYE

§\ — : —_—
¥ 200 0K ’ 200 0K

‘?————————10

- -
Tmame”

If you want to trace both sides (both call legs), then you must set up individual traces
for each endpoint—meaning that you would initiate two packet traces. The results
of the trace will give you the communications both call legs for the communication
exchanged between the endpoints you specify.

If you initiate a packet trace for both endpoints that captures both signaling and
media, the signaling will be captured as usual. However, RTP will only be traced for
the ingress call leg. This is because the Net-Net SBC performs NAT on the RTP,
which means it cannot be captured on the egress call leg.

The commands you carry out would take the following form:

ACMEPACKET# packet-trace start FO1 <IP address of Endpoint A>
ACMEPACKET# packet-trace start F02 <IP address of Endpoint B>

IP header encapsulates
traced packets to and from
Endpoints A and B sent to

Sofllware protocol
analyzer understands
RFC 2003, and parses

trace server (RFC 2003) original traced packets
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You can perform a packet trace for addresses internal to the Net-Net SBC; this can
be the address, for example, of a SIP or an H.323 interface. Using signaling interface
addresses puts the emphasis on the Net-Net SBC rather than on the endpoints by
allowing you to view traffic from specified interfaces.

The commands you carry out would take the following form:

ACMEPACKET# packet-trace start FO1 <IP address of Net-Net SBC interfacel>
ACMEPACKET# packet-trace start FO2 <IP address of Net-Net SBC interface2>

IP header encapsulales
traced packets between

trace server (RFC 2003)

Endpaint A and SIP Interface
1, and between Endpoint B
and SIP Interface 2 sant to

Softwara protocol
analyzer understands
RFC 2003, and parses
original traced packats
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There are three steps you can take when you use the packet trace feature:

Configuring the Net-Net SBC with the trace server information so that the Net-
Net SBC knows where to send replicated data

Setting up the capture filter “ip proto 4” in your software protocol analyzer if you
only want to see the results of the Net-Net SBC packet trace(s)

Starting a packet trace

Stopping a packet trace

This section provides information about how to perform all three tasks.

You need to configure a trace server on the Net-Net SBC; this is the device to which
the Net-Net SBC sends replicated data. The Net-Net SBC supports one trace server.

To configureatrace server on your Net-Net SBC:

In Superuser mode, type configure terminal and press <Enter>.

1.
ACMEPACKET# configure terminal

2. Type system and press <Enter>.
ACMEPACKET (configure)# system
ACMEPACKET (system)#

3.

Enter capture-receiver and press <Enter>.
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ACMEPACKET (system)# capture-receiver
ACMEPACKET(capture receiver)#

state—Type enabled so that you can use the trace server to which you want to
send the mirrored packets for calls you are packet tracing. The default is
disabled. The valid values are:

* enabled | disabled

Disable capture receivers you are not actively using for traces to prevent potential
service outages caused by the capture’s system resource utilization.

5. address—Enter the IP address of the trace server; there is no default.
6. network-interface—Enter the name and subport of the Net-Net SBC network
interface from which the Net-Net SBC is to send mirrored packets. Your entry
needs to take the form name:subport. The default is :0.
7. Save and activate your configuration.
Starting a Packet You use the start a packet trace by entering the appropriate ACLI command with
Trace these pieces of information:

Network interface (name:subport 1D combination)

IP address to be traced; if you do not enter local and/or remote ports when you
start the trace, the Net-Net SBC will trace all ports

(Optional) Local UDP/TCP port on which the Net-Net SBC sends and receives
traffic to be traced

(Optional) Remote UDP/TCP port to which the Net-Net SBC sends traffic, and
from which it receives traffic to be traced; you cannot enter the remote port
without specifying a local port

To start a packet trace with local and remote ports specified:

1.

Enter the ACLI packet-trace command followed by a <Space>, and the word
start. After another <Space>, type in the name and subport ID for the network
interface followed by a <Space>, the IP address to be traced followed by a
<Space>, the local port number followed by a <Space>, and then optionally the
remote port number. Then press <Enter>.

ACMEPACKET# packet-trace start core:0 192.168.10.99 5060 5060
Trace started for 192.168.10.99

Stopping a Packet You use the stop a packet trace by entering the appropriate ACLI command with
Trace these pieces of information:

Network interface (name:subport 1D combination)
IP address to be traced

(Optional) Local UDP/TCP port on which the Net-Net SBC sends and receives
traffic to be traced

(Optional) Remote UDP/TCP port to which the Net-Net SBC sends traffic, and
from which it receives traffic to be traced

If the packet trace you want to stop has no entries for local and/or remote ports, then
you do not have to specify them.

To stop a packet trace with local and remote ports specified:
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1. Enter the ACLI packet-trace command followed by a <Space>, and the word
stop. After another <Space>, type in the name and subport ID for the network
interface followed by a <Space>, the IP address to be traced followed by a
<Space>, the local port number followed by a <Space>, and then optionally the
remote port number. Then press <Enter>.

ACMEPACKET# packet-trace stop core:0 192.168.10.99 5060 5060
To stop all packet traces on the Net-Net SBC:

1. Enter the ACLI packet-trace command followed by a <Space>, and the word
stop. After another <Space>, type the word all and press <Enter>.

ACMEPACKET# packet-trace stop all

RAMdrive Log Cleaner

How It Works

Applicable Settings

The RAMdrive log cleaner allows the Net-Net SBC to remove log files proactively
and thereby avoid situations where running low on RAMdrive space is a danger.
Because even a small amount of logging can consume a considerable space, you
might want to enable the RAMdrive log cleaner.

The RAMdrive cleaner periodically checks the remaining free space in the RAMdrive
and, depending on the configured threshold, performs a full check on the
/ramdrv/logs directory. During the full check, the RAMdrive cleaner determines the
total space logs files are using and deletes log files that exceed the configured
maximum lifetime. In addition, if the cleaner finds that the maximum log space has
been exceeded or the minimum free space is not sufficient, it deletes older log files
until the thresholds are met.

Not alllog files, however, are as active as others. This condition affects which log files
the log cleaner deletes to create more space in RAMdrive. More active log files rotate
through the system more rapidly. So, if the log cleaner were to delete the oldest of
these active files, it might not delete less active logs files that could be older than the
active ones. The log cleaner thus deletes files that are truly older, be they active or
inactive.

In the system configuration, you establish a group of settings in the options
parameter that control the log cleaner’s behavior:

* ramdrv-log-min-free—Minimum percent of free space required when rotating
log files.

When the amount of free space on the RAMdrive falls below this value, the log
cleaner deletes the oldest copy of the log file. The log cleaner also uses this
setting when performing period cleaning.

* ramdrv-log-max-usage—Maximum percent of the RAMdrive the log files can
use.

The log cleaner removes old log files to maintain this threshold.

* ramdrv-log-min-check—Minimum percent of free space on the RAMdrive
that triggers the log cleaner to perform a full check of log files.

* ramdrv-min-log-check—Minimum time (in seconds) between log cleaner
checks.

* ramdrv-max-log-check—Maximum time (in seconds) between log cleaner
checks. This value must be greater than or equal to the ramdrv-min-log-check.
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Clean-Up Procedure

Clean-Up Frequency

ACLI Instructions
and Examples

* ramdrv-log-lifetime—Maximum lifetime (in days) for log files. You give logs
unlimited lifetime by entering a value of 0.

The log cleaner checks the amount of space remaining in the RAMdrive and
performs a full check of the logs directory when:

*  Free space is less than the minimum percent of the RAMdrive that triggers a full
check of log files

e The amount of free space has changed by more than 5% of the RAMdrive
capacity since the last full check

» A full check of the logs directory has not been performed in the last hour

When it checks the logs directory, the log cleaner inventories the collected log files.
It identifies each files as one of these types:

*  Process log—TFiles beginning with log.
¢ Internal trace file—A <task>.log file

»  Protocol trace file—Call trace including sipmsg. log, dns. log, sipddns. log, and
alg.-log

* (DR file—File beginning with cdr

Next, the log cleaner determines the age of the log files using the number of seconds
since the log files were created. Then it orders the files from oldest to newest. The
age adjusts such that it always increases as the log file sequence number (a suffix
added by file rotation) increases. The log cleaner applies an additional weighting
factor to produce a weighted age that favors the preservation of protocol traces files
over internal trace files, and internal trace files over process log files. The base log file
and CDR files are excluded from the age list and so will not be deleted; the
accounting configuration controls CDR file aging.

With the age list constructed, the log cleaner examines the list from highest weighted
age to lowest. If the actual file age exceeds the RAMdrive maximum log lifetime, the
log cleaner deletes it. Otherwise, the log cleaner deletes files until the maximum
percent of RAMdrive that logs can use is no longer exceeded and until the minimum
percent of free space required when rotating logs is available.

The minimum free space that triggers a full check of log files and the maximum time
between log file checks control how often the log cleaner performs the clean-up
procedure. When it completes the procedure, the log cleaner determines the time
interval until the next required clean-up based on the RAMdrive’s state.

If a clean-up results in the deletion of one or more log files or if certain thresholds
are exceeded, frequency is based on the minimum time between log cleaner checks.
Otherwise, the system gradually increases the interval up to the maximum time
between log cleaner checks. The system increases the interval by one-quarter of the
difference between the minimum and maximum interval, but not greater than one-
half the minimum interval or smaller than 10 seconds. For example, using the default
values, the interval would be increased by 30 seconds.

You configure the log cleaner’s operating parameters and thresholds in the system
configuration. Note that none of these settings is RTC-supported, so you must
reboot your Net-Net SBC in order for them to take effect. If you are using this feature
on an HA node, however, you can add this feature without impact to service by
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activating the configuration, rebooting the standby, switching over to make the
newly booted standby active, and then rebooting the newly standby system.

Unlike other values for options parameters, the Net-Net SBC validates these setting
when entered using the ACLL If any single value is invalid, they all revert to their
default values.

To configurethe RAMdrive log cleaner:

1.

In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

Type system-config and press <Enter>.

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#

options—Set the options parameter by typing options, a <Space>, <option
name>=X (where X is the value you want to use) with a “plus” sign in front
of it. Then press <Enter>.

Remember that if any of your settings are invalid, the Net-Net SBC changes the
entire group of these options back to their default settings.

Option Name

ramdrv-log-min-free

ramdrv-log-max-usage

ramdrv-log-min-check

ramdrv-min-log-check

ramdrv-log-lifetime

Description

Minimum percent of free space required when rotating log files.
When the amount of free space on the RAMdrive falls below
this value, the log cleaner deletes the oldest copy of the log file.
The log cleaner also uses this setting when performing period
cleaning.

Default=40; Minimum=15; Maximum=75

Maximum percent of the RAMdrive the log files can use.
The log cleaner removes old log files to maintain this threshold.

Default=40; Minimum=15; Maximum=75

Minimum percent of free space on the RAMdrive that triggers
the log cleaner to perform a full check of log files.

Default=50; Minimum=25; Maximum=75
Maximum time (in seconds) between log cleaner checks. This
value must be greater than or equal to the ramdrv-min-log-

check.

Default=180; Minimum=40; Maximum=1800

Maximum lifetime (in days) for log files. You give logs unlimited
lifetime by entering a value of O.

Default=30; Minimum=2; Maximum=9999

ACMEPACKET (system-config)# options +ramdrv-log-min-free=50
ACMEPACKET (system-config)# options +ramdrv-log-max-usage=50
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ACMEPACKET (system-config)# options +ramdrv-log-min-check=35

ACMEPACKET (system-config)# options +ramdrv-min-log-check=120

ACMEPACKET (system-config)# options +ramdrv-max-log-free=1500

ACMEPACKET (system-config)# options +ramdrv-log-lifetime=7

If you type options and then the option value for either of these entries without
the “plus” sign, you will overwrite any previously configured options. In order
to append the new options to this configuration’s options list, you must prepend
the new option with a “plus” sign as shown in the previous example.

5. Reboot your Net-Net SBC.

Configurable Alarm Thresholds and Traps

SNMP Traps

The Net-Net SBC supports user-configurable threshold crossing alarms. These
configurations let you identify system conditions of varying severity which create
corresponding alarms of varying severity. You configure an alarm threshold type
which indicates the resource to monitor. The available types are:

*  ¢cpu— CPU utilization monitored as a percentage of total CPU capacity

* memory — memory utilization monitored as a percentage of total memory
available

* sessions — license utilization monitored as a percentage of licensed session
capacity
*  space — remaining disk space (configured in conjunction with the volume

parameter - see the Storage Expansion Module Monitoring section of the Net-
Net 4000 Accounting guide for more information.)

For the alarm type you create, the Net-Net SBC can monitor for 1 through 3 severity
levels as minor, major, and critical. Each of the severities is configured with a
corresponding value that triggers that severity. For example the configuration for a
CPU alarm that is enacted when CPU usage reaches 50%:

alarm-threshold

type cpu
severity minor
value 50

You may create addition CPU alarms for increasing severities. For example:

alarm-threshold

type cpu
severity critical
value 90

The alarm state is enacted when the resource defined with the type parameter
exceeds the value parameter. When the resource drops below the value parameter,
the alarm is cleared.

When a configured alarm threshold is reached, the Net-Net SBC sends an
apSysMgmtGroupTrap. This trap contains the resource type and value for the alarm
configured in the alarm-threshold configuration element. The trap does not contain
information associated with configured severity for that value.

apSysMgmtGroupTrap NOTIFICATION-TYPE

OBJECTS{ apSysMgmtTrapType, apSysMgmtTrapValue }
STATUS current

DESCRIPTION
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" The trap will generated if value of the monitoring object
exceeds a certain threshold. "
::= { apSystemManagementNotifications 1 }

When the resource usage retreats below a configured threshold, the Net-Net SBC
sends an apSysMgmtGroupClearTrap.

apSysMgmtGroupClearTrap NOTIFICATION-TYPE

OBJECTS{ apSysMgmtTrapType }

STATUS current

DESCRIPTION
" The trap will generated if value of the monitoring object
returns to within a certain threshold. This signifies that
an alarm caused by that monitoring object has been cleared.

::= { apSystemManagementNotifications 2 }

The alarm and corresponding traps available through the User Configurable Alarm
Thresholds functionality are summarized in the following table.

Alarm Severity Cause Actions
CPU minor high CPU apSysMgmtGroupTrap sent with
major usage * apSysCPUULil
critical * apSysMgmtTrapValue
memory minor high memory apSysMgmtGroupTrap sent with
major usage ¢ apSysMemoryUtil
critical * apSysMgmtTrapValue
sessions minor high license apSysMgmtGroupTrap sent with
major usage * apSysLicenseCapacity
critical * apSysMgmtTrapValue
space minor high HDD apSysMgmtStorageSpaceAvailThresholdTrap
major usage, per sent with:
critical volume ¢ apSysMgmtSpaceAvailCurrent

¢ apSysMgmtSpaceAvailMinorThreshold
¢ apSysMgmtSpaceAvailMajorThreshold
¢ apSysMgmtSpaceAuvailCriticalThreshold
* apSysMgmtPartitionPath

To configure alarm thresholds:

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

Type system and press <Enter> to access the system-level configuration
elements.

ACMEPACKET (configure)# system
Type system-config and press <Enter>.

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#

Type alarm-threshold and press Enter. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (system-config)# alarm-threshold
ACMEPACKET (alarm-threshold)#
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5. type — Enter the type of resource which this alarm monitors. Valid values

include:
* cpu
* memory

e sessions
* space

6. volume — Enter the logical disk volume this alarm monitors (used only in
conjunction when type = space).

7. severity — Set the severity of the threshold. Valid values include:

¢ minor
* major
e critical

8. value — Enter the value from 1 to 99, indicating the percentage, which when
exceeded generates an alarm.

9. Save and activate your configuration.

Alarm Synchronization

Two trap tables in the ap-smgmt_mib record trap information for any condition on the
Net-Net SBC that triggers an alarm condition. You can poll these two tables from
network management systems, OSS applications, and the Net-Net EMS to view the
fault status on one or more Net-Net SBCs.

The two trap tables that support alarm synchronization, and by polling them you can
obtain information about the current fault condition on the Net-Net SBC. These
tables are:

*  apSysMgmtTrapTable—You can poll this table to obtain a summary of the Net-
Net SBC’s current fault conditions. The table records multiples of the same trap
type that have occurred within a second of one another and have different
information. Each table entry contains the following:

* Trap identifier

* System time (synchronized with an NTP server)
» sysUpTime

* Instance number

*  Other trap information for this trap identifier

* apSysMgmtTrapInformationTable—You can poll this table to obtain further
details about the traps recorded in the apSysMgmtTrapTable table. The
following information appears:

e Data index

» Data type

» Datalength

* The data itself (in octets)

Trap tables do not record information about alarm severity.
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The apSysMgmtTrapTable can hold up to 1000 entries, and you can configure the
number of days these entries stay in the table for a maximum of seven days. If you
set this parameter to 0 days, the feature is disabled. And if you change the setting to
0 days from a greater value, then the Net-Net SBC purges the tables.

Note that the Net-Net SBC does not replicate alarm synchronization table data
across HA nodes. That is, each Net-Net SBC in an HA node maintains its own tables.

You turn on alarm synchronization in the system configuration.

To usealarm synchronization:

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

2. Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

3. Type system-config and press <Enter>.

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#

4. trap-event-lifetime—To enable alarm synchronization—and cause the Net-
Net SBC to record trap information in the apSysMgmtTrapTable and the
apSysMgmtTrapInformationTable—set this parameter to the number of days
you want to keep the information. Leaving this parameter set to 0 (default) turns
alarm synchronization off, and you can keep information in the tables for up to
7 days. 7 is the maximum value for this parameter.

Accounting Configuration

The Net-Net SBC offers support for RADIUS, an accounting, authentication, and
authorization (AAA) system. In general, RADIUS servers are responsible for
receiving user connection requests, authenticating users, and returning all
configuration information necessary for the client to deliver service to the user.

You can configure your Net-Net SBC to send call accounting information to one or
more RADIUS servers. This information can help you to see usage and QoS metrics,
monitor traffic, and even troubleshoot your system. For more information about
QoS, refer to the Admission Control and QoS chapter of this guide.

For information about how to configure the Net-Net SBC for RADIUS accounting
use, refer to the Net-Net 4000 Accounting Guide. This guide contains all RADIUS
information, as well as information about:

*  Accounting for SIP and H.323
* Local CDR storage on the Net-Net SBC, including CSV file format settings
*  The ability to send CDRs via FTP to a RADIUS sever (the FTP push feature)
*  Per-realm accounting control

*  Configurable intermediate period
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SIP over SCTP

RADIUS CDR redundancy
* RADIUS CDR content control

SCTP Concepts

SCTP Overview
and Comparisons

In releases prior to Release S-C6.1.0, the Net-Net SBC supports UDP and TCP as
transport protocols for SIP signaling. Release S-C6.1.0 introduces support for Stream
Control Transport Protocol (SCTP). Young in relation to UDP and TCP, SCTP seeks
to address some of the shortcomings of the other two transport protocols—most
notably by supporting multi-homing and multi-streaming.

For a full description of SCTP, refer to RFC 2960 Stream Control Transmission
Protocol.

This section defines some terms commonly found in descriptions of SCTP. You
might find them useful.

SCTP Term Definition

SCTP association Refers to a communication relationship (or logical connection)
between SCTP endpoints. SCTP uses a four-way handshake to
establish the association between endpoints. This handshake is
similar to three-way handshake TCP uses.

Multi-homing Refers to instances when multiple IP addresses are assigned to
a host on the network. Typically, this arrangement entails a host
that has multiple network interface cards.

(To be supported in future Net-Net OS releases)

Multi-streaming Refers to the ability to partition data within an association into
multiple logical communication channels. Each logical
channel—or stream—has the property of independent sequenced
delivery. This means that data loss on one stream has no impact
on delivery on other streams.

(Release S-C6.1.0 supports two incoming streams and two
outgoing streams.)

SCTP endpoint Refers to a logical sender and/or receiver of SCTP packets.

A connection-oriented protocol, SCTP uses a four-way handshake to create a
connection between two peer entities. This handshake is similar to the three-way
handshake TCP uses. SCTP uses the following for messages to establish an
association:

1. INIT—Message the client endpoint sends to initiate an association with a peer
endpoint
2. INIT-ACK—Message acknowledging the INIT; includes a cookie

3. COOKIE-ECHO—Message that is an echo of the cookie received in the INIT-
ACK

4. COOKIE-ACK—Message acknowledging the COOKIE-ECHO

On successful completion of this handshake, the association is established.
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While SCTP has many advantages over TCP, the most advertised are multi-
streaming and multi-homing.

Multi-streaming allows SCTP to overcome the “head of line” blocking issue that can
happen in TCP. In TCP, the loss of a data segment can prevent the delivery of
subsequent segments until the lost segment is recovered (this is head of line
blocking). SCTP circumvents this problem by supporting multiple associated
streams. Data within an association is divided into multiple streams, providing
independent and ordered delivery of the data. And so data loss from one stream is
prevented from interfering with the data delivery on other streams.

Multi-homing means that an SCTP endpoint can support multiple IP addresses on
the same host. In SCTP, application layer software chooses one of the IP address as
the primary address. The endpoint should always use the primary address by default,
unless specified to do otherwise by the application layer software. If an SCTP
endpoint has data to transmit but its primary address is unavailable, the endpoint
attempts to transmit its data using one of the alternative IP addresses. This creates a
redundancy mechanism transparent to the application layer software.

One minor but notable advantage of SCTP or TCP is the former’s support for
message-oriented communication. TCP uses stream-oriented communication that
requires the application layer to ascertain message boundaries. SCTP’s message-
based communication clearly identifies the beginning and end of data messages.

Both SCTP and TCP are connection-oriented protocols that share some common
advantages over UDP: reliable data transfer, congestion control, transport layer
fragmentation. Multi-streaming and multi-homing are also SCTP’s advantages over
UDP.

The Net-Net SBC uses the SIP Via header in the to determine of SCTP should be
used as the transport protocol. Minor changes to the ACLI have been made to
support SCTP’S use.

Configuration and Parameter New Value
sip-interface>sip-port SCTP
session-agent>transport-method StaticSCTP—Static connections are persistent and will

automatically attempt re-connection if a failure occurs.

session-agent>reuse-connections SCTP—Allows for reuse of SCTP connections.

In addition, you can also set an SCTP delivery mode to:

*  Ordered—Meaning that the endpoint must deliver data according to the of their
stream sequence number

*  Unordered—Meaning that the endpoint can deliver data within regard for their
stream sequence number

You set this preference in the network parameters configuration.

To set the SCTP delivery mode:

1. In Superuser mode, type configure terminal and press <Enter>.
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ACMEPACKET# configure terminal
ACMEPACKET (configure)#

2. Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

3. Type network-parameters and press <Enter>.

ACMEPACKET (system)# network-parameters
ACMEPACKET (network-parameters)#

4. sctp-send-mode—Leave this parameter set to its default (unordered) so data
delivery can occur without regard to stream sequence numbering. If data
delivery must follow stream sequence number, change this parameter to
ordered.

5. Save and activate your configuration.

About Your Net-Net 3800/4500 and IPv6

Licensing

[Pv6 support has been added to the Net-Net 3800 and Net-Net 4500. Ideally, IPv6
support would be a simple matter of configuring IP addresses of the version type you
want in the configurations where you want them. While this is the case for some
configuration areas, in others you will need to take care with—for example—the
format of your IPv6 address entries or where parameters must be configured with IP
addresses of the same version type.

This section explains the changes to the ACLI of which you need to be aware as you
start to use IPv6 on your Net-Net 3800 or 4500. Note that this first-available
implementation of IPv6 is expected to expand in the future; not all configurations
and their parameters are available for IPv6 use.

RTN 1752

IPv6 is a licensed feature on the Net-Net 3800 and Net-Net 4500. If you want to add
this license to a system, then contact your Acme Packet sales engineering for
information related to the license. Once you have the license information, refer to
the Getting Started chapter of the Net-Net 4000 ACLI Configuration Guide of
instructions about how to add a license.

You do not need to take action if you are working with a new system with which the
[Pv6 license was purchased.

Globally Enabling IPv6

To use [Pv6 on your Net-Net 3800 or 4500, you need to set the ipv6-support
parameter in the system-config, and then you must reboot your system.

Remember that if you reboot your Net-Net SBC from a Telnet session, you lose IP
access and therefore your connection.

To enableyour system for | Pv6 support:

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#
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2. Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

3. Type system-config and press <Enter>.

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#

4. ipv6-support—Set this parameter to enabled if you want to use IPv6 on your
system. Otherwise, you can leave this parameter set to disabled (default).

5. Save your work.
6. Type exit at the system prompt until reach the main Superuser level.
7. Reboot your Net-Net 3800/4500 for changes to take effect.

The ACLI reboot and reboot force commands initiate a reboot. With the
reboot command, you must confirm that you want to reboot. With the reboot
force command, you do not have make this confirmation.

ACMEPACKET# reboot force
8. The Net-Net SBC completes the full booting sequence.

Updated ACLI Help Text

As you complete configuration work and perform monitoring tasks on your system,
you might note that there have been changes to the help text to reflect the addition
of IPv6 support. These changes are minor, but nonetheless reflect feature support.

In the ACLI that supports only IPv4, there are many references to that version as the
accepted value for a configuration parameter or other IPv4-specific languages. For
IPv6 support, these references have been edited. For example, rather than providing
help that refers specifically to [Pv4 addresses when explaining what values are
accepted in an ACLI configuration parameter, you will now see an <ipAddr> note.

IPv6 Address Configuration

This section calls out the configurations and parameters for which you can enter IPv6
addresses. In this first [Pv6 implementation, the complete range of system
configurations and their parameters are available for IPv6 use.

The Net-Net SBC follows RFC 3513 its definition of IPv6 address representations.
Quoting from that RFC, these are the two forms supported:

*  The preferred form is x:x:x:x:x:x:x:x, where the 'x's are the hexadecimal values of
the eight 16-bit pieces of the address. Examples:

FEDC:BA98:7654:3210:FEDC:BA98:7654:3210
1080:0:0:0:8:800:200C:417A

Note that it is not necessary to write the leading zeros in an individual field, but
there must be at least one numeral in every field (except for the case described
in2.).

*  Due to some methods of allocating certain styles of IPv6 addresses, it will be
common for addresses to contain long strings of zero bits. In order to make
writing addresses containing zero bits easier a special syntax is available to
compress the zeros. The use of "::" indicates one or more groups of 16 bits of

zeros. The "::" can only appear once in an address. The "::" can also be used to
compress leading or trailing zeros in an address. For example, the following
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addresses: 1080:0:0:0:8:800:200C:417A a unicast address FF01:0:0:0:0:0:0:101
a multicast address

0:0:0:0:0:0:0:1 the loopback address

0:0:0:0:0:0:0:0 the unspecified addresses
may be represented as:

1080::8:800:200C:417A  a unicast address

FF01::101 a multicast address

i1 the loopback address

the unspecified addresses

Access Control These are the IPv6-enabled parameters in the access-control configuration.
Parameter Entry Format
source-address <ip-address>[/<num-bits>][:<port>[/<port-bits>]]
destination- <ip-address>[/<num-bits>][:<port>[/<port-bits>]]
address

Host Route These are the IPv6-enabled parameters in the host-route configuration.
Parameter Entry Format
dest-network <ipv4> | <ipv6>
netmask <ipv4> | <ipv6>
gateway <ipv4> | <ipv6>

Local Policy These are the IPv6-enabled parameters in the local-policy configuration.
Parameter Entry Format
from-address <ipv4> | <ipv6> | POTS Number, E.164 Number, hostname, wildcard
to-address <ipv4> | <ipv6> | POTS Number, E.164 Number, hostname, wildcard

Network Interface These are the IPv6-enabled parameters in the network-interface configuration.
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Parameter

Entry Format

hostname
ip-address
pri-utility-addr
sec-utility-addr
netmask
gateway
sec-gateway
dns-ip-primary
dns-ip-backupl
dns-ip-backup2
add-hip-ip
remove-hip-ip
add-icmp-ip

remove-icmp-ip

<ipv4> | <ipv6> | hostname

<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>

<ipv4> | <ipv6>

These are the IPv6-enabled parameters in the realm-config.

Parameter

Entry Format

addr-prefix

[<ipv4> | <ipv6>]/prefix

These are the IPv6-enabled parameters in the session-agent configuration.

Parameter

Entry Format

hosthame

ip-address

<ipv4> | <ipv6>

<ipv4> | <ipv6>

These are the IPv6-enabled parameters in the session-config.
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Parameter Entry Format
registrar-host <ipv4> | <ipv6> | hostname | *
SIP Interface>SIP These are the IPv6-enabled parameters in the sip-interface>sip-ports
Ports configuration.
Parameter Entry Format
address <ipv4> | <ipv6>
Steering Pool These are the IPv6-enabled parameters in the steering-pool configuration.
Parameter Entry Format
ip-address <ipv4> | <ipv6>
System These are the IPv6-enabled parameters in the system-config.
Configuration
Parameter Entry Format
default-v6- <ipv6>
gateway

IPv6 Default Gateway

In the system configuration, you configure a default gateway—a parameter that now
has its own IPv6 equivalent.

To configure an | Pv6 default gateway:

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

2. Type system and press <Enter>.

ACMEPACKET (configure)# system
ACMEPACKET (system)#

3. Type system-config and press <Enter>.

ACMEPACKET (system)# system-config
ACMEPACKET (system-config)#
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4. default-v6-gateway—Set the IPv6 default gateway for this Net-Net SBC. This
is the IPv6 egress gateway for traffic without an explicit destination. The
application of your Net-Net SBC determines the configuration of this
parameter.

5. Save your work.

Network Interfaces and IPv6

You set many IP addresses in the network interface, one of which is the specific IP
address for that network interface and others that are related to different types of
management traffic. This section outlines rules you must follow for these entries.

»  For the network-interface ip-address parameter, you can set a single IP
address. When you are working with an IPv6-enabled system, however, note
that all other addresses related to that network-interface IP address must be of
the same version.

*  Heterogeneous address family configuration is prevented for the dns-ip-
primary, dns-ip-backupl, and dns-ip-backup?2 parameters.

»  For HIP addresses (add-hip-ip), you can use either IPv4 or IPv6 entries.
*  For ICMP addresses (add-icmp-ip), you can use either IPv4 or IPv6 entries.

»  For Telnet (add-telnet-ip), FTP (add-ftp-ip), and SNMP (add-snmp-ip), you
are not allowed to use IPv6; your entries MUST use IPv4.

Access Control List Support

Data Entry

The Net-Net SBC supports IPv6 for access control lists in two ways:

»  For static access control lists that you configure in the access-control
configuration, your entries can follow IPv6 form. Further, this configuration
supports a prefix that enables wildcarding the source IP address.

*  Dynamic ACLs are also supported; the Net-Net SBC will create ACLs for
offending IPv6 endpoints.

When you set the source-address and destination-address parameters in the
access-control configuration, you will use a slightly different format for IPv6 than
for IPv4.

For the source-address, your IPv4 entry takes the following format: <ip-
address>[/<num-bits>][:<port>[/<port-bits>]]. And for the destination-
address, your IPv4 entry takes this format: <ip-address>[:<port>[/<port-bits>]].

Since the colon (:) in the IPv4 format leads to ambiguity in IPv6, your IPv6 entries for
these settings must have the address encased in brackets ([1):
[7777::11]/64:5000/14.

In addition, IPv6 entries are allowed up to 128 bits for their prefix lengths.

The following is an example access control configuration set up with IPv6 addresses.

ACMEPACKET (access-control)# done
access-control

realm-id net7777
description

source-address 7777::11/64:5060/8
destination-address 8888::11:5060/8
application-protocol SIP
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transport-protocol ALL
access deny
average-rate-limit 0
trust-level none
minimum-reserved-bandwidth 0
invalid-signal-threshold 10
maximum-signal-threshold 0
untrusted-signal-threshold 0
deny-period 30

DNS Support

The Net-Net SBC supports the DNS resolution of IPv6 addresses; in other words, it
can request the AAAA record type (per RFC 1886) in DNS requests. In addition, the
Net-Net SBC can make DNS requests over IPv6 transport so that it can operate in

networks that host IPv6 DNS servers.

For mixed IPv4-IPv6 networks, the Net-Net SBC follows these rules:

e If the realm associated with the name resolution is an IPv6 realm, the Net-Net
SBC will send the query out using the AAAA record type.

e If the realm associated with the name resolution is an IPv4 realm, the Net-Net
SBC will send the query out using the A record type.

In addition, heterogeneous address family configuration is prevented for the dns-ip-
primary, dns-ip-backupl, and dns-ip-backup2 parameters.

Homogeneous Realms

IPv6 is supported for realms and for nested realms, as long as the parent chain
remains within the same address family. If you try to configure realms with mixed
IPv4-IPv6 addressing, your system will issue an error message when you try to save
your configuration. This check saves you time because you do not have to wait to run
a configuration verification (using the ACLI verify-config command) to find
possible errors.

Parent-Child Your system will issue the following error message if parent-child realms are on
Network Interface different network interfaces that belong to different address families:
Mismatch

ERROR: realm-config [child] and parent [net8888] are on network
interfaces that belong to different address families

Address Prefix- If the address family and the address-prefix you configure for the realm does not
N(_-L'tWOI’k Interface match the address family of its network interface, your system will issue the
Mismatch following error message:

ERROR: realm-config [child] address prefix and network interface
[1:1:0] belong to different address families

RADIUS Support for IPv6

The Net-Net SBC’s RADIUS support now includes:
* RADIUS CDR generation for SIPv6-SIPv6 and SIPv6-SIPv4 calls
» [Pv6-based addresses in RADIUS CDR attributes
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This means that for the CDR attributes in existence prior to the introduction of IPv6
to the Net-Net 3800/4500 are mapped to the type ipaddr, which indicates four-byte
field. The sixteen-byte requirement for IPv6 addresses is now supported, and there
are a parallel set of attributes with the type ipv6addr. Attributes 155-170 are reserved
for the IPv6 addresses.

NAS addresses use the number 95 to specify the NAS-IPV6-Address attribute. And
local CDRs now contain IPv6 addresses.

The following VSAs have been added to the Acme Packet RADIUS dictionary to
support IPvé6.

Acme-Flow-In-Src-1Pv6_Addr_FS1_F 155 ipv6addr Acme
Acme-Flow-In-Dst-1Pv6_Addr_FS1_F 156 ipv6addr Acme
Acme-Flow-Out-Src-1Pv6_Addr_FS1 _F 157 ipv6addr Acme
Acme-Flow-Out-Dst-1Pv6_Addr_FS1 _F 158 ipv6addr Acme
Acme-Flow-In-Src-1Pv6_Addr_FS1_R 159 ipv6addr Acme
Acme-Flow-In-Dst-1Pv6_Addr_FS1_R 160 ipv6addr Acme
Acme-Flow-Out-Src-1Pv6_Addr_FS1 R 161 ipv6addr Acme
Acme-Flow-Out-Dst-1Pv6_Addr_FS1 R 162 ipv6addr Acme
Acme-Flow-In-Src-1Pv6_Addr_FS2_F 163 ipv6addr Acme
Acme-Flow-In-Dst-1Pv6_Addr_FS2_F 164 ipv6addr Acme
Acme-Flow-Out-Src-1Pv6_Addr_FS2_F 165 ipv6addr Acme
Acme-Flow-Out-Dst-1Pv6_Addr_FS2_F 166 ipv6addr Acme
Acme-Flow-In-Src-1Pv6_Addr_FS2_R 167 ipv6addr Acme
Acme-Flow-In-Dst-1Pv6_Addr_FS2_R 168 ipv6addr Acme
Acme-Flow-Out-Src-1Pv6_Addr_FS2_R 169 ipv6addr Acme
Acme-Flow-Out-Dst-1Pv6_Addr_FS2_R 170 ipv6addr Acme
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4 Realms and Nested Realms

Introduction

This chapter explains how to configure realms and nested realms, and specialized
media-related features.

Arealm is a logical definition of a network or groups of networks made up in part by
devices that provide real-time communication sessions comprised of signaling
messages and possibly media flows. These network devices might be call agents,
softswitches, SIP proxies, H.323 gatekeepers, IP PBXs, etc., that are statically defined
by IPv4 addresses. These network devices might also be IPv4 endpoints: SIP phones,
IADs, MAs, media gateways, etc., that are defined by an IPv4 address prefix.

Realms support bandwidth-based call admission control and QoS marking for
media. They are the basis for defining egress and ingress traffic to the Net-Net
SBC—which supports the Net-Net SBC’s topology hiding capabilities.

This chapter also explains how to configure media ports (steering pools). A steering
pool exists within a realm and contains a range of ports that have a common address
(for example, a target IPv4 address). The range of ports contained in the steering
pool are used to steer media flows from one realm, through the Net-Net SBC, to
another.

Finally, in this chapter you can learn about TOS/DiffServ functionality for realm-
based packet marking by media type.

Overview Realms are a logical distinction representing routes (or groups of routes) reachable
by the Net-Net SBC and what kinds of resources and special functions apply to those
routes. Realms are used as a basis for determining ingress and egress associations to
network interfaces, which can reside in different VPNs. The ingress realm is
determined by the signaling interface on which traffic arrives. The egress realm is
determined by the following:

*  Routing policy—Where the egress realm is determined in the session agent
configuration or external address of a SIP-NAT

*  Realm-bridging—As applied in the SIP-NAT configuration and H.323 stack
configurations

*  Third-party routing/redirect (i.e., SIP redirect or H.323 LCF)
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About Realms and
Network Interfaces

About the SIP Home
Realm

About Realms and
Other Net-Net SBC
Functions

Realms also provide configuration support for denial of service (DoS)/access control
list (ACL) functionality. For more information about the Net-Net SBC’s DoS/ACL
capabilities and configuration, refer to this guide’s Security chapter.

Realms can also be nested in order to form nested realm groups. Nested realms
consist of separate realms that are arranged within a hierarchy to support network
architectures that have separate backbone networks and VPNs for signaling and
media. This chapter provides detailed information about nested realms after
showing you how to configure realms on your Net-Net SBC.

All realms reference network interfaces on the Net-Net SBC. This reference is made
when you configure a list of network interfaces in the realm configuration.

You configure a network interface to specify logical network interfaces that
correspond existing physical interfaces on the Net-Net SBC. Configuring multiple
network interfaces on a single physical interface creates a channelized physical
interface, a VLAN. VLANS, in turn, allow you to reuse address space, segment traffic,
and maximize bandwidth.

In order to reach the realms you configure, you need to assign them network
interfaces. The values you set for the name and port in the network interface you
select then indicate where the realm can be reached.

The realm configuration is also used to establish what is referred to as the SIP home
realm. This is the realm where the Net-Net SBC’s SIP proxy sits.

In peering configurations, the SIP home realm is the internal network of the SIP
proxy. In backbone access configurations, the SIP home realm typically interfaces
with the backbone connected network. In additions, the SIP home realm is usually
exposed to the Internet in an HNT configuration.

Although you configure a SIP home realm in the realm configuration, it is specified
as the home realm in the main SIP configuration by the home realm identifier
parameter. Specifying the SIP home realm means that the Net-Net SBC’s SIP proxy
can be addressed directly by connected entities, but other connected network
signaling receives layer 3 NAT treatment before reaching the internal SIP proxy.

For more information about SIP functionality and features, refer to this guide’s SIP
Configuration chapter.

Realms are referenced by other configurations in order to support this functionality
across the protocols the Net-Net SBC supports and to make routing decisions. Other
configurations’ parameters that point to realms are:

»  SIP configuration: home realm identifier, egress realm identifier
o SIP-NAT configuration: realm identifier

»  H.323 stack configuration: realm identifier

*  MGCP configuration: private realm, public realm

»  Session agent configuration: realm identifier

*  Media manager: home realm identifier

*  Steering ports: realm identifier

e Static flow: in realm identifier, out realm identifier
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Configuring Realms

Before You
Configure

ACLI Instructions
and Examples

Identity and IP
Address Prefix

Realm configuration is divided into the following functional areas, and the steps for
configuring each are set out in this chapter: identity and IP address prefix, realm
interfaces, realm service profiles, QoS measurement, QoS marking, address
translation profiles, and DNS server configuration.

Before you configure realms, you want to establish the physical and network
interfaces with which the realm will be associated.

»  Configure a physical interface to define the physical characteristics of the
signaling line.

*  Configure a network interface to define the network in which this realm is
participating and optionally to create VLANSs.

If you wish to use QoS, you should also determine if your Net-Net SBC is QoS
enabled.

Remember that you will also use this realm in other configurations to accomplish the
following:

*  Set a signaling port or ports at which the Net-Net SBC listens for signaling
messages.

* Configure sessions agents to point to ingress and egress signaling devices
located in this realm in order to apply constraint for admission control.

*  Configure session agents for defining trusted sources for accepting signaling
messages.

To accesstherealm configuration parametersin the ACLI:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type media-manager and press <Enter> to access the media-related
configurations.

ACMEPACKET (configure)# media-manager

3. Type realm-config and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (media-manager)# realm-config
ACMEPACKET (realm-config)#

From this point, you can configure realm parameters. To view all realm
configuration parameters, enter a ? at the system prompt.

The first parameters you configure for a realm are its name (a unique identifier) and
an IP address prefix and subnet mask.

The IP address and subnet mask establish a set of matching criteria for the realm,
and distinguishes between realms that you assign to the same network interface.
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To configure arealm’sidentity and | P address prefix in the ACLI:

1. identifier—Enter the name of the realm. This parameter uniquely identifies the
realm. You will use this parameter in other configurations when asked for a
realm identifier value.

2. addr-prefix—Enter the IPv4 address and subnet mask combination to set the
criteria the Net-Net SBC uses to match packets sent or received on the network
interface associated with this realm. This matching determines the realm, and
subsequently what resources are used for that traffic.

This parameter must be entered in the correct format where the IPv4 address
comes first and is separated by a slash (/) from the subnet mask value. For
example, 172.16.0.0/24.

The default for this parameter is 0.0.0.0. When you leave this parameter set to
the default, all addresses match.

Realm Interfaces The realm points to one network interface on the Net-Net SBC. For more
information, refer to this chapter’s About Realms and Network Interfaces section. For
information about configuring network interfaces and VLAN support, refer to this
guide’s System Configuration chapter.

Note: Only one network-interface can be assigned to a single realm-
config object.

Toassign interfacesto arealm:

1. network-interfaces—Enter the physical and network interface(s) that you want
this realm to reference. These are the network interfaces though which this
realm can be reached by ingress traffic, and through which this traffic exits the
system as egress traffic.

Enter the name and port in the correct format where the name of the interface

comes first and is separated by a colon (:) from the port number. For example,
£10:0.

The parameters you set for the network interfaces must be unique.

Enter multiple network interfaces for this list by typing an open parenthesis,
entering each field value separated by a <Space>, typing a closed parenthesis,
and then pressing <Enter>.

ACMEPACKET(realm-config)# network-interfaces fel:0

Realm Service Profile The parameters you configure to establish the realm service profile determine how
bandwidth resources are used and how media is treated in relation to the realm.
Bandwidth constraints set for realm service profiles support the Net-Net SBC’s
admission control feature. For further information about this feature, refer to this
guide’s Admission Control and QoS chapter.

Peer-to-peer media between endpoints can be treated in one of three different ways:

*  Media can be directed between sources and destinations within this realm on
this specific Net-Net SBC. Media travels through the Net-Net SBC rather than
straight between the endpoints.

*  Media can be directed through the Net-Net SBC between endpoints that are in
different realms, but share the same subnet.

»  For SIP only, media can be released between multiple Net-Net SBCs.
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To enable SIP distributed media release, you must set the appropriate parameter
in the realm configuration. You must also set the SIP options parameter to
media-release with the appropriate header name and header parameter
information. This option defines how the Net-Net SBC encodes IPv4 address
and port information for media streams described by, for example, SDP.

To configure realm service profile:

1. max-bandwidth—Enter the total bandwidth budget in kilobits per second for
all flows to/from the realm defined in this element. The default is 0 which allows
for unlimited bandwidth. The valid range is:

¢  Minimum—oO0
¢ Maximum—2%2-1

2. mm-in-realm—Enable this parameter to treat media within this realm on this
Net-Net SBC. The default is disabled. Valid values are:

* enabled | disabled

3. mm-in-network—Enable this parameter to treat media within realms that have
the same subnet mask on this Net-Net SBC. The default is enabled. Valid
values are:

* enabled | disabled

4. msm-release—Enable or disable the inclusion of multi-system (multiple Net-
Net SBCs) media release information in the SIP signaling request sent into the
realm identified by this realm-config element. If this field is set to enabled,
another Net-Net SBC is allowed to decode the encoded SIP signaling request
message data sent from a SIP endpoint to another SIP endpoint in the same
network to resore the original SDP and subsequently allow the media to flow
directly between those two SIP endpoints in the same network serviced by
multiple Net-net SBCs. If this field is disabled, the media and signaling will pass
through boht Net-Net SBCs. Remember that for this feature to work, you must
also set the options parameter in the SIP configuration accordingly. The default
is disabled. Valid values are:

* enabled | disabled

Refer to this guide’s Admission Control and QoS chapter for more information about
enabling QoS measurements on your Net-Net SBC. This chapter provides detailed
information about when to configure the qos-enable parameter. If you are not using
QoS or a QoS-capable Net-Net SBC, then you can leave this parameter set to
disabled (default).

QoS marking allows you to apply a set of TOS/DiffServ mechanisms that enable you
to provide better service for selected networks

You can configure a realm to perform realm-based packet marking by media type,
either audio/voice or video.

The realm configuration references a set of media policies that you configure in the
media policy configuration. Within these policies, you can establish TOS/DiffServ
values that define an individual type (or class) of service, and then apply them on a
per-realm basis. In the media profiles, you can also specify:

*  One or more audio media types for SIP and/or H.323
*  One or more video types for SIP and/or H.323
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DoS/ACL
Configuration

Enabling RTP-RTCP
UDP Checksum
Generation

Aggregate Session
Constraints Per Realm

*  Both audio and video media types for SIP and/or H.323
To establish what media policiesto use per realm in the ACLI:

1. media-policy—Enter the name (unique identifier) of the media policy you want
to apply in the realm. When the Net-Net SBC first sets up a SIP or H.323 media
session, it identifies the egress realm of each flow and then determines the
media-policy element to apply to the flow. This parameter must correspond to
avalid name entry in a media policy element. If you leave this parameter empty,
then QoS marking for media will not be performed for this realm.

Refer to this guide’s Number Translations chapter for realm-specific information
about using address translations on your Net-Net SBC. If you are not using this
feature, you can leave the in-translationid and out-translationid parameters
blank.

You can configure DNS functionality on a per-network-interface basis, or you can
configure DNS servers to use per realm. Configuring DNS servers for your realms
means that you can have multiple DNS servers in connected networks. In addition,
this allows you to specify which DNS server to use for a given realm such that the
DNS might actually be in a different realm with a different network interface.

This feature is available for SIP and MGCP only.
To configure realm-specific DNSin the ACLI:

1. dns-realm—Enter the name of the network interface that is configured for the
DNS service you want to apply in this realm. If you do not configure this
parameter, then the realm will use the DNS information configured in its
associated network interface.

Refer to this guide’s Security chapter for realm-specific information about using
DoS/ACL functionality on your Net-Net SBC. If you are not using this functionality,
you can leave the parameters at their default values: average-rate-limit, peak-rate-
limit, maximum-burst-size, access-control-trust-level, invalid-signal-
threshold, and maximum-signal-threshold.

You can configure your Net-Net SBC to generate a UDP checksum for RTP/ RTCP
packets on a per-realm basis. This feature is useful in cases where devices
performing network address translation (NATSs) do not pass through packets with a
zero checksum from the public Internet. These packets do not make it through the
NAT even if they have the correct to and from IP address and UDP port information.
When you enable this feature, the Net-Net SBC calculates a checksum for these
packets and thereby enables them to traverse a NAT successfully.

If you do not enable this feature, then the Net-Net SBC will not generate a checksum
for RTP or RTCP packets if their originator did not include one. If a checksum is
already present when the traffic arrives at the Net-Net 4000, the system will relay it.

You enable this feature on the outbound realm.

You can set session constraints for the Net-Net SBC’s global SIP configuration,
specified session agents, and specified SIP interfaces. This forces users who have a
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large group of remote agents to create a large number of session agents and SIP
interfaces.

With this feature implemented, however, you can group remote agents into one or
more realms on which to apply session constraints.

To enable sessions constraintson a per realm basis:

1. constraint-name—Enter the name of the constraint you want to use for this
realm. You set up in the session-constraints confiuration; for more information
about them, refer to the Aggregate Session Constraints for SIP (818) section in
this guide’s Admission Control and Quality of Service Reporting chapter.

To enable UDP checksum generation for arealm:

1. generate-udp-checksum—Enable this parameter to generate a UDP
checksum for this outbound realm. The default is disabled. Valid values are:

* enabled | disabled

You can set admission control based on bandwidth for each realm by setting the
max-bandwidth parameter for the realm configuration. Details about admission
control are covered in this guide’s Admission Control and QoS chapter.

In the ACLI, you do not need to configure the following parameters: max-latency,
max-jitter, max-packet-loss, and observ-window-size.
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Nested Realms

Configuring nested realms allows you to create backbone VPN separation for
signaling and media. This means that you can put signaling and media on separate
network interfaces, that the signaling and media VPN can have different address
spaces, and that the parent realm has one media-only sub-realm.

The following figure shows the network architecture.
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In addition, you can achieve enhanced scalability by using a shared service interface.
A single service address is shared across many customers/peers, customer specific
policies for bandwidth use and access control are preserved, and you can achieve
fine-grained policy control.

These benefits are achieved when you configure these types of realms:

*  Realm group—A hierarchical nesting of realms identified by the name of the
highest order realm.

*  Controlling realm—A realms for which a signaling interface is configured. For
example, you might configure these signaling interfaces in the following
configurations: SIP-NAT, SIP port, H.323 stack, or MGCP. Typically, this is the
highest order realm for the parent realm in a realm group.
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*  Parentrealm—A realm that has one or more child realms. A parent realm might
also be the child realm of another realm group.

*  Child realm—A realm that is associated with a single higher order parent realm.
A child might also be the parent realm of another realm group. Child realms
inherit all signaling and steering ports from higher order realms.

*  Media-only realm—A realm for which there is no configured signaling interface
directly associated. Media-only realms are nested within higher order realms.

As these definitions suggest, parent and child realms can be constructed so that
there are multiple nesting levels. Lower order realms inherit the traits of the realms
above them, including: signaling service interfaces, session translation tables, and
steering pools.

Since realms inherit the traits of the realms above them in the hierarchy, you will
probably want to map what realms should be parents and children before you start
configuring them. These relationships are constructed through one parameter in the
realm configuration that identifies the parent realm for the configuration. If you
specify a parent realm, then the realm you are configuring becomes a child realm
subject to the configured parameters you have established for that parent. And since
parent realms can themselves be children of other realm, it is important that you
construct these relationships with care.

PARENT REALM ABCD
SIGNALING INTERFACE MAX BANDWIDTH STEERING PORTS
SUBREAIM AB ‘ ‘ SUBREAIM CD
MED 18/ BW STEERING MEDIA/BW STEERING
ONLY A PORTS ONLY ‘ Ehas PORTS
I |
[ | [ |
‘ SUBREALM A SUBREAIM B SUBREALM © SUBREALM D ‘
MEDIA STEER | | MEDIA STEERI MEDIA STEER | | MEDIA STEERI
/BW 'm"“ ING /BW "'m“ NG /BW "'m“ ING /BW "‘m“ NG
ONLY PORTS | | ONLY PORTS ONLY POOL ONLY PORTS

When you are configuring nested realms, you can separate signaling and media by
setting realm parameters in the SIP interface configuration, the H.323 stack
configuration, and the steering ports configuration.

*  The realm identifier you set in the SIP interface configuration labels the
associated realm for signaling.

*  The realm identifier you set in the H.323 stack configuration labels the
associated realm for signaling.

*  The realm identifier you set in the steering ports configuration labels the
associated realm for media.

For MGCP, as explained below, you set a special option that enables nested realm
use.
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Constructing a hierarchy of nested realms requires that you note which realms you
want to handle signaling, and which you want to handle media.

In the SIP port configuration for the SIP interface and in the H.323 stack
configuration, you will find an allow anonymous parameter that allows you to set
certain access control measures. The table below outlines what each parameter
means.

Table 1: Allow Anonymous Parameters

Allow Anonymous -
Description

Parameter

all All anonymous connections allowed.

agents-only Connections only allowed from configured session agents.

realm-prefix Connections only allowed from addresses with the realm’s address
prefix and configured session agents.

registered Connections allowed only from session agents and registered
endpoints. (For SIP only, a REGISTER is allowed for any endpoint.)

register-prefix Connections allowed only from session agent and registered

endpoints. (For SIP only, a REGISTER is allowed for session agents
and a matching realm prefix.)

To configure nested realms, you need to set parameters in the realm configuration.

To configure parent and child realms;

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type media-manager and press <Enter> to access the system-level
configuration elements.

ACMEPACKET (configure)# media-manager

3. Typerealm and press <Enter>. The system prompt changes to let you know that
you can begin configuring individual parameters.

ACMEPACKET(media-manager)# realm-config
ACMEPACKET (realm-config)#

4. parent-realm—Enter the identifier of the realm you want to name as the
parent. Configuring this parameter makes the realm you are currently
configuring as the child of the parent you name. As such, the child realm is
subject to the configured parameters for the parent.

To configure nested realms, you need to set parameters in the realm configuration
and in the configurations for the signaling protocols you want to use.

To configure H.323 stack parametersfor nested realms:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type session-router and press <Enter> to access the system-level configuration
elements.

ACMEPACKET (configure)# session-router
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3. Type h323 and press <Enter>. The system prompt changes to let you know that
you can begin configuring individual parameters.

ACMEPACKET (session-router)# h323
ACMEPACKET (h323)#

4. Type h323-stacks and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

From this point, you can configure H.323 stack parameters. To view all h323-
stack configuration parameters, enter a ? at the system prompt.

5. allow-anonymous—Enter the admission control of anonymous connections
accepted and processed by this H.323 stack. The default is all. The valid values
are:

* all—Allow all anonymous connections
* agents-only—Only requests from session agents allowed
* realm-prefix—Session agents and address matching relam prefix

To configure M GCP for nested realms:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type session-router and press <Enter> to access the session-router path.
ACMEPACKET(configure)# session-router

3. Type mgcp-config and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (session-router)# mgcp-config
ACMEPACKET (mgcp-config)#

4. You can either add support to a new MGCP configuration or to an existing
MGCP configuration:

4a. If you do not currently have an MGCP configuration, you can add the option
by typing options, a <Space> and then nested-realm.

ACMEPACKET (mgcp-config)# options nested-realm

4b. Select the MGCP configuration so that you can add MGCP nested realm
support to it. Then, to add this option to a list of options that you have
already configured for the MGCP configuration, type options followed by a
<Space>, the plus sign (+), and the nested-realm option.

ACMEPACKET (mgcp-config)# select
ACMEPACKET (sip-config)# options +nested-realm

In addition to setting session constraints per realm for SIP and H.323 sessions, you
can also enable the Net-Net SBC to apply session constraints across nested realms.
When you set up session constraints for a realm, those constraints apply only to the
realm for which they are configured without consideration for its relationship either
as parent or child to any other realms.

You can also, however, enable the Net-Net SBC to take nested realms into
consideration when applying constraints. For example, if a call enters on a realm that
has no constraints but its parent does, then the constraints for the parent are applied.
This parameter is global and so applies to all realms on the system. For the specific
realm the call uses and for all of its parents, the Net-Net SNC increments the
counters upon successful completion of an inbound or outbound call.
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In the following example, you can see one parent realm and its multiple nested, child
realms. Now consider applying these realm constraints:

¢ Parent Realm 1—55 active sessions
e Child Realm 1—45 active sessions

¢ Child Realm 2A—30 active sessions
e Child Realm 2B—90 active sessions

¢ Child Realm 3—20 active sessions

Parent Realm 1

Given the realm constraints outlined above, consider these examples of how global
session constraints for realms. For example, a call enters the Net-Net SBC on Child
Realm 2B, which has an unmet 90-session constraint set. Therefore, the Net-Net
SBC allows the call based on Child Realm 2B. But the call also has to be within the
constraints set for Child Realm 1 and Parent Realm 1. If the call fails to fall within the
constraints for either of these two realms, then the Net-Net SBC rejects the call.

You can set up session constraints in different places in your Net-Net SBC
configuration. Since session agents and SIP interfaces also take session constraints,
it is import to remember the order in which the Net-Net SBC applies them:

1. Session agent session constraints
2. Realm session constraints (including parent realms)
3. SIP interface session constraints

Emergency and priority calls for each of these is exempt from session constraints.
That is, any call coming into the Net-Net SBC marked priority is processed.

You enabled use of session constraints for nested realms across the entire system by

setting the nested-realms-stats parameter in the session router configuration to
enabled.

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

2. Type session-router and press <Enter>.

ACMEPACKET(configure)# session-router
ACMEPACKET (session-router)#
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3. Type session-router and press <Enter>.

ACMEPACKET (session-router)# session-router
ACMEPACKET (session-router-config)#

4. nested-realms-stats—Change this parameter from disabled (default) to
enabled if you want the Net-Net SBC to apply session constraints across all
nested realms (realms that are children to other realms)

5. Save and activate your configuration.

Realm-Based Packet Marking

About
TOS/DiffServ

ToS Byte

DiffServ Byte

The Net-Net SBC supports TOS/DiffServ functions that allow you to
*  Setup realm-based packet marking by media type, either audio-voice or video
*  Setup realm-based packet marking for signaling, either SIP or H.323

Upstream devices use these markings to classify traffic in order to determine the
priority level of treatment it will receive.

TOS and DiffServ are two different mechanisms used to achieve QoS in enterprise
and service provider networks; they are two different ways of marking traffic to
indicate its priority to upstream devices in the network.

Given the somewhat confusing differences between TOS and DiffServ (since both
specify use of the same byte in the IP header), the ToS byte and DiffServ byte
sections below provide some basic information for clarification.

For more information about TOS (packet) marking, refer to:

» IETF RFC 1349 (http://www.ietf.org/rfc/rfc1349.txt)

For more information about DiffServ, refer to:

» IETF RFC 2474 (http://www.ietf.org/rfc/rfc2474 txt)
» IETF RFC 2475 (http://www.ietf.org/rfc/rfc2475 txt).

The TOS byte format is as follows:

Precedence TOS MBZ
e |+ | = [eaiiseny] 7 |

The TOS byte is broken down into three components:

*  Precedence—The most used component of the TOS byte, the precedence
component is defined by three bits. There are eight possible precedence values
ranging from 000 (decimal 0) through 111 (decimal 7). Generally, a precedence
value of 000 refers to the lowest priority traffic, and a precedence value of 111
refers to the highest priority traffic.

¢ TOS—The TOS component is defined by four bits, although these bits are rarely
used.

*  MBZ—The must be zero (MBZ) component of the TOS byte is never used.

Given that the TOS byte was rarely used, the IETF redefined it and in doing so
created the DiffServ byte.
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The DiffServ byte format is as follows:

Precedence TOS MBZ
Lo [+ [ » [Eamsiniiey @ |

The DiffServ codepoint value is six bits long, compared to the three-bit-long TOS
byte’s precedence component. Given the increased bit length, DiffServ codepoints
can range from 000000 (decimal 0) to 111111 (decimal 63).

Note: By default, DiffServ codepoint mappings map exactly to the
precedence component priorities of the original TOS byte specification.

You can set the TOS/DitfServ values that define an individual type or class of service
for a given realm. In addition, you can specify:

*  One or more audio media types for SIP and/or H.323
*  One or more video media types for SIP and/or H.323
*  Both audio and video media types for SIP and/or H.323

For all incoming SIP and H.23 requests, the media type is determined by negotiation
or by preferred codec. SIP media types are determined by the SDP, and H.323 media
types are determined by the media specification transmitted during call setup.

This section describes how to set up the media policy configuration that you need for
this feature, and then how to apply it to a realm.

These are the ACLI parameters that you set for the media policy:

name media policy name
tos-settings list of TOS settings

This is the ACLI parameter that you set for the realm:

media-policy default media policy name

To set up a media policy configuration to mark audio-voice or video packets:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type media-manager and press <Enter> to access the system-level
configuration elements.

ACMEPACKET (configure)# media-manager

3. Type media-policy and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET(media-manager)# media-policy
ACMEPACKET(media-policy)#

From this point, you can configure media policy parameters. To view all
configuration parameters for media profiles, enter a ? at the system prompt.

4. name—Enter the unique name of this media policy.
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tos-values—Enter the list of TOS values for media types for this media policy;
by default, this list is empty. These values provide a policing profile.

Using this list, you can specify one or more audio media types, one or more
video media types, or both audio and video media types.

The format for tos-values entry must follow: <media-type>:<tos-values.
The <media-types> portion can be either audio or video, and the <tos-
values is either a decimal or hexadecimal value to insert.

Single entries look like this:

ACMEPACKET(media-policy)# tos-values audio:100

Multiple entries for this parameter look like this:

ACMEPACKET (media-policy)# tos-values audio:100 video:0x33

You can use the add and delete commands when you enter the tos-values
parameter to edit the list of ToS values; entering a new list of values without the
add or delete commands overwrites the entire list.

ACMEPACKET (media-policy)# tos-values add audio:100
ACMEPACKET (media-policy)# tos-values delete audio:100

To apply a media policy to a realm:

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

Type media-manager and press <Enter> to access the system-level
configuration elements.

ACMEPACKET (configure)# media-manager

Type realm and press <Enter>. The system prompt changes to let you know that
you can begin configuring individual parameters.

ACMEPACKET (media-manager)# realm

ACMEPACKET (realm)#

media-policy—Enter the unique name of the media policy you want to apply
to this realm.

ToS marking for signaling requires you to configure a media policy and set the name
of the media policy in the appropriate realm configuration.

This section shows you how to configure packet marking for signaling.

To set up a media policy configuration to mark audio-voice or video packets:

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

Type media-manager and press <Enter> to access the system-level
configuration elements.

ACMEPACKET (configure)# media-manager

Type media-policy and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.
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Configuring the Class
Profile and Class
Policy

ACMEPACKET(media-manager)# media-policy
ACMEPACKET(media-policy)#

From this point, you can configure media policy parameters. To view all media
policy configuration parameters, enter a ? at the system prompt.

name—Enter the unique name of this media policy. When you set up the class
policy, this is the value you set in the media-policy parameter.

tos-values—Enter the list of TOS values for media types for this media policy;
by default, this list is empty. These values provide a policing profile.

Using this list, you can specify one or more audio media types, one or more
video media types, or both audio and video media types.

The format for tos-values entry must follow: <media-type>:<tos-values.
The <media-type> portion is sip, and the <tos-values is either a decimal or
hexadecimal value to insert.

You can use the add and delete commands when you enter the tos-values
parameter to edit the list of ToS values; entering a new list of values without the
add or delete commands overwrites the entire list.

To apply amedia policy toarealm:

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

Type media-manager and press <Enter> to access the system-level
configuration elements.

ACMEPACKET (configure)# media-manager

Type realm and press <Enter>. The system prompt changes to let you know that
you can begin configuring individual parameters.

ACMEPACKET(media-manager)# realm
ACMEPACKET (realm)#

media-policy—Enter the unique name of the media policy you want to apply
to this realm.

Class profile provides an additional means of ToS marking, but only for limited
circumstances. Use class-profile only if you are marking ToS on traffic destined for a
specific To address, and when media-policy is not used on the same realm. Using
media-policy for ToS marking is, by far, more common.

To configure a class profile, you prepare your desired media policy, create the class
profile referencing the media policy and the To address, and set the name of the class
profile in the appropriate realm configuration.

This section shows you how to configure packet marking using a class profile.

To configurethe class profile and class policy:

1.

In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
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Type session-router and press <Enter> to access the system-level configuration
elements.

ACMEPACKET (configure)# session-router

Type class-profile and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (session-router)# class-profile
ACMEPACKET(class-profile)#

Type policy and press <Enter> to begin configuring the class policy.
ACMEPACKET (class-profile)# policy

From this point, you can configure class policy parameters. To view all class
policy configuration parameters, enter a ? at the system prompt.

profile-name—Enter the unique name of the class policy. When you apply a
class profile to a realm configuration, you use this value.

to-address—Enter a list of addresses to match to incoming traffic for marking.
You can use E.164 addresses, a host domain address, or use an asterisk (*) to set
all host domain addresses.

media-policy—Enter the name of the media policy you want to apply to this
this class policy.

Toapply aclass policy toarealm:

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

Type media-manager and press <Enter> to access the system-level
configuration elements.

ACMEPACKET (configure)# media-manager

Type media-policy and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (media-manager)# realm
ACMEPACKET (realm)#
class-profile—Enter the name if the class profile to apply to this realm. This is

the name you set in the profile-name parameter of the class-policy
configuration.

SIP-SDP DCSP Marking/ToS Bit Manipulation

Used to indicate priority and type of requested service to devices in the network, type
of service (TOS) information is included as a set of four-bit flags in the IP header.
Each bit has a different purpose, and only one bit at a time can be set: There can be
no combinations. Available network services are:

Minimum delay—Used when latency is most important

Maximum throughput—Used when the volume of transmitted data in any
period of time is important

Maximum reliability—Used when it is important to assure that data arrives at its
destination without requiring retransmission

Minimum cost—Used when it is most important to minimize data transmission
costs
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The Net-Net SBC’s support for type of service (TOS allows you to base classification
on the media type as well as the media subtype. In prior releases, you can configure
the Net-Net SBC to mark TOS bits on outgoing packets using a media policy.
Supported media types include audio, video, application, data, image, text, and
message; supported protocol types are H.225, H.245, and SIP. Note that, although
H.225 and H.245 are not part of any IANA types, they are special cases (special
subtypes) of “message” for the Net-Net SBC. When these criteria are met for an
outgoing packet, the Net-Net SBC applies the TOS settings to the IP header. The
augmented application of TOS takes matching on media type or protocol and
expands it to match on media type, media-sub-type, and media attributes.

The new flexibility of this feature resolves issues when, for example, a customer
needs to differentiate between TV-phone and video streaming. While both TV-
phone and video streaming have the attribute “media=video,” TV-phone streaming
has “direction=sendrcv” prioritized at a high level and video has
“direction=sendonly or recvonly” with middle level priority. The Net-Net SBC can
provide the appropriate marking required to differentiate the types of traffic.

In the media policy, the tos-values parameter accepts values that allow you to create
any media type combination allowed by IANA standards. This is a dynamic process
because the Net-Net SBC generates matching criteria directly from messages.

The new configuration takes a media type value of any of these: audio, example,
image, message, model, multipart, text, and video. It also takes a media sub-type of
any value specified for the media type by IANA; however, support for T.38 must be
entered exactly as t.38 (rather than t38). Using these values, the Net-Net SBC
creates a value Based on a combination of these values, the Net-Net SBC applies
TOS settings.

You also configure the TOS value to be applied, and the media attributes you want
to match.

You can have multiple groups of TOS settings for a media policy.

This section provides instructions for how to configure TOS bit manipulation on
your Net-Net SBC.

To configure TOS bit manipulation:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal
2. Type media-manager and press <Enter>.

ACMEPACKET (configure)# media-manager
ACMEPACKET (media-manager)#

3. Type media-policy and press <Enter>.
ACMEPACKET(media-manager)# media-policy

If you are adding support for this feature to a pre-existing configuration, then
you must select (using the ACLI select command) the configuration you want
to edit.

4. Type tos-settings and press <Enter>.
ACMEPACKET(media-policy)# tos-settings
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5. media-type—Enter the media type that you want to use for this group of TOS
settings. You can enter any of the JANA-defined media types for this value:
audio, example, image, message, model, multipart, text, and video. This value is
not case-sensitive and can be up to 255 characters in length; it has no default.

ACMEPACKET (tos-settings)# media-type message

6. media-sub-type—Enter the media sub-type you want to use for the media
type. This value can be any of the sub-types that IANA defines for a specific
media type. This value is not case-sensitive and can be up to 255 characters in
length; it has no default.

ACMEPACKET (tos-settings)# media-sub-type sip

7. media-attributes—Enter the media attribute that will match in the SDP. This
parameter is a list, so you can enter more than one value. The values are case-
sensitive and can be up to 255 characters in length. This parameter has no
default.

If you enter more than one media attribute value in the list, then you must
enclose your entry in quotation marks (*).

ACMEPACKET (tos-settings)# media-attributes “sendonly sendrecv”

8. tos-values—Enter the TOS values you want applied for matching traffic. This
value is a decimal or hexidecimal value. The valid range is:

¢ (0x00 to OxFF.
ACMEPACKET (tos-settings)# tos-value OxFO

9. Save and activate your configuration.

Steering Pools

Steering pools define sets of ports that are used for steering media flows through the
Net-Net SBC. These selected ports are used to modify the SDP to cause receiving
session agents to direct their media toward this Net-Net system. Media can be sent
along the best quality path using these addresses and ports instead of traversing the
shortest path or the BGP-4 path.

For example, when the Net-Net SBC is communicating with a SIP device in a specific
realm defined by a steering pool, it uses the IP address and port number from the
steering pool’s range of ports to direct the media. The port the Net-Net SBC chooses
to use is identified in the SDP part of the message.

Note: The values entered in the steering pool are used when the Net-
Net system provides NAT, PAT, and VLAN translation.

Configuration To plan steering pool ranges, take into account the total sessions available on the

Overview box, determine how many ports these sessions will use per media stream, and assign
that number of ports to all of the steering pools on your Net-Net SBC. For example,
if your Net-Net SBC can accommodate 500 sessions and each session typically uses
2 ports, you would assign 1000 ports to each steering pool. This strategy provides for
amaximum number of ports for potential use, without using extra resources on ports
your Net-Net SBC will never use.
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The following table lists the steering pool parameters you need to configure:

Parameter Description
IP address IPv4 address of the steering pool.
start port Port number that begins the range of ports available to

the steering pool.
You must define this port to enable the Net-Net system
to perform media steering and NATing.

end port Port number that ends the range of ports available to the

steering pool.
You must define this port to enable the Net-Net system
to perform media steering and NATing.

realm id Identifies the steering pool’s realm. The steering pool is

restricted to only the flows that originate from this
realm.

Note: The combination of entries for IP address, start port, and realm
ID must be unique in each steering pool. You cannot use the same
values for multiple steering pools.

Each bidirectional media stream in a session uses two steering ports, one in each
realm (with the exception of audio/video calls that consume four ports). You can
configure the start and end port values to provide admission control. If all of the
ports in all of the steering pools defined for a given realm are in use, no additional
flows/sessions can be established to/from the realm of the steering pool.

ACLI Instructions To configure a steering pool:

and Examples

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

Type media-manager and press <Enter> to access the system-level
configuration elements.

ACMEPACKET (configure)# media-manager

Type steering-pool and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET(media-manager)# steering-pool
ACMEPACKET (steering-pool)#

ip-address—Enter the target IPv4 address of the steering pool in IP address
format. For example:

192.168.0.11

start-port—Enter the start port value that begins the range of ports available to
this steering pool. The default is 0. The valid range is:

¢  Minimum—oO0
¢  Maximum—65535

You must enter a valid port number or the steering pool will not function
properly.

end-port—Enter the end port value that ends the range of ports available to this
steering pool. The default is 0. The valid range is:
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*  Minimum—o0
*  Maximum—65535
You must enter a valid port number or the steering pool will not function
properly.

7. realm-id—Enter the realm ID to identify the steering pool’s realm, following
the name format. The value you enter here must correspond to the value you

entered as the identifier (name of the realm) when you configured the realm. For
example:

peer-1
This steering pool is restricted to flows that originate from this realm.
The following example shows the configuration of a steering pool that

steering-pool

ip-address 192.168.0.11
start-port 20000

end-port 21000

realm-id peer-1
last-modified-date 2005-03-04 00:35:22
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Multiple Interface Realms

How It Works

The multi-interface realm feature lets you group multiple network interfaces to
aggregate their bandwidth for media flows. In effect, this feature lets you use the
total throughput of the available physical interfaces on your Net-Net SBC for a single
realm. Multi-interface realms are implemented by creating multiple steering pools,
each on an individual network interface, that all reference a single realm.

Of course, you can not to use this feature and configure your Net-Net SBC to create
a standard one-realm to one-network interface configuration.

Without using multiple interface realms, the basic hierarchical configuration of the
Net-Net SBC from the physical interface through the media steering pool looks like
this:

steering pool

realm

T

realm

network-interface

network interface

physical-interface

physical interface

In this model, one (non-channelized) network interface exists on a physical
interface. One realm exists on one network interface. One or more steering pools can
exist on one realm. Within each higher level configuration element exists a
parameter that references a lower level configuration element in the Net-Net SBC’s
logical network model.

The multi-interface realm feature directs media traffic entering and exiting multiple
network interfaces in and out of a single realm. Since all the steering pools belong to
the same realm, their assigned network interfaces all feed into the same realm as
well. The following diagram shows the relationship in the new logical model:
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The advantage of using multi-interface realms is the ability to aggregate the
bandwidth available to multiple network interfaces for a larger-than-previously-
available total bandwidth for a realm. In the illustration below, three physical
interfaces each have X Kbps of bandwidth. The total bandwidth available to the
realm with multiple network interfaces is now 3X the bandwidth. (In practical usage,
interface-1 only contributes X - VoIP Signaling to the total media bandwidth available
into the realm.)

Realm Throughput:
3X Kbps

= /

interface-1 interface-2 interface-3 Net-Net SBC
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Creating a List of
Network Interfaces for
the Realm

Creating Steering
Pools for Multiple
Interface Realms

Every steering pool you create includes its own range of ports for media flows. The
total number of ports in all the steering pools that feed into one realm are available
for calls in and out of the realm.

Steering pool ports for a given realm are assigned to media flows sequentially. When
the first call enters the Net-Net SBC after start-up, it is assigned the first ports on the
first steering pool that you configured. New calls are assigned to ports sequentially
in the first steering pool. When all ports from the first steering pool are exhausted,
the Net-Net SBC uses ports from the next configured steering pool. This continues
until the last port on the last configured steering pool is used.

After the final port is used for the first time, the next port chosen is the one first
returned as empty from the full list of ports in all the steering pools. As media flows
are terminated, the ports they used are returned to the realm’s full steering pool. In
this way, after initially exhausting all ports, the realm takes new, returned, ports from
the pool in a “least last used” manner.

When a call enters the Net-Net SBC, the signaling application allocates a port from
all of the eligible steering pools that will be used for the call. Once a port is chosen,
the Net-Net SBC checks if the steering pool that the port is from has a defined
network interface. If it does, the call is set up on the corresponding network
interface. If a network interface is not defined for that steering pool, the network
interface defined for the realm is used.

This section explains how to configure your Net-Net SBC to use multiple interface
realms.

You must first configure multiple physical interfaces and multiple network interfaces
on your Net-Net SBC.

To configure the realm configuration for multi-interface realms.

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type media-manager and press <Enter> to access the media-manager path.
ACMEPACKET (configure)# media-manager

3. Type realm-config and press <Enter>. The system prompt changes.

ACMEPACKET (media-manager)# realm-config
ACMEPACKET (realm-config)#

From this point, you can configure a realm that will span multiple network
interfaces.

4. network-interfaces—Enter the name of the network interface where the
signaling traffic for this realm will be received.

To configure steering poolsfor multi-interfacerealms:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type media-manager and press <Enter> to access the media-manager path.
ACMEPACKET (configure)# media-manager
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Type steering-pool and press <Enter>. The system prompt changes.

ACMEPACKET (media-manager)# steering-pool
ACMEPACKET (steering-pool)#

From this point, you can configure steering pools which collectively bridge the
multiple network interfaces they are connected to.

ip-address—Enter the IP address of the first steering pool on the first network
interface.

This IP address must correspond to an IP address within the subnet of a network
interface you have already configured.

This IP can not exist on a network interface other than the one you configure in
the network-interface parameter.

start-port—Enter the beginning port number of the port range for this steering
pool. The default is 0. The valid range is:

¢  Minimum—oO0
¢  Maximum—65535

end-port—Enter the ending port number of the port range for this steering
pool. The default is 0. The valid range is:

¢  Minimum—oO0
¢  Maximum—65535

realm-id—Enter the name of the realm which this steering pool directs its
media traffic toward.

network-interface—Enter the name of the network interface you want this
steering pool to direct its media toward. This parameter will match a name
parameter in the network-interface configuration element. If you do not
configure this parameter, you can only assign a realm to a single network
interface, as the behavior was in all SD Software releases pre- 2.1.

Create additional steering pools on this and on other network interfaces as
needed. Remember to type done when you are finished configuring each new
steering pool.
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Media over TCP

TCP Bearer
Conditions

TCP Port Selection

The Net-Net SBC now supports REC 4145 (TCP-Based Media Transport in the SDP),
also called TCP Bearer support. Media over TCP can be used to support applications
that use TCP for bearer path transport.

RFC 4145 adds two new attributes, setup and connection, to SDP messages. The setup
attribute indicates which end of the TCP connection should initiate the connection.
The connection attribute indicates whether an existing TCP connection should be
used or if a new TCP connection should be setup during re-negotiation. RFC 4145
follows the offer/answer model specified in RFC3264. An example of the SDP offer
message from the end point 192.0.2.2 as per RFC4145 is as given below:

m=image 54111 TCP t38
c=IN IP4 192.0.2.2
a=setup:passive
a=connection:new

This offer message indicates the availability of t38 fax session at port 54111 which
runs over TCP. Net-Net SBC does not take an active part in the application-layer
communication between each endpoint.

The Net-Net SBC provides the means to set up the end-to-end TCP flow by creating
the TCP/IP path based on the information learned in the SDP offer/answer process.

Note: SIP-interfaces configured as TCP with overlapping IP addresses
using the same network-interface is not supported for Session
Replication for Recording (SRR). In other words, if multiple realms are
configured on a single network interface and Session Replication for
Recording (SRR) is enabled on all the realms, there is no support for
multiple SIP-interfaces using TCP signaling on the same IP address.

The following conditions are applicable to the Net-Net SBC’s support of RFC 4145.

1. The Net-Net SBC can not provide media-over-TCP for HNT scenarios
(endpoints behind NATSs).

2. If media is released into the network, the TCP packets do not traverse the Net-
Net. Therefore, no TCP bearer connection is created.

3. The Net-Net SBC does not inspect the setup and connection attributes in the SDP
message since the TCP packets transparently pass through the Net-Net SBC.
These SDP attributes are forwarded to the other endpoint. It is the other
endpoint's responsibility to act accordingly.

4. After the Net-Net SBC receives a SYN packet, it acts as a pure pass through for
that TCP connection and ignores all further TCP handshake messages including
FIN and RST. The flow will only be torn down in the following instances:

* The TCP initial guard timer, TCP subsequent guard timer, or the TCP flow
time limit timer expire for that flow.

¢ The whole SIP session is torn down.

When a call is first set up, the Net-Net SBC inspects the SDP message's m-line to
see if any media will be transported via TCP. If the SDP message indicates that some
content will use TCP, the Net-Net SBC allocates a configured number of steering
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ports for the media-over-TCP traffic. These TCP media ports are taken from the each
realm’s steering pool.

Each endpoint can initiate up to four end-to-end TCP flows between itself and the
other endpoint. The Net-Net SBC assigns one port to receive the initial TCP packet
(server port), and one to four ports assigned to send TCP traffic (client ports) to the
receiving side of the TCP flow. The number of TCP flows for each call is configured
globally.

In order to configure the Net-Net SBC to facilitate and support this process, you
need to specify the number of ports per side of the call that can transport discrete
TCP flows. You can configure one to four ports/flows. For configuration purposes,
the Net-Net SBC counts this number as inclusive of the server port. Therefore if you
want the Net-Net SBC to provide a maximum of one end-to-end TCP flow, you have
to configure two TCP ports; one to receive, and one to send. The receiving port
(server) is reused to set up every flow, but the sending port (client) is discrete per
flow. For example: for 2 flows in each direction, set the configuration to 3 TCP ports
per flow; for 3 flows in each direction, set the configuration to 4 TCP ports per flow,
etc.

The server port is used for initiating a new TCP connection. An endpoint sends the
first packet to a server port on the ingress interface. The packet is forwarded out of
the Net-Net SBC through a client port on the egress interface toward an endpoint:

TCP Connection 1 - Eastward Path

Net-Net SBC

\
L
[

c] [ef]
c[] e
C] Cef]
Ingress Egress
Interface Interface
s — server port -
¢ — client port
@ — connection origin 1! TCP Connection — Initial Path

The endpoint responds back to the client port on the egress interface. This message
traverses the Net-Net SBC and is forwarded out of the server port on the ingress
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interface where the initial packet was sent. The remainder of the TCP flow uses the
server and client port pair as a tunnel through the Net-Net SBC:

TCP Connection 1 - Westward Path

Net-Net SBC
Sfe— | (5[]
[l (¢
Ll HE N
Ueld Llep
Leld Licp
Ingress Egress
Interface Interface
s — server port
¢ — client port
@— connection origin 1% TCP Connection — Return Path

When the second TCP connection is set up in the same direction as in the first
example, the first packet is still received on the server port of the ingress interface.
The next unused client port is chosen for the packet to exit the Net-Net SBC:

TCP Connection 2 - Eastward Path

Net-Net SBC
—Tlls LslJ
J//"J H:t:::-h—hm
///.-' | 4 | "--.___H-:*——H C
Llcl] Llel]
Lel] LlelJ
Ingress Egress
Interface Interface
s — server port
c—clientport 1% TCP Connection Path
@— connection origin 2™ TCP Connection — Initial Path
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The response takes the same path back to the caller. The remainder of the second
TCP connection uses this established path:

TCP Connection 2 - Westward Path

Net-Net SBC

ol (O] [0 |of |n
{
/
/
ol (6] (o] 6] [@®
|
|

Ingress Egress
Interface Interface
s — server port
c — client pqﬂ . 1% TCP Connection Path
@— connection origin 2" TCP Connection — Return Path

When the callee initiates a TCP connection, it must send its initial traffic to the server
port on its Net-Net SBC ingress interface. The packet is forwarded out of the first free
client port on the egress side of this TCP connection toward the caller.

TCP Connection 3 — Callee Initiates Connection

Net-Net SBC

O o] 1] & |[n
Ol [ [&] 16] [»

L\;E

Ingress Egress
Interface Interface:

5= 5“?“"‘9" port 1 TCP Connection Path
¢ — client port 2" TCP Connection Path
@— connection origin CH e '
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The caller’s response takes the same path back to the callee that initiated this TCP
connection. The remainder of the third TCP connection uses this established path.

TCP Connection 3 — Return Path: Caller to Callee

Net-Net SBC
S — s
—
cl | — | ¢ H\‘
cl] [ T — —-K
cl ] Llel)
cl] Lleld
Ingress Egress
Interface Interface
§- S?WE‘T port 1* TCP Connection Path
¢ — client port 2" TCP Connection Path

@— connection origin

The Net-Net SBC can support a total of eight media-over-TCP connections per call.
A maximum of 4 connections are supported as initiated from each side of the call.

SDP Offer Example The following abbreviated call flow diagram sets up a media-over-TCP flow.
Observe that the caller listens for audio over TCP on 172.16.0.10:10000, as described
in the SDP offer (1). The Net-Net SBC re-writes the m and c lines in the SDP offer
to reflect that it is listening for audio over TCP on its egress interface at
192.168.0.1:10000 (3). The Net-Net SBC then forwards the SIP invite to the callee.

The SIP callee responds with an SDP answer in a 200 OK message. The callee
indicates it is listening for the audio over TCP media on 192.168.0.10:10001 (6). The
Net-Net SBC re-writes the m and c lines in the SDP answer to reflect that it is
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listening for audio over TCP on the call's ingress interface at 172.16.0.1:10001 (7).
The Net-Net SBC then forwards the SIP invite to the caller.

Net-Net SBC
SIP Caller 30 Ingress S0 Egress IF S|P Callee
172.16.0.100 IF17216.01 192 168.0.1 192 168.0.100

12 INVITE———]

SDP
m=audio 10000 TCP
c=IN IP4 172.16.0.100

e B RYING——
2100 N 3 INVITE————————

SDP
m=audio 10000 TCF gy
c=IN IP4 192 168.0.1

p————4: 180 RINGING————
[———5: 180 RINGING————

l—— 5 200 0K

SDP
m=audio 10001 TCP
c=IN IP4 192 168.0.100

[——————7 200 O

SDP
= m=audio 10001 TCP
c=IN IP4 172.16.0.1

8 ACK———

& ACK————————
-l 10: BYE

11 BYE———————— |

o ——————12- 200 OK
13: 200 OK———=

All interfaces involved with the end-to-end TCP flow have now established their
listening IP address and port pairs.

The Net-Net SBC has three guard timers that ensure a TCP media flow does not
remain connected longer than configured. You can set each of these from 0
(disabled) to 999999999 in seconds.

*  TCPinitial guard timer — Sets the maximum time in seconds allowed to elapse
between the initial SYN packet and the next packet in this flow.

*  TCP subsequent guard timer — Sets the maximum time in seconds allowed to
elapse between all subsequent sequential TCP packets.

*  TCP flow time limit — Sets the maximum time that a single TCP flow can last.
This does not refer to the entire call.

To configure media over TCP:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type media-manager and press <Enter> to access the media-level
configuration elements.

ACMEPACKET (configure)# media-manager
ACMEPACKET (media-manager)#
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3. Type media-manager and press <Enter> to begin configuring media over TCP.

ACMEPACKET(media-manager)# media-manager
ACMEPACKET (media-manager-config)#

4. tcp-number-of-ports-per-flow—Enter the number of ports, inclusive of the
server port, to use for media over TCP. The total number of supported flows is
this value minus one. The default is 2. The valid range is:

e Minimum—2
e Maximum—b5
ACMEPACKET (realm-config)# tcp-number-of-ports-per-flow 5

5. tcp-initial-guard-timer—Enter the maximum time in seconds allowed to
elapse between the initial SYN packet and the next packet in a media-over-TCP
flow. The default is 300. The valid range is:

e Minimum—O0
¢ Maximum—999999999
ACMEPACKET(realm-config)# tcp-initial-guard-timer 300

6. tcp-subsq-guard-timer—Enter the maximum time in seconds allowed to
elapse between all subsequent sequential media-over-TPC packets. The default
is 300.

e Minimum—0
e Maximum—999999999
ACMEPACKET (realm-config)# tcp-subsq-guard-timer 300

7. tcp-flow-time-limit—Enter the maximum time in seconds that a media-over-
TCP flow can last. The default is 86400. The valid range is:

e Minimum—O0
¢ Maximum—999999999
ACMEPACKET (realm-config)# tcp-Flow-time-limit 86400

Restricted Media Latching

About Latching

Restricted Latching

The restricted media latching feature lets the Net-Net SBC latch only to media from
a known source IP address, in order to learn and latch the dynamic UDP port
number. The restricting IP address’s origin can be either the SDP information or the
SIP message’s Layer 3 (L3) IP address, depending on the configuration.

Latching is when the Net-Net SBC listens for the first RTP packet from any source
address/port for the destination address/port of the Net-Net SBC. The destination
address/port is allocated dynamically and sent in the SDP. After it receives a RTP
packet for that allocated destination address/port, the Net-Net SBC only allows
subsequent RTP packets from that same source address/port for that particular Net-
Net SBC destination address/port. Latching does not imply that the latched source
address/port is used for the destination of the reverse direction RTP packet flow (it
does not imply the Net-Net SBC will perform symmetric RTP).

The Net-Net SBC restricts latching of RTP/RTCP media for all calls within a realm.
It latches to media based on one of the following:
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*  SDP: the IP address and address range based on the received SDP c= connect
address line in the offer and answer.

* Layer 3: the IP address and address range based on the received L3 IP address
of the offer or answer. This option is for access registered HNT endpoints. If the
L3 IP address is locally known and cached by the Net-Net SBC as the public SIP
contact address, that information could be used instead of waiting for a
response. The Net-Net SBC might use the L3 IP address restriction method for
all calls regardless of whether the endpoint is behind a NAT or not, for the same
realms.

A mode where a device’s source address/ports for the RTP/RTCP it sends to the Net-
Net SBC that are latched, are then used for the destination of RTP/RTCP sent to the
device.

After allocating the media session in SIP, the Net-Net SBC sets the restriction mode
and the restriction mask for the calling side as well as for the called side. It sets the
source address and address prefix bits in the flow. It also parses and loads the source
flow address into the MIBOCO messages. After receiving the calling SDP, the Net-
Net SBC sets the source address (address and address prefix) in the appropriate flow
(the flow going from calling side to the called side). After receiving the SDP from the
called side, the Net-Net SBC sets the source address in the flow going from the
called side to the calling side.

The Net-Net SBC uses either the address provided in the SDP or the layer 3
signaling address for latching. You also configure the Net-Net SBC to enable
latching so that when it receives the source flow address, it sets the address and
prefix in the NAT flow. When the NAT entry is installed, all the values are set
correctly. In addition, sipd sends the information for both the incoming and
outgoing flows. After receiving SDP from the called side sipd, the Net-Net SBC
sends information for both flows to the MBCD so that the correct NAT entries are
installed.

Enabling restricted latching may make the Net-Net SBC wait for a SIP/SDP response
before latching, if the answerer is in a restricted latching realm. This is necessary
because the Net-Net SBC does not usually know what to restrict latching to until the
media endpoint is reached. The only exception could be when the endpoint’s
contact/IP is cached.

The current forced HNT symmetric latching feature lets the Net-Net SBC assume
devices are behind NATSs, regardless of their signaled IP/SIP/SDP layer addresses.
The Net-Net SBC latches on any received RTP destined for the specific IP
address/port of the Net-Net SBC for the call, and uses the latched source
address/port for the reverse flow destination information.

If both restricted latching and symmetric latching are enabled, the Net-Net SBC only
latches if the source matches the restriction, and the reverse flow will only go to the
address/port latched to, and thus the reverse flow will only go to an address of the
same restriction.

*  Symmetric latching is enabled.

If symmetric latching is enabled, the Net-Net SBC sends the media in the
opposite direction to the same IP and port, after it latches to the source address
of the media packet.
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Example 1

Example 2

ACLI Instructions
and Examples

*  Symmetric latching is disabled.

If symmetric latching is disabled, the Net-Net SBC only latches the incoming
source. The destination of the media in the reverse direction is controlled by the
SDP address.

A typical example is when the Net-Net SBC performs HNT and non-HNT
registration access for endpoints. Possibly the SDP might not be correct, specifically
if the device is behind a NAT. Therefore the Net-Net SBC needs to learn the address
for which to restrict the media latching, based on the L3 IP address. If the endpoint
is not behind a NAT, then the SDP could be used instead if preferred. However, one
can make some assumptions that access-type cases will require registration caching,
and the cached fixed contact (the public FW address) could be used instead of
waiting for any SDP response.

Another example is when a VolIP service is provided using symmetric-latching. A
B2BUA/proxy sits between HNT endpoints and the Net-Net SBC, and calls do not
appear to be behind NATs from the Net-Net SBC’s perspective. The Net-Net SBC’s
primary role, other than securing softswitches and media gateways, is to provide
symmetric latching so that HNT media will work from the endpoints.

To ensure the Net-Net SBC’s latching mechanism is restricted to the media from the
endpoints when the SIP Via and Contact headers are the B2BUA/proxy addresses
and not the endpoints’, the endpoint’s real (public) IP address in the SDP of the
offer/answer is used. The B2BUA/proxy corrects the c= line of SDP to that of the
endpoints’ public FW address.

The Net-Net SBC would then restrict the latching to the address in the SDP of the
offer from the access realm (for inbound calls) or the SDP answer (for outbound
calls).

To configure restricted latching;:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type media-manager and press <Enter> to access the media-level
configuration elements.

ACMEPACKET (configure)# media-manager
ACMEPACKET (media-manager)#

3. Type realm-config and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET(media-manager)# realm-config
ACMEPACKET (realm-config)#

4. Select the realm where you want to apply this feature.

ACMEPACKET (realm-config)# select

identifier:

1: Acme_Realm <none> 0.0.0.0
2: MGCP_Realm <none> 0.0.0.0
3: H323REALM <none> 0.0.0.0

selection:1
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ACMEPACKET (realm-config)#

5. restricted-latching— Enter the restricted latching mode. The default is none.
The valid values are:

* none—No restricted-latching used
* sdp—Use the address provided in the SDP for latching
» peer-ip—Use the layer 3 signaling address for latching

6. restriction-mask— Enter the number of address bits you want used for the
source latched address. This field will be used only if the restricted-latching is
used. The default is 32. When this value is used, the complete IP address is
matched. The valid range is:

e Minimum—1

¢  Maximum—32

Media Release Across SIP Network Interfaces

Example

This feature lets the Net-Net SBC release media between two SIP peers, between
two realms on two network interfaces of the same Net-Net SBC. Use this feature
when you want the Net-Net SBC to release media for specific call flows, regardless
of the attached media topology.

You can have two or more Net-Net SBCs with MGCP realms, performing MGCP
signaling, media, and NATing to the MGCP call agent. The call agent signals SIP to
peers (Level 3) for off-net calls, always through a default Net-Net SBC route. In
many cases, the Net-Net SBC being used for SIP call routing (SBC2) is not the same
Net-Net SBC where the MGCP endpoint resides (SBC1). In addition, a more direct
media path exists between the MGCP-served Net-Net SBC (SBC1) and Level-3. The
SDP provided by the Net-Net SBC MGCP ALG (SBC1) is public and can be routed
to Level 3. However, the SIP default route Net-Net SBC (SBC2) is also an MGCP
ALG and cannot have global media release. It must keep media management for
MGCP.

SIP can also arrive from other Net-Net SBCs (or perhaps go out through them in the
future). The Net-Net SBC must be able to perform similar media release for SIP
while managing media for MGCP or access SIP realms.
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In the following diagram, the access realms for endpoints are currently MGCP, with
the expectation they will be migrated to SIP in the future.

Service Provider Peer (L3)

% All peer traffic default route, need to media release SIP

‘Net-Net SBC 2

MGCP CAISIP Proxy

)
o~ Network interface 2 Network interface 1 b
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MGCP Access MGCP Access

L
-
Realm 2 -
e

Realm 1
________ L media e
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ACLI Instructions To configure media release across network interfaces:

and Examples
1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal

2. Type media-manager and press <Enter> to access the media-level
configuration elements.

ACMEPACKET (configure)# media-manager
ACMEPACKET (media-manager)#

3. Type realm-config and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET(media-manager)# realm-config
ACMEPACKET (realm-config)#

4. Select the realm where you want to apply this feature.

ACMEPACKET (realm-config)# select

identifier:
1: Acme_Realm <none> 0.0.0.0
2: MGCP_Realm <none> 0.0.0.0
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3: H323REALM <none> 0.0.0.0

selection:1
ACMEPACKET (realm-config)#
mm-in-system—-Set this parameter to enabled to manage/latch/steer media in

the Net-Net SBC. Set this parameter to disabled to release media in the Net-
Net SBC.

Note: Setting this parameter to disabled will cause the Net-Net SBC
to NOT steer media through the system (no media flowing through this
Net-Net SBC).

The default is enabled. The valid values are:

* enabled | disabled

Media Release Behind the Same IP Address

Additional Media
Management
Options

Configuring Media
Release Behind
the Same IP
Address

ACLI Instructions and
Examples

The media management behind the same IP feature lets the Net-Net SBC release
media when two endpoints are behind the same IP address, in the same realm.
Using this feature prevents the media for intra-site calls from going through the Net-
Net SBC. You can use this feature for both hosted NAT traversal (HNT) and non-
HNT clients. It works with NATed endpoints and for non-NATed ones that are
behind the same IP.

Additional media management options include:

Media directed between sources and destinations within this realm on this
specific Net-Net SBC. Media travels through the Net-Net SBC rather than
straight between the endpoints.

Media directed through the Net-Net SBC between endpoints that are in
different realms, but share the same subnet.

For SIP only, media released between multiple Net-Net SBCs.

To enable SIP distributed media release, you must set the appropriate parameter
in the realm configuration. You must also set the SIP options parameter to
media-release with the appropriate header name and header parameter
information. This option defines how the Net-Net SBC encodes IPv4 address
and port information for media streams described by, for example, SDP.

You need to configure both the mm-in-realm and mm-same-ip parameters for the
realm:

If the mm-in-realm parameter is disabled, the mm-same-ip parameter is

ignored.

If the mm-in-realm parameter is enabled and the mm-same-ip parameter is
disabled, media will be managed in the realm but released if the two endpoints
are behind the same IP address.

To configure media management:

1.

In Superuser mode, type configure terminal and press <Enter>.
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ACMEPACKET# configure terminal

Type media-manager and press <Enter> to access the media-related
configurations.

ACMEPACKET (configure)# media-manager

Type realm and press <Enter>. The system prompt changes to let you know that
you can begin configuring individual parameters.

ACMEPACKET(media-manager)# realm-config
ACMEPACKET (realm-config)#

From this point, you can configure realm parameters. To view all realm
configuration parameters, enter a ? at the system prompt.

mm-in-realm—Enable if you plan to use mm-same-ip. If this parameter is
disabled, the mm-same-ip parameter is ignored. If you set this to enabled and
mm-same-ip to disabled, media is managed in the realm but released if the two
endpoints are behind the same IP address. The default is disabled. The valid
values are:

* enabled | disabled

mm-same-ip—Enable if you want media to go through this Net-Net SBC, if
mm-in-realm is enabled. When disabled, the media will not go through the
Net-Net SBC for endpoint that are behind the same IP. The default is enabled.
The valid values are:

* enabled | disabled

Bandwidth CAC for Media Release

ACLI Instructions
and Examples

The bandwidth CAC for media release feature adds per-realm configuration that
determines whether or not to include inter-realm calls in bandwidth calculations.
When you use this feature, the Net-Net SBC’s behavior is to count and subtract
bandwidth from the used bandwidth for a realm when a call within a single site has
its media released. When you do not enable this feature (and the Net-Net SBC’s
previous behavior), the Net-Net does not subtract the amount of bandwidth.

In other words:

When you enable this feature, an inter-realm media-released call will
decrement the maximum bandwidth allowed in that realm with the bandwidth
used for that call.

When you disable this feature (default behavior), and inter-realm media-
released call will not decrement the maximum bandwidth allowed for that call.

To enable bandwidth CAC for media release:

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal
Type media-manager and press <Enter>.

ACMEPACKET (configure)# media-manager
ACMEPACKET (media-manager)#

Type realm-config and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (media-manager)# realm-config
ACMEPACKET (realm-config)#
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4. Select the realm where you want to want to add this feature.
ACMEPACKET (realm-config)# select

5. bw-cac-non-mm—Enable this parameter to turn on bandwidth CAC for media
release. The default is disabled. The valid values are:

* enabled | disabled

6. Save and activate your configuration.

Media Release between Endpoints with the Same IP Address

ACLI Instructions
and Examples

You can configure your Net-Net SBC to release media between two endpoints even
when one of them:

* Isdirectly addressable at the same IP address as a NAT device, but is not behind
a NAT device

* Isat the same IP address of a NAT device the other endpoint is behind

You enable this feature on a per-realm basis by setting an option in the realm
configuration.

When this option is not set, the Net-Net SBC will (when configured to do so) release
media between two endpoints sharing one NAT IP address in the same realm or
network.

In order for this feature to work properly, the following conditions apply for the
realm configuration:

»  Either the mm-in-realm or the mm-in-network parameter must be disabled;
you can have one of these enabled as long as the other is not. The new option
will apply to the parameter that is disabled.

o If either the mm-in-realm or mm-in-network parameter is enabled, then the
mm-same-ip parameter must be disabled.

To enable media release between endpoints with the same | P address:

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

2. Type media-manager and press <Enter>.

ACMEPACKET (configure)# media-manager
ACMEPACKET (media-manager)#

3. Type realm-config and press <Enter>.
ACMEPACKET (media-manager)# realm-config

If you are adding support for this feature to a pre-existing realm, then you must
select (using the ACLI select command) the realm that you want to edit.

4. options—Set the options parameter by typing options, a <Space>, the option
name release-media-at-same-nat with a “plus” sign in front of it, and then
press <Enter>.

ACMEPACKET (realm-config)# options +release-media-at-same-nat

If you type the option without the “plus” sign, you will overwrite any previously
configured options. In order to append the new options to the realm
configuration’s options list, you must prepend the new option with a “plus” sign
as shown in the previous example.
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5. Save and activate your configuration.

Media Release Behind the Same NAT IP Address

ACLI Instructions
and Examples

Codec Reordering

You can now configure your Net-Net SBC to release media between endpoints
sharing the same NAT IP address, even if one endpoint is at—but not behind—the
same NAT. This feature expands on the Net-Net SBC’S pre-existing ability to release
media between calling and called parties behind the same IP address/NAT device in
the same realm or network.

For this feature to work properly, your realm configuration should either have the
mm-in-realm or mm-in-network parameter set to disabled, unless the mm-
same-ip parameter is set to disabled. If the mm-same-ip parameter is enabled,
then mm-in-realm or mm-in-network can both be enabled.

To set the option that enables media release behind the same | P address:

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

2. Type media-manager and press <Enter>.

ACMEPACKET (configure)# media-manager
ACMEPACKET (media-manager)#

3. Type realm-config and press <Enter>.

ACMEPACKET(media-manager)# realm-config
ACMEPACKET (realm-config)#

If you are adding support for this feature to a pre-existing realm, then you must
select (using the ACLI select command) the realm that you want to edit.

4. options—Set the options parameter by typing options, a <Space>, the option
name release-media-at-same-nat with a “plus” sign in front of it, and then
press <Enter>.

ACMEPACKET(realm-config)# options +release-media-at-same-nat

If you type the option without the “plus” sign, you will overwrite any previously
configured options. In order to append the new options to the realm
configuration’s options list, you must prepend the new option with a “plus” sign
as shown in the previous example.

5. Save and activate your configuration.

Certain carriers deploy voice services where their peering partners do not use the
carriers’ preferred codecs. The Net-Net SBC can now reorder the codecs so that the
preferred one is selected first.

Take the example of a carrier that deploys a voice service using G.729 rather than
G.711. If that carrier has a peering partner providing call origination for the VoIP
customers with G.711 used as the preferred codec, there can be issues with codec
selection.
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REALMS AND NESTED REALMS

The Net-Net SBC resolves this issue by offering its codec reordering feature. Enabled
for realms and session agents, this feature gives the Net-Net SBC the ability to
reorder the default codec in an SDP offer to the preferred codec before it forwards
the offer to the target endpoint. When you enable this feature, you increase the
probability that the target endpoint will choose the preferred codec for its SDP
answer, thereby avoiding use of the undesired codec.

You enable codec reordering feature by setting the preferred-codec=x (where X is
the preferred codec) option in the realm and session agent configurations. You set it
in the realm from which the Net-Net SBC receives SDP offers (in requests or
responses), and for which the media format list needs to be reordered by the Net-
Net SBC prior to being forwarded. To configure additional codec ordering support
for cases when a response or request with an SDP offer is from a session agent, you
can set this option in the session agent configuration.

If you enable the option, the Net-Net SBC examines each SDP media description
before if forwards an SDP offer. And if necessary, it performs reordering of the media
format list to designate that the preferred codec as the default.

The Net-Net SBC determines preferred codecs in the following ways:

» Iftheresponse or request with an SDP offer is from a session agent, the Net-Net
SBC determines the preferred codec by referring to the session agent
configuration. You set the preferred codec for a session agent by configuring it
with the preferred-codec=X option.

» Iftheresponse or request with an SDP offer is not from a session agent or is from
a session agent that does not have the preferred-codec=X option configured,
the Net-Net SBC determines the preferred codec by referring to the preferred-
codec=X option in the realm.

» If the Net-Net SBC cannot determine a preferred codec, it does not perform
codec reordering.

The way that the Net-Net SBC performs codec reordering is to search for the
preferred codec in the SDP offer’s media description (m=) line, and designate it as
the default codec (if it is not the default already). After it marks the preferred codec
as the default, the Net-Net SBC does not perform any operation on the remaining
codecs in the media format list. Note that the Net-Net SBC performs codec
reordering on the media format list only. If the rtpmap attribute of the preferred
codec is present, the Net-Net SBC does not reorder it.

When you configure preferred codecs in session agents or realms, be aware that the
codec you set for a session agent takes precedence over one you set for a realm. This
means that if you set preferred codecs in both configurations, the one you set for the
session agent will be used.

In the case where the Net-Net SBC does not find the session agent’s preferred codec
in the SDP offer’s media format list, then it does not perform codec reordering even
if the media format list contains the realm’s preferred codec.

When you configure codec ordering, the codec you set in either the session agent or
realm configuration must match the name of a media profile configuration. If your
configuration does not use media profiles, then the name of the preferred codec that
you set must be one of the following:
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Setting a Preferred
Codec for a Realm

Setting a Preferred
Codec for a Session
Agent

PCMU

G726-32

G723

PCMA

G722

G728

G729

Note: If you configure this feature for a session agent, you must

configure it for the associated realm as well. Otherwise, the feature will
not work correctly.

To set apreferred codec for arealm configuration:

These instructions assume that you want to add this feature to a realm that has
already been configured.

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal
Type media-manager and press <Enter>.

ACMEPACKET (configure)# media-manager
ACMEPACKET (media-manager)#

Type realm-config and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (media-manager)# realm-config
ACMEPACKET (realm-config)#

Select the realm where you want to apply this feature.

ACMEPACKET(realm-config)# select
identifier:

1: public media2:0 0.0.0.0
2: private medial:0 0.0.0.0

selection:1
ACMEPACKET (realm-config)#
options—Set the options parameter by typing options, a <Space>, the option

name preceded by a plus sign (+) (preferred-codec=X), and then press
<Enter>. X is the codec that you want to set as the preferred codec.

ACMEPACKET(realm-config)# options +preferred-codec=PCMU

If you type options preferred-codec=X, you will overwrite any previously
configured options. In order to append the new option to the realm-config’s
options list, you must prepend the new option with a “plus” sign as shown in
the previous example.

Save and activate your configuration.

Toset apreferred codec for a session agent configuration:

These instructions assume that you want to add this feature to a session agent that
has already been configured.
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1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal
2. Type session-router and press <Enter>.

ACMEPACKET (configure)# session-router
ACMEPACKET (session-router)#

3. Type session-agent and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (session-router)# session-agent
ACMEPACKET (session-agent)#
4. Select the session agent where you want to apply this feature.
ACMEPACKET (session-agent)# select
<hostname>:
1: acmepacket.com realm= ip=
2: sessionAgent2 realm=tester ip=172.30.1.150

selection:

selection:1
ACMEPACKET (session-agent)#

5. options—Set the options parameter by typing options, a <Space>, the option
name preceded by a plus sign (+) (preferred-codec=X), and then press
<Enter>. X is the codec that you want to set as the preferred codec.

ACMEPACKET (session-agent)# options +preferred-codec=PCMU

If you type options preferred-codec=X, you will overwrite any previously
configured options. In order to append the new option to the session agent’s
options list, you must prepend the new option with a “plus” sign as shown in
the previous example.

6. Save and activate your configuration.

Media Profiles Per Realm

For different codecs and media types, you can set up customized media profiles that
serve the following purposes:

*  Police media values
*  Define media bandwidth policies
*  Support H.323 slow-start to fast-start interworking

You can use media policies globally for the Net-Net SBC, or—starting with Release
C6.1.0—you can configure them for application on a per-realm basis. For a realm,
you can configure a list of media profiles you want applied. The Net-Net SBC
matches the value you set for the match-media-profiles parameter, and then
applies those media profiles to the realm itself and to all of its child realms (but not
to its parent realms).

Note: This feature has no impact on the ways the Net-Net SBC uses
media profiles non-realm applications such as: H.323 interfaces, SIP
interfaces, IWF, session agents, codec policies, and policy attributes.
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Call Admission
Control and
Policing

ACLI Instructions
and Examples

About Wildcarding

The Net-Net SBC supports call admission control (CAC) based on realm, and it
applies the limits on either ingress or egress bandwidth counters. If a calls exceeds
bandwidth on either the ingress or egress side, the Net-Net SBC rejects the call. You
can also use per-user CAC, which limits the maximum bandwidth from the east and
west flows for both the TO and FROM users.

When you apply media profiles to a realm, the Net-Net SBC applies bandwidth
policing from the flow’s ingress realm media profile. In the diagram below, the Net-
Net SBC policies traffic for Realm A based Realm A’s policing values, and the same
is true for Realm B.

Realm A Realm B

SDP: PCMU SDP: PCMU

Profile bandwidth: 50 Profile bandwidth: 200
Ingress bandwidth used: 50 Ingress bandwidth used: 200
Egress bandwidth used: 50 Egress bandwidth used: 200

<>

Realm A = w

East Flo
In BW: 50 Out BW: 200

Qut BW: 50 In BW: 200

This section shows you how to configure multiple media profiles per realm, and it
explains how to use wildcarding.

To reference a media profile in this list, you need to enter its name and subname
values in the following format <name>: : <subname>. Releases C6.1.0 and later accept
the subname so you can configure multiple media profile for the same codec; the
codec name customarily serves and the name value for a media profile
configuration.

You can wildcard both portions (name and subname) of this value:

*  When you wildcard the name portion of the value, you can provide a specific
subname that the Net-Net SBC uses to find matching media profiles.

*  When you wildcard the subname portion of the value, you can provide a specific
name that the Net-Net SBC uses to find matching media profiles.

You can also enter the name value on its own, or wildcard the entire value. Leaving
the subname value empty is also significant in that it allows the realm to use all
media profile that have no specified subname. However, you cannot leave the
name portion of the value unspecified (as all media profiles are required to have
names).
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Consider the examples in the following table:

Syntax Example Value Description

<name> PCMU Matches any and all media profiles with the name

value configured as PCMU. This entry has the same
meaning as a value with this syntax: <name>::*.

<name>:: PCMU:: Matches a media profile with the name with the

name value configured as PCMU with an empty
subname parameter.

<name>::<subnam PCMU::64k Matches a media profiles with the name with the

e>

name value configured as PCMU with the subname
parameter set to 64k.

* Matches anything, but does not have to be a defined
media profile.

u* ok Matches any and all media profiles, but requires the

presence of media profile configurations.

*::<subname> *:64k Matches all media profiles with this subname. You

might have a group of media profiles with different
names, but the same subname value.

* Matches any media profiles with an empty subname
parameter.

Invalid

i Invalid

The Net-Net SBC performs matching for wildcarded match-media-profiles values
last. Specific entries are applies first and take precedence. When the Net-Net SBC
must decide between media profiles matches, it selects the first match.

Touse media profilesfor arealm:

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

ACMEPACKET (configure)#

Type media-manager and press <Enter>.

ACMEPACKET (configure)# media-manager

ACMEPACKET (media-manager)#

Type realm-config and press <Enter>. If you are adding this feature to a pre-
existing realm configuration, you will need to select and edit your realm.

ACMEPACKET (media-manager)# realm-config

ACMEPACKET (realm-config)#

match-media-profiles—In the form <name>:<subname>, enter the media
profiles you would like applied to this realm. These values correspond to the
name and subname parameters in the media profile configuration. You can
wildcard either of these portions of the value, or you can leave the <subname>

portion empty. Refer to the About Wildcarding (188) section above for more
information about syntax, wildcarding, and empty values.

This parameter has no default.

Save and activate your configuration.
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Multiple Media Profiles

Use Case 1

Use Case 2

ACLI Instructions
and Examples

You can use the media profiles configuration to set up:

*  One media profile for a particular SIP SDP encoding (such as G729), where the
name of the profile identifies it uniquely. This behavior is your only option in
Net-Net OS release prior to Release C6.1.0.

*  Multiple media profiles for the same SIP SDP encoding. Available in Release
C6.1.0 and forward, you can create multiple media profiles for the same
encoding. To do so, you add a subname to the configuration, thereby identifying
it uniquely using two pieces of information rather than one.

The sections below provide two descriptions of deployments where using multiple
profiles for the same codec would solve codec and packetization problems for service
providers.

Service Provider 1 peers with various carriers, each of which uses different
packetization rates for the same codec. For example, their Peer 1 uses 10
milliseconds G.711 whereas their Peer 2 uses 30 milliseconds for the same codec.
The difference in rates produces a difference in bandwidth consumption—resulting
in a difference in SLA agreements and in Net-Net SBC call admission control (CAC)
and bandwidth policing. Service Provider 1 uses the Net-Net SBC’s media profile
configuration parameters to determine CAC (req-bandwidth) and bandwidth
policing (avg-rate-limit). Because this service provider’s peers either do not use the
SDP p-time attribute or use it inconsistently, it is difficult to account for bandwidth
use. And so it is likewise difficult to set up meaningful media profiles.

The best solution for this service provider—given its traffic engineering and desire
for the cleanest routing and provisioning structures possible—is to define multiple
media profiles for the same codec.

Service Provider 2 supports H.263 video, for which the Net-Net SBC offers a pre-
provisioned media profile with a set bandwidth value. And yet, H.263 is not a codec
that has a single bandwidth value. Instead, H.263 can have different bandwidth
values that correspond to various screen resolution and quality. While it is true that
the Net-Net SBC can learn the requisite bandwidth value from SDP, not all SDP
carries the bandwidth value nor do system operators always trust the values
communicated.

Configuring multiple media profiles for the same codec (here, H.263) helps
considerably with this problem—and moves closer to complete solution. Service
Provider 2 can configure H.263 media profiles capable of handling the different
bandwidth values that might appear.

Configuring the subname parameter in the media profiles configuration allows you
to create multiple media profiles with the same name.

To configure the subname parameter for a media profile:

1. In Superuser mode, type configure terminal and press <Enter>.

ACMEPACKET# configure terminal
ACMEPACKET (configure)#

2. Type session-router and press <Enter>.
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ACMEPACKET (configure)# session-router
ACMEPACKET (session-router)#

Type media-profile and press <Enter>. If you are adding this feature to a pre-
existing media profile configuration, you will need to select and edit your media
profile.

ACMEPACKET (session-router)# media-profile
ACMEPACKET (media-profile)#

subname—Enter the subname value for this media profile. Information such as
the rate or bandwidth value make convenient subname values. For example, you
might set the name of the media profile as PCMU and the subname as 64k.

This parameter is not require and has no default.

Save and activate your configuration.

CP Stitching

The Net-Net SBC supports peer-to-peer TCP connections for peers behind NATs,
enabling Message Session Relay Protocol (MSRP) client to communicate with one
another. More specifically, the Net-Net SBC can:

Establish incoming TCP connections with each endpoint participating in the
MSRP session using a 3-way handshake. The Net-Net SBC receives incoming
SYNs on the local address and port provided in the SDP offer and answer to
each endpoint.

Stitch together the two TCP connections internally after successful
establishment of both connections. This capability is used when the caller and
the callee initiate TCP SYNs towards one another via the Net-Net SBC; the
“stitching” makes both clients think they are talking to a server. To achieve this
end, the Net-Net SBC caches SYNs from both sides so it can modify the SYN
packets to SYN-Acks with the correct sequence and Ack numbers.

Note, though this case is rare, that if a user is behind a NAT offers a=passive,
then this feature cannot function properly.

Relay MSRP stream between the endpoints.
Police bandwidth for MSRP streams based on a defined media profile for MSRP.
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SIP Signaling Services

This chapter explains how to configure the Net-Net SBC to support Session
Initiation Protocol (SIP) signaling services for hosted IP services applications. SIP is
a text-based application-layer signaling protocol that creates, identifies, and
terminates multimedia sessions between devices.

About the Net-Net SBC and SIP

Types of SIP
Devices

This section describes the Net-Net SBC’s support of SIP. It provides the basic
information you need to understand before you configure the Net-Net SBC for SIP

signaling.

There are four types of SIP devices:

SIP user agent (UA) is an endpoint in SIP end-to-end communication. A UA is
a user agent client (UAC) when it initiates a request and waits to receive a
response. A UA is a user agent server (UAS) when it receives a request and
generates a response. A given UA will be a UAC or a UAS depending on
whether it is initiating the request or receiving the request.

A SIP proxy (or proxy server) is an intermediary entity that acts as both a server
and a client for the purpose of making requests on behalf of other clients. A
proxy server’s primary role is routing. Its job is to ensure that a request is sent to
another entity closer to the targeted user. A proxy interprets, and if necessary,
rewrites specific parts of a request message before forwarding it.

A SIP redirect server is a UAS that generates redirect responses to requests it
receives, directing the client to contact an alternate set of targets. Unlike a proxy
which forwards the request to the alternate set of targets, the redirect response
tells the UAC to directly contact the alternate targets.

A SIP registrar is a server that accepts REGISTER requests and places the
information it receives in those requests into the location service for the domain
ithandles. Proxies and redirect servers can use the information from the location
service to determine the location of the targeted user.

A redirect server and a registrar are each a special type of UA because they act
as the UAS for the requests they process.
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Basic Service
Models

About B2BUA

SIP B2BUA Peering

The Net-Net SBC operates as a back-to-back user agent (B2BUA) within the
following two basic service models:

* peering

¢ hosted IP services

A B2BUA is a logical entity that receives a request and processes it as a user agent
server (UAS). In order to determine how the request should be answered, it acts as
a user agent client (UAC) and generates requests. It maintains dialog state and must
participate in all requests sent on the dialogs it has established.

The Net-Net SBC operates as a SIP B2BUA. It terminates SIP sessions and re-
originates them as new sessions as they are routed through the Net-Net SBC. For
each session, it establishes NAPT translations and re-writes SDP to allow all session
related media to be routed through the Net-Net SBC. It generates new call IDs and
modifies SIP headers to prevent any protected SIP addresses and route information
from being transmitted to external peers. The Net-Net SBC supports multiple SIP
interfaces that are associated with a set of media ports, thus appearing as multiple
virtual SIP gateways.

Incoming packet to B2BLUA

INVITE sip:callpe & thare.com SIF2.0
i Vig: SIF2.0/UDP 5.6.78:5060

Via: SIP2.0UDP 1.2.3.4:5060

Erom: sip:caller®here.com
i Te: sipcallps @there.com

Cal-10: xyzry @ hare.com

Contact: stp:caller @ hare.com

Domain B
E = NetNer ..E
A—a—-- ———-4-5 ~~~~~ -———F-A

5678 9.10.11.12 12.14.15.16 -
Here.com = ere.com
1_[2_3_4 Domain A . . . . . . 17.18.19.20

Outgoing packat from B2BUA
INVITE sip:callee & thare.com SIP2.0
Via: SIPZ.0UDP 9. 10.11.12:5060
From: sipicallar&hara.com

To: sip:callee & thara.com

Call-ID: 1234567890&8,10.1.12
Contact: siprealler@, 10,1112
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SIP SIGNALING SERVICES

The Net-Net SBC acts as an outbound proxy for SIP endpoints and performs the
operations required to allow UAs behind NATs to initiate and terminate SIP sessions
(Hosted NAT Traversal).

The Net-Net SBC caches registration requests from SIP endpoints and forwards
them to the appropriate softswitch or registrar in its backbone network. All
subsequent signaling between the endpoint and the backbone network is through
the Net-Net SBC. Also, all calling features such as caller ID, call waiting, three-way
calling, and call transfer are all supported transparently through the Net-Net SBC.

Incoming packet to B2ELL

INVITE sipcallon & thare.com SIF2.0
Via: SIFZ2.0UDP 5.6 78:5060

Vie: SIFZ.0UDFP 1.2.34:5060

From: sipecaller® hare.com

To: sip:callea @ there.com

Call-il: xyzry @ hare.com

Contact: siprcaller®here.com

Backbone Network A
@ ""

SIP B2BUA and L3/L5
NAT

About SIP
Interfaces

Here.com

e ————--g et e e
9100112 12.14.15.16
Access Network There.com
1.2.34 Outgoing packet from B2BLIA 17.18.19.20

INWITE sip:calies @ there.com SIPRZ2.0
i Via: SIPR2.0(UDP 8.10.11.12:5060
: From: sip:caller@here.com
To: sip:caliee & there.com
¢ Cal-ID: 12345678909, 10.11.12
+ Contact: sip:callar @10, 11,12

For each SIP session, the Net-Net SBC establishes NAPT translations and re-writes
SDP to route all session related media through the Net-Net SBC. These actions
make the Net-Net SBC look like a SIP gateway. Also, the Net-Net SBC support of
multiple SIP interfaces associated with different network interfaces makes it appear
as multiple virtual SIP gateways.

This functionality enables the Net-Net SBC to deliver VoIP services to multiple end
users, across a VPN backbone.

The SIP interface defines the transport addresses (IP address and port) upon which
the Net-Net SBC receives and sends SIP messages. You can define a SIP interface
for each network or realm to which the Net-Net SBC is connected. SIP interfaces
support both UDP and TCP transport, as well as multiple SIP ports (transport
addresses). The SIP interface’s SIP NAT function lets Hosted NAT Traversal (HNT)
be used in any realm.
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SIP INVITE When the session agent element on the softswitch side of the message flow (ingress
Message session agent) has the gateway contact parameter configured as an option, the Net-
Processin g Net SBC looks for the URI parameter (as defined by the gateway contact parameter)

in the Request-URI and decodes the gateway address.

Example The following example shows a SIP INVITE message from a softswitch to a Net-Net
SBC.
INVITE sip:05030205555@ss-side-ext-address;gateway=encoded-gw-address
From: "Anonymous'<sip:anonymous@anonymous. inval id>;tag=xxxx

To: <sip:05030205555@ss-side-ext-address;user=phone>

The following example shows a SIP INVITE message from a Net-Net SBC to a
gateway.

INVITE sip:05030205555@gw-ip-address SIP/2.0

From: "Anonymous'<sip:anonymous@anonymous . inval id>;tag=SDXXXX-XXXX
To: <sip:05030205555@ hostpart;user=phone>

The Net-Net SBC converts the hostpart in the To header except in the following
scenarios:

*  when the original hostpart value received is an Fully Qualified Domain Name
(FQDN)

*  when the Net-Net SBC is configured not to NAT the To headers.

Acme Packet recommends configuring the Net-Net SBC to NAT the To headers to
ensure the security of protected addresses. Otherwise, the outgoing hostpart is set
to the SIP NAT’s external proxy address for the SIP NAT’s external realm.
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Configuring the Net-Net SBC for SIP Signaling

This section contains a diagram of a B2BUA peering environment that illustrates the
Net-Net SBC components you need to configure.

Untrusted Side Home Realm Trusted Side

peering partner_1 NI

E

/e () /o

. U :

<<

peering partner_2

Legend
A SIP NAT
. SIP port

SAG

@ Session agant group
stearing pool

@ SIP inlerface

NI network interface

Refer to the following sections for details about configuring the Net-Net SBC for SIP
signaling.
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The Home Realm

Overview

SIP NAT Function

Home Realm’s
Purpose

This section explains how to configure a home realm. The home realm applies only
to a SIP configuration. It represents the internal default realm or network for the
Net-Net SBC and is where the Net-Net SBC’s SIP proxy is located.

You primarily use a home realm when using the SIP NAT function to connect
multiple realms/networks to the Net-Net SBC. You define the home realm defined
as either public or private for the purposes of using the SIP NAT function. (See The
SIP NAT Function (236) for more information). If the home realm is public, all
external realms are considered private. If the home realm is private, all external
networks are considered public. Usually the home realm is public.

Messages are encoded (for example, the topology is hidden) when they pass from a
private to a public realm. Messages are decoded when the pass from a public realm
to a private realm.

These external realms/networks might have overlapping address spaces. Because
SIP messages contain IP addresses, but no layer 2 identification (such as a VLAN
tag), the SIP proxy must use a single global address space to prevent confusing
duplicate IP addresses in SIP URIs from different realms.

The SIP NAT function converts external addresses in SIP URIs to an internal home
realm address. Usually the external address is encoded into a cookie that is added to
the userinfo portion of the URI and the external address is replaced with a home
realm address unique to the SIP NAT (the SIP NAT home address).

URIs are encoded when they pass from a private realm to a public realm. When an
encoded URI passes back to the realm where it originated, it is decoded (the original
userinfo and host address are restored). The encoding/decoding process prevents
the confusion of duplicate addresses from overlapping private addresses. It can also
be used to hide the private address when a SIP message is traversing a public
network. Hiding the address occurs when it is a private address; or when the owner
of the private network does not want the IP addresses of their equipment exposed
on a public network or on other private networks to which the Net-Net SBC
connects.

A home realm is required because the home address for SIP NATs is used to create
a unique encoding of SIP NAT cookies. You can define the home realm as a network
internal to the Net-Net SBC, which eliminates the need for an actual home network
connected to the Net-Net SBC. You can define this virtual home network if the
supply of IP addresses is limited (because each SIP NAT requires a unique home
address), or if all networks to which the Net-Net SBC is connected must be private
to hide addresses.

For example, you can define a public home realm using the loopback network
(127.0.0.0) and using the home realm address prefix (for example, 127.0.0.0/8) for
encoding addresses that do not match (all addresses outside 127.0.0.0/8) in SIP NAT
cookies. The SIP NAT address prefix field can be used to accomplish this while
keeping the ability to define an address prefix for the ream for ingress realm
determination and admission control. By defining the SIP NAT address prefix as
0.0.0.0, the home realm address prefix is used to encode addresses that do not match.
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ACLI Instructions To configurethe homerealm:

and Examples

1.

In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

Type session-router and press <Enter> to access the system-level configuration
elements.

ACMEPACKET (configure)# session-router
Type sip-config and press <Enter>. The system prompt changes.

ACMEPACKET (session-router)# sip-config
ACMEPACKET (sip-config)#

From this point, you can configure SIP configuration parameters. To view all sip-
config parameters, enter a ? at the system prompt.

home-realm-id—Enter the name of the realm you want to use for the realm ID.
For example, acme.

The name of the realm must correspond to the identifier value you entered when
you configured the realm.

egress-realm-id—Optional. Enter the egress realm ID to define the default
route for SIP requests addressed to destinations outside the home realm’s
address prefix.

If you enter a value for this optional field, it must correspond to the identifier
value you entered when you configured the realm.

Note: You should leave this parameter blank for access/backbone
applications. When left blank, the realm specified in the home-realm-
id parameter is used by default.

nat-mode—Indicate the SIP NAT mode. The default is none. The valid values
are:

* public—Indicates the subnet defined in the addr-prefix-id field of the home
realm is public and the subnet defined in the addr-prefix-id field of all
external realms identified in the SIP NAT are private networks. [Pv4
addresses are encoded in SIP messages received from the external realm
defined by the SIP NAT. The IPv4 addresses are decoded in messages that
are sent to the realm.

* private—Indicates the subnet defined in the addr-prefix-id field of the home
realm is private and the subnet defined in the addr-prefix-id field of all
external realms identified in the SIP NAT are public networks. IPv4
addresses are encoded in SIP messages sent to the external realm defined by
the SIP NAT and decoded in messages received from the realm.

» none—No SIP NAT function is necessary.
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The following example shows the SIP home realm configured for a peering

network.

sip-config
state enabled
operation-mode dialog
dialog-transparency disabled
home-realm-id acme
egress-realm-id
nat-mode Public

registrar-domain
registrar-host

registrar-port 0
init-timer 500
max-timer 4000
trans-expire 32
invite-expire 180
inactive-dynamic-conn 32
red-sip-port 1988
red-max-trans 10000
red-sync-start-time 5000
red-sync-comp-time 1000
last-modified-date 2005-03-19 12:41:28

SIP Interfaces

This section explains how to configure a SIP interface. The SIP interface defines the
transport addresses (IP address and port) upon which the Net-Net SBC receives and
sends SIP messages.

Overview The SIP interface defines the signaling interface. You can define a SIP interface for
each network or realm to which the Net-Net SBC is connected. SIP interfaces
support both UDP and TCP transport, as well as multiple SIP ports (transport
addresses). The SIP interface also lets Hosted NAT Traversal (HNT) be used in any
realm.

The SIP interface configuration process involves configuring the following features:
e address and transport protocols (SIP ports)

* redirect action

*  proxy mode

e trust mode

About SIP Ports A SIP port defines the transport address and protocol the Net-Net SBC will use for
a SIP interface for the realm. A SIP interface will have one or more SIP ports to define
the IP address and port upon which the Net-Net SBC will send and receive
messages. For TCP, it defines the address and port upon which the Net-Net SBC will
listen for inbound TCP connections for a specific realm.

You need to define at least one SIP port, on which the SIP proxy will listen for
connections. If using both UDP and TCP, you must configure more than one port.
For example, if a call is sent to the Net-Net SBC using TCP, which it needs to send
out as UDP, two SIP ports are needed.
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Proxy Mode

Redirect Action

SIP maddr Resolution

SIP SIGNALING SERVICES

When a SIP interface contains multiple SIP ports of the same transport protocol, a
preferred SIP port for each transport protocol is selected for outgoing requests when
the specific SIP port cannot be determined. When forwarding a request that matched
a cached registration entry (HNT or normal registration caching), the SIP port upon
which the original REGISTER message arrived is used. Otherwise, the preferred SIP
port for the selected transport protocol is used. When selecting the preferred SIP
port, the default SIP port of 5060 will be selected over other non-default ports.

For SIP interfaces using the SIP NAT function, the preferred SIP port address and
port will take precedence over the external address of the SIP NAT when they do not
match. If both TCP and UDP SIP ports are defined, the address and port of the
preferred UDP port is used.

The Net-Net SBC’s proxy mode determines whether it forwards requests received
on the SIP interface to target(s) selected from local policy; or sends a send a redirect
response to the previous hop. Sending the redirect response causes the previous hop
to contact the targets directly.

If the source of the request matches a session agent with a proxy mode already
defined, that mode overrides the proxy mode defined in the SIP interface.

You can configure the proxy mode to use the Record-Route option. Requests for
stateless and transaction operation modes are forwarded with a Record-Route
header that has the Net-Net SBC’s addresses added. As as result, all subsequent
requests are routed through the Net-Net SBC.

The redirect action is the action the SIP proxy takes when it receives a SIP Redirect
(3xx) response on the SIP interface. If the target of the request is a session agent with
redirect action defined, its redirect action overrides the SIP interface’s.

You can set the Net-Net SBC to perform a global redirect action in response to
Redirect messages. Or you can retain the default behavior where the Net-Net SBC
sends SIP Redirect responses back to the previous hop (proxy back to the UAC)
when the UAS is not a session agent.

The default behavior of the Net-Net SBC is to recurse on SIP Redirect responses
received from the user agent server (UAS) and send a new request to the Contact
headers contained in the SIP Redirect response.

Instead of this default behavior, the Net-Net SBC can proxy the SIP Redirect
response back to the user agent client (UAC) using the value in the session agent’s
redirect action field (when the UAS is a session agent). If there are too many UASes
to define as individual session agents or if the UASs are HNT endpoints, and SIP
Redirect responses need to be proxied for UASs that are not session agents; you can
set the default behavior at the SIP Interface level.

Release S-C6.2.0 provides enhanced resolution of addresses found in SIP contact
headers, or in the maddr (multicast address) parameter of SIP 3xx REDIRECT
messages. Previous releases resolved these addresses as either a host address or as a
session agent name. With Release 6.2.0 these addresses can also be resolved as
session agent group (SAG) names.
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Support for SAG-based resolution is provide by a new sip-config parameter,
sag-lookup-on-redirect. By default, SAG lookup is disabled, providing
compatibility with prior releases.

The following sample SIP REDIRECT and ACLI configuration fragment illustrate
enhanced processing.

Status-Line: SIP/2.0 302 Moved

Message Header
Via: SIP/2.0/UDP
192.168.200.224:5060;branch=z9hG4bKa0fs40009090sc800780 .1
From: <sip:1111@192.168.1.222:6000>;tag=1
To: sut <sip:2223@192.168.1.224:5060>;tag=11
Call-ID: 1-28515@192.168.1.222
CSeq: 1 INVITE
Contact: <sip:1111@192.168.1.223;maddr=test.acmepacket.com>
Privacy: user;id;critical;session
P-Preferred-ldentity: sipp <sip:sipp@192.168.200.222:5060>
P-Asserted-ldentity: abc.com
Subject: abc
Proxy-Require: privacy,prack,abc
Content-Length: 0O

session-group

group-name test.acmepacket.com
description

state enabled
app-protocol SIP

strategy Hunt

dest

192.168.200.222
192.168.200.223

In this case, when the SBC receives the 302, it resolves the information from maddr
to a SAG name. In the above example, it will resolve to the configured SAG -
test.acmepacket.com. The destinations configured in SAG test.acmepacket.com will be
used to route the call.

SAG-based address resolution is based on the following set of processing rules.

1. When the Contact URI does not have an maddr parameter, and the hostname is
not an IP Address, the Net-Net SBC will look for a SAG matching the hostname.

2. When the Contact URI has an maddr parameter that contains an IP address, the
Net-Net SBC will not look for a SAG; it will use the IP Address as the
target/next-hop.

3. When the Contact URI has an maddr parameter that contains a non-IP-address
value, the Net-Net SBC will look for a SAG matching the maddr parameter
value.

The above logic can be turned on by enabling sag-lookup-on-redirect in the sip-config
object as shown below.
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To configurethe Net-Net SBC to perform SAG-based maddr resolution:

1. From superuser mode, use the following command sequence to access
sip-config configuration mode. While in this mode, you configure SAG-based
address resolution.

ACMEPACKET# configure terminal
ACMEPACKET(configure)# session-router
ACMEPACKET (session-router)# sip-config
ACMEPACKET (sip-config)#

2. Use the sag-lookup-on-redirect parameter to enable SAG-based maddr
resolution.

3. Use done, exit, and verify-config to complete SAG-based address resolution.

The Net-Net SBC supports the Calling Identity privacy requirements based on RFC
3323 and RFC 3325. The trust mode in the SIP interface determines whether the
source and destination of a request is a trusted entity. With the implementation of
this feature, the Net-Net SBC can understand and support the privacy headers and
provide the capability for anonymous packets

The Net-Net SBC, which acts as a boundary device between the trusted platform
and the untrusted Internet, understands the following headers:

*  Privacy Header
* P-Asserted-Identity Header
*  P-Preferred-Identity Header

Depending on the value of these headers and the mode in which the Net-Net SBC
is being operated (B2BUA or the proxy), the appropriate actions are performed.

On receiving a message, the Net-Net SBC checks whether the message source is
trusted or not. It checks the SIP interface’s trust mode value and, if the source is a
session agent, the session agent’s trust me value. Depending on these values, the
Net-Net SBC decides whether the request’s or response’s source is trusted. If it
receives message from a trusted source and the message contains the P-Asserted-
Identity header field, the Net-Net SBC passes this message to the outgoing side. The
outgoing side then decides what needs to be done with this request or response.

If the request or the response is received from an untrusted source, the Privacy
header value is id (privacy is requested), and the P-Asserted-Identity header field is
included, the Net-Net SBC strips the Privacy and the P-Asserted-Identity headers
and passes the request or the response to the outgoing side.

If the request or the response contains the P-Preferred-Identity header and the
message source is untrusted, the Net-Net SBC strips the P-Preferred-Identity
header from the request or the response and passes the message to the outgoing
side.

If the source is trusted or privacy is not requested (the value of the Privacy Header is
not id) and the request or the response contains the P-Preferred-Identity header, the
Net-Net SBC performs the following actions:

* inserts the P-Asserted-Identity header field with the value taken from the P-
Preferred-Identity header field

* deletes the P-Preferred-Identity header value
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Configurable
Timers and
Counters

ACLI Instructions
and Examples

*  passes this request or the response to the Outgoing side for the appropriate
action, depending on the whether the destination is trusted or not

After the Net-Net SBC passes the request or the response to the outgoing side, it
checks whether the destination is trusted by checking the SIP interface’s trust mode
value and the session agent’s trust me value (if the destination is configured as
session agent).

¢ The destination is trusted

The Net-Net SBC does nothing with the request or the response and passes it
to the destination. If the P_Asserted_Identity headers are present, they are
passed to the session agent (if the destination is configured as session agent).

¢ The destination is untrusted

The Net-Net SBC looks at the value of the Privacy header. If set to id, the Net-
Net SBC removes all the P-Asserted-Identity headers (if present). It strips the
Proxy-Require header if it is set to privacy. The Net-Net SBC also sets the From
field of SIP header to Anonymous and strips the Privacy header.

If the Privacy header is set to none, the Net-Net SBC does not remove the P-
Asserted-Identity header fields.

If there is no Privacy header field, the SD will not remove the P-Asserted-
Identity headers.

To implement this feature, you need to configure the session agent’s trust me
parameter to enabled (if the message source is a session agent) and the SIP
interface’s trust mode to the appropriate value.

SIP timers and counters can be set in the global SIP configuration, and two can be
specific for individual SIP interfaces.

You can set the expiration times for SIP messages, and you can set a counter that
restricts the number of contacts that the Net-Net SBC tries when it receives a
REDIRECT. These are similar to two parameters in the global SIP configuration,
trans-expire and invite-expire. You can also set a parameter that defines how many
contacts/routes the Net-Net SBC will attempt on redirect.

To configurea SIP interface:

1. In Superuser mode, type configure terminal and press <Enter>.
ACMEPACKET# configure terminal

2. Type session-router and press <Enter> to access the system-level configuration
elements.

ACMEPACKET(configure)# session-router

3. Type sip-interface and press <Enter>. The system prompt changes to let you
know that you can begin configuring individual parameters.

ACMEPACKET (session-router)# sip-interface
ACMEPACKET (sip-interface)#

From this point, you can configure SIP interface parameters. To view all sip-
interface parameters, enter a ? at the system prompt.
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state—Enable or disable the SIP interface. The default is enabled. The valid
values are:

* enabled | disabled
realm-id—Enter the name of the realm to which the SIP interface is connected.

sip-ports—Access the sip-ports subelement. See the following section for
instructions.

carriers—Enter the list of carriers related to the SIP interface.

Entries in this field can be from 1 to 24 characters in length and can consist of
any alphabetical character (Aa-Zz), numerical character (0-9), or punctuation
mark "$ % " &* () +-=<>?"[{}[]@/\'~,._:;) orany combination of
alphabetical characters, numerical characters, or punctuation marks. For
example, both 1-0288 and acme_carrier are valid carrier field formats

proxy-mode—Enter an option for the proxy mode parameter. Valid values are:
* proxy—Forward all SIP requests to selected targets.

* redirect—Send a SIP 3xx redirect response with the selected target(s) in the
Contact header.

* record-route—Forward requests to selected target(s) and insert a Record-
Route header with the Net-Net SBC’s address. For stateless and transaction
mode only.

redirect-action—Enter the value for the redirect action. Valid values are:
* proxy—Send the SIP request back to the previous hop.
* recurse—Recurses on the Contacts in the response.

The designated proxy action will apply to SIP 3xx responses received from non-
session agents and to 3xx responses received from session agents without
configured SIP Redirect message actions (for example, session agents without
values for the redirect action field).

contact-mode—Set the Contact header routing mode, which determines how
the contact address from a private network is formatted.

For example, whether a maddr parameter equal to the Net-Net SBC’s SIP proxy
needs to be added to a URI present in a Contact header.

The default is none. The valid values are:

» none—The address portion of the header becomes the public address of that
private realm.

* maddr—The address portion of the header will be set to the IP address of
the Net-Net SBC’s B2BUA.

» strict—The contents of the Request-URl is destroyed when a Record-Route
header is present.

* loose—The Record-Route header is included in a Request, which means the
destination of the request is separated from the set of proxies that need to be
visited along the way.

nat-traversal—Define the type of HNT enabled for SIP. The default is none.
Valid values are:

* none—HNT function is disabled for SIP.

» rport—SIP HNT function only applies to endpoints that include the rport
parameter in the Via header. HNT applies when the sent-by of the topmost
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12.

13.

14.

VIA matches the Contact-URI host address, both of which must be different
from the received Layer 3 address.

» always—SIP HNT applies to requests when the sent-by of the topmost VIA
matches the Contact-URI host address, both of which must be different from
the received Layer 3 address. (Even when the rport parameter is not present.)

nat-interval—Set the expiration time in seconds for the Net-Net SBC’s cached
registration entry for an HNT endpoint. The default is 30. The valid range is:

¢  Minimum—0
e Maximum—999999999

Acme Packet recommends setting the NAT interval to one-third of the NAT
binding lifetime. A NAT binding lifetime is the network connection inactivity
timeout. The value is configured (or hardwired) in the NAT device (firewall).
This timer is used to cause the UA to send REGISTER messages frequently
enough to retain the port binding in the NAT. Retaining the binding lets
inbound requests to be sent through the NAT.

tcp-nat-interval—Set the registration cache expiration time in seconds to use
for endpoints behind a NAT device that register using TCP. On upgrade, the
Net-Net SBC assigns this parameter the same value as the existing NAT
interval. The default is 90. The valid range is:

¢  Minimum—0
e Maximum—999999999

The Net-Net SBC uses the value you set for the TCP NAT interval as the
expiration value passed back in SIP REGISTER (200 OK) responses to endpoints
behind a NAT that register over TCP. The NAT interval value with which you
are familiar from previous releases is used for endpoints behind a NAT that
register over UDP. Requiring endpoints that register over TCP to send refresh
request