Oracle® Communications
Policy Management

Software Upgrade Procedure (10.4.0 RC6 to 10.4.1)
Release 10.4.1
E64589-01 TKPMT, Revision 1

June 2015

ORACLE



Software Upgrade Procedure (10.4.0 RC6 to 10.4.1)

Oracle Communications Policy Management Software Upgrade Procedure (10.4.0 RC6 to 10.4.1)
Copyright ©2010, 20150racle and/or its affiliates. All rights reserved.

This software or hardware and documentation may provide access to or information on content, products, and services from third
parties. Oracle Corporation and its affiliates are not responsible for and expressly disclaim all warranties of any kind with respect
to third-party content, products, and services. Oracle Corporation and its affiliates will not be responsible for any loss, costs, or
damages incurred due to your access to or use of third-party content, products, or services..

U.S. GOVERNMENT END USERS: Oracle programs, including any operating system, integrated software, any programs
installed on the hardware, and/or documentation, delivered to U.S. Government end users are "commercial computer software”
pursuant to the applicable Federal Acquisition Regulation and agency-specific supplemental regulations. As such, use,
duplication, disclosure, modification, and adaptation of the programs, including any operating system, integrated software, any
programs installed on the hardware, and/or documentation, shall be subject to license terms and license restrictions applicable to
the programs. No other rights are granted to the U.S. Government.

This software or hardware is developed for general use in a variety of information management applications. It is not developed
or intended for use in any inherently dangerous applications, including applications that may create a risk of personal injury. If
you use this software or hardware in dangerous applications, then you shall be responsible to take all appropriate fail-safe,
backup, redundancy, and other measures to ensure its safe use. Oracle Corporation and its affiliates disclaim any liability for any
damages caused by use of this software or hardware in dangerous applications.

Oracle and Java are registered trademarks of Oracle and/or its affiliates. Other names may be trademarks of their respective
owners.

Intel and Intel Xeon are trademarks or registered trademarks of Intel Corporation. All SPARC trademarks are used under license
and are trademarks or registered trademarks of SPARC International, Inc. AMD, Opteron, the AMD logo, and the AMD Opteron
logo are trademarks or registered trademarks of Advanced Micro Devices. UNIX is a registered trademark of The Open Group.

This software or hardware and documentation may provide access to or information on content, products, and services from third
parties. Oracle Corporation and its affiliates are not responsible for and expressly disclaim all warranties of any kind with respect
to third-party content, products, and services. Oracle Corporation and its affiliates will not be responsible for any loss, costs, or
damages incurred due to your access to or use of third-party content, products, or services.

A CAUTION: Use only the Upgrade procedure included in the Upgrade Kit.
Before upgrading any system, please access My Oracle Support (MOS) (https://support.oracle.com) and
review any Technical Service Bulletins (TSBs) that relate to this upgrade.

My Oracle Support (MOS) (https://support.oracle.com) is your initial point of contact for all product support and training needs. A
representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for your local country from
the list at http://www.oracle.com/us/support/contact/index.html.

See more information on MOS in the Appendix section.

Policy Management 10.4.1 2 June 2015



Software Upgrade Procedure (10.4.0 RC6 to 10.4.1)

TABLE OF CONTENTS

1. INTRODUCTION ..ottt ettt e e e e et e e e e e e e et e e e e eeeeeee e e reeeeeeeeat e saeseseeenennranas 4
1.1 PURPOSE AND SCOPE ... .ottt 4
1.2 REFERENCES . ...ttt e ettt e e e e e e e 4
1.3 AACRONYMS ..ottt e e et e e e e e e e ettt eeeeeeee st aaa e eeeeeeeaaaaaa e eeaeseestana s eesaeeesesaanseseeesesssannnaeseeesenns 4
2. UPGRADE/BACKOUT SEQUENCE .......ccii ittt ettt ettt e e e e et ae e e e e e e e e saaabaae e e e e e e s e snnnrees 5
3. PRE-REQUISITES ACCESS/MATERIALS ....ootiii ettt ane e e e e s narrane e e e e e e nnnnnees 5
4., PRE-UPGRADE SYSTEM HEALTH CHECK ... .ottt s e e s s en e 6
5. UPGRADE PROCEDURE ...ttt ettt e e et e e e e e e aa e s e e e s e e s bab e e e e s e eaabaaass 9
5.1 UPGRADE CIMP CLUSTER .ttt e et ettt e e e e et e e e e e e e e e e e e e e e e e e e e e e 9
5.2 UPGRADE IMPE CLUSTER . .. ettt ettt ettt e ettt e e e e e e e e e e e e e e e e e e e e e 19
5.3 UPGRADE COMPLETION ...ttt e ettt e e e e e e e et e e e e e e e e e et e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eenas 25
6. BACKOUT PROCEDURE....... oottt e e e e e e et et e e e e e e e e e e e e e e e e reens 26
6.1 BACKOUT M P E ..ot 26
6.2 BACKOUT CMP ..ot 28
7. SUPPORTING PROCEDURES ... ..ottt ettt e e e e et e e e e e e e e e et s e e e e s eeeaaaaaas 31
7.1 UPLOADING POLICY RELEASE (ISO IMAGE FILE) TO SERVER TO BE UPGRADED.........vceeieieeeiiiiiireeeeeeeeennns 31
7.2 CHECK SERVER STATUS ...iittutiiitttt ettt e e ettt e eeeea e et e ee s et eae e et e s e aaaee s et e s eeaaa s s eaansasaaaseeetassesennnseseras 33
7.3 CHECK THE REMOTE-ROOT-LOGIN CONFIGURATION ... ..ctitttutuneeeieiesetieeeeeeseesssnseeesseesannnseeesesessrnnnnns 36
7.4 ACCEPT UPGRADE ... .coititt it tee ettt et e ettt e e e e e e et ee et e eeeee e eet et eeeeseeeeebaa s eeeaesessbann e seesserssarannseeeaees 39
7.5 CHANGE MAXMSGSIZE CONFIGURATION AFTER UPGRADE COMPLETION .....cciiiivitiieeeeeeeeetieeeeeeeeeevennnnns 43

Policy Management 10.4.1 3 June 2015



Software Upgrade Procedure (10.4.0 RC6 to 10.4.1) Section 1

1. Introduction
1.1 Purpose and Scope

This document describes the procedure for the upgrade of the Wireline PCRF from 10.4.0_23.1.0 to
10.4.1._29.1.0 while the solution is in-service. The Wireline PCRF solution includes the components:
CMP and MPE.

1.2 References

[11 TEKELEC Acronym Guide, MS005077, Current Revision

[2] Policy 8/9 Incremental Upgrade Procedure, MO0O07688, latest version
[3] Platform Configuration User's Guide ,910-6732-001,Current Revision
[4] CMP Wireline User Guide, 910-6895-001, Current Revision

[5] Policy 10.4 Incremental Upgrade Procedure, MO008288, latest version

1.3  Acronyms

Acronym Definition

CMP Configuration Management Platform
iLO Integrated Lights Out manager
MPE Multimedia Policy Engine

PCRF Policy and Charging Rules Function
TPD Tekelec Platform Distribution

UM GUI of Upgrade Manager in CMP

Table 1. Acronyms



Software Upgrade Procedure (10.4.0 RC6 to 10.4.1) Sections 2 & 3
2. Upgrade/Backout Sequence

The Wireline PCRF solution components are configured in a clustered fashion, which means each
component is installed on two blades (Active and standby) to provide high availability. When upgrading or
backing out a cluster, the standby server will be performed first, and then the active server.

The correct sequence for incremental upgrade for the Wireline PCRF solution is as follows:
1) CMP cluster
2) MPE cluster

And for the backout sequence is opposite:
1) MPE cluster
3) CMP cluster

3. Pre-requisites Access/Materials

1) The target release “build 10.4.1_29.1.0” software will be available as an ISO image file.

2) The capability to secure copy (scp/sftp) ISO image from the laptop/workstation to the target
servers.

3) User logins, passwords, |IP addresses and other administration information for the servers to be
upgraded.

4) The capability to login to the target server as “root”.

NOTE: All commands in CLI must be executed by root user. Login to the server can be accomplished
through SSH, local console, or iLO. For SSH login, if the remote- root- login is disabled, login in with
user “camiant”, and then “su - root” to switch to root user. Reference section 5 for more information
about the user administration and login policy.

5) Already upgraded firmware to SPP 2.2.5.



Software Upgrade Procedure (10.4.0 RC6 to 10.4.1) Section 4

4. Pre-upgrade system health check

This procedure is to determine the health and status of the servers to be upgraded. This must be
executed at least once within the time frame of 24 or 36 hours prior to the start of the maintenance
window. And it should be followed for each component, both active and standby nodes of both the CMP

and MPE clusters.

Needed material:

FOm-wm

This procedure performs a pre-upgrade check on the system to decide if it is convenient to start the
incremental upgrade of the system.

- CMP OAM VIP address
- Laptop or workstation that can access CMP
- CMP administrator password

1. | Laptop/workstation
[] | onupgraded
solution network:
login to CMP

e Open a web browser and type in the CMP OAM VIP to start the CMP
application:

€ & IRILLSAAL (5] Phde & n =

H ORACLE
B

=

B Mot Visited | Comemon || Werk || Werk? || Werkd

e Enter the username (admin) and the CMP administrator password to

login:
+ & LI SRAL s o . Lo (5] 208 +4 ¢ E
8 Vot Vaied s Comroan L Work L Week2 L) Wosk3
Wekcoms sdmin | Lavt Login on server-0811/15 05:47 AM
(= LBy Oracle Communications Policy Management: CMP43 \erl « D0

2. | Laptop/workstation
] | onupgraded
solution network:

o Inspect the “Active Alarms” from the “System Wide Report” side menu
to make sure there is no major alarms that may affect upgrade :
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Check active alarms & N [ Fal ¢ n =

& Mowt Visted | Common | Waek _| WorkZ | Wark)

ORACLE

Oracle Communications Policy Management: CMP43

ctive Alsrons { Stats Reset: Mamsal / Last Retresh 20611/ 2015 17:5021
[

Deuplay results por age: (35 |

[Eirst/ Prev i teat/Last] Totel 1 pages

Server e Severity  Alarm I Age/ At Cleas Besrstion Time ]

Note: if there are some alarms, please contact Oracle support

3. | Laptop/workstation e Login into active CMP and issue the following command to enter the
[] | onupgraded platcfg menu:

solution check: #su - platcfg

check the security

initial configuration e Follow menu“Camiant Configuration”>“Security Configuration and

Management” in platcfg:

camiant Copfiguration Memnu

Perform Initial Configuration
Restart Application

Verify Initial Configuration
Varify Server Status

Provision SSH Key to Mates

SS8L Rey Configuration

Network Interfaces ETHTOOL OFTS
Security Configuration and Management
Save Platform Debug Logs
Cluster File Sync

Routing Config

DBCP config

Firewall

Backup and Restore

Exit

e Choose “Policy Security Initialization”:

Policy Security Configuration and Management Menu

Enable/Disable Remote Root Login
Centralized Password Management =
Exit

o Enter “Yes” in the below popup dialog:

Policy Management 10.4.1 7 June 2015
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Policy Security Initialization

If you are going to add new CMP nodes
into an existing topology, please do NOT
run this tool from the new CMP nodes.

Continue?

e The following screen indicates the security initialization is done, or we
should initialize the security configuration. Check section 5 for more
information.

4. | Check the remote- + Refer to section 7.3.
root-login
configuration: all
servers should be
consistent

5. | Ensure the server is e Navigate to menu item “SYSTEM WIDE REPORTS” ->
ggéget?rde'.”e%t “Active Alarms”, there are not Minor alarms: 32532 “Server
prrel Upgrade Pending Accept/Reject’. Before upgrade, we
need to resolve this alarm by accepting upgrade. Refer to

section 7.4 about how to accept.

Policy Management 10.4.1 8 June 2015




Software Upgrade Procedure (10.4.0 RC6 to 10.4.1) Section 5

5. Upgrade Procedure

5.1 Upgrade CMP Cluster

This procedure outlines the steps required for the incremental upgrade of the CMP cluster.

This procedure will upgrade the CMP cluster.
Note: Policy Manager upgrade requires the CMP to be upgraded before the MPE.

Pre-checks:

[ rPHETmMm-Hd®m

o Refer to section 4 in this document to follow the pre-checks steps on
the CMP nodes to be upgraded to make sure system is ready for
upgrade.

e Refer to section 7.2 of this document to check the server status.

e Check whether external provisioning (Baais for example) is stopped.
Customer should stop provisioning during the upgrade. Otherwise the
result of provisioning operations may be uncertain.

2. | Upload ISO image

e Upload the target ISO image to all CMP servers in the cluster, the
way to upload is described in section 7.1 of this document.

3. | CMP: CMP servers
status

e Login to CMP GUI and navigate to “Topology Settings”, then choose
the CMP cluster from the navigation tree, and make sure none of the
servers is in Out Of Service (OOS) status:

Py Vearagement

- o] 10,60.62. 144 mypages/munl Timeset.

7@ Tekelec

Wekome admin | Last Logis on server: 019514 08:58 PM |

Policy Management: cmp00

4. | Prepare upgrade:
excluded tables from
replication

¢ Navigate to “System Maintenance” under the “Upgrade Manager”
menu item, select all the clusters, and then click “Prepare Upgrade”
item in “Operations” menu:
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* = TOLE0.62. 144 et Q =

7F Tekelec BEUGALELE-E LTSS

]

e Following message will pop up, and choose “OK”:

Are you sure you want to execute Prepare Upgrade?

o Following message indicates this operation is done:
Note: This window will disappear and the “checked” boxes will transition to
“‘unchecked”

Prepare Upgrade

cmp00 10.60.62.142 OK
cmp0l1 10.60.62.142 OK
mpeld 10.60.62.145 0K
mpell 10.60.62.146 OK

Attention: this operation is a “must-do” before beginning the upgrade. It is
used to exclude some tables from replication during the upgrade. These
exclusions should be implemented before the CMPs are upgraded until after
all the MPEs have been upgraded. If new MPEs are added to the network,
loaded with the initial 10.4.0 build, and will be upgraded to the 10.4.1 this
procedure should be executed again to exclude the tables for the newly
added MPE clusters. There is a check in the MPE upgrade section to confirm
that these tables are excluded before the MPE upgrades. Refer to section
5.3 about how to withdraw this operation after all the entire network has been
upgraded.

5. | Confirm operation
“Prepare Upgrade” is
applied successfully

e Login to Active CMP CLI terminal, and issue the command “iqt -pE
Nodelnfo” and confirm that value “L.ongParam,AppEventDef” is

assiined to column “excludeTables” for all entries:

Policy Management 10.4.1
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6. | Upgrade the standby
] | server: set the “Force
standby flag”

o Navigate to “System Maintenance” under the “Upgrade Manager”
menu item, select the standby server to be upgraded, and click “force
standby” item in “Operations” menu:

e Following message will pop up, and choose “OK”:

Are you sure you want to execute Force Standby?

“Force Standby” shall be shown in the page after about 10s:

[ -
O ISR g

7. | Upgrade the standby
[] | server: Start the
upgrade

e Login to CMP GUI as admin, navigate to “System Maintenance”
under the “Upgrade Manager” menu item and select the server to be
upgraded (the one that was set to Force Standby earlier). Note the
checked boxes in the screenshot below.

Policy Management 10.4.1
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+ @[3 10L60.62. 344 peaget s rameset. [

':ﬁ Tekelec BRRCUERUELEECU TSI

Systom Maintenancel Last Refresh 01706/ 2014 16:00:44 )

Weknme sdmin | Last Login on server

STETEN WIDE BIPORTS

PLATIORM SETTING

UPGRADE MANAGES

e
R Rl r oo e 10.80.62.048 " 10402118
SYSTEN ADNINISTRATION r et e 190003 148 care 10485118
neLr
Hne—|

e Ensure that correct version’s I1SO is selected, choose “Start
Upgrade” from the “Operations” menu:

Syrtem Maintenance] Last Retresh :01/06/ 2014 16:09:49 |

o . |

Y FAORITES [ [
s PoLICY sERvER
< POLICT HARAGERENT r Name " Server State 150 Sokt
¢ SURSCRINER - - CMF Sawl Clurte
Twen Far
ey w omecs 1043100 5] rkrpan
SYSTEN WIDE REFOATS i ;:.—g_.. of 1
. i : 4723640100+ 104.8_11.0.0cm-ubh_Sé.ua{100
2 PLATPORN SETTING L ot P Snaz Chumw e - 1] Umbrgen  LOAS HLLE o
UPGRAE PANAGEE o e_tide_NT2-2456- 181 _Rev_A_8:1.0{CO-R0M]
S e e
SEaPeL——. r — e 108003048 O alb S a0{i0d Lincen  maa LR
SYSTEN ADSERESTRATION r meedl et 8083188 Saear, Unkeown 10482118
L
sl (

¢ Following message will pop up, and click “OK”:

CAUTION! Please make sure the remote server is not being either Upgraded or Backed-out at this moment!

Note: Upgrade of a server which is in the process of being upgraded or
“backed out” is not supported.

o Following message indicates that upgrade has started:

Policy Management 10.4.1
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e ——

Start Upgrade
cmp0l 10.60.62.143 0K

e Alarms (like: 70001, 31101, 31283) will be noted. These are
expected and would be cleared automatically after the upgrade
process is completed successfully:

e As the upgrade progresses, the “Upgrade Status” column value will
change reflecting the server being upgraded as seen in the screen
shots below:

Note: “Upgrade status” progresses through several states such as “Validating
media”, “Preparing for the upgrade”, “Chroot...”, “Resetting upgrade SNMP
start time..”, “Initializing upgrade”, “Performing preupgrade process”,
“Installing /var/TKLC/upgrade/manifest.normal. UPGRADE”, “Reboot”,
“‘Running APP_ENABLE”, and so on.

¢ Inthe end, the server will reboot and any CLI session will be
disconnected. After the reboot is completed, the running release will
reflect the upgraded version and status should show “Pending:
upgrade was completed”.

Policy Management 10.4.1
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Wk admin | List Login va sorvu- #1851 8850 U

o After successful upgrade, the server will report the alarm “70025 The
MySQL slave has a different schema version than the master”,
“32532 Server Upgrade Pending Accept/Reject”. These two alarms
are expected, 70025 would be cleared after both Servers have been
upgraded. Alarm 32532 will be cleared by accepting the upgrade,
which is detailed in the section 7.4.

Applications. Server Server Type Severily Alarm 10 Age/ Ao Clear Description
Global Conflguration §

Pinc =0 Minoe 32532 6m 333
T N T T Y
3 10.60.62.143 _ the master

Servar Upgrade Pending Accept/Rejert

8. | Standby Server CLI:
] | Post upgrade checks

e Login to standby CMP CLI and tail the upgrade log file to ensure
upgrade completed successfully:

# tail /var/TKLC/log/upgrade/upgrade.log

Policy Management 10.4.1
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o Verify software version through “getPolicyRev -f command:

o Verify the server role through “ha.mystate” command:

o Verify replication is in Active state through “irepstat” command:

o Verify mysqlState state with the “wbAccess mysqlState” command

{P-1b-Wireline ~]# wvbAccess mysqlState

CHRONIZED

Note: Since the CMP 10.4.1 has updated the MySQL schema, it may cause
some loss of omstat data generated during the time that the Standby CMP is
being upgraded.

9. | CMP: Backout in case
] | of failure of any post
checks

*kk

If upgrade verification fails and backout to old version is required, the
upgraded server can be “rolled back” following these steps. *** If verification
steps have passed, skip this step and proceed to next step.

e Login to CMP as admin

¢ Navigate to “System Maintenance” under “Upgrade Manager”, select
the upgraded server and from “Operations” menu , select “Reject
Upgrade”:

e For greater detail see section 6 “Backout CMP Procedure”

Policy Management 10.4.1
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Section 5
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Policy Management: cmp00
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10. | Switch
“ForceStandby”:switc
h the upgraded
Server(Server-B to
Active, and the
previous Active
one(Server-A) to

“ForceStandby”

¢ Navigate to “System Maintenance” under “Upgrade Manager”, select
the CMP cluster:

* & [0 10.60.62. 244w paxgees e F e, i =

Policy Management: cmp00

7 Tekelec

Y FANORITES

POLICE sERVER

suRStRIBOn

meTwORK @
SYSTER WIDE REPORTS
PUATIORN SETTING i
UPCHADE MANAGER
ARG J " JBAD LIS
[rerp——

SYSTEN ADHINISTRATION r LT TTF T

HELP

lss— ] =

e Click the submenu “Switch ForceStandby” in “Operations” menu item:

L 2 @ 10L60.62. 144/ T piage T F st i

Policy Management: cmp00

server 0114 09:13 PM

o &j}lo

System Maintenance! Last Betresh :00/07/2014 10:23:30 | z

i@ Tekelec

[ =1 [
POLICE MARAGERENT " Rame Appl Type
SURSCRIBER TR o isest Chainr CHP Sant Chanr
prbdatiened = et e Sau) Cheter
SYSTEN WIDE RIPORTS
PLATIORR SETTING = ot -
UPGHADE MANAGER =t T -
LI P—— r mpeta sy n  wAnzILE
[repe——
SYSTEN ADMINISTRATION r moelt iy

" AR TILD
HELP

Slse——

e Following message will pop up and choose “OK”:
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Are you sure you want to execute Switch ForceStandby?

| DI{| | Cancel

¢ Following messages will pop up in order:

Upgrade Command

Please wait - Sending command Switch ForceStandby

Upgrade Command

Switch ForceStandby
CMP Sitel Cluster OK

At this point, the upgraded server (server B) will become the active CMP and
the previous active CMP (server A) will become the forced standby one.

¢ Re-enter the CMP GUI by the way of step 1 in section 4, navigate to
“Topology Settings”, and then choose the CMP cluster from the
navigation tree to check the switch result as follows:

e s | 1ant Login wn server 018614 0914 FAL |

Wela
Oracle Communications Policy Management: cmp0O1 o oo

Make sure the server A is in forced standby.

11. | Active Server
1 | Upgrade:

e Follow the same procedure steps for the Standby server (step 7 to 9)
to upgrade the new standby (from Active) server and perform the
post checks.

12. | Last Switch
“ForceStandby”

o After the second server is upgraded and the post upgrade status
check has passed, do step 10 (Switch Forced Standby) again. This
is to return Server-A in the HA cluster back to the original state of
“Active”, and is a post upgrade step that is optional

13. | Remove the “forced
standby” flag

¢ Re-enter the CMP GUI as admin, Navigate to “System Maintenance”
under the “Upgrade Manager” menu item, select forced-standby
CMP, and then click “Cancel Force Standby” item in “Operations”

Policy Management 10.4.1
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menu:

System Haintenance] Last Refresh (03/06/ 2014 11:29:10 )
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e Following message will pop up and choose “OK”:

Are you sure you want to execute Cancel Force Standby?

o] [cancel]

¢ Following messages will pop up:

Cancel Force Standby
cmp01 10.60.62.142 OK

¢ And the server will become “standby”:

I Bom emmenrs e
Qs s =

[Py P —— T

* € ) 106052100 my pagey man et 5
Wrkmmne sdmim

System Maintenancel Last Refresh 00/06/ 3004 114345 ]

i
i

e v esE— 150 ,
mp-utt,_44.me
- freeee L sicpae WAOILLE 141110
i'g:-rnnu-w-mlmﬂnm
s P Saet Cluster T804 143 . gl A8 100 o MRS WAL 2L
i -
w s
L renzag <
—?l -y I060.A2 145  Fume fanssy MAB LS MAAL LD 4 R e 8
sersny: oy
— e [rrerea 18181118 1841 10 g i =

14. | Accept upgrade o Refer to section 7.4. Only perform this step if the upgrade is
successful and there is no plan to rollback the upgrade. After the

upgrade has been accepted, rollback is not supported.
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5.2

Upgrade MPE Cluster
This procedure outlines the steps required to incremental upgrade the MPE cluster.

S | This procedure will upgrade the MPE cluster.

T

E

P

#

1. | Pre-checks: o Refer to section 4 in this document to follow the pre-checks steps on

0 the MPE blades to be upgraded to make sure system is ready for

upgrade.
o Refer to section 7.2 “step #2” of this document to check the MPE
servers’ status.

2. | Reconfirm operation e Login to Active MPE CLI terminal, and issue the command “iqt -pE
“Prepare Upgrade” is Nodelnfo” and confirm that value “L.ongParam,AppEventDef” is
applied successfully assiined to column “excludeTables” for all entries:

Note: If for any reason the MPE cluster to be upgraded does not have the
correct tables excluded, then it will be necessary to execute the preupgrade
step in

section 5.1, step #4.

3. | Upload ISO image e Upload the target ISO image to all MPE servers in the cluster, the

way to upload is described in section 7.1 of this document.

4. | MPE: MPE servers e Login to CMP GUI and navigate to “Topology Settings”, then choose
status the MPE cluster from the navigation tree, and make sure none of the

servers is in Out Of Service (OOS) status:
o ™ |
€ 5 C D108082.184 i i =
o< | 7
Hie—

5. | Upgrade the standby e Refer to step 6 of section 5.1 to set this flag.

[] | server: set the “Force
standby flag”

6. | Upgrade the standby e Login to CMP GUI as admin, navigate to “System Maintenance”

[] | server: Start the under the “Upgrade Manager” menu item and select the server to be
upgrade upgraded (the one that was set to Force Standby earlier):
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e Choose “Start Upgrade” from the “Operations” menu:

L (+] OLE0.62. 144/ T paages e F TRt 1)

Wekcome admin | Last Logis an server 0107714 02

Oracle Communications Policy Management: cmp00

System Maintenancel Last Refresh 01 /072014 15:26:51 ) e
24 w
r
nETWORK r = 240
STSTEN WIDE BEPORTS
PUATIORM SETTING r - Pr—
UPCRADE MANAGER
" e o
R P r meett ot 19008048
SYSTEN ADMINISTRATION = moest wy 150042188  Foue Shandly M}
s T et AT-30 AR AR L 9LCR-R0M) ¢
Sa— =

e Following message will pop up, and click “OK”:

CAUTION! Please make sure the remote server is not being either Upgraded or Backed-out at this moment!

o Following message indicates that Upgrade has started:

Start Upgrade
mpell 10.60.62.146 OK

e Then we can see some alarms (like: 70001, 31101, 31283 ), be easy
to those, for these are expected that should be cleared automatically
after the process was completed successfully:
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R N L

(=l el Oracle Communications Policy Management: cmp00

..........

At the same time, upgrade progress will reflect in the “Upgrade
Status” column value for the server being upgraded as seen in the

. ~screen shots below:

unications Policy Management: empd0

oRACLE Oracle Camm

Note: upgrade procedure includes some phases, such like “Validating media”,
“Preparing for the upgrade”, “Chroot...”, “Resetting upgrade SNMP start
time..”, “Initializing upgrade”, “Performing preupgrade process”, “Installing
/var/TKLC/upgrade/manifest.normal. UPGRADE”, “Reboot”’, “Running

APP_ENABLE”, and so on.

In the end, the server will reboot and any CLI session will be
disconnected. After the reboot is completed, the running release will
reflect the upgraded version and status should show “Pending:

upgrade was completed”.
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o After successful upgrade, the server will report the
alarm“32532Server Upgrade Pending Accept/Reject”. This is
expected, just ignore it, because this will be cleared manually by take
normal action in the section 5.3.

7. | Standby Server CLI:

] | Post upgrade checks

e Log to Standby server CLI and tall the upgrade log file to ensure

o Verify replication is in Active state through “irepstat” command:

From CHMP-1 Jireline

From MPE-la-Wireline
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MPE: Backout in case
of failure of any post
checks

*** |f upgrade verification fails and backout to old version is required, the
upgraded server can be “rolled back” following these steps. *** If verification
steps have passed, skip this step and proceed to next step.

¢ Login to CMP as admin

¢ Navigate to “System Maintenance” under “Upgrade Manager”, select
the upgraded server and from “Operations” menu , select “Reject
Upgrade”:

e For greater detail see section 6 “Backout MPE Procedure”

Switch
“ForceStandby:switch
the upgraded
Server(Server-B to
Active, and the
previous Active
one(Server-A) to
“ForceStandby”

¢ Navigate to “System Maintenance” under “Upgrade Manager”, select
the MPE cluster:

[ e ot e+

+ @ [0 10.60,62. 344 mu/ pagesmaarF ramesee. 1

ORACLE’

Welkcome adumin | Last Logis an server0 107714 02:50 AM

Oracle Communications Policy Management: cmp00

il Maintenancel Last Refresh :01/07/2014 15:49:52 ) =

Has— | =

e Click the submenu “Switch ForceStandby” in “Operations” menu item:
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e Following message will pop up and choose “OK”:

Are you sure you want to execute Switch ForceStandby?

| DK| | Cancel |

e Following messages will pop up in order:
Upgrade Command

Please wait - Sending command Switch ForceStandby

prsiecommamd ¢

Switch ForceStandby
MFPE OK

Note: after do this, the upgraded server (server B) will become the active
MPE and the previous active MPE (server A) will become the forced standby
one.

¢ Navigate to “Topology Settings”, and then choose the MPE cluster
from the navigation tree to check the switch result as follows:
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- © [ 106062144

Webcnme sdmin | Last Login wn server@107/14 02:50 AN |
Oracle Communications Policy Management: cmp00 Active: Aarst © oo

OoRACLE

pEE—————F

Note: if the result is not like this, just try this step again.

10.

Active Server

e Follow the same procedure steps for the Standby server (step 5 to 6)

] | Upgrade: to upgrade the new standby (from Active) server and perform the
post checks.
11. | Last Switch e After the second server is upgraded and the post upgrade status
“ForceStandby”: check has passed, do step 9 (Switch Forced Standby) again. This is
to return Server-A in the HA cluster back to the original state of
“Active”, and is a post upgrade step that is optional
12. | Remove the “forced e Refer to step 14 in section 5.1 to do this.
standby” flag
13. | Accept upgrade e Refer to section 7.4.
5.3 Upgrade completion
S | This procedure is to add excluded tables back to replication. This operation must be done in two
T | scenarios:
E - After all servers (all MPEs and CMPs) were upgraded successfully, this operation must be done.
P | - When the upgrade fails and the decision to backout is done, this operation must be done after the
# last server (CMP or MPE) backout is done.
1. | Upgrade e Login to CMP active CLI, issue following command to add excluded
completion: tables back to replication:
add excluded tables # /opt/camiant/bin/policyUpgrade.pl --cleanupUpgrade
back to replication
e Issue following command to check whether the operation is done
successfully:
# iqt -pE Nodelnfo
NULL value to field “excludeTables” in all records indicates success:
2. | Change e Refer to section 7.5.

maxMsgSize
Configuration
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6. Backout Procedure

6.1 Backout MPE
This procedure outlines the steps required to roll back the MPE upgrade.

S | This procedure will roll back the MPE cluster. Both Servers have been upgraded but the upgrade has
T | not been accepted yet. The standby server will be rolled back first. If only the standby server has been
E | upgraded and the decision is made to “rollback”, only steps 1-2 in this procedure need to be performed.
P

# | Pre-requisite: upgrade is not accepted.

1. | Roll back the e Login to CMP GUI as admin, navigate to “System Maintenance”

] | standby server under the “Upgrade Manager” menu item , select the server to be

backout (the one that was set to Force Standby earlier, or it is
necessary to set it, the way to set this is written in previous section),
and click “Reject Upgrade” in “Operations” menu item:

B o e+ Y
L ¢ BOLBOUBT. LA vt b

ORACLE’

[ T ——— T

Oracle Communications Policy Management: cmp00

e Following message will pop up and choose “OK”:

Are you sure you want to execute Reject Upgrade?

| DK| | Cancel

o Following message indicates the reject process begins:

Upgrade Command

Reject Upgrade
mpell 10.60.62.146

e Then we can see some alarms (like: 31101, 31107), be easy to
those, for these are expected that should be cleared automatically
after the process was completed successfully.

o At the same time, reject progress will reflect in the “Upgrade Status”
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column value for the server being rejected as seen in the screen
shots below:

[ ]

€ 9 O [J 106052 144 mipagemantrames o
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o After a while, backout is end until the the value of “Upgrade Status”
is “backou was completed”,and value of “Running Release” is also

changed.

& & © | 105052 144 mepageymant e iy

Wekiome admin | Last Lagie un server:010%/14 05:45 PM
@ CF a0 Oracle Communications Policy Management: cmp00 : ; ‘oo

........ Balntemmncnt Lant Betrosh 01 /D9/2014 18:11147 |

2l ‘F

2. | Standby Server CLI:

post backout check

e Ensure there is no major alarm in CMP GUI by referring to step 2 of
section 4.

e Login to MPE CLI and verify server system state, validate server role
and application state as per step 2 of section 7.2.

3. | Roll back the active
server:

o Switch the roll-backed Server(Server-B to Active, and the previous
Active one(Server-A) to “ForceStandby”, the way to do this is
described in step 100fsection 5.2 in this document.
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¢ Roll back the new standby server by the same way of step 1.

4. | Last Switch o Refer to step 10 in section 5.1in this document.
“ForceStandby”

Remove the “forced e Refer to step 14 in section 5.1in this document.

5.
] | standby” flag
6 Check server status e Refer to section 7.2 in this document.

6.2 Backout CMP
This procedure outlines the steps required to roll back the CMP upgrade in CMP Cluster.

S | This procedure will roll back the CMP cluster. Both Servers have been upgraded but the upgrade has
T | not been accepted yet. The standby server will be rolled back first. If only the standby server has been
E | upgraded and the decision is made to “rollback”, only steps 1-3 in this procedure need to be performed.
P

# Pre-requisite: upgrade is not accepted.

1. | Roll back the e Login to CMP GUI as admin, navigate to “System Maintenance”

] | standby CMP under the “Upgrade Manager” menu item , select the server to be

backed out (make sure it is in Force Standby), and click “Reject
Upgrade” in “Operations” menu item:

=—)

e Following message will pop up and choose “OK”:

Are you sure you want to execute Reject Upgrade?

| DI{| | Cancel |

¢ Following message indicates the reject process begins:
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Upgrade Command

Reject Upgrade
cmp0l1 10.60.62.143

e Alarms (like: 70001, 31101, 31107,31114) will be noted. These are
expected and should clear automatically after the rollback process is
completed successfully:

e Atthe same time, reject progress will be reflected in the “Upgrade
Status” column for the server being rejected, as seen in the screen
shots below:

4l Lzl

e After backout is completed, “Upgrade Status” is “Completed: backout
was completed”, and the value of “Running Release” is also
changed:

2. | Standby Server

e Ensure there is no major alarm in CMP GUI by referring to step 2 of
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CLI:post backout section 4.
check
e Login to CMP CLI and verify server system state, validate server role
and application state as per step 1 of section 7.2.
3. | Check and e Refer to section 7.3.

harmonize the
remote-root-login
configuration

4. | Roll back the active
server: “Switch
Forced Standby”

Switch the roll-backed Server(Server-B) to Active, and the previous Active
one(Server-A) to “ForceStandby”. Refer to step 10 of section 5.1.

5. | Roll back the ¢ Roll back the newly standby Server-A as per step 1 and do post

standby server

backout checks as in step2 of this procedure.

Last Switch
“ForceStandby”

e Refer to step 10 of section 5.1.
This step will make Server-A the active server in the cluster again

Remove the “forced
standby” flag

e Refer to step14 of section 5.1.
The forced standby status will now be on Server-B and can be removed.

Check server status

e Refer to section 7.2 .

Upgrade completion:

add excluded tables
back to replication

e Refer to section 5.3 to do this step.
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7. Supporting Procedures

7.1 Uploading policy release (iso image file) to server to be upgraded

The iso image for the upgrade must be transferred to the /var/TKLC/upgrade directory of each server to
be upgraded. The following procedure (step #1) shows how this is done using the Upgrade Manager.
(UM). A software distribution site is used as an ftp server so that the iso image file can be transferred to
the CMP target server using SCP/. Alternately, the iso image can be transferred manually (Step #2) to
Ivar/TKLC/upgrade directory with root user. Remote root access must be enabled. To enable remote root
access, reference section 7.3..

This procedure will prepare the upgrade version of Wireline policy software in the designated path
Needed material:

- Wireline policy software iso image on scp server or local workstation

Upload iso image to | Notice: If don’t have SCP server, then please skip this method.

target server using o Enter UM and choose the server arranged to uEgrade:
UM | e P T ——— :

- C [ 100082 140w

[ PFEoTm-dn

Policy Management: cnp00

Z Tekelec

al — ] al

right corner:
T 7% by Mgt e Lt tesw -]

* c DOLG0LEZ. 144 T oy

Weleome sdmin | Last Loghs s server:0LO214 10:18 PM |

Bl [ Policy Management: cmp00

o Enter the four fields of the SCP server in which the iso image is
stored, then click ‘Add’ to complete the image uploading:

e Then choose the submenu “Upload ISO” in menu “Operations” on top
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B - - - [

- [N T =X

3 Tekelec Policy Management: crmp00

e The following screen indicates the uploading is ok:

- © [ D0, 144 e rumn s

A i son (e (e oo | BTy T Sww [ Gone 33 Goige 8 [l BT, GRS [ wace - Seogem ps et i Trbuns rubs s e e ]

7@ Tekelec

2. | SCPisoimage

[ | manually to
Ivar/TKLC/upgrade
on target server

Alternately, the iso image can be transferred manually to /var/TKLC/upgrade
directory with root user. Remote root access must be enabled. Refer to
section 7.3 to enable remote root access. SCP is the procedure preferred by
Verizon.

3. | Ensure only one
(] | image file in
/var/TKLC/upgrade

Ensure that only the target upgrade image file is in the directory
/var/TKLC/upgrade. Any image file from a previous release should be
removed.
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7.2 Check server status
This procedure outlines the steps about how to check server status.

This procedure performs the operation to check server status
- Check all CMPs status in CMP cluster:

RFETMAOM

Check CMPs status
in cluster: verify
server system state,
validate server role
and application state

e Login to the active CMP cli issue the “syscheck” command, and

ensure all checks status return “OK”:

e Login to the active CMP cli and issue the “ha.mystate” command, and
confirm the server role is “Active”

e Login into the active CMP cli and issue the “irepstat” command to
ensure replication status is Active

P cy O i DhReplication] -——=————cm e

o Verify that MySQL between the Active CMP and the Standby CMP is
synchronized via following steps:

Login to the Active CMP, issue the command ‘mysql -uroot -proot -e “show
master status” You will have output similar to the snapshot below.

Now login to the Standby CMP, issue the command ‘'mysql -uroot -proot -e
“show slave status\G” | grep -i “Master_Log"".
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Check that the values of “Relay_Master Log_File” and
“Exec_Master_Log_Pos” are the same as the values of columns “File”,
“Position” fetched by the above SQL command.

For example:
mysql-bin.002481 | 277552542 |

Relay_Master_Log_File: mysqgl-bin.002481
Exec_Master_Log_Pos: 277552542

o Now execute wbAccess mysqlState on the Active Node

[rootBCHP-1a-Wireline ~]# I

e Login into the active CMP cli and issue ‘inetmstat’ command to
ensure merge status. (Standby is “To”, Active is “From”)

Note: Now the check will be on the standby CMP

e Login to CMP standby CLI, issue “syscheck” command, and ensure all
checks status return “OK”.

e Login to CMP standby CLI, issue “ha.mystate” command, and make
sure that the server role is “Stby”:

e Login to CMP standby CLI and issue “irepstat” command to ensure
replication status is Active:
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o Now execute wbAccess mysqlState on the Standby Node

[rootBCHP-1b-Tireline ~]1# wblccess mysqlS

SLivE_STHCHFOHIEED
[tootBCHP-1b-Uireline ~]#

e Login into the standby CMP cli and issue “inetmstat’ command to
ensure merge status. (Standby is “From”, Active is “To”) which
direction is “From” is active:

inetc

2. | Check MPEs status
in cluster: verify
server system state,
validate server role
and application state

¢ Login to active MPE CLI, issue “syscheck” command, and ensure all
checks status return “OK”.

e Login to active MPE CLI, issue “ha.mystate” command, and make
sure that the server role is “Active”:

e Login to active MPE CLI and issue “irepstat” command to ensure
replication status is Active:

e Login to active MPE CLI and issue “inetmstat” command to ensure
merge status: (Standby is “To”, Active is “To”)
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0.00 15:15:11

Note: Now the check will be on the standby MPE

Login to MPE standby CLI, issue “syscheck” command, and ensure all
checks status return “OK”.

Login to MPE standby CLI, issue “ha.mystate” command, and make
sure that the server role is “Stby”:

Login to MPE standby CLI, issue “irepstat” command, and make sure
ensure replication status is Active.

e Login to MPE standby CLI, issue “inetmstat’ command, and make
sure merge status: (Standby is “To”, Active is “To”

7.3 Check the remote-root-login configuration

This procedure outlines the steps about how to check the remote-root-login configuration of the topology,
making sure all the servers are configured in the same way.
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This procedure performs the operation check and re-configure the remote-root-login
- Check remote-root-login configuration
- Re-configure

RPFEUOTMmMmAd®

Check e Login to active CMP CLI, issue “su - platcfg” command, follow menu
“Camiant Configuration”> “Security Configuration and
Management”> “Enable/Disable Remote Root Login”, choose “View
Status “, and then check whether the configuration is the same(either
Enabled or Disabled) for all servers:

b node s}

Remote Root Login Enable/Disable Statuos

Remots oot Login Epable/Disable Statis

¢4 Total 4 node(s)

#0884 Disabled node(s):
3135.054810.60.62.146
3125.053810.60.462.145

JA0375.07T4810.60. 62,143

JA0375.119810.60.62.142

If the configuration is not all the same, do following step 2.

2. | Re-configure:
Enable/Disable the e Login to active CMPCLI, issue “su - platcfg” command, follow menu
remote-root-login “Camiant Configuration”>“Security Configuration and Management”>
“Enable/Disable Remote Root Login”:
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Policy Security Configuration and Management Menu

Policy Security Initialization
Enable/Disable Remote Root Login
Centralized Password Management E

Exit

e Then enter “Enable/Disable Remote Root Login” :

Policy Account/Login Password Management Menu

Disable Remote Root Login
View Status
Exit

¢ Choose “Enable Remote Root Login” or “Disable Remote Root Login”.
If “Disable Remote Root Login” was chosen and the result will pop up:

Remate Root Login Enable/Disable Statos
#### Total 4 ncdeis)

[t##4 Disabled node(s):
3228, 084810. 60,62, 146
[c3125.053910. 60.62. 145
p.0375. 074810, 60.62.142
Jr0375,119810.60. 62,142

e Choose “Exit” to exit.

Policy Management 10.4.1 38 June 2015



Software Upgrade Procedure (10.4.0 RC6 to 10.4.1) Section 7

7.4  Accept Upgrade

This procedure outlines the steps required to accept the upgrade after the CMP cluster or the MPE
clusters are upgraded and post checks are all passed. When the accept process is completed, the
upgrade cannot be rolled back anymore.

The standby blade should always be accepted first then the Active one. The server needs to be marked
as “Forced Standby” to be able to accept the upgrade.

S | This procedure performs a post-upgrade check on the system to decide if it is convenient to start the
T | incremental upgrade of the system.
E | - Check all server status
P - Check Alarm
# - Accept upgrade for CMP /MPE
3. | Server CLI: e Check all of CMPs and MPEs status, this may refer to section 7.2 in
Check all CMPs and this document.
MPEs status
4. | Laptop/workstation e Login into CMP GUI as admin and inspect the “Active Alarms” from
[] | onupgraded the “System Wide Report” side menu to make sure there are no
solution network: critical/major alarms..
Check active alarms R e
i Dat ]__] I e |3 5::/[ ¥ - e Serves - :'! agregate — E;_t_:

4 Alarms found, displaying all Alarms.

Dccurrence Severity  Alarm ID Text OAM VIP

Mar 30, 2014 06:11 PM EDT Minar 32532 Server Upgrade Pending Accept/Reject 10.253.104.243
Mar 30, 2014 05:58 PM EOT Minar 32532 Server Upgrade Pending Accept/Reject 10.253.104.243
Mar 30, 2014 02:32 PM EDT Minor 32832 Server Upgrade Pending Accept/Reject 10.253.104.240
Mar 30, 2014 02:07 PM EDT Minar 32532 Server Upgrade Pending Accept/Reject 10.253.104.240

EEEE
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5.

CMP cluster: Accept
upgrade for CMP

e Login to CMP GUI as admin and navigate to “System Maintenance”
under “Upgrade Manager” menu item.

e Set the “Force standby flag” for the standby CMP. Refer to step 5 in
section 5.1.

e Select the checkbox of the forced-standby CMP and choose “Accept
Upgrade” from the “Operations” menu:

[T

- G L BOUBOLERL 144y g e et

ORACLE’

. . _ta.mef130
' O saxt e MIEZAE -_i'\'.1 amtt ;r MAELS AL = i b ol L
ot B73- 30100 .3 B0CE-AEm] - Pzl R4 L T

2l 12

e Following message will pop up and then choose “OK”:

-

Are you sure you want to execute Accept Upgrade?

| 0K | | Cancel

e A small window will be displayed indicating the start of accepting the
upgrade:

Upgrade Command

Accept Upgrade
cmp0l 10.60.62.143

e When the process is completed the upgrade status will show
“Completed” in place of “Pending”
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o ol

e Switch the upgrade-accepted Server(Server-B) to Active, and the
previous Active one(Server-A) to “ForceStandby”. Refer to step 10 of
section 5.1.

e Same steps to “Accept the upgrade” can now be applied on the new
standby server. (For example Server A).

¢ Remove the “ForceStandby” flag from standby server (Server A).
Refer to step14 of section 5.1.

6. | MPE cluster: Accept
upgrade for MPE

e Login to CMP as admin and navigate to “System Maintenance” under
“Upgrade Manager” menu item.

e Select the check of the standby MPE and choose “Accept Upgrade”
from the “Operations” menu:

.

* [JURRTT- T RN

nnnnnnnnnnnnnnnnnnn

!lu 108 10.4 B_12. 1 D-mmpu-ul_ba {100
]
T me_tiie_E73-2451 100 R 481 00CC-ROH]

ST PR TVURTEY ]

il |

e Following message will pop up and then choose “OK”:
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Are you sure you want to execute Accept Upgrade?

| l}l{| | Cancel |

¢ A small window will be displayed indicating the start of accepting the
upgrade:

Upgrade Command

Accept Upgrade
mpedl 10.60.62.146

e When the process is completed the upgrade status will show
“Completed” in place of “Pending”

o Basth 41 aa
rp_fde_8T2-2411-182_Rew A_BLSCO-ROM]

SR B

e Switch the upgrade-accepted Server(Server-B) to Active, and the
previous Active one(Server-A) to “ForceStandby”, the way to do this is
described in step 10 in section 5.1 in this document.

e Same steps to “Accept the upgrade” can now be applied on the new
standby server. (For example Server A).

¢ Remove the “ForceStandby” flag from standby server(Server A), this
can refer to step 14 in section 5.1 in this document.
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7.5

Section 7

Change maxMsgSize configuration after upgrade completion

Due to the fact that in 10.4.0 MPE, DIAMETER.MaxMsgSize is hardcoded as 25K (before the patch),
upgrade from 10.4.0 to 10.4.1 won't set the value as 64K automatically. It is essential to do following
steps on CMP GUI after upgrade from 10.4.0 to 10.4.1 is done.

S | This procedure performs the change of maxMsgSize configuration on policy server.
T | - Open Policy Server tab of a policy server on CMP GUI
E | - Open Advanced Configuration Settings GUI via Advanced button
P | - Click Add button and input DIAMETER.MaxMsgSize as Configuration Key and 65536 as the Value
# - Click Save on the Advanced Configuration Settings GUI
1. | Open Policy Server
tab ‘ . . .
ORACLE Oracle Communications Policy Manag
MY FAVORITES ‘S Polcy Servers Policy Server: MPE_86
POLICY SERVER 53 AL R _
P g‘ MPE &) System | Reports | Logs Policies
Network Elsmmts . 8] mpeShuang2 Madity [ Advanced TSSync T g VoD Server Now |
Applications &) RE4-test esocl
Global Configuration Seitin ~ —J st sagchations
< POLICY MANAGEMENT A iia QpenStreamVIDEQ
. SUBSCRIBER Network Element Groups NE.Group-01
+| NETWORK Default Local Time Mode System Local Time
+| SYSTEM WIDE REPORTS Diameter
2. | Open Advanced
Configuration . . . .
Settings GUI ORACLE Oracle Communications Policy Manag
MY FAVORITES ‘3 Polcy Servers Policy Server: MPE_BE
B AL - "
PDI;-%SER;E} @ MPE_gt} System Paolicy Server Policies
onfiguration L
Network Elements :IL!I ol Other Advanced Configuration Settings
Applications =1 R64-est
Global Configuration Settin 3 wa m’r. Clone |_§ Edit | X Delete | ﬁ up
+ POLICY MANAGEMENT & pown
+ SUBSCRIBER Configuration Key Value
| NETWORK
+ SYSTEM WIDE REPORTS
' PLATFORM SETTING
+ UPGRADE MANAGER
+ SYSTEM ADMINISTRATION
+ HELP
3. | Click Add button

and then click Save
button

Add configuration Key Value

Configuration Key DIAMETER.MaxMsgSize
Value 65536 I Configuration Value
I Save ! '[ Cancel |
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4. | Click Save on
the Advanced
Configuration
Settings GUI

@ rJNallM= Oracle Communications Policy Manag

MY FAVORITES 3 Polcy Servers Policy Server: MPE_86

-] POLICY SERVER B3 A
1 I S lemT Re nrlsT Logs Paolicies
Configuration |2] JIPE 53 [ L E =
|

Network Elseimnis - 3] mpebiwang2 Other Advanced Configuration Settings
Applications {1 R64-est
Global Configuration Settin =5t [ Add g Clone ¥ Edit | X Delete | Up
+| POLICY MANAGEMENT & Down
+| SUBSCRIBER Configuration Key Value
+| NETWORK DIAMETER MaxMsgSize 65536

+ SYSTEM WIDE REPORTS

+| PLATFORM SETTING

+ UPGRADE MANAGER

+ SYSTEM ADMINISTRATION
+| HELP

Cancel

It is done if the GUI shows The configuration was applied successfully.
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