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1.0 INTRODUCTION

1.1Purpose

This document describes the procedures to configure the hardware and platform components of a hardware
environment to run Policy Management Software 9.4.

Policy Management 9.4 runs on HP ProLiant hardware. Including:
e HP ProLiant DL360G6

e HP ProLiant DL360G7

e HP ProLiant DL360pGen8

e HP ProLiant DL380pGen8

The purpose of this document is to describe the Installation Procedures for servers running Policy Management
9.4.

Policy Management 9.4 is based on Tekelec Platform 6.0 Software.

e  Carrier Grade Operating System TPD 6.0.1

e High Performance In-memory DB COMCOL 6.1

e Policy Management Applications 9.4: MPE, MA, BOD and CMP

This document is intended for engineering, integration, documentation, technical services, and test groups. This
document may be used in discussions with the customer to determine if this product satisfies their expectations. The
reader is assumed to be familiar with Policy Management Products.

The scope of this document is to describe the Procedures for Policy Management 9.4 Installation.

Other procedures required for Policy Management 9.4 include Aquiring Firmware, [TODQ]. For information on
these procedures please refer to Platform 5.x HP G6/G7 Configuration Procedure Reference//

1.2Product Summary

Ensure that all equipment has been physically installed and is under power. If this has not been already performed,
do so now before continuing with this document (refer to the appropriate hardware installation guide).

Some of the procedures used in this guide require direct console access. Ensure that you have a keyboard and
monitor available, as well as all the required adapters for working with HP equipment.

It is required that IP network layout, addressing, and cabling be determined prior to performing the procedures in
this guide. This includes:

e Knowledge of which networks will be used for Management, iLO/RMM, OAM, Signaling-A, and Signaling-B
interfaces (refer to Policy Management on HP Rack Mount System Networking Interconnect TR007293).

o All IP addresses and gateways to be configured on the Policy Management systems and support equipment
(aggregation switches, PM&C server, etc.). Refer to the IP Network Site Survey.

e NTP and DNS information.

1.3References

e Disaster Recovery Process for HP c-Class, 909-1638-001

e HP Solutions Firmware Upgrade Pack Release Notes, 795-000-2xx

e HP Solutions Firmware Upgrade Pack Release Notes, 909-1927-001.

e Platform 5.x HP G6/G7 Configuration Procedure Reference, 909-1620-001

e SNMP User’s Guide, 910-6288-001

e Platform 5.x HP G6/G7 Configuration Procedure Reference, 909-1620-001

e Initial Product Manufacture, 909-2130-001

e Oracle Communication Policy Management Disaster Recovery Procedures, E85223-01
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1.4Acronyms

Acronym Definition
BOD Bandwidth on Demand
GUI Graphical User Interface
SDM Subscriber Data Management
HA High Availability
IPM Initial Program Manufacture
MA Management Agent
MPE Multimedia Policy Engine
CMP Camiant Management Platform
OAM Operation, Administration and Management
QP QBUS Platform
SIG Signaling Network
BIOS Basic Input Output System
CD Compact Disk
Csv Comma Separated Value
DVD Digital Versatile Disc
EBIPA Enclosure Bay IP Addressing
FRU Field Replaceable Unit
HP c-Class HP blade server offering
iLO Integrated Lights Out manager
IE Internet Explorer
IPM Initial Product Manufacture — the process of
installing TPD on a hardware platform
OA HP Onboard Administrator
(0K Operating System (e.g. TPD)
PM&C Platform Management & Configuration
RMM2 Intel Remote Management Module 2 — PP-5160 Lights out Management
RMS Rack Mount Server
SFTP SFTP Secure File Transfer Protocol
SNMP Simple Network Management Protocol
TPD Tekelec Platform Distribution
VSP Virtual Serial Port
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1.5My Oracle Support

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product support and training
needs. A representative at Customer Access Support (CAS) can assist you with My Oracle Support registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for your local
country from the list at http://www.oracle.com/us/support/contact/index.html. When calling, make the selections in
the following sequence on the Support telephone menu:

1. Select 2 for New Service Request
2. Select 3 for Hardware, Networking and Solaris Operating System Support
3. Select one of the following options:
a. For Technical issues such as creating a new Service Request (SR), select 1
b. For Non-technical issues such as registration or assistance with My Oracle Support, Select 2

You will be connected to a live agent who can assist you with My Oracle Support registration and opening a support
ticket. My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.

6 of 32 E85553-01


http://www.oracle.com/us/support/contact/index.html
https://support.oracle.com/

2.0 INSTALLATION PROCEDURES
2.1Updating and Configuring the HP blade

2.1.1 Procedure 1: Updating the HP Firmware and Configuring the BIOS

To perform this procedure perform the steps described in Ch. 3.10.1 Upgrade DL360 or DL380 Server Firmware in
Platform 5.x HP G6/G7 Configuration Procedure Reference, 909-1620-001.

2.1.2 Procedure 2: Configuring the DL360 iLO Port
1. Connect to the console and reboot the DL360 server.

2. After the server has rebooted, press F8 to access the iLO configuration menu, as soon as you see Integrated
Lights-Out 2 Advanced press [F8] to configure at the bottom of the screen

Advanced Memory Protection Mode: Advanced ECC Support

Redundant ROM Detected - This en contains a valid backup system ROM.
Inlet Anbient Temperature:

1615-Power Supply Failure or Power Supply Unplugged in Bay 2

SATA Option ROM ver 2.80.B12

Copyright 19 2088. Heuwlett-Packard Development Company, L.P.
Portl: (CD-ROM) hp DUD RW AD-7586H

Broadcon NetXtreme II Ethernet Boot Agent vb.8.11
g 2 2018 Broadcom Ci

3. Select DNS/DHCP from the Network tab pull-down.

Integrated Lights-Out 2
cptoed  User Settings About

NIC and TCP/IP
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4. Disable DHCP and press F10 to save.

5. Select NIC and TCP/IP from the Network tab pull-down.

6. Configure the IP address, Subnet netmask, and Gateway IP Address, and press F10 to save.
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7. Select Edit from the User tab pull-down.

8. Configure a password for the default administrator account and press F10 to save.

9. Select Add from the User tab pull-down menu.
10. Create a root user with all privileges set to Yes. Press F10 to save.
11. Exit the configuration utility.

2.2Software Installation

2.2.1 Procedure 3: TPD Installation

To perform this procedure perform the steps described in section 3.10.2 of the Platform 5.x HP G6/G7
Configuration Procedure Reference, 909-1620-001

2.2.2 Procedure 4: Application Software Installation

1. Insert the Policy Management application media into the optical drive. For DL380pGen8 where optical drive does
not exist, we can mount the 1SO using iLO virtual media manager, or follow the steps in section 1.4 of PG005024
to copy the ISO from a USB stick to /var/TKLC/upgrade of the server.

2. Connect to the server console and log in as root.
3. Start the Platcfg utility by issuing the following command:
# su—platcfg
4. From the platcfg utility, navigate to Maintenance - Upgrade - Initiate Upgrade.

9 of 32 E85553-01



5. Select the ISO image from the Upgrade Media Menu. For example:

| Choose Upgrade Media Menu |

872-1818-01-2.2.0 22.11.06-1386.1is0 - tklc 872-1818-01 Rev A 22.11.6
Exit

NOTE: The server will reboot twice during the installation process, Do Not Remove the media at this time.

6. Once the login prompt is displayed, installation is complete. Remove the DVD from the DVVD drive. It’s also safe to
delete the iso file in /var/TKLC/upgrade.

2.2.3 Procedure 5: Initial platcfg Configuration

Clustered Policy Management products perform replication using an external interface. This interface is defined as
the OAM Real IP address. This interface is always active on the server and is used in later procedures, as part of the
cluster definition. This procedure requires a single IP address on the OAM network for each server.

1. Loginas root and then open the platcfg utility, using the following command:
# su-platcfg

Main Menu

Maintenance
Diagnostics

Server Configuration
Remote Consoles
Network Configuration
NetBackup Configuration
Camiant Configuration

Use arrow keys to move between options <Enter> selects <F12> Main Menu
3. Select Perform Initial Configuration.

Platform Configuration Utility 3.85 (C) 2883 - 2812 Tekelec, Inc.
Hostname: hostnamel339426594

Camiant Configuration Menu

Perform Initial Configuration

Restart Application

Uerify Initial Configuration
Uerify Server Status
Exchange 33H Key with Mate
SSL Key Configuration
Cluster File Sync

Routing Config

Backup and Restore

Firewall

Exit

Use arrow keys to move between options | <{Enter> selects i <F12> Main Menu
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4. Once selected, the following screen is displayed:

Platform Configuration Utility 3.086 (C) 2
Hostname: CMP-P1

HostMame:
0AM Real IP Address: e
0AM Default Route: plp
NTP Server: pi

ONS Server A:
DNS Server B: i

ONS Search:

Device:

Backplane Device:

Use arrow keys to move between options | <Enter> selects

Where:

Hostname—the unique hostname for the device being configured.

OAM Real IP Address—the IP address that is permanently assigned to this device.
OAM Default Route—the default route of the OAM network.

NTP Server—a reachable NTP server.

DNS Server A—areachable DNS server. This is optional but recommended.

DNS Server B— a second reachable DNS server. This is optional but recommended.

DNS Search—is a directive to a DNS resolver (client) to append the specified domain name (suffix) before
sending out a DNS query.

0 Device—the bond interface of the OAM device. Note that the default value should be used, as changing
this value is not supported.

o0 Backplane Device - the bond interface of the Backplane device. Note that the default value should be used,
as changing this value is not supported.

5. Enter the configuration and then click OK.
6. When prompted to save and apply, click Yes.

At this point the screen pauses for approximately one minute. This is normal behavior and occurs while the
configuration updates.

O 0 OO0 o o0 o
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7. Verify the configuration by selecting Camiant Server Configuration—> \erify Initial Configuration from the
platcfg utility. A display similar to the following is shown.

Use arrow keys to move between options | <Enter> selects
NOTE: The NTP status may not have updated yet. This is normal behavior.
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8. Exit from this screen and select Verify Server Status. The server should be in a running state. For example:

Use arrow keys to move between options | <Enter> selects
9. Exit the platcfg utility and ping the default gateway to validate network connectivity.
10. Repeat this procedure on all servers.
Once all servers are configured you are now ready to begin the topology and clustering configuration.
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2.3Configuring the Policy Management Application

2.3.1 Procedure 6: CMP Topology Configuration

Once the product software has been installed and the initial configuration has been performed, you must now use the
CMP GUI to configure topology to provide a clustered environment, ensuring high system availability. The CMP has
a different procedure than the MPE/MA/BoD, and must be configured first.

This procedure requires a single IP address on the OAM network to be used as the OAM VIP for the CMP cluster.
The OAM Real IP address configured in the initial configuration procedure cannot be used for this purpose.

1. Open a WEB browser and enter the OAM Real IP address of the first CMP blade (in this example CMP-a).
2. Enter the mode of operation and when finished, click OK. For example:

i@ Tekelec

Policy Management Initial Configuration Screen

CMP 5 not currently configursd in an operational mods. Pisase configure it before procesding

oK
NOTE: Check the item “Manage Geo-Redundant MPE/MRA” if you are building geo-redundant solution.

3. Log in as admin, with a password of policies.

4. You are prompted to change your password. Enter your new password and then click Change Password. The
main CMP page is displayed.

Bl Policy Management

PLATFORM SLTTING

Topelogy Setting
nnnnnnn 9

UPGRADE MANAGLR
System Maintenance

SYSTEM
ADMINISTRATION

User Management
change Password

HELP
About
Online Help
Logout
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5. Configure the CMP topology by selecting Topology Setting, located in the Platform Setting section of the

navigation pane.

uncy Lorary
Template Library
Policy Table Library
Policy Import / Export

“ 23 Topology Settings
43 All Sites
sPR Wl Clusters

Profile Data
Configuration

NETWORK
| Metwork Elements

| MRA
Configuration
SYSTEM WIDE REPORTS

Active Alarms

| Alarm History Report
KPI Dashboard
Trending Reports
Connection Status
Protocol Errars

Policy Statistics Report

m

| PLATFORM SETTING .

Topology Setting
| SNMP Setting

| UPGRADE MANAGER

System Maintenance

SYSTEM ks

Initial Configuration Detected. Please add CMP Site 1 Cluster.

| WY Gl Policy Management

Cluster Configuration

Add CMP Sitel Cluster

Cluster Settings

| Name Site

|Appl Type
Preference

OAM VIP

Server-A

Server-B Server-C Operation

6. Click Add CMP Site 1 Cluster. The C

luster Setting page is displayed.

Cluster Settings

Name
Appl Type
HW Type

Topoelogy Configuration

CAM VIP ]

Signaling VIP 1

Signaling *

Signaling *

Signaling VIP 4

T 7

DECEORC )

Server-A

Delete S

1P I

HostMame ||

Forced Standby 7

Cancel

i

e Rt Mo &
N By

@
I

n
)
m

7. Configure the following items; click Save when finished.
0 HW Type—If you are using DL360G6 or G7, please select DG360G6/G7. If you are using anything else, select

RMS.

0 OAM VIP—IP address and netmask for the cluster VIP on the OAM network.
o Signaling VIP—(optional) VIP and netmask for the cluster on the signaling network. Note that you must

select SIG-A or SIG-B interface.

0 Server-A IP—OAM Real IP address for the first server (predefined, no input necessary).
0 Server-A Hostname—hostname for the first server (predefined, no input necessary).
8. SSH to the CMP-a blade (hostname Cfg1-CMP-a in this example) and log in as root.

9. On CMP-3, use the ha.mystate command to verify that the blade becomes active by noting the role switching to
Active. The following example illustrates this:

[root@MP-P1 ~1# ha.mystate
resourceld role node subResources lastUpdate
DbReplication Active ABS09. 253 0 0624:031437.275
VIP Active ABS09. 253 0 0624:031457.298
0P Active ABS09. 253 0 0625:032503.679
DbREpliE.’atiDn_Eld 0os ABS09. 253 0 0624:031433.975
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10. Log in to the CMP GUI using the OAM VIP configured in this procedure.
11. Select the topology link and click View for the CMP site-1 cluster.

12. Click Modify Server-B and configure the following:

o Server-B IP—OAM Real IP address for the second server.

0 Server-B Hostname—hostname for the second server. This hostname must exactly match the hostname

configured in platcfg (same as uname -n).

13. Click Save when finished. The following is an example of a completed configuration.

Nl [ Policy Management

Brafils Dats
Configuration

Topakogy Configuration

HETWORK = AN Clusters

L3 ST

Matwork Usmasts

SYSTEH ADMINISTRATION

10.15.26.157
ppS160shal
o

14. Log into the CMP GUI and select Topology.

15. Click View for the CMP site-1 cluster.

16. Click Modify for Server-B and select Force Standby.
17. Click Save when finished.

18. Loginas root on both blades and enter:

ha.mystate.
19. Wait for one blade to be in Stby and the other Active.

20. On the active blade, enter the following command to access the platcfg utility:

# su—-platcfg

21. Inthe platcfg utility Main Menu, select Camiant Server Configuration.

22. Select Exchange SSH Key with Mate.
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Camiant Configuration Menu

Perform Initial Configuration
Restart Application
Verify Initial Configuration

Exc

S5L Key Configuration
Save Platform Debug Logs
Cluster File Sync
Routing Config

Firewall

Backup and Restore

Exit
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23. The hostname or IP address of the mate is displayed for verification purposes. For example:
Exchange SSH Keys

Hostname /IP:

24. If the hostname or IP address is correct, click OK. Some activity may be noticed while the key exchange occurs, and

after a few seconds a message is displayed:

{ Error Message |

Motice: Exchange key successfully

Press any key to continue

Error Code: notice

25. Press Enter.
26. Exit the platcfg utility.

27. Logintothe CMP GUI and select Reports, located in System Administration on the navigation bar. Both CMP

blades should be displayed with Topology OK. For example:
7a Tekelec

POLICY MANAGEMENT

Policy Management

Manager Reports

Policy Library

Template Library

Policy Tabls Library
Palicy Import | Expart
HETWORK

Wetwork Elements

HIA

Conbiguration

SYSTEM WIDE REPORTS

Eoccd Crroes

SHHE

System Settings
Ty Export

Trace Loo
Auedit Lo

Stats feset: Manual
CHP Sitel Cluster (P)
Mode: Active
sat All Courtars
Cluster: Manager
Cluster Status  On-line

Hiades

10.15.26.156 (Server-a) aive

10.15.26.157 (Server-B)

You are now ready to configure your MPE, MA or BOD servers topology.

2.3.2 Procedure 7:
Configuration

MPE-R/MPE-S/MA/BOD Topology and Clustering

Once the MPE/MA/BOD software has been installed and the initial configuration has been performed, you can
configure your topology to provide a clustered environment, ensuring high system availability. Note that the CMP
topology must be configured prior to configuring the MPE-R/MPE-S/MA/BOD.

The OAM Real IP address

configured in the initial configuration procedure is used for configuring the

MPE/MA/BoD servers. Also, this procedure requires a minimum of 1 IP address on either the Signaling-A or

Signaling-B network to be used as the signaling VIP for the MPE cluster.

1. Open aweb browser and enter the OAM VIP of the CMP.
2. Click Manager within the window and log in as admin.
17 of 32
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3. Configure the Site Topology. Note this requires that you selected Manage Geo-Redundant MPE/MRA on the
mode page, as described in section 2.3.1, Procedure 6: CMP Topology Configuration.

i@ Tekelec

PERLICY MANAGENENT

Ubrary

NETWORK
Netmsrh Larents
oA
Configuratica

EYETEM WIDE REPORTS

Alsrm History Beport
K01 Dashboard

PLATFORM KETTING

Topalegy Setting
S Setting

UPGIADE MARAGEE

ystem Maintsaance

SYSTEN
ADHINISTRATION

" Towoogy Sattings

Policy Management

o mEErE Lraars 3ra |
=Y Al Chters
@] cHw sitey Cher

Sitn Configuration

4. Click Create Site. The Site Configuration opens.

Welcome admin
Last Login on server:

06‘ 12‘ 12 10:12 PM

POLICY SERVER

Configuration
Applications

Match Lists

Traffic Profiles

Retry Profile

Charging Servers

Time Periods

Serving Gateway/MCC-MNC
Mapping

Custom AVP Definitions
Global Configuration
Settings

POLICY MANAGEMENT

Policy Library
Template Library

[ Tekelec

" 4 Topology Settings

Policy Management

Save | Cancel

Site Configuration

R Sites New Site
EHE3 all Clusters Name I
L[] CMP Site1 Cluster Max Primary Site Failure Threshold 0

0 Name—used to provide an identifying name for the Site within the CMP GUI and within the topology.
Max Primary Site Failure Threshold—Fill in the number of Primary Site MPEs that must fail before an

(0]

Alarm is raised.

5. Configure the MPE/MA/BOD topology by selecting Topology Setting, located within the Platform Setting
section of the navigation pane.
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POLICY MARAGEMENT

UPGRADT MANAGER

Syatems Maiatansace

STSTEN
ADHINISTRATION

Policy Management

Add EMD Baed Shoste:

Cluster Configuration

A PEINRL St |

Active Mlarms: 0

2

Cluster Settings
[ P Baet Custer Wama [T itn [ GAM ViR Tarvar-A | Server® | Sarvart | Gparation
I-:NPSoe'.Clusber(P;-i CHF Sitel | | View
Cluster

T0.15.26.248 | T0.15.36.156 I T0.15.26.157 |

WA |
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6. Click Add MPE/Bod/MA Cluster. The Cluster Setting page is displayed.

1 Tekelec BREUEAELEEE TN

profile Data &3 Topology settings Topology Configuration
Configuration - N
L Al sites Cluster Settings
(T Sl Clusterd
8] cMP site1 Cluster Name

Network Elements Appl Type I ~

Site Preference - o]
A Normal © Reverse
Configuration Primary Site Unspecified +

HW Type RMS -
SYSTEM WIDE REPORTS OAM VIP /
AL i ) None SIG-A SIG-B
Alarm History Report Signaling WIP 1  — p— ~ s -
KPI Dashboard
T Signaling VIP 2 —]

n Status Signaling VIP 3 Y]
n Sta ignaling /

Policy Statistics Report Signaling VIP 4 Y c
PLATFORM SETTING

Server-A Delets Servar-A Server-| B Add Sarvar-| B
Topology Setting
SNMP Setting i) '7

HostName .
UPGRADE MANAGER
Forced Standby -
System Maintenance
SYSTEM ADMINISTRATION
System Settings
Import / Export Secondary Site Unspadfisd + oAM SIG-A S16-8
Reports
Ty HW Type C-Class - Network VLAN  [5 5 e
Audit Log Ibs
Scheduled Tasks OAM VIP ’
User Management
Change Password
None SIG-A SI1G-B

Signaling VIP 1 Yl 5 r
HELP ’

Signaling VIP 2 Y
About Signaling VIP 3 Y]
Online Help M Signaling VIP 4 Y

7. Configure the following items, click Save when finished:
NOTE: OAM VIP and Server IP addresses require IPv4. Only SIG-A/B VIP may be IPv6 or IPv4

(o}
(0}
(o}

o

O O O O O
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Name—used to provide an identifying name for the cluster within the CMP GUI.
Application Type—the application type.

Primary Site/Secondary Site—used to identify which site this cluster is in. If keep this input as default,
The other servers in topology may raise alarm 31209. This alarm should also raise if servers in different
clusters but configured with same site name.

HW Type—select RMS or DL360G6/G7. Depending on your hardware type.
OAM VIP—VIP and netmask for the cluster on the OAM network.

Signaling VIP1—VIP and netmask for the cluster on the signaling network. Note that you must select SIG-A
or SIG-B interface. Each interface can have more than one VIP. Note that one cluster might require you to
configure 2 VIPs for the two different sites.

Server-A IP—OAM Real IP address for the first server.

Server-A Hostname—hostname for the first server.

Server-B IP—OAM Real IP address of the second server (click Add Server B, if needed).
Server-B Hostname—hostname for the second server.

Server-B Forced Standby—Click this checkbox to prevent server from Providing Service (Forced Standby
automatically checked when server is first added).

Server-C IP—OAM Real IP address for the first server. NOTE: Server-C Configuration is only required for
the PCRF Geo-Redundancy Feature.

Server-C Hostname—hostname for the spare server.

Server-C Forced Standby— Click this checkbox to prevent server from Providing Service (Forced Standby
automatically checked when server is first added).
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The following is an example of a configured MPE Cluster Setting pages.

- I.
ale—
73 Teke | ec Policy Management
AN
Profile Data - n .
Configuration (3 Topology Settings Topology Configuration
+
NETWORK Al Sites Cluster Settings
SRSl Clusters]
Network Elements [8] cvP sitel Cluster Name MRA-Sital
Appl Type MRA v
T Site Preference ® normal C Reverse
Configuration
< Primary Site Site1 -
SYSTEM WIDE REPORTS HW Type RMS -
OAM VIP 10.15.27.199 VAEE}
Active Alarms
Alarm History Report None 1G-s SIG-B
e Signaling VIP 1 [oasesass  /Ra r g o
Connection Status Signaling VIP 2 Y c ¥
Protocol Errors N
Policy Statistics Report Signaling WIP 3 — ’ 3 o
Signaling VIP 4 — c 5
PLATFORM SETTING
Server-A Delete Server-A Server-B Delete Server-8.
Topology Setting
SNMP Setting
P 10.15.26.199 1 10.15.26.198
UPGRADE MANAGER
HostName TP e — Hosthame T —
System Maintenance Forced Standby r Forced Standby r
SYSTEM ADMINISTRATION |=
System Settings.
Import / Export
Reports
Trace Log Secendary Site Site1 -
eieton Tasics Hw Tvpe RMS e
User Management QAM VIP 10.15.128.101 FAEE]
Change Password
) None SIG-A SIG-B.
HELP Signaling WIP 1 10.15.125.101 JEE] ol o o
Signaling WIP 2 Y c o
About .
Online Help Signaling WIP 3 — ’ c ~
Signaling VIP ¢ — 7 3 ¢
Logout -

8. Login as root on both blades and type
ha.states
Wait for one blade to report Active and one to report Stby. For example;
resourceld role node subResources lastUpdate
DbReplication  Stby C1126.004 0511:161808.551
0511:161507-429
0511:161808-563
0511:161507 453
0511:161837.544

DbReplication Active C1126.151
VIP Stby  C1126.004
VIP Active  C1126.151
QP Stby  C1126.004
QP Active  C1126.151 0511:161551.230
DbReplication_old  00S  C1126.004 0511:161808.138
DbReplication_old  00S  C1126.151 0 0511:161851.073

If a display similar to the above is not displayed, contact My Oracle Support.

9. Press Ctrl-C to exit from the ha.states command.

10. On the active blade (the blade with a role of Active), log in as root and enter the following command to access
the platcfg utility:

O O O O o o o

# su—-platcfg
11. In the platcfg utility Main Menu, select Camiant Server Configuration.
12. Select Exchange SSH Key with Mate.

A Camiant Server Configuration Menu F—

Perform Initial Configuration
Restore application-specific data
Restart gp_procmgr

Eackup application-specific data
verify Initial Configuration
verify Server Status

verify Cluster Status

== change SSH 1 th Mate
Policy Comcol Configuration

SSL Key Configuration

Firewall

Exit

13. If the hostname or IP address is correct, click OK.
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Exchange SSH Keys for mate node

Hos trame /TP
Hostnase/TP:

o keys Lo move belwsen options A nters select

Some activity may be noticed while the key exchange occurs and after a few seconds a message is displayed:

[ Error Message |

Motice: Exchange key successfully

Fress any key to continue

Error Code: notice

14. Enter to continue.
15. Exit the platcfg utility.
You are now ready to add your MPE, MA or BOD cluster to the CMP.

2.3.3 Procedure 8: Adding MPE, MA or BOD cluster to the CMP

Once the MPE/MA/BoD software has been installed, is running correctly, and the servers have their

topology/clustering established between the two servers, the servers need to be added to the master CMP and have the
cluster procedure completed within the CMP.

1. From within the CMP:
0 Under Policy Server, select Configuration to add an MPE
0 Select Management Agents to add an MA.
0 Under BoD, select Configuration to add a BoD.

ERW [ Policy Management

wel

Last Login
05/17/12
POLICY SERVER

3 MRra
O A

ay/MCC-MNC
Mapping

Custom AVP Definitions
Global Configuration Settings

POLICY MANAGEMENT

Palicy Library
Template Library
Policy Table Library
Policy Import / Export

NETWORK
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2. Click ALL.

ia Tekelec

Brafis Data

Configuration T
NETWORK om
Wetwark lemants

HRA

Configuration

SYSTEM WIDE REPORTS

Active Alarms

PLATFORM SETTING

Tapalogy Setting
SHMP Selting

Policy Management

Group: ALL

Croste Multi-grotosl Routing Agent |

MRA Administration

Craate Greup

3. Click Create Policy Server or Create Management Agent or Create Bandwidth on Demand Server.

P TwR

A

i@ Tekelec

Metart Thermants

SYSTEM WIDE RERONTS

= Adwrr
Al Histoey Regost
P Dashbesard

"_IMM

=y )

Policy Management

4. Inthe Associated Cluster field, select the cluster from the pull down menu. The name and description

automatically populates. For example:

i@ Tekelec

5. Click Save. The new device is listed within the Policy Server page. For example:

22 of 32

Welcome admin

NETWORK

Helwurk Elements

HRA

Configurintion

‘.'JW
om

Policy Management

canfiguration

Assaciated Cluster
Hame

MRA Adminisiration

Deseriphion | Lacation

— -
Stateless Aouting r
e

i@ Tekelec

SYSTEN WIDE REFORTS

Active Alarms

E
c0m

Policy Management

Growp: ALL

Crasts Multi-gratncsl Bouting Apant

MRA Administration

Eruate Braup

Mhults- protacal Routing Agant

[T

Status
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6. Select the device, located under Policy Server or MA/BoD Server to view the administrative tabs. For example:

7§ Tekelec

—| &
Last Login on server: 3 mRA

05/17/12 12:52 PM B4 AL

POLICY SERVER

ElvRA sitell
Configuration
Applications.
Match Lists
Traffic Profiles

Retry Drofile

Charging Servers

Time Periods

Serving Gateway/MCC-MNC
Mapping

Custom AVP Definitions
Clobal Configuration Settings

POLICY MANAGEMENT

m

Policy Library
Template Library
Policy Table Library
Policy Tmport / Export

NETWORK

Network Elements

MRA

Configuration

Modify | Delete |

Configuration

Policy Management

MRA Administration

Multi-protocol Routing Agent: MRA-Site1

E Reports T Logs T mmT Diameter Routing T Session Viewer }

[Active Alarms: BY o [12|

Reapply Configuration |

MRA-Site
800
Description / Location
Secure Connection No
Stateless Routing No
System Time May 17, 2012 01:10 PM EDT

7. Click Reports and verify that all blades for the cluster are listed. For example:

i@ Tekelec

| 2d mea
=T AL

Welcome admin
st Lagin an server:
05/17/13 12:52 PH

POLICY SERVER

Uibrary
Palicy Tmpart { Frport

NETWORK

Metwark Elements

3]

Policy Management

MRA Administration

Multi- protecel Bouling Agent: MRA-Sitcl

e T N I e

Stats Heset: Manual

Cluster Information Report

Mode: Actve
Resat all Counters Radacover Cluster | Bacis |
Cluster: MRA-Site 1
Chuster Status
Blades
Overall
State  Blade Failures Uptime
10.15.28.333 (Sarver-a) | active ] 2 mine 26 esce.
10.25.28.244 {Servar-8) No Eata

Protoco] Statistics

Utilizatian Actions
Disk  CPU Memory

toim oW 1%

8. Repeat this procedure for the remaining MPE, MA or BoD clusters.

2.4Configuring CMP Geo-Redundancy

2.4.1 Procedure 9: Configuring CMP Georedundancy

This chapter describes how to configure and maintain redundancy between two CMP Manager systems that are
located locally and in geographically different locations. The Georedundancy feature allows you to replicate the
databases between two CMP systems, and manage the active relationship between them.

MPE and MA/BoD Clusters located at the Georedundant site are added to the (Primary) CMP GUI following the
same procedure used in this guide to add MPE/MA/BoD Clusters located at the primary site.

NOTE: The following procedure assumes that you performed the initial procedures on both CMPs at the second

site.
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2.4.1.1 Procedure 38: Configuring CMP Georedundancy
To configure CMP Georedundancy, complete the following:

1. Log intothe CMP and click Topology Setting, located under the Platform Setting menu item.

2. Click Add CMP Site2 Cluster.

POLICY SERVER
Configuration
A ns

ralli Profiles

Hatry Brofia

Charging Sarvars

Time Paricds

Serving GatewayMCC-HNG
Mapping

Custom AVF Definitions

Global Configuration
Sullings

POLICY MANAGEMENT
Policy Library

Tumplate Library

Policy Talhs Library
Balicy tmpart | Lxport
NETWURK

Netwark | lemaents

MRA

Configuration

SYSTEM WIDL REPURTS
Active Alarms

Alnrm History Raport
KEt Daskbanrd
Trending Reports
Comnection Status
Protocol Errors

Policy Statistics Raport

PLATFORM SETTING

Topology Seltimg

UPGRADE MANAGER
Systum Maintenance

SYSTEM
ADMINISTRATION
Cluster Configuration
Add CMP Site? Cluster | _Add MER/MAA Cluster |
Cluster Settings
T Appl Type TAM VI [Ty Serwnr- " SmrverC Gperation
B 7 70.15.38.348 10.15.26.156 | 10.15.36.15 WA View
|
Torrmal 1335 <mone s heanas View Delets

1.3.3.4 (8]
shores (5]

3. Complete the form. For example:

O O 0O 0o O o©°

Click Save when finished.

Select the appropriate HW Type (C-Class or RMS).
Enter the correct Network VLAN IDs (C-Class only).
Enter the OAM VIP address for the second CMP cluster.
Enter the Server-A IP address (must match value entered during Initial configuration).
Enter the Server-A Hostname (must match value entered during Initial configuration).

Cluster Settings

Name
Appl Type
HW Type
OAM VIP

Signaling VIP 1
Signaling VIP 2
Signaling VIP 3
Signaling VIP 4

Topology Configuration

CMP Site2 Cluster
CMP Site2 Cluster

RMS =]

-~ =

MNone

©e®

Server-A
P
HostName

Forced Standby

Delete Server-A

Save | Cancel

SIG-A

SIG-B

4. Confirm the popup to acknowledge the server restart.
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5. Ascreen similar to the following displaying the Topology Configuration is displayed. For example:

Add CHF Sibel Custer

Topodogy Conflouratlon

#dd CWF SiteZ Cluzter |

Add HFE'NRA Clusber |

Clester Settings
Hame= I T M VIF Sarver-A Emrver-B Operation
CHF Bibel Cluster CHF-Gitei 10.240.338.71 /26 10.240.259, 75 Lp.240,238.58 Vizw Demote
Primary]
CMP Sbe Cluster CHP-Sie2 IMEHZI9.597 F27 | 10.240.239.208 =Hone= Delete
Surtongan)
PCAF MOE 10.240_326.76 /26 10.140.353.24 <Monak Vidi palata

6. Click View, located next to the new CMP Site2 Cluster. For example:

Mu,

[
Appl Type
HW Type
0aM VIP

Signaling V1P

®
Hesttharne

Foroed Standbry
Status

uitar Suitings |

LE]

Mudtly Barvarh

Clustor Settings

Server-B

Topology Configuration
Bask

NOTE: The Server-A Status may be one of Active, Standby or Forced-Standby

7.  Select Modify Server-B.

8. Complete the form and click Save. For example:

0 Enter the Server-B IP address (must match value entered during Initial configuration).
0 Enter the Server-B Hostname (must match value entered during Initial configuration).

9. Confirm the popup to acknowledge the server restart.
10. You are returned to the list of Cluster Settings. Verify that both servers of the second CMP cluster are displayed. For

example:

Cluster Configuration

Add CMP Sits2 Clustsr | Add MPE/MRA Cluster

Cluster Settings

Name Appl Type Site OAM VIP Server-A Server-B Server-C Operation
Preference
CMP Sitel Cluster (P)| CMP Sitel WA 10.15.26.248 10.15.26.156 | 10.15.26.157 WA View
Cluster
MPEL MPE Normal 1.2.3.4 (7) 1.2.3.5 <None= <None= View Delete
<None> (5)

11. Click View beside the new CMP Site2 Cluster.

12. Select Modify Server.

13. Uncheck the Forced Standby checkbox, and then click Save.

Cluster Settings

Topology Configuration

Name CMP Site2 Cluster

Appl Type CMP Site2 Cluster

HW Type

OAM VIP 1.2.8.9/ 23

Signaling VIP 1 None

Signaling VIP 2 None

Signaling VIP 3 None

Signaling VIP 4 None

Server-A Server-B
1P 1.2.8.12 P
HostName asamplecmp HostName
Forced Standby No
Status out-of- Forced Standby ]

service
Save | Cancel
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14. You are prompted to acknowledge the information. Click OK.

v frirp el b researt the applc sbion o nebarit the Sanves For the rém topolngy confopraiion betake mffect. o min debernne IF thereiz
[ oe ] o |
[

15. Log in to one or both of the new CMP clusters as root, and at the root prompt enter the ha.states command and
monitor the output for one of one blade to report Active, the other blade to report Stby.:

i e 2 :
ATy ST i g e Rt b,

resourceld role node subResources lastUpdate
DbReplication  Stby A1126.004
DbReplication Active A1126.151

VIP  Sthy A1126.004

VIP Active A1126.151

QP  Stby A1126.004

QP Active A1126.151 0511:161551.230
DbReplication_old 00S A1126.004 0511:161808.138
DbReplication_old 00S A1126.151 0 0511:161851.073

16. Once the servers have their respective roles, return to the GUI for the primary and secondary servers and select
Reports item from the nave pane.

0511:161808.551
0511:161507.429
0511:161808.563
0511:161507.453
0511:161837.544

O O O o o o o

SYSTEM
ADMINISTRATION

System Settings
Import / Export
Reports

Trace Log

Audit Log
Scheduled Tasks
User Management
Change Password

HELP

17. Verify that the Topology is reported as OK. If a mismatch is reported, click Restart next to the mismatched server.

Stats Reset: Manual
CMP Sitel Cluster (P)
Mode: Active
Reset All Counters Pause
Cluster: Manager

Cluster Status On-line

m

Blades
Overall utilization Actions
State Blade Failures Uptime Disk CcPU Memory
10.15.26.156 (Server-A) == Active 2 7 hours 19 mins 57 secs 0.11 % 53 % 5% Restart Reboot
10.15.26.157 (Server-B) Standby 3 6 hours 59 mins 58 secs 0.12 % 4% 5% Restart Reboot

Stats Reset: Manual
CMP Site2 Cluster (00S)
Mode: Active
Reset All Counters Pause
Cluster: Manager
Cluster Status ~ Off-line
Blades
overall utilization Actions

State Blade Failures Uptime Disk cPU Memory
1.2.8.12 (Server-A) No Data

NOTE: The Server State will be one of Active, Standby, Forced-Standby or No Data.
18. Log intothe GUI of both CMP clusters, using the OAM VIP addresses, and complete the following:
0 \Verify that the Secondary CMP GUI displays the following warning:

Warning: This server you signed in is the Secondary Active Server"
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0 Verify that the Primary CMP Cluster does not display the previous message.

1 Tekelec BRELEAELE:CITN:

Welcome admin Warning: This server you signed in is the Secondary Active Serve
Last Login on server:
06/12/12 10:41 PM
PLATFORM SETTING

Topology Setting
NG d Policy Management

Welcome admin
Last Login on server:

06/12/12 10:43 PM

POLICY SERVER
Configuration

Charging Servers

Time Periods

Sarving Cateway/MEC-MNE
Mappi

Custom AVP Definitions
Global Configuration
Settings

POLICY MANAGEMENT
Pabicy Library

19. Select the Active Alarms item.

SYSTUM WIDE REPORTS

Bratstol Lrrers
Palicy Statistics Repart
PLATEOUM SETTING

20. Verify that no alarms are reporting Georedundancy or new CMP server issues.
Policy Management

Active Alarms ( Stats Reset: Manual )

Active Alarms: i

Pause Printable Format | Save as €SV | Export PDF |

Server All - Server Type Al - Severity Al -

Display results per page:
[First/Prev]i[Next/Last] Total 1 pages
Server Alarm Dascription

Server Type | Severity | S

2.5Accessing the Server Console

2.5.1 Visiting HP Console iLO

1. EntertheilLo IP address into a web browser. Note that you will be prompted with a warning for security

certificates; this occurs because the certificate is self-signed.

Integrated Lights-Out 2
HP Proliant

Login name: ||

Password: |

Cloar

Regents of the University of California

© Copyright 2008, 2010 Hewlett-Packard Development Company,
L.P.

Contains security software licensed from RSA Data Security Inc.
Portions Copyright 1989, 1991, 1992 by Carnegie Mellon University
Derivative Work - 1996, 1998-2000 Copyright 1996, 1998-2000 The
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2. Log in as Administrator.

summary

System
Information

iLO 2 Log
mL
Diagnostics

iLO 2 User
Tips

Insight Agent

ra e
HP P
System Status Remote Console | Virtual Media Power Management | Administration | BL c-Class

grated Lights-Out 2

it

Status Summary

Server Name:

Serial Number / Product ID:
UuID:

System ROM:

System Health:

Server Power:

UID Light:

Last Used Remote Console:
Latest IML Entry:

iLO 2 Name:

iLO 2 FQDN:

License Type:

iLO 2 Firmware Version:

IP address:

Active Sessions:

Latest iLO 2 Event Log Entry:

iLO 2 Date/Time:

wni-cmpl21; ProLiant BL460c G&

USE10459TP / 507864-B21
38373035-3436-5355-4531-303436395450

124 12/01/2010; backup system ROM: 12/01/2010
@ ok

o on

@ orr

Remote Console

POST Error: 1792-Drive Array Reports Valid Data Found in Array Accelerator
ILOUSEL0469TP

ILOUSE10469TP,

iLO 2 Standard Blade Edition

2.05 12/16/2010

10.15.31.41

iLO 2 user:Administrator

Browser login: Administrator - 10.15.11.19({DNS name not found).
05/16/2011 17:506:35

3. Click Remote Console tab and then the Remote Console link.

Information

Settings

D Lr?:regrcted Lights-Out 2

System Status Remote Console Virtual Media | Power Management | Administration | BL c-Class

Remote Console Information

Integrated Remote Console

Access the system KVM and control Virtual Power & Media from a single console under Microsoft Internet Explorer.

Integrated Remote Console Fullscreen

Re-size the Integrated Remote Console to the same display resolution as the remote host. Exit the console to return to your client

desktop.

Remote Console

Access the system KVM from a Java applet-based console requiring the availability of a JWM.

Remote Serial Console

Access a VT320 serial console from a Java applet-based console connected to the iLO 2 Virtual Serial Port. This console requires

the availability of a JvM.
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4. Server Console displays the following:

.
|niegrc1’red ng h'l'S-DUf 2 Remote Console wni-cmp121 at 10.15.31.41 7]
HP P ‘| Close Erclosiura Nama: CTO00-01, Bay: |
BraLicn
Sight mowas creg vreneve naceae ic sigr thae lccal and remcts cursora
If nmcaasary, chck o Ramcts Conecls smega bekow b anakle keybcard input.
Hefresn | Chi-®mEDel | Mok Hgh Perfurmance Mouse [ Locsl Cursor| Ciafaul e

05 release 5.5 (Final)
{ernel Z2.6.18-194.32.1.el5prerel4.2.3_78.83.8 on an xB6_b4

ni-cmplZl login:

2.6Configuring SNMP

2.6.1 Policy Management Application

NOTE: The following comes from 910-6288-001

SNMP configuration architecture is based on using traps to notify a network management system of events and
alarms that are generated by the MPE, MA and BoD software.

Alarms and telemetry data are continuously collected from the entire Policy Management Application Network and
stored on the CMP servers. Alarms will then cause a trap to be sent as a notification of an event.

Because the underlying platform can deliver the alarms from the MPE/MA/BaoD to the CMP, SNMP can be
configured in either of 2 ways:

e The Policy Management system can be configured so that the CMP is the source of all traps.

e The Policy Management systems can be configured to allow each server to generate its own traps and deliver
them to the SNMP management servers.

NOTE on SNMP Versions

e  SNMP version 2¢ (SNMPv2c) and SNMP version 3 (SNMPv3) are supported.

e SNMP version 1 (SNMPv1) is not supported. On the SNMP Setting Edit screen

e When you configure SNMPv2c, you must use a community that is not "public" or "private".

e When you configure SNMPv3, you must enter an Engine ID, and a username and password for the SNMPv3
user.

The CMP system provides a screen for configuring SNMP settings for the CMP system and all MPE, MA and BoD
servers in the topology network. For more details on using the CMP system, refer to the CMP Wireless User’s Guide.

NOTE: SNMP settings configuration must be done on a server that is the Active Blade in the Primary Cluster. A
banner warning appears if the login is not on the primary/active CMP. SNMP cannot be configured from servers
other than the active/primary CMP.
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To configure SNMP settings:

1. Log into the CMP system from its server address as the Administration user. The CMP Navigation Pane is
displayed.
PLATFORM SETTING
Topology Setting
SNMP Setting i
UPGRADE MANAGER
| System Maintenance
SYSTEM
ADMINISTRATION
System Settings
Import / Export
Reports E
Trace Log
Audit Log
Scheduled Tasks
User Management
| Change Password
HELP
About
Online Help
Logout 1
2. Click SNMP Setting link under Platform Setting. The SNMP Settings Attributes are displayed.
MRA i SNMP Settings
Configuration Madify
SYSTEM WIDE REPORTS SNMP Settings
Active Alarms Manager 1 =<None=>
Alarm History Report Manager 2 <None=
KPI Dashboard Manager 3 <MNone=
Trending Reports Manager 4 <None=
g‘}":e‘il“é" HEES Manager 5 <None=
p:,?i uc;tatri:.:ircss —" Enabled Versions SNMPv2c and SNMPw3
5 * Traps Enabled Yes
PLATFORM SETTING Traps from individual Servers Mo
X SNMPw2c Community Mame =MNone=>
Topology Setting SNMPw3 Engine ID <Nonex
SNMP Setting SNMPw3 Security Level Auth Priv
SNMPw3 Authentication Type SHA-1
UPGRADE MAMAGER ;
SNMPw3 Privacy Type AES
System Maintenance SNMPw3 Username =MNone:x>
SNMPw3 Passwoard EHREIE L
SYSTEM
ADMINISTRATION
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3. Click Modify Button

[ Tekelec

MRA
Configuration
SYSTEM WIDE REPORTS

Active Alarms

Alarm History Report
KPI Dashboard
Trending Reports
Connection Status
Protocol Errors

Policy Statistics Report

PLATFORM SETTING

Topology Setting
SNMP Setting

UPGRADE MANAGER
System Maintenance

SYSTEM
ADMINISTRATION

System Settings
Import [ Export
Reports

Trace Log

Audit Log
Scheduled Tasks
User Management
Change Password

Policy Management

SHNMP Settings

Manager 1
Manager 2
Manager 3
Manager 4
Manager 5

Enabled Wersions
Traps Enabled
Traps from individual Servers |
SMMPvZc Community Mame
SNMPv3 Engine ID

SNMPv3 Security Lewvel
SMMPv3 Authentication Type
SMMPv3 Privacy Type
SMMPv3 Username

SNMPv3 Password

Save I Cancel I

SNMP Settings

SNMPv2c and SNMPvE [+

snmppublic

Auth Priv
SHA-1 =]
AES [ |

TekSNMPUser

[~

4. Edit the SNMP Settings attributes that need to be entered or changed. The settings are described below.

Field Name

Description

Manager 1-5

SNMP Manager to receive traps and send SNMP requests. Each Manager field
can be filled as either a valid host name or an IP address. A hostname should
include only alphanumeric characters. Maximum length is 20 characters, and it is
not case-sensitive. This field can also be an IP address. An IP address should be in
a standard dot-formatted IP address string. The field is required to allow the
Manager to receive traps. By default, these fields are empty.

Enabled Versions

Supported SNMP versions:

e  SNMPv2c

e  SNMPv3

e  SNMPv2c and SNMPv3 (default)

Traps Enabled

Enable sending SNMPv2 traps (box checked is the default)
Disable sending SNMPv2 traps (box not checked)

Traps from Individual Servers

Enable sending traps from an individual server (box checked).

Sending traps from the active CMP (box not checked is the default)

SNMPv2¢c Community Name

The SNMP read-write community string. The field is required if SNMPv2c is
enabled. The name can contain alphanumeric characters and cannot exceed 31
characters in length. The name cannot be either private or public. The default
value is snmppublic.

SNMPv3 Engine ID

The length can be from 10 to 64 digits.

The default is no value (empty).

SNMPv3 User Name

The SNMPv3 User Name. The field is required if SNMPv3 is enabled. The name
must contain alphanumeric characters and cannot not exceed 32 characters in
length. The default value is TekSNMPUser.
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Field Name

Description

SNMPv3 Security Level

SNMPv3 Authentication and Privacy options.

No Auth No Priv—Authenticate using the Username. No Privacy.
Auth No Priv—Authentication using MD5 or SHA1 protocol.

Auth Priv—Authenticate using MD5 or SHA1 protocol. Encrypt using the
AES and DES protocol.

The default value is Auth Priv.

SNMPv3 Authentication Type

Authentication protocol for SNMPv3. Options are:

SHA-1—Use Secure Hash Algorithm authentication.
MD5—Use Message Digest authentication.

The default value is SHA-1.

SNMPv3 Privacy Type

Privacy Protocol for SNMPv3. Options are:

AES—Use Advanced Encryption Standard privacy.
DES—Use Data Encryption Standard privacy.

The default value is AES.

SNMPv3 Password

Authentication password for SNMPv3. This value is also used for
msgPrivacyParameters. SNMPv3 Password The field is required If SNMPvV3 is
enabled. The length of the password must be between 8 and 64 characters; it can
include any character. The default value is “snmpv3password.”

5. Click Save to save the changes.
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