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EAGLE Application Processor 15.0 Software Upgrade Procedure

1. INTRODUCTION

1.1Purpose and Scope
This document describes methods utilized and procedures executed to perform the following tasks:
a. Aninitial installation of the EPAP 15.0 application software if it is not currently installed on an in-service
Tekelec 1200 Application Server (T1200 AS) or E5-APP-B system running a release of TPD 5.5.
b. A software upgrade on an in-service Tekelec 1200 Application Server (T1200 AS) or E5-APP-B system
running a release equal to TPD 5.5 and EPAP Release 15.X.

Please note that the EPAP 15.0 cannot be upgraded from any older EPAP release. Migration has to be performed for
such cases.

The audience for this internal document consists of Tekelec customers and the following groups: Software System,
Product Verification, Documentation, and Customer Service including Software Operations and NPI. This document
provides step-by-step instructions to execute any MPS upgrade or installation using an 1SO image of the CD.

This document does not address requirements relating to the interaction, if any, between EAGLE and MPS upgrades.
This document does not address feature activation.

1.2References

1.2.1 External
[1] EPAP Administration Manual, 910-6532-001, latest revision, Tekelec
[2] T1200 Integrated Application Platform Hardware Manual, 910-5646-001 Revision B, December 2009

[3] Installation of Quad-Serial Card, T1200 Application Server, 909-1636-001, Rev 1.2, Chris Mitchell, November
2009

1.2.2 Internal (Tekelec)

The following are references internal to Tekelec. They are provided here to capture the source material used to create
this document. Internal references are only available to Tekelec personnel.

[1] TEKELEC Acronym Guide, MS005077, revision 2.35, Tekelec, September 2005.

[2] Software Upgrade Procedure Template, TM005074, Current Version, Tekelec

[3] INTERCONNECT SYSTEM LEVEL MPS WITH 2 TEKSERVERS, 892-0049-01, rev B, Tekelec, April 2003
[4] Integrating MPS into the Customer Network, TR005014, version 3.1, Tekelec, October 2009

[5]1 TPD Initial Product Manufacture User’s Guide, 909-2130-001, Latest revision, Tekelec

[6] EPAP on T1200 Network Interconnect Technical Reference, TR006042, Version 1.3, Tim Brady, April 2009

[7] EPAP On T1200 Application Server Feature Description (FD), FD006216, Version 1.6, Pierre Mouallem, October

2009
[8] Configuration of Quad-Serial Card, T1200 Application Server, 909-1636-001, Latest revision, Tekelec
[9] PFS EPAP 15.0, PF006114, Latest revision, Tekelec

1.3Software Release Numbering
Refer to Engineering Release Notes or other appropriate document with the most recent build numbers in order to
identify the proper components (software loads, GPLs, etc.) that comprise the product’s software release.
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1.4Acronyms
An alphabetized list of acronyms used in the document that are not included in [1]:

Table 1. Acronyms

AS Application Server

E5-APP-B ES5 Based Application Card

EPAP Eagle Provisioning Application Processor
GA General Availability

IPM Initial Product Manufacture

LA Limited Availability

MPS Multi-Purpose Server

NPI New Product Introduction

SM Service Module

TPD Tekelec Platform Distribution

1.5Terminology

Multiple servers may be involved with the procedures in this manual. Therefore, most steps in the written procedures
begin with the name or type of server to which the step applies. For example:

Each step has achechbor for every commeand within the step that the
fechrician showld check fo kesp frade of the progress of the procedure.

The fifle box describes fhe oparafions fo be performed during that sfep.

Fach command that the fechmicianis fo enfer Isin 9 point Lucida Consale fonf

| \

1 | MPS A: Verify all
D materials required

are present
Figure 1: Example of a step that indicates the Server on which it needs to be executed

Materials are listed in Material List (Section 3.2)

Other terminology follows.

Table 2. Terminology

Backout (abort) The process to take a system back to a Source Release prior to completion of
upgrade to Target release. Includes preservation of databases and system
configuration.

Open Systems: An upgrade that takes a target system from any given release to
another release but not necessarily from the shipping baseline to the target release.
“Upgrade” that does not adhere to the standard goals of software upgrade
methodology. The outcome of the execution is that the system is running on the
Target Release, however the Source Release database is not preserved.

The process to take a system from a Target Release back to a Source Release
including preservation of databases and system configuration.

Incremental upgrade

Non-preserving upgrade

Rollback

Source release

Software release to upgrade from.

Target release

Software release to upgrade to.

8 of 138
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Upgrade media CD-ROM for T1200, USB media for E5-APP-B or 1ISO image for either hardware

platform.

1.6 Recommendations

This procedure should be followed thoroughly utilizing the steps as written. When planning to upgrade the server,
contact Tekelec Customer Care at least 48 hours before the upgrade process has been planned to be initiated. In
the event any unexpected results are returned while executing steps in this procedure halt the activity and contact
Tekelec Customer Care for assistance.

Please read the following notes on procedures:

1.

Any procedure completion times are estimates. Times may vary due to differences in database size, user
experience, and user preparation.

The shaded area within response steps must be verified in order to successfully complete that step.

Output displayed in the procedures’ response steps is presented. Actual output varies depending on system. Output
is presented for reference only.

Where possible, command response outputs are shown as accurately as possible. However, exceptions may include
the following:

e Information such as time and date.

e ANY information marked with “XXXX.” Where appropriate, instructions are provided to determine what
output should be expected in place of “XXXX.”

After completing each step and at each point where data is recorded from the screen, the technician

performing the upgrade must check each step. A checkbox has been provided beneath each step number for this

purpose.

Captured data is required for future support reference if Tekelec Technical Services is not present during the
upgrade.

In procedures that require a command to be executed on a specific MPS, the command is prefaced with MPS A: or
MPS B:

User Interface menu items displayed in this document were correct at the time the document was published but
may appear differently at time that this procedure is executed.

1.7Requirements

e Screen logging is required throughout the procedure. These logs should be made available to Tekelec
Customer Care in the event their assistance is needed.

e Target-release CD-ROM or USB media or 1SO image

909-2226-001 Revision B, February 2014 Version 3.0 9 of 138
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2. GENERAL DESCRIPTION

This document defines the step-by-step actions performed to execute a software upgrade of an in-service MPS running
the EPAP application from the source release to the target release. This document also defines the steps to execute the
initial installation of the EPAP application on T1200 AS and a new E5-APP-B card.

For the EPAP application, some steps in this procedure refer to the PDB application feature on the MPS A of the MPS
pair. The EPAP application makes it optional for a newly installed MPS A node to be configured as a Provisioning
(PDB) node (upgrades of MPS A nodes already configured as a provisioning node does not change this configuration).

The EPAP application can be installed and upgraded based on the table below.
Table 3. Install-Upgrade paths

TPD Release for IPM EPAP Initial Installation Release
5.5.0-75.6.0 or later 15.0
Upgrade Source Release Upgrade Destination Release
15.0.x 15.0y

The EPAP upgrade paths are shown in the figures below. The general timeline for all processes to perform a software
upgrade, from pre-upgrade backups to a final system health check, is also included below.

This document covers initial installation
of the EPAP 15.x application on a
Tekelec T1200 Application Server and
E5-APP-B card.

EPAP
15.a.a-b.b.b

T1200
AS/E5-APP-
B Card after
IPM

Initial
Installation

Figure 2: Initial Application Installation Path — Example shown

10 of 138 Version 3.0
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This document also covers
incremental upgrades of EPAP
15.0.

EPAP ﬁ EPAP

15.a.a-b.b.b
15.x.x-y.y.y Incremental
upgrade

Figure 3: Incremental Upgrade Path - EPAP 15.x

2.1Upgrading Provisionable EPAP Mated Pairs
Current deployments of the EPAP support two geographically separated EPAP systems that are “mated”, meaning they
communicate and replicate PDB information between the two sites. An EPAP system is a pair of MPS servers (an A
and a B node). So a mated pair of EPAP systems consists of four MPS servers, an A and a B node for each EPAP
system (see Figure 4: EPAP Mated Pairs). EPAP allows more than two EPAP systems in a related configuration (up to
22 Non-Provisionable MPS servers).

This document describes upgrade (and, if necessary, backout) of the EPAP software on one system, that system
consisting of two MPS servers (A and B). However, for mated pairs of EPAP systems, upgrades (and backouts) must
be coordinated between both the local EPAP system and the remote EPAP system and performed during the same
maintenance period.

Note: Based on the time taken for the PDB backup another maintenance window might be required to complete the
upgrade.

Two Geographically
separated EPAP systems,
each containing two MPS

servers.

EPAP EPAP
System System
(local) (remote)

MPS A
(Provisionable)

MPS A

IP/WAN (Provisionable)

A4

A

Network

A A

A 4 A 4

MPS B MPS B

(Standby PDBA) (Active PDBA)

Figure 4: EPAP Mated Pairs
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Upgrade of mated EPAP systems must be carried out in the following order:

1. Ensure PDB databases are at the same level. Stop all provisioning to ensure that all PDB databases are in
sync before proceeding. Also, ensure that no PDB/RTDB maintenance activity is in progress and clear all
scheduled activities.

2. Local MPS-B

3. Local MPS-A (Standby PDBA)
4. Remote MPS-B

5. Remote MPS-A (Active PDBA)

When upgrade is initiated on the local MPS-B, the scripts controlling the upgrade will cause the local MPS-B to
communicate using Secure-Shell to both the local MPS-A and the remote MPS-A to stop the PDBA software. The
PDBAs should be restarted only after both the local and remote EPAP systems have successfully completed upgrade.

NOTE: Since the PDBA software is not running immediately after an upgrade, the syscheck utility will alarm the fact
that the PDBA is not running on the local and remote EPAP A-servers.

2.2Backout Provisionable EPAP Mated Pairs
Backout of Provisionable EPAP Mated Pairs should be done in the reverse order that the upgrade was performed:
1. Identify a PDB backup that was made prior to upgrade, on the EPAP release that backout will target. Note
that backout always carries the risk of losing data, should a restore from database backup become
necessary.

Remote MPS-A (Active PDBA)
Remote MPS-B

Local MPS-A (Standby PDBA)
Local MPS-B

a ~ wn

On a backout of an incremental upgrade, the server will remain in runlevel 3 (no applications running) and no disk
mirroring will occur. The user will be required to manually reboot the server to bring it back into service and a
syscheck can be performed.

2.3Upgrading EPAP Non-Provisionable MPS Servers

EPAP provides the ability to expand the concept of a mated pair of EPAP systems to have up to 24 EPAP systems (48
MPS servers total) configured such that two of the MPS-A servers will run the PDBA software and handle provisioning
(Provisionable nodes) and the other 24 MPS-B and 22 MPS-A servers will only run the RTDB software, taking their
updates from the two Provisionable MPS-A servers. In such a configuration, it is required that the EPAP systems
containing the Provisionable MPS-A servers be upgraded first, before any EPAP systems containing non-Provisionable
MPS-A servers are upgraded.

12 of 138 Version 3.0
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An example showing 4 EPAP systems,
two of which are provisioning nodes.

IP/WAN
Network
EPAP EPAP EPAP EPAP
System #1 System #2 System #3 System #N
MPS A MPS A MPS A MPS A
(Provisionable) (Provisionable)
Y y y Y
MPS B MPS B MPS B MPS B

Figure 5: EPAP Mated Pairs with Non-Provisioning MPS Servers
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3. UPGRADE OVERVIEW
3.1Upgrade Provisioning Rules

When a Provisionable EPAP mated pair is upgraded or backed out, the EPAP upgrade scripts disable provisioning when
the upgrade is initiated on the first MPS server. The PDBA software remains disabled until the last server in the MPS
in the mated pair has been upgraded or backed out. The user has to enable the PDBA software, allowing provisioning,
after the upgrade/backout is complete on last MPS server in an EPAP mated pair. Provisioning is not disabled during
the upgrade of a Non-Provisionable MPS.

Because EPAP MPS pairs are generally located at geographically distinct sites, significant time may elapse between the
upgrade of the Provisionable EPAP pair and the upgrade of the Non-Provisionable EPAP pairs. Provisionable EPAP
MPS pairs must always be upgraded before Non-Provisionable EPAP pairs.

3.2Required Materials
e Two (2) target-release CD-ROMs or USB media or a target-release 1SO file.
e Aterminal and null modem cable to establish a serial connection.

o  Write down the system configuration information.

Description Information
PROVISIONABLE (Yes/No)
PDBA state (Active/Standby)

Provisioning IP

Provisioning Mask

Provisioning Default Router IP
NTP1 IP

NTP2 IP

NTP3 IP

Local VIP

Remote VIP

Local PDBA IP

Remote PDBA IP

Remote PDBA B IP

RTDB Homing

Time Zone
PDBA Proxy Feature

Others

Table 4: System Configuration Information

e Passwords for users on the local system:

14 of 138 Version 3.0
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EPAP USERS
login MPS A password MPS B password
epapconfig

epapdev

(needed for backout
only)

syscheck

root

epapall
(needed for GUI access)

Table 5. User Password Table

e Refer to [8] for materials/cables required for configuring quad serial on T1200 AS.
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3.3Installation Phases

The following table illustrates the progression of the installation process by procedure with estimated times. The
estimated times and the phases that must be completed may vary due to differences in typing ability and system
configuration. The phases outlined in Table 6 are to be executed in the order they are listed.

Elapsed
Time
Phase (Minutes) Activity Procedure
This Cum.
Step
Connectivity setup 15 15 Set up connectivity to the MPS Servers. Procedure 1
Verify install 5 20 Verify this should be an install. Procedure 2
Pre-upgrade check 15 35 Verify requirements for install are met. Procedure 3
Pre-install health check 5 40 Run the syscheck utility to verify that all Procedure 5
servers are operationally sound.
Configure Server 1A 5 45 Set hostname, designation, function and Procedure 8
time.
Configure Server 1B 5 50 Set hostname, designation, function and Procedure 9
time.
Install Servers 30 80 Install software on sides 1A and 1B Procedures
10and 11
Configure Switches 30* 110* Configure the Switches Procedure 12
Post-install application 30 140 Perform first time configuration. Perform Procedures
processing Procedure 14 only if the EPAP is 13,14 and 15
configured as Provisionable.
Post-upgrade health 5 145 Run the syscheck utility to verify all Procedure 5
check servers are operationally sound.
The following steps only need to be performed on the customer site.
Site Configuration 15 160 Perform site specific network
configuration.
Table 6. Installation Phases
*NOTE: If configuring 4 switches, add 30 minutes to the current setup
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3.4Incremental Upgrade Phases

The following table illustrates the progression of the upgrade process by procedure with estimated times and may vary
due to differences in typing ability and system configuration. The phases outlined in Table 7 are to be executed in the
order they are listed.

Note: Before proceeding with the upgrade process, refer to section 2.1 to get the overview of the EPAP setup and
upgrade order.

Elapsed
Time
Phase (Minutes) Activity Procedure
This Cum.
Step
Connectivity setup 15 15 Set up connectivity to the MPS servers. Procedure 1
Verify incremental 5 20 Verify this should be an incremental Procedure 2
upgrade upgrade.
Pre-upgrade check 15 35 Verify requirements for upgrade are met. Procedure 3
Assess readiness for 15 50 Assess the server’s readiness for Procedure 4
upgrade upgrade.
Pre-upgrade health 5 55 Run the syscheck utility to verify the Procedure 5
check MPS server is operationally sound.
Pre-upgrade Backup *See *See Backup application databases and other Procedure 6
notes notes pertinent information.
below below
Pre-upgrade system time 5 60 Pre-upgrade system time check. Procedure 7
check
Upgrade MPS B 30 90 Execute the upgrade procedure on MPS Procedure 16
B.
Upgrade MPS A 30 120 Execute the upgrade procedure on MPS Procedure 17
A.
Post-upgrade health 5 125 Run the syscheck utility to verify the Procedure 5
check MPS server is operationally sound.
Start the PDB software. 10 135 Step only necessary during upgrade of a Procedure 20
Provisionable mated EPAP pair.
Re-activate the PDB on the
Provisionable MPS A servers.
Note: Read the notes given in Section
7.3.1 before executing the procedure.
Post-upgrade Backups *See *See Backup application databases and other Procedure 6
notes notes pertinent information.
below below

Table 7. Incremental Upgrade Phases

*NOTE: The time needed to backup application data is dependent on the amount of application data. This procedure
cannot specify an exact length of time since different customers have different amounts of application data.
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3.5Backout Phases

Note: Before proceeding with the backout process, refer to sections 7.1 and 7.2 to get the overview of the EPAP
setup and the backout order.

Elapsed
Time
Phase (Hours or Activity Impact Procedure
Minutes)
This | Cu
Step m.
Determine 15- 15- Investigate and determine | Cannot proceed with Contact the Technical
state of 30 30 the state of the MPS backout until failure Assistance Center
system system. This may take analysis is complete. following the
anywhere from 15 to 30 Some hand-fixes may be instructions on the
minutes. required before front page or the
proceeding with backout. | instructions on the
Appendix F.
Backout 30 45- If required, backout MPS Procedure 19
MPS A 60 A.
Backout 30 75- Backout MPS B. If
MPS B 90 backout of MPS A has Procedure 18 or 19
been done, then execute
Procedure 19. Otherwise,
if backout required only
on MPS B, then execute
Procedure 18.
Post-backout | 10 85- Run the syscheck utility Verify that the backout Procedure 5
health check 100 | to verify the MPS server was successful.
is operationally sound.
Start the 5 90- Re-activate the PDB on Procedure 20
PDBA 105 | the Provisionable MPS A
software Sservers.
Note: Read the
instructions given in
Section 7.3.1 before
executing the procedure.

Table 8. Backout Procedure Overview
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3.6Log Files

All commands executed during an upgrade or installation, are logged in the “/var/TKLC/log/upgrade/upgrade.log” file.
This log file is automatically initiated when upgrade software is invoked. This log file is rolled every time an upgrade
is initiated. A total of up to five upgrade log files are stored on the server.

The upgrade wrapper script, ugwrap, logs its actions also to the “/var/TKLC/log/upgrade/ugwrap.log” file. This log file
is rolled every time ugwrap is initiated. A total of up to five ugwrap log files are stored on the server.
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4. UPGRADE PREPARATION
4.1Environment Setup

Procedure 1: Setting up the upgrade environment

S | This procedure sets up the upgrade environment. Windows are opened for both MPS servers.
T
E | NOTE: Call Tekelec Technical Services for assistance if modem access is the method use for
P | upgrade.
#
Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.
Note: Based on the existing Hardware T1200 or E5-APP-B, use the appropriate steps.
1. | Establish a connectionto | If access to the MPS servers is not available through an IP network, connect to the
| MPSA. T1200 server/E5-APP-B card via the serial port.
For connecting the T1200 A server, disconnect the console cable from the serial port.
The cable should be disconnected at the point where it connects to the ‘dongle’ labeled
‘S1’ on the T1200 B server. Cable part numbers - 830-1229-xx
For connecting the E5-APP-B A card, disconnect the console cable from the serial port
on the E5-APP-B B card’s adapter. The cable should be disconnected at the point where
it connects to the serial port labeled ‘S1’ on the E5-APP-B B card’s adapter and use it
for serial access. Cable part numbers - 830-1220-xx
2. | On the workstation, open | Create a terminal window
1| one terminal window in
preparation for
establishing remote
connections to the MPS
Servers.
3. | Create a terminal window | Create a terminal window and give it a title of “MPS A”
| for MPS A.
4. | MPS A: Enable capture | Enable the data capture and verify that the data capture file is created at the path
[1| file and verify the specified.
correspondent file is
created.
5. | Log into MPS A. <hostname> console login: root
O password: <password>
6. | MPS A: Start screen Execute the following command to start screen and establish a console session with
1| Session. MPS A.
# screen
7. | Establish a connectionto | If access to the MPS servers is not available through an IP network, connect to the
1| MPSB. T1200 server/E5-APP-B card via the serial port.
For connecting the T1200 B server, disconnect the console cable from the serial port.
The cable should be disconnected at the point where it connects to the ‘dongle’ labeled
‘S1° on the T1200 A server. Cable part numbers - 830-1229-xx
For connecting the E5-APP-B B card, disconnect the console cable from the serial port
20 of 138 Version 3.0
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Software Upgrade Procedure

Procedure 1: Setting up the upgrade environment

on the E5-APP-B A card’s adapter. The cable should be disconnected at the point where
it connects to the serial port labeled ‘S1’ on the E5-APP-B A card’s adapter and use it
for serial access. Cable part numbers - 830-1220-xx
8. | Create a terminal Create a terminal window and give it a title of “MPS B”
[ | window for MPS B.
9. | MPS B: Enable capture Enable the data capture and verify that the data capture file is created at the path
1| file and verify a specified.
correspondent file is
created.
10. | Log into MPS B. <hostname> console login: root
O password: <password>
11. | MPS B: Start screen Execute the following command to start screen and establish a console session with
1| Session. MPS B.
# screen

4.2 Software Upgrade Preparation

4.2.1 Upgrade/lnstallation Determination and Readiness Assessment

Procedure 2: Determine if upgrade or installation is required

This procedure executes the steps required to determine if an upgrade of the system is required or an
initial application installation is required.

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT TECELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.

MPS A: Log in as the
user “root”.

D?‘ H+=m-W®»

If not already logged-in, login at MPS A as ‘root’.

<hostname> console Tlogin:
password:  <password>

root

2. MPS A: Verify the
[ | hardware type.

Execute the following command to source in the hardware module:
# . /usr/TKLC/plat/1ib/TKLChardware.sh

Execute the following command and examine the output:

[root@Ps-A ~]# getHardwareID

The output will be:
T1200[root@vPS-A ~]1#

Or
ESAPPB[root@PS-A ~]#

If the output of the above query is T1200 or ESAPPB, then proceed to the next step.
Otherwise, this is not the correct hardware for the install/upgrade of EPAP 15.0. Contact
the Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix F.

3. MPS B: Log in as the

If not already logged-in, login at MPS B as ‘root’.
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Procedure 2: Determine if upgrade or installation is required

D user “root”.
<hostname> console login: root
password: <password>
4. | MPSB: Determineif | Execute an rpm query command and examine the output:
[ | the application is
currently installed on # rpm -qi TKLCepap
the servers.
(MPS B will be used to
determine the current
state of the servers. We
will assume that the
state of the A server is
the same).
5. MPS B: Observe the The following is an example of what the output may look like:
[ | output from the rpm
query. # rpm -qi TKLCepap
Name : TKLCepap Relocations: (not relocatable)
version : 150.0.3 Vendor: Tekelec
Release : 15.0.0.150.3.0 Build Date: Tue 12 Jun 2012
03:07:29 PM EDT
Install Date: Thu 09 Aug 2012 06:36:46 PM EDT Build Host: diablo-
2 teke1ec com
: Development/Build Source RPM: TKLCepap-150.0.3-
15 0 0 150.3. O src.rpm
Size 50622697 License: © TEKELEC 2005-
2012
Signature (none)
pPackager : <@tekelec.com>
URL : http://www.tekelec.com/
Ssummary : Tekelec EPAP Package
Description :
This is the Tekelec EPAP Package. The package installs EPAP software.
Eagle Provisioning Application Processor (EPAP) provides Provisioning
Database Application (PDBA on A side) and Real Time Database (RTDB).
EPAP provides following features: GFLEX, GPORT, INP, IDPR, EIR, APORT,
IS41 to GSM Migration, PPSMS, MT Based GSM SMS NP, MT Based IS41 SMS NP,
MO Based GSM SMS NP, MO Based IS41 SMS NP, ATINP, PATINP, VFLEX, TINP,
MNPSMS, TIF.
If the output similar to the above example is displayed, then skip to step 7. Otherwise,
proceed to the next step.
6. MPS B: Installation is
[ | required if the If the application is not currently installed, output similar to the example below will be
application is not returned from the rpm -qi command in the previous step. If this is the case, then an
present on the server, application installation is required. Refer to section 0 to perform EPAP installation.
else upgrade is required.
# rpm —-gi TKLCepap
package TKLCepap 1s not installed
Skip to step 10.
7. MPS B: Determine Write Down the Release Number:
[ | which version of the
application is present. Release Number:
If the release number on the MPS is less than the release number on the upgrade media,
then an upgrade is required.
8. | Determine if it is an If the current release is 15.x.x and target release is 15.y.y (less than the number on the
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Procedure 2: Determine if upgrade or installation is required

[ | 'ncremental Upgrade. upgrade media), it is an INCREMENTAL Upgrade.
Write Down the Upgrade Type before the upgrade:
UPGRADE TYPE:
9. | MPS A: Determine if | Execute the following command to determine if the EPAP is Provisionable or Non-

[ | itis Provisionable or Provisionable.
Non-Provisionable # uiEdit | grep PROVISIONABLE
EPAP setup.
[root@MPS Al# uiEdit | grep PROVISIONABLE
"PROVISIONABLE MPS" is set to "YES"
If the above output contains “YES”, then the EPAP is Provisionable. Otherwise, the
EPAP is Non-Provisionable. Write down this information.
EPAP setup type:
10. | MPS A and B: This procedure is complete.
[ | Procedure Complete.

Procedure 3: Verifying Pre-Upgrade Requirements and Capturing Upgrade Data

This procedure verifies that all pre-upgrade requirements have been met.

Check off (Y) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.

Verify all required
materials are present.

Verify that the materials listed in Upgrade Material List (Section 3.2) are present.

Verify the availability
of passwords for MPS
systems.

Refer to Table 5 for the list of users.

DS» D!"m!“:ﬂ:"ﬂ[‘ﬂ'—](h

Review provisioning
rules.

Please review the Provisioning information as defined in Section 3.1. If you do not
understand the information provided in this section, contact the Technical Assistance
Center following the instructions on the front page or the instructions on the Appendix
F.

Procedure 4: Assess the MPS Server’s Readiness for Upgrade

S | This procedure executes the steps required to assess the readiness of a system to be upgraded.
T
E Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.
z IF THIS PROCEDURE FAILS, CONTACT TECELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.
1. | MPSB: Loginasthe | If not already logged-in, then log in.
[ | user “root”.
<hostname> console login: root
password: <password>
2. MPS B: Display the If upgrading the first MPS B of a Provisionable mated pair, execute the following
[ | /etc/hosts configuration | command to display the configuration of pdb entries:
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Procedure 4: Assess the MPS Server’s Readiness for Upgrade

for the pdb entities.

# grep pdb /etc/hosts

Otherwise, skip to step 4.

MPS B: Verify the
correct configuration
for pdb entities in the
/etc/hosts file.

Below is an example of the output of the grep command:

192.168.55.176
192.168.61.76

hostl-a pdba
host2-a prova-ip pdbb

If the command output contains 2 entries (pdba and pdbb are both configured), continue
to the next step .

If the command output does not contain unique entries for pdba and pdbb, contact the
Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix F.

MPS B: Determine the
mysqld multi log file
permissions are correct.

Execute the following command to display the file properties of the mysqld_multi log
file:

# 1s -1 /var/TKLC/epap/db/mysqld_multi.log

MPS B: Verify the file
permissions.

If the ownerships & permissions are not set myslg:mysql and 664, as illustrated below,
contact the Technical Assistance Center following the instructions on the front page or
the instructions on the Appendix F.
—rwW-rw-r—-- 1 mysqgl mysqgl XXXXX MMM dd HH:MM
/var/TKLC/epap/db/mysgld multi.log

MPS B: Display the
contents of the
Ivar/TKLC/upgrade
directory.

Execute the following command to display the presence of EPAP software 1SO images:

# 1s -1a /var/TKLC/upgrade

MPS B: Delete old ISO
images.

Below is an example of the output of the ‘Is -la” command:

total 624628
dr-xr-xr-x 9 18:28
9 18:54

9 18:28 872-2433-

2 root root 4096 Aug
dr-xr-xr-x 22 root root 4096 Aug
-r--r--r-- 1 root root 638969856 Aug
101-15.0.0_150.3.0-EPAP-x86_64.1iso

Remove any I1SO images that are not the target software 1ISO image using the following
command:

# rm -f /var/TKLC/upgrade/<filename>

MPS B: Determine
when last reboot
occurred.

For any server up
longer than 180 days
would be a candidate
for reboot during a
maintenance window.

# uptime

15:19:34
0.09

up 23 days, 3:05, 2 users, Tload average: 0.10, 0.13,
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Procedure 4: Assess the MPS Server’s Readiness for Upgrade

9. MPS B: Disk Integrity | Execute the following command:

[ | step: Executing self test | # smartct]l -t short /dev/sda
on the disk.

The output on T1200 server would be like:

smartct] version 5.38 [x86_64-redhat-Tinux-gnu] Copyright (C)
2002-8 Bruce Allen
Home page is http://smartmontools.sourceforge.net/

Short Background self Test has begun
Use smartctl -X to abort test

The output on E5-APP-B card would be like:

smartct] version 5.38 [x86_64-redhat-Tinux-gnu] Copyright (C)
2002-8 Bruce Allen
Home page is http://smartmontools.sourceforge.net/

=== START OF OFFLINE IMMEDIATE AND SELF-TEST SECTION ===

Sending command: "Execute SMART Short self-test routine
immediately in off-1line mode".

Drive command "Execute SMART Short self-test routine immediately
in off-T1ine mode" successful.

Testing has begun.

Please wait 1 minutes for test to complete.

Test will complete after wed Feb 6 16:02:42 2002

Use smartctl -X to abort test.

Note: Please wait for 5 minutes for the test to complete.

10. | MPS B: Disk Integrity
[ | step. Execute the following command:

) # smartct]l -1 selftest /dev/sda
Contact the Technical

Assistance Centre if the
output shows any
error/failure.

The output on T1200 server would be like:

smartct] version 5.38 [x86_64-redhat-Tinux-gnu] Copyright (C)
2002-8 Bruce Allen
Home page is http://smartmontools.sourceforge.net/

SMART Self-test Tog

Num Test Status segment LifeTime
LBA_first_err [SK ASC ASQ]

Description number (hours)
# 1 Background short Completed - 25502

Long (extended) self Test duration: 2070 seconds [34.5 minutes]

The output on E5-APP-B card would be like:

smartct] version 5.38 [x86_64-redhat-Tinux-gnu] Copyright (C)
2002-8 Bruce Allen
Home page 1is http://smartmontools.sourceforge.net/

=== START OF READ SMART DATA SECTION ===
SMART Self-test log structure revision number 1

Num Test_Description Status Remaining
LifeTimeChours) LBA_of_first_error

# 1 Reserved offline Completed without error 00%
1673 -

# 2 Reserved offline Completed without error 00%
1673 -

# 3 Reserved offline Ccompleted without error 00%
1653 -
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11. | MPS B: Disk Integrity | Execute the following command:
[ | step # smartctl -a /dev/sda | grep -i LBA
. The output would be like:
Contact the Technical
Assistance Center ifany | - 40 51 30 11 8e 57 e0 Error: UNC 160 sectors at LBA = 0x00578ell
output shows = 538001
“Completed: read 40 51 a8 11 8e 57 e0 Error: UNC 168 sectors at LBA = 0x00578ell
failure” or “Error: = 538001
UNC xxx sectors”. Num Test_Description Status Remaining
LifeTimeChours) LBA_of_first_error
SPAN MIN_LBA MAX_LBA CURRENT_TEST_STATUS
12. | MPS B: Disk Integrity | Repeat steps 9 to 11 for the following disk drives on T1200 server:
[ | Test. a. /dev/sdb
b. /dev/sdc
Repeat steps 9 to 11 for the following disk drive on E5-APP-B card:
a. /dev/sdb
13. | MPS A: Logintothe | If notalready logged-in, login at MPS A as ‘root’.
[ | server as user “root”.
<hostname> console login: root
password:  <password>
14. | MPS A: Repeat checks | Repeat steps 2 - 12 on MPS A.
[ | on Server A.
15. | Procedure Complete. This procedure is complete.
O
4.2.2 Pre and Post Upgrade Health Check
Procedure 5: Pre and Post Upgrade Health Check
S | This procedure determines the health of the MPS System before beginning an upgrade.
T
E Check off (Y) each step as it is completed. Boxes have been provided for this purpose under each step number.
:: IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.
1. | MPS A: Verify health | Execute Appendix A.1 on MPS A to verify the health of MPS A.
D of MPS A.
2. | MPS B: Verify health | Execute Appendix A.1 on MPS B to verify the health of MPS B.
D of MPS B.
3. | Procedure Complete. This procedure is complete.
O
4.2.3 Pre and Post Upgrade Backups
Procedure 6: Pre and Post Upgrade Backups
| S | This procedure performs the pre and post upgrade backups.
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Procedure 6: Pre and Post Upgrade Backups

T
E Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.
:: IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.
1. | MPS A: Backup Execute Appendix A.3 to backup the system configuration on MPS A.
1| system configuration on
MPS A.
2. | MPS B: Backup Execute Appendix A.3 to backup the system configuration on MPS B.
| system configuration on
MPS B.
3. | MPSB: Backup RTDB | Execute Appendix A.5 to backup the RTDB database on MPS B.
[]| database.
4. | MPSA: Backup PDB | Execute Appendix A.4 to backup the PDB on MPS A of the Active PDBA.
[J| database (EPAP only). | NOTE: Only execute this step if the MPS-A is configured as a Provisionable node.
Check the output of Procedure 2, step 9 to verify if MPS A is Provisionable or not.
5. | MPS A: Backup user Execute Appendix A.6 to backup the user database on MPS A.
database.
6. | MPS A: Procedure This procedure is complete.

Complete.

4.2.4 Pre-Upgrade System Date/Time Check
Procedure 7: Pre-Upgrade System Time Check

*+=m-®»

This procedure performs the pre-upgrade system time check.

Check off (Y) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE

ASSISTANCE.

The MPS servers make use of NTP to keep time synchronized between servers. Under some circumstances,
either at initial installation in the customer’s network or due to power interruption and battery failure, it is
possible for an MPS server to have a system date/time value too large for NTP to correct. If the system time is
20 minutes or more off from the real time, NTP cannot correct it.

Check the date/time on both MPS-A and MPS-B servers, and correct the system time on any server off by more
than 15 minutes from the real time.

1. | MPS A: Login as the If not already logged-in, then login at MPS A:
| user “root”. <hostname> console login: root
password: <password>
2. | MPS A: Stop Network Use the service command to check the status of NTPD.
D Time Protocol daemon.

# service ntpd status
If running, use the service command to stop NTPD.
# service ntpd stop

An example output of this command is as follows:
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Shutting down ntpd [oK]

i

MPS A: Verify
[ | Network Time Protocol
daemon is stopped.

To verify the status of ntpd, use the following command
# service ntpd status

Ensure the output is as follows:

ntpd is stopped

4. | MPS A: Execute the Execute the “date” command and examine the result.
[]| “date” command. # ssh mate date; date
Tue Oct 7 07:22:39 EDT 2011
Tue Oct 7 07:22:39 EDT 2011
5. | MPS A: Compare result | Compare the result from the “date” command in the previous step to the real time.
[ | to the real time. If the difference is 15 minutes or less, then this procedure is complete, Otherwise if the

difference exceeds 15 minutes, contact the Technical Assistance Center following the
instructions on the front page or the instructions on the Appendix F.

6. | MPS A: Procedure
]| Complete.

This procedure is complete
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5. SOFTWARE INSTALLATION PROCEDURES
Pre install configuration (Section 5.1) and initial installation of EPAP (Section 5.2) can be done on any of the server in
the mated pair in any order. These operations can be done simultaneously on both the servers.

5.1Pre Installation Configuration

5.1.1 Server A

Procedure 8: Set up hostname, Server Designation and Time on Server A

application.

FRmMAH®M

This procedure provides instructions to perform pre configuration for an initial install of the

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT THE TEKELEC CUSTOMER CARE CENTER AND ASK FOR ASSISTANCE.

IMPORTANT: Installation of the Operating System on a Tekelec Application Server should be completed
before starting installation procedure. Refer to [5] for TPD installation guide.

1. Connect to the Server.

O

If not already connected, connect to the T1200 server/E5-APP-B card via the serial port.

On the back of the T1200 A server, disconnect the console cable from the serial port. The
cable should be disconnected at the point where it connects to the ‘dongle’ labeled ‘S1’
on the T1200 B server. Cable part numbers - 830-1229-xx

For connecting the E5-APP-B A card, disconnect the console cable from the serial port
on the E5-APP-B B card’s adapter. The cable should be disconnected at the point where
it connects to the serial port labeled ‘S1’ on the E5-APP-B B card’s adapter and use it for
serial access. Cable part numbers - 830-1220-xx

2. | Loginas “root” user. | |f not already logged in, then login as “root”:

O [hostname] consolelogin: root
password: password

3. Start platcfg utility. # su - platcfg

O

4. Navigate to the Server | Select Server Configuration and press [ENTER]

[ | Configuration screen.

NEEEEER Hain HMenu HENEEEN

] [ |
B Maintenance [ |
B Diagnostics [ |
"Kerver Configuration K
H Remote Consoles [ |
B Network Configuration N
N Exit |
| [ |
EENERRNNNEENNNRNNNNRNENER

5. Navigate to the
|:| Hostname screen.

Select Hostname and press [ENTER]
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Bl Server Configuration Menu NN

jostname

|
Designation/Function |
Set Clock |
Time Zone [ |
Exit |

[ |

|

6. Select Edit to editthe | Select Edit and press [ENTER]
[J | hostname. EEEEEE Options NEEEEEE

7. | Enter the hostname Delete the default entry and enter the Hostname as mps-xxxx-a where xxxx is the last 4
[ | and press ok. digits of server serial number. Press OK when done.

AENNNENNEN Edit Hostname NENNNNENEEN

| [ |
Hostname : [yl Bt ] |

8. Exit Back to the Select EXIT to exit back to the Server Configuration Menu. Verify that the hostname has
[J | Server Configuration been properly set.

Menu. Hostname: mps-08566-a
Hostname Configuration

Current Hostname: mps-B8566-a
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9. Nav_igate to the _ Select Designation/Function and press [ENTER]
[ | Designation/Function BN Server Configuration Henu HE
menu optlon. " i
] Hostname |
L] blesignation/Function | |
L] Set Clock |
L] Time Zone |
L Exit |
L] |
ANNENNEENNEENNEENNEENNRERNENEER
10. | View the current The screen will show the current designation and function setting. On initial install,
[J | designation and these fields are blank.
function. Designation Information [ IIIITRISTIEMTI1]]
0 1
L] IHENEEE| | |
m [ Edit 1
Designation: 1A L 1
Function: EPAP = =
ENENENANANANANANANENEN
If not blank, the values should be as follows.
1. The Designation is “1 A” for the A server
2. The Function field should be set to EPAP.
If both the fields are blank or either value is not correct, then select Edit and press
[ENTER].
If both values are correct, select Exit, press [ENTER] and skip the next step.
11. | View the current Skip to Step 13 if Exit was selected in the previous step, otherwise if Edit was selected,
[J | designation and delete the current designation and function if already set, and type in the desired values.
function. Enter the appriopriate designation in the Designation field (Note: the designation must be

capitalized).
Select OK and press [ENTER].

NNEENEEER Edit Designation NENNNEEEEE

EPAP

Designation:
Function:

12. | Verify that the

[ | Designation and
Function information
is correct then select
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and press “Exit”. Designation Information
Designation: 1A
Function: EPAP
EEEEEE Options NENEEER
|
|
|
|
|
|
AERREENEENERNENNRNNEEE
13. | Select “Set Clock” Bl Server Configuration Menu HA
|:| Menu. '] ]
| Hostname |
L] Designation/Function | |
u saﬂm— u
L] Time Zone [ |
| Exit |
| |
AERNEENEENEENEENENRNRNNNNNRENEEE
14. | 1) Select “Edit” from
[] | the options dialogue ]
box. B
|
] |
2) Using an NTP B
source, set the 2
Date/Time to be
correct for the Eastern AERNEENENNERNENNNNNEEE
Time zone (GMT -5)
and press “OK”. HEEE Change Date and Time NEEN
NOTE: All systems i n
default to Eastern time | [N Date: L/ /yAsisy [ |
post IPM. It is B Time: pr:-U3M:ri] | |
important to set the | |
time for the Eastern '] ']
Time zone at this time. | |§ |
| |
] |
| [ |
HEENEENENNEENEENENNENNENNENNER
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15. | Verify that the Date Time Configuration
|:| and Time is correct

then select and press
“Exit”.

Current Date: 87724720809
Current Time: 17:41:28

16. | Exit from platcfg Select EXIT until the platcfg menu is closed and the command line is displayed.

|:| menu.

17. | Reboot the Server. # reboot

O

18. | Procedure complete. Procedure is complete.
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Procedure 9: Set up hostname, Server Designation and Time on Server B

application.

= m-H®»

This procedure provides instructions to perform pre configuration for an initial install of the

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT THE TEKELEC CUSTOMER CARE CENTER AND ASK FOR ASSISTANCE.

IMPORTANT: Installation of the Operating System on a Tekelec Application Server should be completed
before starting installation procedure. Refer to [5] for TPD installation.

1. | Connect to the Server.

O

If not already connected, connect to the T1200 server/E5-APP-B card via the serial port.

For connecting the T1200 B server, disconnect the console cable from the serial port.
The cable should be disconnected at the point where it connects to the ‘dongle’ labeled
‘S1° on the T1200 A server. Cable part numbers - 830-1229-xx

For connecting the E5-APP-B B card, disconnect the console cable from the serial port
on the E5-APP-B A card’s adapter. The cable should be disconnected at the point where
it connects to the serial port labeled ‘S1’ on the E5-APP-B A card’s adapter and use it for
serial access. Cable part numbers - 830-1220-xx

N

Log in as “root” user.

If not already logged in, then login as ‘root’:
[hostname] consolelogin: root
password: password

3. | Start platcfg utility.

# su - platcfg

4. | Navigate to the Server
[ | Configuration screen.

Select Server Configuration and press [ENTER]
NNNNEEN iMain Henu NENNNEN

| [ |
B Maintenance | |
B Diagnostics [ |
"Kerver Configuration R
B Remote Consoles |
B Network Configuration N
N Exit [ |
| [ |
HENEEEENNEENNNNENNNNEENER

o

Navigate to the
|:| Hostname screen.

Select Hostname and press [ENTER]
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Bl Server Configuration Menu NN

jostname

|
Designation/Function |
Set Clock |
Time Zone [ |
Exit |

[ |

|

6. | Select Edit to edit the Select Edit and press [ENTER]
[ | hostname. EEEEEE Options NEEEEEE
[ |
| |
| |
[ |
| |
| |
ANENENNENENNENENNENEEN
7. | Enter the hostname and | Delete the default entry and enter the Hostname as mps-xxxx-b where xxxx is the last 4
1| press ok. digits of server serial number. Press OK when done.
EEEEENEEEE Edit Hostname HENNEEEEEER
| | |
B Hostname: [JJiisglslyiFasli] |
i} | |
o |
B | |
L | |
B | |
- s
EEENENEENEENENEENENNNNNNNENENNENEEER

®

Exit Back to the Server | Select EXIT to exit back to the Server Configuration Menu. Verify that the hostname has
[]| Configuration Menu. been properly set.

Hostname Configuration

Current Hostname: mps-08567-b

9. | Navigate to the Select Designation/Function and press [ENTER]
[]| Designation/Function
menu option.
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Hl Server Configuration Menu HE
L] |
L] Hostname ||
M esignation/Function "
L] Set Clock |
] Time Zone ]
] Exit |
] |
n 1

10. | View the current The screen will show the current designation and function setting. On initial install,
[]| designation and these fields are blank.
function.

Designation Information [TITTTRIMETIERTTITTT]

IERNEEE|
Edit

Designation: 1B

L
L
L]
L
3 L]
Function: EPAP :

If not blank the values should be as follows.
1. The Designation is “1B” for the B server
2. The Function field should be set to EPAP.

If either value is not correct, then select Edit and press [ENTER].
If both values are correct, select Exit, press [ENTER] and skip the next step.

11. | View the current Skip to Step 13 if Exit was selected in the previous step, otherwise if Edit was selected,
[]| designation and delete the current designation and function if already set, and type in the desired values.
function. Enter the appriopriate designation in the Designation field (Note: The designation must

be capitalized).
Select OK and press [ENTER].

NENNNENNEN Edit Designation NENNNNENEN
L]

B Designation: gl
L] Function: [3{il4

12. | Verify that the

[]| Designation and
Function information is
correct then select and
press “Exit”.
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Designation Information

Designation: 1B

Function: EPAP

EEENEE Options NENEEEN

Select “Set Clock”

Bl Server Configuration HMenu NN

| Menu. ] |
| | Hostname |
] Designation/Function [ |
Bt ciock
L] Time Zone [ |
] Exit [ |
| [ |
EENENENENENENENNNNENENENNERENEER

14. | 1) Select “Edit” from

[ the options dialogue

box.

2) Using an NTP
source, set the
Date/Time to be correct
for the Eastern Time
zone (GMT -5) and
press “OK”.

NOTE: All systems
default to Eastern time
post IPM. It is
important to set the time
for the Eastern Time
zone at this time.

EEEN Change Date and Time HEEN
L] i

Date: Lral/vaW/rdslsLy
Time: prll:USH:rd
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15. | Verify that the Date and Time Configuration
|:| Time is correct then

select and press “Exit”.

Current Date: 87724720809
Current Time: 17:41:28

EEEEER Options

16. | Exit from platcfg menu. | Select EXIT until the platcfg menu is closed and the command line is displayed.

O

17. | Reboot the Server. # reboot

O

18. | Procedure complete. Procedure is complete.

W
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5.2Install the Application

5.2.1 Installing the Application on Side 1A

Procedure 10: Install the Application on side 1A

This procedure installs the application on the server.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT THE TEKELEC CUSTOMER CARE CENTER AND ASK FOR ASSISTANCE.

Dﬁ#wmqm

MPS A: Install EPAP
on 1A.

Perform Procedure in B.1 or B.2 or copy EPAP 15.0 I1SO to /var/TKLC/upgrade
directory.

[] N

Create a terminal
window and log into
MPS A.

If not already connected, connect to the T1200 server/E5-APP-B card via the serial Port.

On the back of the T1200 A server, disconnect the console cable from the serial port. The
cable should be disconnected at the point where it connects to the ‘dongle’ labeled ‘S1°
on the T1200 B server. Cable part numbers - 830-1229-xx

For connecting the E5-APP-B A card, disconnect the console cable from the serial port
on the E5-APP-B B card’s adapter. The cable should be disconnected at the point where
it connects to the serial port labeled ‘S1’ on the E5-APP-B B card’s adapter and use it for
serial access. Cable part numbers - 830-1220-xx

3. | MPS A: Login prompt | <hostname> console Togin:
[1] is displayed. . . . L
Note: Hit enter if no login prompt is displayed.
4. | MPS A: login as [hostname] consolelogin: root
| “root” user. password: password
5. | MPS A: Start platcfg
| utility. # su - platcfg
6. | MPS A: Select the The platcfg Main Menu appears.
[ | Maintenance submenu. | On the Main Menu, select Maintenance and press [ENTER].

4| Main HMenu Ii

Haintenance
Diagnostics

Server Configuration
Femote Consoles
Network Configuration
Exit

N

MPS A: Navigate to the
Initiate Upgrade menu.

Select the Upgrade menu and press [ENTER].
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————4 Maintenance HMenu F—————

Tpgrade

Halt Serwver

Backup and Restore

View Mail Queues

Bestart 3erver

Eject CDROM

Zawve Platform Delbug Logs
Exit

Select the Initiate Upgrade menu and press [ENTER].

——4 Upgrade Menu F———

Validate HMedia

Initiate Upgrade
Exit

*®

MPS A: Select the
[ Upgrade Media.

The screen displays a message that it is searching for upgrade media. When the upgrade
media is found, an Upgrade Media selection menu appears similar to the example below.
Select the desired upgrade media and press [ENTER]. There should only be one selection
available, as in the example below.

I Choose TUpgrade Media Menu I

ewv A 150.4.0

©

MPS A: Upgrade
]| proceeds.

The screen displays the output like following, indicating that the upgrade software is first
validating the media, and then proceeding with the upgrade.

Initializing Upgrade Wrapper ..

alidating packages .|

10. | MPS A: Upgrade
1| proceeds.

Many informational messages appear on the terminal screen as the upgrade proceeds.
The messages are not shown here for clarity sake.
When installation is complete, the server reboots.

11. | MPS A: Upgrade
[ | completed.

After the final reboot, the screen displays the login prompt as in the example below.
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root@rome:”

File Edit Settings Help

12.| MPS A: log in as
D “root” user.

[hostname] consolelogin: root
password: password

13. | MPS A: Check the
| UYpgrade log.

Examine the upgrade logs in the directory /var/TKLC/log/upgrade and verify that no
errors and warnings were reported.

# grep —-i error /var/TKLC/Tlog/upgrade/upgrade.log

Check the output of the upgrade log, Contact the Technical Assistance Center following
the instructions on the front page or the instructions on the Appendix F, if the output
contains any errors beside the following:
1. myisamchk:error  Those output lines are expected and are not actual upgrade
errors

2. Variable and RPMs that might contain the word error in them

Example:

1340737587::Error: No supported management controller found

1340738300: :per1-Class-ErrorHandler
HEH#HHAHAHRRBHHH AR R R RHH AR R H AR RS AR RHH

1340738322::checking perl-Class-ErrorHandler-0.01-15.0.0_150.3.0.noarch.rpm:
PASSED

All those messages are expected, and therefore aren’t considered errors.
Also note that sometime a carriage return is inserted in the log file causing some of the
error messages to appear truncated. This is acceptable and should be ignored.

# grep -1 warning /var/TKLC/log/upgrade/upgrade.log

Examine the output of the above command to determine if any warnings were reported.
Contact the Technical Assistance Center following the instructions on the front page or
the instructions on the Appendix F, if the output contains any warnings beside the
following:

1337341727 :WARNING: Source file does not exist...cannot get diff!

1337341730: :WARNING: SOURCE: /var/lib/misc/prelink.force

1337341832::useradd: warning: the home directory already exists.

1337342144: :WARNING: A new file was added to xml alarm files...reparsing xml...
1337342145: :WARNING: FILE: /usr/TKLC/plat/etc/alarms/alarms_mps.xml
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1337342152 : TKLCepap-HA #########H##B#HHH#RIHA#BHAA##REA####HWArNINg: group root}
does not exist - using root
1337342163: :WARNING: Stale PID file /var/TKLC/run/RunAndLog/2981.pid detected!

Refer to section 3.6 to know more about logging.

14. [ MPS A: Check thatthe | # grep "UPGRADE IS COMPLETE" /var/TKLC/log/upgrade/upgrade.log
[ | upgrade completed
successfully.

15.| MPS A: Select the most | Verify that the message “UPGRADE IS COMPLETE” is displayed. If it is not, contact

1| recent upgrade log. the Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix F.
1252687571:: UPGRADE IS COMPLETE

16. [ MPS A: Install Install Procedure is complete.

| Complete.

5.2.2 Installing the Application on Side 1B

Procedure 11: Install the Application on side 1B

B.

S | This procedure installs the application on the server.

T

E Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

P IF THIS PROCEDURE FAILS, CONTACT THE TEKELEC CUSTOMER CARE CENTER AND ASK FOR ASSISTANCE.

#

1. | MPS B: Install 1B. Perform Procedure in B.1 or B.2 or copy EPAP 15.0 ISO to /var/TKLC/upgrade

O directory.

2. | Create a terminal If not already connected, connect to the T1200 server/E5-APP-B card via the serial port.
[J| window log into MPS

For connecting the T1200 B server, disconnect the console cable from the serial port.
The cable should be disconnected at the point where it connects to the ‘dongle’ labeled
‘S1’ on the T1200 A server. Cable part numbers - 830-1229-xx

For connecting the E5-APP-B B card, disconnect the console cable from the serial port
on the E5-APP-B A card’s adapter. The cable should be disconnected at the point where
it connects to the serial port labeled ‘S1” on the E5-APP-B A card’s adapter and use it for
serial access. Cable part numbers - 830-1220-xx

3. | MPSB: Login prompt | <hostname> console Togin:
[ is displayed. . . . Lo
Note: Hit enter if no login prompt is displayed.
4. | MPS B: loginas “root” | [hostname] consolelogin: root
| user. password: password

5. | MPS B: Start platcfg
| utility. # su - platcfg
6. | MPS B: Select the The platcfg Main Menu appears.
On the Main Menu, select Maintenance and press [ENTER].
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|:| Maintenance submenu.

4| Main Menu Ii

Haintenance
Diagnostics

Server Configuration
Femote Consoles
Network Configuration
Exit

N

MPS B: Navigate to the
| Initiate Upgrade menu.

Select the Upgrade menu and press [ENTER].

————4 Haintenance HMenu F—————

Tpgrade

Halt Serwver

Eackup and Restore

View Mail Queues

Bestart 3erver

Eject CDROM

Save Platform Debug Logs
Exit

Select the Initiate Upgrade menu and press [ENTER)].

——4 Tpgrade Menu F———

Validate HMedia

Initiate Upgrade
Exit

*®

MPS B: Select the
| Upgrade Media.

The screen displays a message that it is searching for upgrade media. When the upgrade
media is found, an Upgrade Media selection menu appears similar to the example below.
Select the desired upgrade media and press [ENTER]. There should only be one selection
available, as in the example below.

I Choose TUpgrade Medis Menu I

3-101-15.0.0 150.4.0-EPAP-x86 64.is0 - tklo

3-101 Bew A 150.4.0

o

MPS B: Upgrade
[]| proceeds.

Initializing Upgrade Wrapper ..

909-2226-001 Revision B, February 2014
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Validating packages ..

10. [ MPS B: Upgrade
1| proceeds.

Many informational messages appear on the terminal screen as the upgrade proceeds.
The messages are not shown here for clarity sake.

When installation is complete, the server reboots.

11. [ MPS B: Upgrade
]| completed.

After the final reboot, the screen displays the login prompt as in the example below.

root@rome:”™

File Edit Settings Help

12.| MPS B: log in as “root”

D user.

[hostname] consolelogin: root
password: password

13. | MPS B: Check the
| Upgrade log.

Examine the upgrade logs in the directory /var/TKLC/log/upgrade and verify that no
errors and warnings were reported.

# grep -1 error /var/TKLC/log/upgrade/upgrade.log

Check the output of the upgrade log, Contact the Technical Assistance Center following
the instructions on the front page or the instructions on the Appendix F, if the output
contains any errors beside the following:
1. myisamchk:error  Those output lines are expected and are not actual upgrade
errors

2. Variable and RPMs that might contain the word error in them

Example:

1340737587::Error: No supported management controller found

1340738300: :per1-Class-ErrorHandler

HEHBHBHRA SRR R R

1340738322: :Checking perl-Class-ErrorHandler-0.01-15.0.0_150.3.0.noarch.rpm:
PASSED

All those messages are expected, and therefore aren’t considered errors.
Also note that sometime a carriage return is inserted in the log file causing some of the
error messages to appear truncated. This is acceptable and should be ignored.
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# grep —i warning /var/TKLC/log/upgrade/upgrade.log

Examine the output of the above command to determine if any warnings were reported.
Contact the Technical Assistance Center following the instructions on the front page or
the instructions on the Appendix F, if the output contains any warnings beside the
following:

1337341727:
1337341730:
1337341832:
1337342144:

:WARNING:
:WARNING:
ruseradd:

source file does not exist...cannot get diff!

SOURCE: /var/lib/misc/prelink.force

warnin%: the home directory already exists.

:WARNING: A new file was added to xml alarm files...reparsing xml...
1337342145: :WARNING: FILE: /usr/TKLC/plat/etc/alarms/alarms_mps.xml
1337342152: : TKLCepap-HA #########H####H#H##HHH###HH###HH####H#warning: group root}
does not exist - using root

1337342163: :WARNING: Stale PID file /var/TKLC/run/RunAndLog/2981.pid detected!

Refer to section 3.6 to know more about logging.

14. | MPS B: Check that the
]| upgrade completed # grep "UPGRADE IS COMPLETE" /var/TKLC/log/upgrade/upgrade.log
successfully.

15.| MPS B: Select the most | Verify that the message “UPGRADE IS COMPLETE” is displayed. If it is not, contact

[ | recent upgrade log. the Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix F.
1252687571:: UPGRADE IS COMPLETE

16. | MPS B: Install Install Procedure is complete.

]| Complete.

5.2.3 Switch Configuration

Procedure 12: Switch Configuration

S | This procedure Configures the Switches of a new Installed T1200/E5-APP-B EPAP Server Pair.

T

E Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.

P IF THIS PROCEDURE FAILS, CONTACT THE TEKELEC CUSTOMER CARE CENTER AND ASK FOR ASSISTANCE.

#

1. | Make the cross-over

[J| cable connections. NOTE: THIS IS IMPORTANT
CONNECT the cross-over cable from Port 1 of Switch1A to Port 1 of Switch1B.
DISCONNECT the cross-over cable from Port 2 of Switch1A to Port 2 of Switch1B.
Please make a note that the switch configuration should only be attempted by a skilled
technician and not all.
All uplinks should be removed while switch configuration.
There should not be any loop in the switches during their configuration.

2. | MPS B: log in as “root” [hostname] consolelogin: root

| user. password:  password
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3. | MPS B: Start platcfg
] utility. # su - platcfg

4. | MPS B: Navigate to the | On the platcfg Main Menu, select Network Configuration and press [ENTER].
[J | Network Configuration

Menu. NEEREEE HMain HMenu NENEEEE

L] |
B Maintenance |
B Diagnostics |
B Server Configuration N
0 Remote Consoles ||
L] n
L] |
L] |
L [

etwork Configuration

Exit

o

MPS B: Navigate to the | On the Network Configuration menu, select Configure Switch and press [ENTER].
[| Configure Switch

Menu. EE Network Configuration Menu NN

L] |
] SNMP Configuration |
L] Network Interfaces |
L] Routing |
g NTP |
i IPSEC Configuration |
] |
L] |
L] |
L] |
m i

ModiFE Hosts File
]

Exit

o

MPS B: Select On the Select Switch Menu, select Switch1B — Second Switch in Frame 1 and press
]| Switch1B. [ENTER].

ARRNEEEER Select Switch Menu NERRREEEEN

| |
B switch1A - Upper Switch in Frame 1 &
Pevitcnib - Second Switch in Frane 1]
B switchiC - Third Switch in Frame 1 1
B switch1D - Lower Switch in Frame 1 N
B All Switches [ |
B Exit |
| [ |
| [ |

N

MPS B: Confirm Select Yes and press [ENTER] to configure Switch 1B.
[]| Switch 1B
Configuration.
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NENNNNENNENNNNNNNENNENNENNEER Verify Action NAENNENNENENNENNNNNENENNENNEEEE
L]

Really configure switch switchi1B? Disrupt network connectivity?

®

MPS B: Switch
Configuration Screen.

Configuring the switch takes about 10 minutes, once complete press [ENTER] to continue.

buccessfully enabled on switch switchlB.

Reloading switch switchlB with defaults, please standby...
bwitch switchlB successfully set to default configuration.
Buccessfully started management ULAN on switchlB.

Ftartup configuration created OK.

buccessfully uploaded startup config for switchlB.
Removing config file switchlB.startup-config from /tftpboot.
Reloading switch switchlB, please standby...

Reload of switch switchlB complete.

bwitch switchlB successfully configured.

Press any key to continue...

HENNNENNNNNNNNNNNNNEER Message HENNNNNNANNNNNNENEEEREN

Switch Configuration Completed successfully

L]
L
L]
L]
L]
L]
L
L
L]
L
L]
L] Press any key to continue...
L]

L

©

MPS B: Exit out of
platcfg.

Select Exit and press [ENTER] to return to the Network Configuration Menu.
Select Exit and press [ENTER] to return to the Main Menu.
Select Exit and press [ENTER] to exit out of platcfg.

10.

MPS A: Connect to
Server 1A.

Now that Switch 1B is configured, we need to configure switch 1A. Connect to server
1A to configure switch 1A

[hostname] consolelogin: root
password: password

11.

MPS A: Start platcfg.

# su - platcfg
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O utility

12. [ MPS A: Navigate to the | On the platcfg Main Menu, select Network Configuration and press [ENTER].
[J| Network Configuration

Menu. EEEEEEE fain HMenu HEENEEN

] |
B Maintenance |
B Diagnostics |
B Server Configuration o
# Remote Consoles ||
| |
L |
] |
L] ]

etwork Configuration

Exit

13. | MPS A: Navigate to the | On the Network Configuration menu, select Configure Switch and press [ENTER].
[J| Configure Switch BB Network Configuration Henu HE
Menu. ] [l
] SNHMP Configuration |
] Network Interfaces |
] Routing |
] NTP |
] IPSEC Configuration |
L] Modify Hosts File |
BcoFigure suiccn B
] |
L] |
L i

Exit

14.| MPS A: Select On the Select Switch Menu, select Switch1lA — Upper Switch in Frame 1 and press
[J| SwitchlA. [ENTER].

ARNNEENER Select Switch Menu NENNENEEEEN
L] |

| Bswitch1A - Upper Switch in Frame 1 |
B switchiB - Second Switch in Frame 1 N
B switchiC - Third Switch in Frame 1 N
B switchiD - Lower Switch in Frame 1 N
B All Switches [ |
B Exit [ |
| | [ |
L | [ |

15. | MPS A: Confirm Select Yes and press [ENTER] to configure Switch 1A.
[]| Switch 1A
Configuration.
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NENNNNNNNENNNNENNENNENNNNNNNE Verify Action NENNENENNENNNNENNNENENNNNENNEN

Really configure switch switch1A? Disrupt network connectivity?

16. | MPS A: Navigate to the
[| Configure Switch
Menu.

Configuring the switch takes about 10 minutes, once complete press [ENTER] to
continue.

Successfully enabled on switch switchif.

Reloading switch switch1f with defaults, please standby...
Switch switch1fA successfully set to default configuration.
Successfully started management ULAN on switchiA.

Startup configuration created OK.

Successfully uploaded startup config for switchif.
Removing config file switchiA.startup-config from /tftpboot.
Reloading switch switchiA, please standby...

Reload of switch switchi1A complete.

Switch switch1A successfully configured.

Press any key to continue...

ANNNNNNNNNNNNNENNNNNEE Message HAANNNNNNNEEENNNNNNEEEER

Switch Configuration Completed successfully

Press any key to continue...

17. | MPS A: Exit out of
| platcfg.

Select Exit and press [ENTER] to return to the Network Configuration Menu.
Select Exit and press [ENTER] to return to the Main Menu.
Select Exit and press [ENTER] to exit out of platcfg.

18. [ MPS A: Optional
[ Configuration of Switch
1C.

If the system is installed with 4 switches, proceed with the next step, otherwise skip to
step 35.

19. | Move Serial Cables.

On the front of switches 1A and 1B, unplug the serial cables connected to Console port
and plug them in switches 1C and 1D Console port respectively.
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20. | MPS A: Start platcfg
] utility. # su - platcfg

21. [ MPS A: Navigate to the | On the platcfg Main Menu, select Network Configuration and press [ENTER].
[J | Network Configuration

Menu. AEENEER Hain Menu NENEEEN

] [ |
B Maintenance B
B Diagnostics |
0 Server Configuration N
B Remote Consoles |
| Mietwork Configurationll]
B Exit [ |
] [ |
L] [ |

22.| MPS A: Navigate to the | On the Network Configuration menu, select Configure Switch and press [ENTER].
[| Configure Switch

Menu. EE Network Configuration Menu NN

L] |
] SNMP Configuration |
L] Network Interfaces |
L] Routing |
g NTP |
i IPSEC Configuration |
] |
L] |
L] |
L] |
m i

ModiFE Hosts File
]

Exit

23.| MPS A: Select On the Select Switch Menu, select Switch1C — Third Switch in Frame 1 and press
[ SwitchlC. [ENTER].

—————————4 ZJelect Zwitch Menu F—————————

switchlh
switchlE

Upper 3witch in Frame 1
SJecond 3witch in Frame 1 %

switchlc Third 3witch in Frame 1
switchlD - Lower 3witch in Frame 1
Al]l Zwitches
Exit

24.| MPS A: Confirm Select Yes and press [ENTER] to configure Switch 1C

|:| Switch 1C

Configuration.
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| verify iction |

Feally configure switch switchlC? Disrupt network connectivity?

25. [ MPS A: Navigate to the | Configuring the switch takes about 10 minutes, once complete press [ENTER] to
[ Configure Switch continue.
Menu.
Jtftpboot.

ANENNNNENNNNEENRNEENNN Hessage HENANNEENNNEENNNEENENER
L] |
B Switch Configuration Completed successfully |
L] |
L] |
L] |
L] |
L] |
L] |
L] |
L] |
L] |
L] Press any key to continue... ||
L] ||
EEEEENNEERNNEERNNEERNNEENNNNERNNEENNNNENNNNERNNNRRREER

26. [ MPS A: Exit out of Select Exit and press [ENTER] to return to the Network Configuration Menu.

| vlatefg. Select Exit and press [ENTER] to return to the Main Menu.

Select Exit and press [ENTER] to exit out of platcfg.
27. | MPS B: Connect to
[ | Server 1B. [hostname] consolelogin: root

password: password
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28. | MPS B: Start platcfg
] utility. # su - platcfg

29. | MPS B: Navigate to the | On the platcfg Main Menu, select Network Configuration and press [ENTER].
[J | Network Configuration

Menu. NEEREEE HMain HMenu NENEEEE

L] |
B Maintenance |
B Diagnostics |
B Server Configuration N
0 Remote Consoles ||
L] n
L] |
L] |
L [

etwork Configuration

Exit

30.| MPS B: Navigate to the | On the Network Configuration menu, select Configure Switch and press [ENTER].
[| Configure Switch

Menu. BN Network Configuration Menu NN
|

]

L] SNMP Configuration |
L] Network Interfaces |
L] Routing |
L] NTP |
L] IPSEC Configuration |
L] |
] |
] |
] |
L] L

MOUiFE Hosts File
]

Exit

31.| MPS B: Select On the Select Switch Menu, select Switch1D — Lower Switch in Frame 1 and press
[J| SwitchlD. [ENTER].

— Select Switch Menu ———

switchll — Upper Switch in Frame 1
switchlB - Second Switch in Frame 1
switchlC — Third Switch in Frame 1
switchlD Lower Switch in Frame 1
All Switches -
Exit

32.| MPS B: Confirm Select Yes and press [ENTER] to configure Switch 1D.

[ | Switch 1D

Configuration.
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I Verify letion

Peally configure switch switchlD? Disrupt network conhectiwvitcy?

33.| MPS B: Switch Configuring the switch takes about 10 minutes, once complete press [ENTER] to
[ | Configuration Screen. continue.

AERNNNNNNNNNNNNRNNNNEE Hessage ANNNNNNNNENNNNNNNENEEER

L] |
B Switch Configuration Completed successfully |
L] i
L] n
L] i
L] |
L] i
L] n
L] i
L] i
L] |
L] Press any key to continue... |
L] |
EEEEEEEFEEEEEEEGEEEEEEEEEEEEFEEEE G R e e L R e

34. [ MPS B: Exit out of Select Exit and press [ENTER] to return to the Network Configuration Menu.

[ | platcfg. Select Exit and press [ENTER] to return to the Main Menu.

Select Exit and press [ENTER] to exit out of platcfg.
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35. | Connect the cross-over c 24GT
|:| cable from _ A @ o, £l B 22 o
Port 2 of SwitchlA to @uuuuu ul_ll_l (72 A [z [
Port 2 of SwitchlB. al u
Y b= THC-24GT gy  a"Es
B E| 3] 4 l-:l 7 mlﬂo ' 19 E E
36. | Procedure complete. Procedure is complete.
W

5.3Configuring the Application
Procedure 13: Configuring the Application

S | This procedure Configures the application on the server.
T
E Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.
P | IF THIS PROCEDURE FAILS, CONTACT THE TEKELEC CUSTOMER CARE CENTER AND ASK FOR ASSISTANCE.
#
1. | MPS A: Log on Server [hostname] consolelogin: root
Ol A password:  password
2 | MPS A: Switchuserto | # su - epapconfig
O epapconfig.
3. | MPS A: A note of Caution: This is the first Togin of the text user interface.
O tion Evaluat Please review the following checklist before continuing. )
caution appears. Evaluale | pajlure to enter complete and accurate information at this time
the conditions listed. will have unpredictable results.
When all the conditions
are satisfied, press 1. The mate MPS servers (MPS A and MPS B) must
Return to continue. be powered on. .,
2. "Initial Platform Manufacture" for the mate
MPS servers must be complete.
3. The sync network between the mate MPS servers
must be operational.
4. You must have the correct password for the
epapdev user on the mate MPS server.
5. You must be prepared to designate this MPS as
provisionable or non-provisionable.
Press return to continue..
. d ] ? :
4. | MPS A: Upon pressing Are you sure you wish to continue? [N]:Y
| rReturn you can now
abort or proceed with the
initial configuration.
To continue with the
configuration, enter Y.
5. | MPS A: You are Password for epapdev: <epapdev_password>
O prompted for the epapdev ggﬂ?nﬂgﬁgget authorized keys file from host...
and root user password ssh is working correctly.
on the mate MPS server | password for root: <root_password>
in order to confirm the could not get authorized keys file from host...
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secure shell keys are Continuing...
successfully exchanged. ssh_is working correctly. .
The example shows the Building the initial database on side A.

Stopping local slave
output generated when Stoggi ng remote slave

the correct password is No preexisting EuiDB database was detected.
entered, the secure shell Enabling replication:

keys are successfully deleting old binary logs on local server
exchanged, and the Ul resetting local slave.

database is set up on MPS deleting old binary logs on remote server

resetting remote slave

A and MPS B at this site. starting local slave

Type Y if this site is Starting remote slave
Provisionable, otherwise Lo .
Type N. The provisioning architecture of the EPAP software allows for

exactly 2 customer provisionable sites. Additional sites that
are to receive the data provisioned to the provisionable sites
should answer 'N' here.

If there are only 2 mated sites, it is safe to answer "Y' here.

Is this site provisionable? [Y]: Y

6. | MPS A: The EPAP
O Configuration Menu is /-=-=-- EPAP Configuration Menu---------- \
displayed. Select choice 2 - \
2, Configure Network 1 | Display Configuration
Interfaces Menu. il Rttty
2 | configure Network Interfaces Menu
3 Set Time Zone
4 Exchange Secure Shell Keys
5 Change Password
6 | Platform Menu
7 | configure NTP Server
8 | PDB Configuration Menu
9 | Security
e Exit
oo /
Enter Choice: 2
7. | MPS A: The Configure
O Network Interfaces Menu | ,_____ configure Network Interfaces Menu----\
is displayed. Select 2 — \
choice 1, Configure 1 | configure Provisioning Network

Provisioning Network. - |
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\=mmmm oo /
Enter Choice: 1
8. . verifying connectivity with mate.
] MPSA'.Th(? submenu EPAP A provisioning network IP Address [192.168.61.104]:
forconflgurl_ng 192.168.61.48
communications EPAP B provisioning network IP Address [192.168.61.105]:
networks and other 192.168.61.49
information is displayed. | EPAP provisioning network netmask [255.255.255.0]:
EPAP provisioning network default router [192.168.61.250]:
192.168.61.250
Note: The Configure Provisioning Network lets you accept the default IP address
values presented by the configuration software (by pressing Return) for EPAP A and
EPAP B provisioning network and network netmask, or to enter specific IP values
previously received from the customer for the MPS.
9- | MPS A: The Configure
O Network Interfaces menu | /_____ configure Network Interfaces Menu----\
is displayed. Select Jm e
choice e, Exit. 1 | configure Provisioning Network
2 | configure Sync Network
3 | configure DSM Network
4 | configure Backup Provisioning Network
5 | configure Forwarded Ports
6 | configure Static NAT Addresses
7 | Configure Provisioning VIP Addresses
e Exit
R /
Enter Choice: e
10.-1 MPS A: The EPAP
O Configuration Menu is [----- EPAP Configuration Menu---------- \
displayed. Select choice | /- - _______Z__ ___ o _____ \
3, Set Time Zone. 1 | pisplay Configuration
2 | configure Network Interfaces Menu
3 | set Time Zone
4 | Exchange Secure Shell Keys
5 | change Password
6 Platform Menu
7 | Configure NTP Server
8 PDB Configuration Menu
9 Security
e EXit
I /
Enter Choice: 3
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11. MPS A: An important Caution: Thi; action requires a rebootl: of the affected MPS servers to
D Caution statement is activate the change. Operation of the EPAP ;oftware before
A ) the MPS servers are rebooted may have unpredictable
displayed. After noting consequences.
the caution, press Return
to continue. Press return to continue...<return>
You'are p.rompted fqr Are you sure you wish to change the timezone for MPS A and B? [N]: Y
confirmation on setting
the time zone for the
MPS A and MPS B at
this site. Enter y to
confirm the change
(Pressing Return accepts
the default of 'N' (no),
cancels the action and
you are returned to the
EPAP Configuration
Menu). Type Y to set the
time zone.
12.| MPS A: The following Enter a time zone:
O prompt is displayed. If
the time zone is known,
it can be entered at the
prompt. If the exact time
zone value is not known,
press Return, and a list of
the valid names is
displayed.
13. | 1f an incorrect time zone . . .
[/ is entered or if only the valid time zone files are: ]
. Australia/Broken_Hill Australia/LHI
Return key is pressed, a Australia/Nsw
list of all available time Australia/North Australia/Queensland
zone values is displayed. | Australia/South
Australia/Tasmania Australia/Vvictoria
Austra}jafWest ] lia/ac i/
. ; Australia/Yancowinna Australia/ACT Brazil/Acre
’c\lhc;r?é;ezh:egrr?c?tztgaee Brazil/DeNoronha Brazil/East Brazil/west
. . Canada/Atlantic Canada/cCentral Canada/East-
effect until the next time saskatchewan
the MPS is rebooted. canada/Eastern Ccanada/Mountain
Canada/Newfoundland
Canada/Pacific Canada/Yukon
Chile/Continental
Chile/EasterIsland Etc/GMT Etc/GMT+1

———————— Sample Output continues---------
——————————————— End of output below----------------

MST MST7MDT NZ
NZ-CHAT PRC PST8PDT
Poland Portugal ROC

ROK Singapore Turkey
w-Su WET africa
asia australasia backward
etcetera europe factory
northamerica pacificnew solar87
solar88 solar89 southamerica
GB-Eire GMT GMT+0
GMT+1 GMT+10 GMT+11
GMT+12 GMT+13 GMT+2
GMT+3 GMT+4 GMT+5
GMT+6 GMT+7 GMT+8
GMT+9 GMT-0 GMT-1
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GMT-10 GMT-11 GMT-12
GMT-2 GMT-3 GMT-4
GMT-5 GMT-6 GMT-7
GMT-8 GMT-9 Greenwich
Jamaica Navajo ucT
UTC Universal zulu
Enter a time zone file (relative to /usr/share/1ib/zoneinfo): US/Eastern
14.
I:I NOTE: If an NTP server
does not need to be [----- EPAP Configuration Menu---------- \
added at this time, you ettty \
can skip all steps related 1 | pisplay Configuration
g’eﬁ;ﬁ;?xf:ﬁ&z 2 | configure Network Interfaces Menu
to the PDB Configuration "5_ _;;E_ﬁr;,;_%;;; _____________________
Menu at step 20. S
SERVER A: Enter choice 4 Exchange Secure Shell Keys
K)lg]cl)lnflgure NTP Server 5 Change Password
6 Platform Menu
7 | configure NTP Server
8 PDB Configuration Menu
9 | Security
e Exit
oo /
Enter Choice: 7
15.| MPS A: The EPAP .
D Configure NTP Server // ————— EPAP Configure NTP Server Menu-\
Menu is displayed. Enter “i_"EnT ______________________________
. splay External NTP Server
choice 2, Add External i e I ____E)__X _________________________ I
NTP Server. | 2 | Add External NTP Server |
R O T |
| 3 | Remove External NTP Server |
R R R TEEE RN R |
| e | Exit |
oo /
Enter Choice: 2
16.1 \PS A: You are ,
D prompted to confirm the Are you sure you wish to add new NTP Server? [N]: Y
action of adding a new Enter the EPAP NTP Server IP Address: <NTP server IP Addr>
NTP Server. (Pressing
Return would accept the External NTP Server [<NTP server IP Addr>] has been added.
default of ‘N’ or 'no’, and .
would cancel the action Press return to continue...<return>
to add an external NTP
server.) Type Y and press
return.
NOTE: All NTP Server
IP addresses shown
are only examples.
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17. .

] MPS A: The J----- EPAP Configure NTP Server Menu-\
EPAP Configure NTP et e L L e
Server Menu is i 1 I Display External NTP Server I
displayed. =~ | 77777777 o T oo e o e s e m e mm e m e e e

play . . | 2 | Add External NTP Server |
Enter choice 1, Display [ |
External NTP Server. | 3 | Remove External NTP Server |
R R e e R |
| e | Exit |
I /

Enter Choice: 1

18. MPS A: Vel’ify the ntpser‘ver‘l <Ipaddr‘ess>

O External_ NTP Server IP Press return to continue...<return>
address is correct and
press Return.

NOTE: All NTP Server
IP addresses shown are
only examples.

19. .

MPS A: The EPAP .

| configure NTP Server | ,/2222ZEPAP_Configure NTP Server Menu-i
Menu is displayed. Select | | 1 | pisplay External NTP Server |
choice e, Exit. R e |

I 2 I Add External NTP Server I
I 3 I Remove External NTP Server I
| e | Exit [
Ao /
Enter Choice: e

20.| \MPS A: The EPAP

O Configuration Menu is /=== EPAP Configuration Menu---------- \
displayed. Select choice | /- - _______Z__ ___ o _____
8, PDB Configuration 1 | pisplay Configuration
Menu. s

2 | configure Network Interfaces Menu
Note: Execute the PDB 3 Set Time Zone
Configuration Menu Al Et st
(exceptstep 26) evenif | | 4 | Exchange Secure shell Keys
the EPAP is to be 5 | change Password
configured as Non- S
Provisionable. 6 | Platform Menu
7 | Configure NTP Server
8 PDB Configuration Menu
9 | Security
e Exit
\ === mmmmm
Enter Choice: 8
21-| MPS A: The Configure A Configure PDB MeNU-——————————— \
| PDB Menu is displayed. | ‘/__________ 9 __________________________ \

Select choice 1.
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1 | Configure PDB Network
2 RTDB Homing Menu
3 Change MPS Provisionable State
4 Create PDB
5 Change Auto DB Recovery State
6 | Change PDBA Proxy State
e Exit
\mmmm e /
Enter Choice: 1
22, MPS A: Provide the IP Verifying connectivity with mate...
D address of the MPS A on | This MPS is configured to be provisionable. The EPAP local PDBA
Eagle A and the IP address is <IP>. .
address for the MPS A Eiii remo‘ée igii éPAiidress <[(i)]?OAng] iIP Address>
nE | BWhr h remo e_ - ress: ress .
?emoiggDBAZ:t;b:se is | The authenticity of host ‘<host>' can't be established.
. RSA key fingerprint is 66:a8:19:04:ca:44:3f:01:93...
to reside. Enter the Are you sure you want to continue connecting (yes/no)? yes
password for MPS Aon | epapdev@mate's password:
Eagle B. If configuration
of the PDB network is
successful, the output
confirms the secure shell | Following is the output on Non-Provisionable EPAP.
keys are successfully
exchanged, as shown in Verifying connectivity with mate...
the output for This MPS is configured to be non-provisionable. You will be
Provisionable MPSs prompted for both of the remote PDBA addresses. Order does not
Note: If the default matter.
values shown are correct
press return to accept Enter one of the two PDBA IP addresses [0.0.0.0]: <IP Address>
them. Otherwise, enter Enter the other of the two PDBA IP addresses [0.0.0.0]: <IP
the values and press Address>
Return.
In case of Non-
Provisionable EPAP
provide the IP address of
Active and Standby
PDBA.
23.
MPS A: Press Return to .
R VAL EEE nfigure PDB Menu------------
O | return to the Configure — E‘_’___?L_‘_‘f ______ (_a_lf ____________ }_\
PDB Menu. 1 | configure PDB Network
Enter choice 2, RTDB e
Homing Menu. 2 RTDB Homing Menu
3 | change MPS Provisionable State
4 Create PDB
5 | change Auto DB Recovery State
6 | Change PDBA Proxy State
e | Exit
\=mmmmm oo /
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Enter Choice: 2

24.
MPS A: The RTDB .
O Homing Menu is /{ _______ 51-??_':'(_)'1'1'29_'\_4??9 ____________ }
displayed. Enter choice | 1 | configure Specific RTDB Homing |
3, Configure Standby |-===] === - |
RTDB Homing. I 2 I Configure Active RTDB Homing 1
I 3 I configure Standby RTDB Homing 1
| e | Exit |
N /
Enter Choice: 3
In the event that the Standby PDB is unavailable, should updates
be allowed to the RTDBs from the Active MPS? [Y]:Y
The RTDBs will home to the Standby and will allow updates from
the Active PDB.
Press return to continue...<return>
25-| MPS A: The RTDB y— RTDE HOMiNG MenUo——— - \
O Homing Menu is A — 9 __________________ \
displayed. Enteretoexit. | | 1 | configure Specific RTDB Homing |
R R O |
| 2 | configure Active RTDB Homing |
e R e e |
i 3 I Configure Standby RTDB Homing 1
| e | Exit |
\m o /
Enter Choice: e
26.| MPS A: Enter choice 4 . .. .
Ol c F;DB ' Note: Perform this step only for the Provisionable EPAP. Skip
reate ' this step if the EPAP is configured as Non-Provisionable.
NOTE: [====- Configure PDB Menu------------ \ \

It may be asked to stop
the EPAP software if it is
running. Stop it by
answering ‘Y.

Enter Choice: 4

locallIp = 192.168.61.48
localName=mps-0566-a
remoteIp = 192.168.61.50
remoteName=mps-cyclops-a
remoteBIp = 192.168.61.51
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mysqgld is alive
ERROR 1049 (42000): Unknown database 'pdb'
Local PDB database does not exist.
Creating the local database
~~ /etc/init.d/Pdba stop ~~
PDBA application stopped.
mysqgld is alive
ERROR 1049 (42000): Unknown database 'pdb'
Remote PDB database does exist.
~~ /Jetc/init.d/Pdba stop ~~
PDBA application stopped.
Creating the remote database
Waiting for mysqglpdb to stop... done
Copying data to remote database not necessary
mysqgld is already running. Exiting.
myisamchk: error: File '/var/TKLC/epap/db/pdb' doesn't exist
myisamchk: error: File '/var/TKLC/epap/db/pdb' doesn't exist

MyISAM file: /var/TKLC/epap/db/pdb/mysql/columns priv.MYI is
already checked

MyISAM file: /var/TKLC/epap/db/pdb/mysgl/db.MYI is already
checked

MyISAM file: /var/TKLC/epap/db/pdb/mysql/func.MYI is already
checked

27.

NOTE:

The example output to the
right has been truncated
for brevity.

TRUNCATED OUTPUT

MyISAM file: /var/TKLC/epap/db/pdb/stats/pdbaStats.MYI is already
checked

Waiting for mysqglpdb to start done

Removing local pdba status file.

Removing remote pdba status file.

28.

MPS A: The Configure

[ | PDEB Menuis displayed. | /,2222COnTigure PDB Menu------------A
Enter choice e, Exit. The 1 | configure PDB Network
Configure PDB Menu is B T e T
displayed. Enter choice 2 RTDB Homing Menu
e, Exit. il Rt
3 | change MPS Provisionable State
4 Create PDB
5 | Change Auto DB Recovery State
6 | Change PDBA Proxy State
e Exit
N m o /
Enter Choice: e
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29-| MPS A: The EPAP
O Configuration Menu is /

Remote MPS A Static NAT Address
Remote MPS A HTTP Port

Local Provisioning VIP

Remote Provisioning VIP

Local PDBA Address

Remote PDBA Address

Remote PDBA B Address

Time Zone

PDB Database

Preferred PDB

Allow updates from alternate PDB

Not configured
.0.0

.0.0
.168.61.48
.168.61.50
192.168.61.51
America/New_York
Exists
192.168.61.48
Yes

displayed. Enter choice | /- - ___ I o _____ \
1, Display Configuration. 1 | Display Configuration
2 | configure Network Interfaces Menu
3 Set Time Zone
4 Exchange Secure Shell Keys
5 Change Password
6 | Platform Menu
7 | configure NTP Server
8 PDB Configuration Menu
9 Security
e Exit
oo /
Enter Choice: 1
30. .
] IMP?/x1he The configuration data shall look like:
configuration EPAP A Provisioning Network IP Address = 192.168.61.48
information is displayed. | EpAP B Provisioning Network IP Address = 192.168.61.49
Verify that the Provisioning Network Netmask = 255.255.255.0
configuration data Provisioning Network Default Router = 192.168.61.250
displayed is correct. EPAP A Backup Prov Network IP Address = Not configured
EPAP B Backup Prov Network IP Address = Not configured
Backup Prov Network Netmask = Not configured
Backup Prov Network Default Router = Not configured
EPAP A Sync Network Address = 192.168.2.100
EPAP B Sync Network Address = 192.168.2.200
EPAP A Main DSM Network Address = 192.168.120.100
EPAP B Main DSM Network Address = 192.168.120.200
EPAP A Backup DSM Network Address = 192.168.121.100
EPAP B Backup DSM Network Address = 192.168.121.200
EPAP A HTTP Port = 80
EPAP B HTTP Port = 80
EPAP A HTTP SuExec Port = 8001
EPAP B HTTP SuExec Port = 8001
EPAP A Banner Connection Port = 8473
EPAP B Banner Connection Port = 8473
EPAP A Static NAT Address = Not configured
EPAP B Static NAT Address = Not configured
PDBI Port = 5873

Auto DB Recovery Enabled No
PDBA Proxy Enabled No
Press return to continue ...<return>
31.| MPS A: The EPAP
O Configuration Menu is /--=-- EPAP Configuration Menu-------- \
displayed. Select choice | /- - ____Z__ o _____ \

909-2226-001 Revision B, February 2014

Version 3.0

63 of 138




Software Upgrade Procedure

EAGLE Application Processor 15.0

Procedure 13: Configuring the Application

6, Platform Menu.

1 | Display Configuration

2 | configure Network Interfaces Menu

3 Set Time Zone

4 Exchange Secure Shell Keys

5 Change Password

6 Platform Menu

7 | configure NTP Server

8 PDB Configuration Menu

9 | Security

32.1 MPS A: The Platform
O | menuis displayed. Enter
Choice 2, Reboot MPS.

Enter Choice: 2

33.| MPS A: You are

O prompted whether MPS
A, MPS B or BOTH
sides are to be rebooted.
Select the default value
of BOTH by pressing
Return.

Reboot MPS A, MPS B or [BOTH]: <return>

34.1 MPSs A: The console

O logon appears at the
system prompt signifying
the

EPAP initial
configuration is
completed.

<hostname> login:

Note: The console logon will be preceded by many lines of reboot output.

Reconnect console

D cables.

On T1200 server, reconnect the console cable between the ‘dongle’ labeled ‘SO’ on the
T1200 B server and the ‘dongle’ labeled ‘S1” on the T1200 A server and the console
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cable between the ‘dongle’ labeled ‘S0’ on the T1200 A server and the ‘dongle’ labeled
‘S1’ on the T1200 B server. Cable part numbers - 830-1229-xx

On E5-APP-B card, reconnect the console cable between the serial port labeled 'SO' on
E5-APP-B B card's adapter and the serial port labeled ‘S1” on the E5-APP-B A card’s
adapter and the console cable between the serial port labeled 'SO' on E5-APP-B A card's
adapter and the serial port labeled ‘S1° on the E5-APP-B B card’s adapter. Cable part
numbers - 830-1220-xx

Procedure complete.

Procedure is complete.

Procedure 14: PDB Configuration (Active Provisionable Site as designated by customer)

S | This procedure configuring the PDB databases on Active Site
T
E Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.
P | IF THIS PROCEDURE FAILS, CONTACT THE TEKELEC CUSTOMER CARE CENTER AND ASK FOR ASSISTANCE.
#
LA he EPAP GUI b
[ | Access the Y| The GUI screen should look like:
opening a web browser
(Preferably IE) and
providing the IP address
of Server A.
—‘— EPAP 15.0 User Interface
The EPAP LOGIN RN —
7N\ T
screen should appear. TEKELEC o]
4
fbare. [F @ COR
IZ:'I Login as uiadmin.
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{2 mps-0566-a - A Tekelec EPAP User Interface - Windows Internet Explorer

@., J v |&] http://10.253.103. 18/cgi-binflogon.cgi

R33N (2]

File Edit View Favorites Tools Help
7 r »
U§ 0| @ mps-0566-a - A Tekelec EPAP User Interface [ - B - ® - [5hrage v G Tooks -

== PDBA@® 10.253.103.18 DOWN PDBA @ NONE

3
7/;\\‘ A 10.253.103.18 Alarms 10.253.103.19 Alarms
DOWN 12:47:11 EDT ‘DOWN 14:17:19 EDT

TERELEC LLE LLE ]

7% EPAP A uiadmin
fe [ Select Mate A

i+ Process Control
] Maintenance

Logged in to EPAP A

E' gj; NOTICE: This is a pﬁx'ate computer system. Unauthorized access or use
i+ Platform may lead to prosecution.
=1 PDBA

# ] User Administration
[] Change Password
] Logout

There have been no failed login attempts since last login.

Last login for uiadmin was on Tue July 28 2009 13:59:56 EDT.

Tue July 28 2009 14:15:56 EDT

2006 © Tekelec, Inc., All Rights Reserved.

Done & Internet ®100% -

w

On the Site designated by
the customer Active PDB
GUI select “Switchover
PDBA State” to make the
PDBA Active.

7 EPAP A: uiadmin
{1 Select Mate

-] Process Control
1 Maintenance

(] RTDB

(] Debug

] Platform

£/ PDBA

Select Other PDBA
] Switchover PDBA State

. ] Process Control

[) View PDBA Status
#{_] Manage Data
(] Authorized IP List
-] DSM Info
-] Maintenance

[ List PDBI Connections
[ PDBI Statistics Report

4] User Administration

|] Change Password
[ Logout

The screen should look like:

A Switchover PDBA State

Are vou sure you want to change the state of the local PDBA from STANDBY to ACTIVE?

Wed July 29 2009 10:42:52 EDT

2006 © Tekelec, Inc., All Rights Reserved.

ol

Click on the
“Switchover” button.

The screen should look like:
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A Switchover PDBA State

“ SUCCESS: Switchover successfully completed from STANDBY to ACTIVE.

Wed July 29 2009 10:44:27 EDT

2006 © Tekelec, Inc., All Rights Reserved.

o

|:| PDBA should become
ACTIVE.

The screen should look like:

PDBA @ 10.253.103.18

10.253.103.18
ACTIVE

Alarms

! 09:53:55 EDT Q Q ‘g

El On the ACTIVE PDBA
site, select
PDBA->Manage
Data—>Network
Entity->Add

%,ﬁ EPAP A: uiadmin

] Select Mate

(] Process Control

{_] Maintenance

] RTDB

{_] Debug

(] Platform

(1 PDBA

- [] Select Other PDBA |
[ Switchover PDBA State

- (] Process Control

- []) View PDBA Status

- (143 Manage Data

- @ Imsl

@] IMSI Range

- m{JDN

{1 DN Block

- M4 Network Entity

D A

] Update

] Delete

(] Retrieve

The screen should look like:

A Add an NE
ID to add: w ] Type: [sp_¥]
Point Code: | International :' \ Group Code: [ J
Routing Indicator: |GT v Subsystem Number: i.,
Cancel Called Global NO ¥ New Nature of Address T
Title: : Indicator: L
New Numbering Plan: | New Translation Type:
Digit Action: [None  v| SRF IMSL
Add NE

Thu July 30 2009 10:07:40 EDT

2006 © Tekelec, Inc., All Rights Reserved.

N

Enter ID as “12345”,
O select Type “RN” and
select Point Code as
“None”.

The screen should look like:

A Add an NE
Point Code: | None v ] Group Code: ‘ |
Routing Indicator: [GT & Subsystem Number: [
Cancel Called Global No ™I New Nature of Address -
Title: L Indicator: =
New Numbering Plan: | | New Translation Type: \
Digit Action: |None vl SRF IMSL \

Thu July 30 2009 10:24:12 EDT

2006 € Tekelec, Inc., All Rights Reserved.
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®

Click on the “Add NE”
button. Network Entity
should be successfully
added.

The screen should look like:

A Add an NE

V SUCCESS: Network Entity successfully created.

Thu July 30 2003 10:28:30 EDT

2006 € Tekelec, Inc., All Rights Reserved.

N-J

Select PDBA->Manage
Data—>Network
Entity->Delete

The screen should look like:

A Delete an NE

ID to delete:

Type: SP° &

Delete NE

Thu July 30 2009 10:22:23 EDT

2006 © Tekelec, Inc., All Rights Reserved.

10.

Enter ID as “12345” and
select Type “RN”.

The screen should look like:

A Delete an NE
ID to delete: 12345
Type: |[RN »

Thu July 30 2009 10:22:23 EDT

2006 © Tekelec, Inc., All Rights Reserved.

11.

Click on the “Delete NE”
button. Network Entity
should be successfully
deleted.

The screen should look like:

A Delete an NE

V SUCCESS: Network Entity successfully deleted.

Thu July 30 2009 10:31:43 EDT

2006 © Tekelec, Inc., All Rights Reserved.

12.

View PDBA Status

The screen should look like:

8 EPAP A ot A View PDBA Status
[ Select Mate
] Process Control
&3 Maintenance PDBA@10.253.103.18 Status
i :] RTDB Status: ACTIVE Version: 1.0
;j glea‘:‘f’ofm Level Birthday: 07/23/2009 15:56:51 GMT
& 2 PDBA DN Prefix: IMSI Prefix:
[] Select Other PDBA Counts: IMSIs=0, DNs=0, DN Blocks=0=L\/ﬂ-ZIs=0= IMEI Blocks=0, ASDs=0. DN_DNs=0.
[ Switchover PDBA State o DNB DNs=0
[+ "] Process Control -
gDB_ Address Level
(#{_] Manage Data EOE:
(] Authorized IP List 10.253.103.18 2
&) DSM Info 192.168.2.200 (mate) 2
[#-_] Maintenance
R PDB@10.253.103.18 Status
& ] User Administration Status: Database daemon is running
E Ehangle Password Counts:  IMSIs=0, DNs=0, DNBlocks=0, NEs=0, IMEIs=0, IMEIBlocks=0, ASDs=0, DN_DNs=0, DNB_DNs=0
ogout
68 of 138 Version 3.0

909-2226-001 Revision B, February 2014




EAGLE Application Processor 15.0 Software Upgrade Procedure

Procedure 14: PDB Configuration (Active Provisionable Site as designated by customer)

13.
] Procedure complete

Procedure is complete.

Procedure 15: RTDB Configuration

S | This procedure configuring the RTDB databases (all sites).
T
E Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.
P | IF THIS PROCEDURE FAILS, CONTACT THE TEKELEC CUSTOMER CARE CENTER AND ASK FOR ASSISTANCE.
#
1. The GUI screen should look like:
] Access the EPAP GUI by
opening a web browser
(Preferably IE) and
providing the IP address o P T
Of Server A. % &  @erapioam ‘ | - B - - | page - () Took v;
mmmy emmm  EPAP 15.0 User Interface
-"‘—
The EPAP LOGIN V/ ‘\\‘ it
screen should appear. A S
TEKELEC o]
T e ERTT ;
|2:'I Login as uiadmin.
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{2 mps-0566-a - A Tekelec EPAP User Interface - Windows Internet Explorer

EAGLE Application Processor 15.0

@(} v |&] http://10.253.103. 18/cgi-binflogon.cgi

Fie Edt View Favorites Tools Help

% & ‘gmpsasssa-nekelec EPAP User Interface [

— E#lx] | e

f - B - [heage - Grods -

EPAP is DOWN on
server A. If EPAP is
down on server A then
proceed to step 6 below.

=""¢= PDBA @ 10.253.103.18 DOWN |PDBA @ NONE
V/ * A 10.253.103.18 Alarms | 10.253.103.19 Alarms
N e . &
ChiEre A DOWN uaz11e0T @) @) g B DOWN 1710607 @) @) %
78 EPAP A: uiadmin i
(] Select Mate A Logged in to EPAP A
{1 Process Control
1 Maintenance
g 3;,"; NOTICE: This is a private computer system. Unauthorized access or use
(] Platform may lead to prosecution.
(1 PDBA
% g::;::’;,‘;’::‘v":‘:" There haye besiine e losaranemptesncs lastlogh,
ool Last login for uiadmin was on Tue July 28 2009 13:59:56 EDT.
3 2009 14:15:56 EDT
2006 © Tekelec, Inc., All Rights Reserved.
Done & Internet # 100% -
3. | The banner section
O] should indicate that the PDBA @ 10.253.103.18 DOWN

[\ A6:253.103.18
@ 14:17:11 EDT

IPIAE T T25-2 NFEIR B30 F AR = 3L

Alarms
L L L]

o

] From the Process Control
menu, select the option
“Stop Software”.

Efi EPAP A: uiadmin
[ Select Mate

=1y Process Control
Start Software
Stop Software |
[+ (] Maintenance

& (] User Administration
~[] Change Password

A

Stop EPAP Software

Check if vou want the software to automatically start on reboot.

CAUTION: This action will stop all EPAP software processes, and will prevent the selected EPAP from updating the
RTDB until the EPAP software is re-started (by executing the Start Software menu item).

PDBA

[J Check if you want to stop the PDBA software along with the EPAP software.
Check if you want the PDBA software to automatically start on reboot.

Are you sure you want to stop the EPAP software?

Stop EPAP Software

Wed August 19 2009 14:00

2006 © Tekelec, Inc., All Rights Reserved.
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o

Click on the “Stop EPAP
Software” button. EPAP
software should stop
successfully.

A Stop EPAP Software

V SUCCESS: The EPAP Software has been stopped.

Wed August 19 2009 14:01:39 IST

2006 € Tekelec, Inc.. All Rights Reserved.

o

Select the option “Select
Mate” from the GUI
menu and login to EPAP-

admin
+{_1 Process Control
# (] Maintenance
-] RTDB
] Debug
i+ (] Platform
&) PDBA
#] User Administration
----- [ Change Password

Note: You will have to
login to EPAP-B once
you click the first
selection from the menu.

z mps-0566-a - A Tekelec EPAP User Interface - Windows Internet Explorer

@, J v |&]http://10.253.103. 18/cqibinfogon.cgi 9 [r[x] [sooge Al
Fle Edt View Favorites Toos Hep
= = »
w & ‘ & mps-0566-2 - A Tekelec EPAP User Interface ] - B - ® - [5hPage - G Toos -
== POBA®11.11 DOWN PDBA @ 2222 NONE
e Alarms Alarms

V//;\\‘ A 10.253.103.18
TEKELEC

10.253.103.19

DOWN 154824607 Q) QW
oA S gt sz LR i I

15415607 Q) @) @)

7% EPAP B: uiadmin

[ Select Mate B
i+ Process Control
i+ ] Maintenance

Logged in to EPAP B

§S EZE,,'; NOTICE: This is a pr'ivate computer system. Unauthorized access or use
41 Platform may lead to prosecution.

i+ User Administration
[] Change Password § 2 3 2 2
S There have been 1o failed login attempts since last login.
Last login for viadin is unknows.

2009 15:47:50 EDT
2006 © Tekelec, Inc., All Rights Reserved

Tue July 28

R 100% -

Done ® | @intemet
7.
] The banner section
should indicate that the _
EPAP is DOWN on Alarms
server B. If EPAP is 14:17:19 EDT
down on server B then ‘ ‘ ‘
proceed to step 10 below. _ )
8.
From the Process Control | B Stop EPAP Software

menu, select the option
“Stop Software”.

7 EPAP B: uiadmin
] Select Mate
=1“2y Process Control

| ] Start Software
] Stop Software
+ _1 Maintenance

[+
#_] RTDB
i+-{_] Debug
£
+

+_] Platform
+ ] User Administration
- [] Change Password

[ Logout

CAUTION: This action will stop all EPAP software processes, and will prevent the selected EPAP from updating
the RTDB until the EPAP software is re-started (by executing the Start Software menu item).

Check if you want the software to automatically start on reboot.

Are you sure you want to stop the EPAP software?

[ Stop EPAP Software ]

Ved August 19 2009 13:55:08 IST
2006 © Tekelec, Inc., All Rights Reserved.
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9.

O

Click on the “Stop EPAP
Software” button. EPAP
software should stop
successfully.

B Stop EPAP Software

“ SUCCESS: The EPAP Software has been stopped.

Wed August 19 2009 13:55:57 IST

2006 © Tekelec, Inc., All Rights Reserved.

10.

The banner section
should indicate that the
EPAP is DOWN on both
servers.

Select
RTDB->Maintenance—>
Reload from Remote

7s EPAP B: uiladmin
- Select Mate
1 Process Control
(1 Maintenance
1 RTDB
[ View RTDB Status
. =4 Maintenance
i | ] Reload from PDBA
<4
! [ ] Backup RTDB
[ Restore RTDB
[ Configure Record Delay
- #(] Retrieve Records
i+ (] Debug
] Platform
{1 User Administration
[ Change Password
[] Logout

B Reload RTDB from Remote

This action will copy the RTDB from the specified source machine to the local machine. The
EPAP sftware must be stopped on both the source and destination machine in order for the

copy to e allowed.
Source EPAP: S
(O Remote IP
[ Begin RTDB Reload from Remote ]

Tue July 28 2009 14:00:31 EDT

2006 © Tekelec, Inc., All Rights Reserved.

11.

For the EPAP source,
select Mate.

Click on the “Begin
RTDB Reload from
Remote” button.

B Reload RTDB from Remote

Are you sure that you want to reload the RTDB from the mate?

| Confirm RTDB Reload from Remote 1]

Tue July 28 2009 14:03:13 EDT

2006 © Tekelec, Inc.. All Rights Reserved.

12.

Click on the “Confirm
RTDB Reload from
Remote” button.

B Reload RTDB from Remote

“ SUCCESS: Successfully started reload of RTDB from mate. Reload status will be displayed on Banner message
window.

Tue July 28 2009 14:04:05 EDT

2006 © Tekelec, Inc., All Rights Reserved.

13.

Reload status will be
displayed on the Banner
message window.

RTDB Reload is
successful when the

PDBA @ NONE
10.253.103.19 Alarms
' DOWN 14:0430e07 @) @) B
dIRTDB fronmate completed successfully =]
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Banner message window
displays “Reload RTDB
from mate completed

successfully”.
%1 Start EPAP software on
O epars B Start EPAP Software

s EPAP B: uiadmin
[ Select Mate
1“2 Process Control

- [[] Start Software
-] Stop Software
# 1 Maintenance
(] RTDB

&1 Debug

(] Platform

[_1 User Administration
[ ] Change Password
[ Logout

Are you sure you want to start the EPAP software?

[ StartEPAP Software

Tue July 28 2009 15:04:47 EDT

2006 © Tekelec, Inc., All Rights Reserved.

15.

Click on the “Start EPAP
Software” button. EPAP
software should start
successfully.

B Start EPAP Software

V SUCCESS: The EPAP Software has been started.

Tue July 2§

09 15:06:59 EDT

2006 © Tekelec, Inc., All Rights Reserved.

16.

Select the option “Select
Mate” from the GUI
menu and switch back to
EPAP-A

%E AP B: uiadmin
#-_] Process Control
{1 Maintenance
#_] RTDB

1 Debug

# (] Platform

[+-_1 User Administration
[ Change Password
[ Logout

{2 mps-0566-a - A Tekelec EPAP User Interface - Windows Internet Explorer

G-

Fle Edt Vew Favorites Tools Help

| €] http://10.253.103. 18/cgi-binflogon.cgi ‘ pl-

A [ »
W 4 | @mps-0566-2 - ATekelec EPAP User Interface & - [ Poge - € Took -

== PDBA@ 1.1.1.1

DOWN PDBA @ 2.22.2 NONE
Ve
7/;\\‘ A 10.253.103.18 Alarms 10.253.103.19 Alarms
TEKELEC & O 155207601 Q) @) W) DOWN ws2aser Q) @) @)

ORI S SES SR SES SRS SEs2 Sk R (R O i 3o e DI S s D Ea s s D e
7~ EPAP A: uiadmin

] Select Mate A
i+ ] Process Control
+ ] Maintenance
(] RTDB
(] Debug
& Platform
i+ _] User Administration
[] Change Password

Logged in to EPAP A

NOTICE: This is a private computer system. Unauthorized access or use
may lead to prosecution.

Bl There have been no failed login attempts since last login.
Last login for uiadmin is unknown.
Tue July 28 2009 15:51:11 EDT
2006 € Tekelec, Inc., All Rights Reserved.
Done & & Internet ®100% -
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17.
I:I Start EPAP software on

EPAP A.

s EPAP A uiadmin
[ Select Mate
=1y Process Control
gE‘ Start Software
] Stop Software
(] Maintenance

-] PDBA

#-{_1 User Administration
[] Change Password
[ Logout

A

Start EPAP Software

PDBA

[] Check if vou want to start the PDBA software along with the EPAP software.

Are vou sure vou want to start the EPAP software?

Start EPAP Software

18.
D Select the option “Check

if you want to start the
PDBA software along
with the EPAP
software.” and click on
the “Start EPAP
Software” button. EPAP
software and PDBA
should start successfully.

A

Start EPAP Software

“ SUCCESS: The EPAP Software has been started.

109 15:06:59 EDT

Tus July

2006 © Tekelec, Inc., All Rights Reserved.

19.
From the RTDB menu,
O

select the option to View
RTDB Status.

s EPAP A: uiadmin
[ Select Mate
-1 Process Control
# (] Maintenance
£l RTDB
{ ] View RTDB Status |
- #_1 Maintenance
+-_] Retrieve Records
#[_] Debug
] Platform
| PDBA
#_1 User Administration
[) Change Password
[] Logout

Make sure that the
RTDB Birthday for
Local and Mate RTDB
are same.

A View RTDB Status
Local RTDB Status
DB Status:  Coherent Audit Enabled: Ye
RTDB Level: 2 RTDB Bitthday: 10/25/2012 00:31:38 GMT
PDB Level 2 PDB Birthday:  T072%2612-66:30
Counts IMSIs=0, DNs=0. DN Blocks=0, NEs=0_ ASDs=0
Tables IMSI=0, DN=0, IMEI=0, ASD=0
DB Size: IiM MinDsmSz: 0MB (D)
Reload: None
Mate RTDB Status
DB Status:  Coherent Audit Enabled:  Yes
RIDB Level: 2 RIDB B
PDB Level: 2 PDB Birthday:
Counts: IMSIs=0, DNs=0_ DN Blocks=0, NEs=0_ ASDs=0
Tables IMSI=0. DN=0, IMEI=0, ASD=0
DB Size: 3IM MinDsmSz: 0MB (0 onp))
Reload: None

20. | Procedure is complete.

Install Procedure is complete.
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6.

SOFTWARE UPGRADE PROCEDURE

6.1Upgrade MPS B

Procedure 16: Upgrade MPS B

S | This procedure upgrades MPS B server.
T
E Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.
P 1 IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR
# | UPGRADE ASSISTANCE.
1.
Notify potential users not to start the PDBA software during the duration of the upgrade.
It is required that the Provisionable EPAP mated pair be upgraded first, before any Non-Provisionable
EPAP systems. Refer to section 2.3 for more details on upgrading non-provisional EPAP systems.
2,
[1| Have the customer notify all web browser users who are using the EPAP Web GUI to logoff and exit their
web browser for the duration of the upgrade.
Only after successful upgrade of BOTH the MPS-A and MPS-B servers, the customer web browser users
may then restart their web browser and access the EPAP Web GUI.
3. | MPS B: Determine Perform procedure in Appendix B.1 or B.2 or use an EPAP 1SO image to perform
[ | media available for upgrade.
upgrade.
4. | Establish a connectionto | If access to the MPS servers is not available through an IP network, connect to the
1| MPSB. T1200 server/E5-APP-B card via the serial port.
For connecting the T1200 B server, disconnect the console cable from the serial port.
The cable should be disconnected at the point where it connects to the ‘dongle’ labeled
‘S1° on the T1200 A server. Cable part numbers - 830-1229-xx
For connecting the E5-APP-B B card, disconnect the console cable from the serial port
on the E5-APP-B A card’s adapter. The cable should be disconnected at the point where
it connects to the serial port labeled ‘S1’ on the E5-APP-B A card’s adapter and use it
for serial access. Cable part numbers - 830-1220-xx
Skip to step 8, if connected through serial console.
5. | Create a terminal In a newly created terminal window labeled “MPS B — from MPS A”, connect directly
[J | window and establish a into MPS A.
gonnection by logging
into MPS A. # ssh root@<mpPs A>
Log in to MPS A. Password: <password>
6. | MPS A: Start screen Execute the following commands to start screen and establish a console session to MPS
]| session. B.
# screen
MPS A: Connect to the | EXecute the following command on T1200:
console of MPS B.
76 of 138 Version 3.0

909-2226-001 Revision B, February 2014




EAGLE Application Processor 15.0

Software Upgrade Procedure

Procedure 16: Upgrade MPS B

# minicom epap_b
OR
# cu -1 /dev/ttys4 -s 115200

Execute the following command on E5-APP-B:
# minicom mate

OR
# cu -1 /dev/ttysl -s 115200

-

MPS B: Login prompt is
displayed.

<hostname> console Togin:

Note: Hit enter if no login prompt is displayed.

[] *®

MPS B: Log in to the
server as the user “root”.

<hostname> console login: root

password:  <password>

[] ©

MPS B: Disable
syscheck fs module.

Execute the following command to disable the syscheck fs module.

# syscheckAdm --disable disk fs

10. | MPS B: Determine ifit | Check Procedure 2, Step 8. If the upgrade type is Incremental, proceed with the
[J| isaMajororan following step, otherwise if it’s Major upgrade, contact the Technical Assistance Center
Incremental Upgrade. following the instructions on the front page or the instructions on the Appendix F.
11. [ MPS B: Execute the
[ | platcfg menu. # su - platcfg
12. | MPS B: Select the The platcfg Main Menu appears.
[J| Maintenance submenu. On the Main Menu, select Maintenance and press [ENTER].
4| Main Menu Ii
Maintenance
Diagnostics
Server Configuration
Bemote Consoles
Network Configuration
Exit
13. [ MPS B: Select the Select the Upgrade menu and press [ENTER].
[J| Urgrade submenu.
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————4 Maintenance Menn F—————
Tpograde
Halt Serwver
Eackup and Restore
View Mail Queues
Bestart 3erver
Eject CDROM
Zawve Platform Delbug Logs
Exit
14.| MPS B: Select Initiate Select the Initiate Upgrade menu and press [ENTER].
| Upgrade.
——4 Upgrade Menu F———
Validate HMedia
Initiate Upgrade
Exit
15. | MPS B: Select the The screen will display a message that it is searching for upgrade media. Once the
[ | Upgrade Media. upgrade media is found, an Upgrade Media selection menu will be displayed similar to
the example shown below.
Select the upgrade media on ISO image. There should only be one selection available, as
shown in the example below. If there is more than one selection available, contact the
Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix F.
I Choose Upgrade Medis Menn I
433-101 Pev A 150.4.0
16. | MPS B: Upgrade The screen displays the following, indicating that the upgrade software is first validating
[ | proceeds. the media, and then proceeding with the upgrade.
Initializing Upgrade Wrapper ..
Validating packages ..|
17. [ MPS B: Upgrade Many informational messages will come across the terminal screen as the upgrade
]| proceeds. proceeds.
Finally, after upgrade is complete, the server will reboot.
18.| MPS B: Upgrade After the final reboot, the screen will display the login prompt, as shown in the example
]| completed. below.
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root@rome:”™

File Edit Settings Help

19.| MPS B: Log in to the
D server as the user “root”.

<hostname> console login: root
password:  <password>

20. | MPS B: Verify the
| UYpgrade.

Examine the upgrade logs in the directory /var/TKLC/log/upgrade and verify that no
errors and warnings were reported.

# grep -i error /var/TKLC/log/upgrade/upgrade.log
Examine the output of the above command to determine if any errors were reported.

Contact the Technical Assistance Center following the instructions on the front page or
the instructions on the Appendix F, if the output contains any errors beside the
following:

1340737587: :Error: No supported management controller found

1340738300: :per1-Class-ErrorHandler

H#HHAHRR BB HAAARR R H A AR BB RH AR ARG RSB RR S

1340738322: :checking perl-cClass-ErrorHandler-0.01-15.0.0_150.3.0.noarch.rpm:
PASSED

All those messages are expected, and therefore aren’t considered errors.
Also note that sometime a carriage return is inserted in the log file causing some of the
error messages to appear truncated. This is acceptable and should be ignored.

# grep -i warning /var/TKLC/Tlog/upgrade/upgrade.log

Examine the output of the above command to determine if any warnings were reported.
Contact the Technical Assistance Center following the instructions on the front page or
the instructions on the Appendix, if the output contains any warnings beside the
following:

1342412966: :useradd: warn‘in%: the home directory already exists.

1342413940: :WARNING: A new file was added to xml alarm files...reparsing xml...
1342413943: :WARNING: FILE: /usr/TKLC/plat/etc/alarms/alarms_mps.xml
1342413959: : TKLCepap-HA

HHEAHBRHRAH RSB RHRR#H#warning . group root} does not exist - using
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root
1342413978: :WARNING: Stale PID file /var/TKLC/run/RunAndLog/11027.pid detected!

Refer to section 3.6 to know more about logging.

21. | MPS B: Verify the
1| Upgrade.

# grep "UPGRADE IS COMPLETE" /var/TKLC/log/upgrade/upgrade.log

Verify that the message “UPGRADE IS COMPLETE” is displayed. If it is not, contact
the Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix F.

1252687571:: UPGRADE IS COMPLETE

22.| MPS B: Enable syscheck
O | fs module.

Execute the following command to enable the syscheck fs module.

# syscheckAdm --enable disk fs

23. [ MPS B: Upgrade is
[ | complete. Verify Health of
MPS B.

Execute Appendix A.1 on MPS B to verify the health of MPS B.

Verify that no unexpected alarms are noted.

24. | Reconnect console
]| cable.

On T1200 server, reconnect the console cable between the ‘dongle’ labeled ‘SO’ on the
T1200 B server and the ‘dongle’ labeled ‘S1’ on the T1200 A server. Cable part
numbers - 830-1229-xx

On E5-APP-B card, reconnect the console cable between the serial port labeled 'S0’ on
E5-APP-B B card's adapter and the serial port labeled ‘S1° on the E5-APP-B A card’s
adapter. Cable part numbers - 830-1220-xx

25. | Procedure complete.

Procedure is complete.
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6.2Upgrade MPS A

Procedure 17: Upgrade MPS A

S | This procedure upgrades the MPS-A server in the EPAP System.

T

E Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

P! IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR

# | UPGRADE ASSISTANCE.

1. [ MPS A: Determine Perform procedure in Appendix B.1or B.2 or use an EPAP ISO image to perform

[ | media available for upgrade.

upgrade.

2. | Establish a connectionto | If access to the MPS servers is not available through an IP network, connect to the

[J| MPSA. T1200 server/E5-APP-B card via the serial port.
On the back of the T1200 A server, disconnect the console cable from the serial port.
The cable should be disconnected at the point where it connects to the ‘dongle’ labeled
‘S1’ on the T1200 B server. Cable part numbers - 830-1229-xx
For connecting the E5-APP-B A card, disconnect the console cable from the serial port
on the E5-APP-B B card’s adapter. The cable should be disconnected at the point where
it connects to the serial port labeled ‘S1’ on the E5-APP-B B card’s adapter and use it for
serial access. Cable part numbers - 830-1220-xx
Skip to step 6, if connected through serial console.

3. | Create a terminal In a newly created terminal window labeled “MPS B”, connect directly into MPS B.

[J| window and establish a
connection by logging
into MPS B.

Log in to MPS B.

# ssh root@<mpS B>
Password: <password>

4. | MPS B: Start screen Execute the following commands to start screen and establish a console session to MPS
[1| session. A.
# screen
Execute the following command on T1200:
MPS B: Connect to the L.
console of MPS A. # minicom epap_a
OR
# cu -1 /dev/ttys4 -s 115200
Execute the following command on E5-APP-B:
# minicom mate
OR
# cu -1 /dev/ttysl -s 115200
5. | MPS A: Login promptis | <hostname> console Togin:
[]| displayed.

Note: Hit enter if no login prompt is displayed.

6. | MPS A: Loginto the
D server as the user “root”.

<hostname> console login: root
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password: <password>

MPS A: Disable
syscheck fs module.

-

Execute the following command to disable the syscheck fs module.

# syscheckAdm --disable disk fs

8. | MPS A: Execute the
| platcfg menu.

# su - platcfg

©

MPS A: Select the
D Maintenance submenu.

The platcfg Main Menu appears.
On the Main Menu, select Maintenance and press [ENTER].

4| Main HMenu Ii

Haintenance
Diagnostics

Jerver Configuration
Femote Consoles
Network Configuration
Exit

10. | MPS A: Select the
1| Urgrade submenu.

Select the Upgrade menu and press [ENTER].

————4 Maintenance Menu F—————

Tpgrade

Halt Serwer

Backup and Restore

View Mail Queues

Festart 3Server

Eject CDEROM

Save Platform Debug Logs
Exit

11. | MPS A: Select Initiate
1| Upgrade.

Select the Initiate Upgrade menu and press [ENTER].

——4 Upgrade Menu F———

Validate Media

Initiate Upgrade
Exit

12. [ MPS A: Select the
]| Urgrade Media.

The screen will display a message that it is searching for upgrade media. Once the
upgrade media is found, an Upgrade Media selection menu will be displayed similar to
the example shown below.
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Select the upgrade media on ISO image. There should only be one selection available, as
shown in the example below. If there is more than one selection available, contact the
Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix F.

I Choose Upgrade Medis Menn I

—-101-15.0.0 150.4.0-EPAFP- 6d.i=zo0 - tkle —101 Rew & 150.4.0

MPS A: Upgrade
proceeds.

The screen displays the following, indicating that the upgrade software is first validating
the media, and then proceeding with the upgrade.

Initializing Upgrade Wrapper

Validating packages ..|

14.

MPS A: Upgrade
proceeds.

Many informational messages will come across the terminal screen as the upgrade
proceeds.

Finally, after upgrade is complete, the server will reboot.

MPS A: Upgrade
completed.

After the final reboot, the screen will display the login prompt, as shown in the example

below.
[=1[=1 )
File Edit Settings Help

admn1024 .0 version 2,6,5 (20020915} A

i2c-core,o: driver ADM1024 sensor driver registered,

eeprom,o version 2,6,5 {(20020915)

iZc-core,o: driver EEPROM READER registered.

égg—core.og client [EEPROM chipl registered to adapter [SMBus IB01 adapter at 11
{pos, 1},

i2c-core.o: client [EEPROM chipl registered to adapter [SMBus I801 adapter at 11

001{pos, 23,

[ OK 1

Starting ntpd: [ 0K 1]

Starting ugzwrap: Attached scsi CD-ROM sr0 at scsil, channel 0. id 0, lun O

sr0: scsi3-mmc drive: 40x/d0x writer cd/rw xa/form2 cdda tray

Initializing Upgrade Wrapper,..

?e—enabling application components,,,

Starting crond: [ OK 1

Starting syscheck: [ OK 1]

Starting atd: [ 0K 1

Starting TKLCdmihack:; [ OK 1]

Red Hat Linux release 9 (Shrike?
Kernel 2,4,20-13,9bigmem on an i686

~L

rome loging

16.

MPS A: Log in to the

server as the user “root”.

<hostname> console login: root
password: <password>

MPS A: Verify the
Upgrade.

Examine the upgrade logs in the directory /var/TKLC/log/upgrade and verify that no
errors and warnings were reported.

# grep -i error /var/TKLC/log/upgrade/upgrade.log

Examine the output of the above command to determine if any errors were reported.
Contact the Technical Assistance Center following the instructions on the front page or
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the instructions on the Appendix F, if the output contains any errors beside the
following:

1340737587::Error: No supported management controller found

1340738300: :perl1-Class-ErrorHandle
##################################################

1340738322: :Checking perl-Class-ErrorHandler-0.01-15.0.0_150.3.0.noarch.rpm:
PASSED

All those messages are expected, and therefore aren’t considered errors.
Also note that sometime a carriage return is inserted in the log file causing some of the
error messages to appear truncated. This is acceptable and should be ignored.

# grep -i warning /var/TKLC/log/upgrade/upgrade.log

Examine the output of the above command to determine if any warnings were reported.
Contact the Technical Assistance Center following the instructions on the front page or
the instructions on the Appendix F, if the output contains any warnings beside the
following:

1342412966: :useradd: warning: the home directory already exists.

1342413940: :WARNING: A new file was added to xml alarm files...reparsing xml...
1342413943: :WARNING: FILE: /usr/TKLC/plat/etc/alarms/alarms_mps.xml

1342413959: : TKLCepap-HA

H##HHHHH AR R A warning . group root} does not exist - using
root

1342413978: :WARNING: Stale PID file /var/TKLC/run/RunAndLog/11027.pid detected!

Refer to section 3.6 to know more about logging.

18. [ MPS A: Verify the # grep “UPGRADE IS COMPLETE” /var/TKLC/log/upgrade/upgrade.log

| Ypgrade.
Verify that the message “UPGRADE IS COMPLETE” is displayed. If it is not, contact
the Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix F.
1252687571:: UPGRADE IS COMPLETE

13. MPS A: Enable syscheck| Execute the following command to enable the syscheck fs module.

fs module.

# syscheckAdm --enable disk fs

20. | MPS A: Upgrade is Execute Appendix A.1 on MPS A to verify the health of MPS A.

[ | complete. Verify Health of

MPS A. On a Provisionable MPS, expect that the syscheck utility will alarm the fact that the

PDBA software is not running. This will appear as a “5000000000000002 — Server
Application Process Error” alarm.
Verify that no unexpected alarms are noted.

21. | Reconnect console On T1200 server, reconnect the console cable between the ‘dongle’ labeled ‘SO’ on the

| cable. T1200 A server and the ‘dongle’ labeled ‘S1° on the T1200 B server. Cable part
numbers - 830-1229-xx
On E5-APP-B card, reconnect the console cable between the serial port labeled 'SO' on
E5-APP-B A card's adapter and the serial port labeled ‘S1’ on the E5-APP-B B card’s
adapter. Cable part numbers - 830-1220-xx

22. [ Reboot Eagle Cards. If the DB levels on EPAP and Eagle matches and there is no alarm on Eagle related to

O “RTDB reload is required”, go to step 23.
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Reboot 1 SM card on the Eagle and verify that it comes back to an IS-NR/Active state.

If this is a Non-Provisionable EPAP, boot the rest of the Eagle SM cards over 4 batches
(booting 1/4 of the cards at a single time). You may continue onto step 23 without
waiting for all cards to load to an IS-NR/Active state (verify at a later time).

If this is a Provisionable EPAP, and the second MPS A on which backout has been
executed, reboot the rest of the cards on both local and remote sides over 4 batches
(booting 1/4 of the cards at a single time).

Procedure is complete.

Procedure is complete.

Note: If upgrading an EPAP Provisionable mated pair and you have just completed
this procedure for the Local MPS A and MPS B. Repeat the same procedures to
upgrade the Remote Pair. See Section 2.1 for more information.

THIS COMPLETES THE UPGRADE
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7. RECOVERY PROCEDURES

Execute this section only if there is a problem and it is desired to revert back to the pre-upgrade version of the
software.

Warning: Do not attempt to perform these backout procedures without first contacting the
Tekelec Customer Care Center at
1-888-FOR-TKLC or 1-888-367-8552; or for international callers 1-919-460-2150.

NOTE: These recovery procedures are provided for the backout of an Upgrade ONLY
(i.e., from a failed 15.x release to the previously installed 15.a release). Backout of an
initial installation is not supported.

7.1Backout Setup

The reason to execute a backout has a direct impact on any backout preparation that must be done. Since the reason
cannot be known ahead of time, no definitive procedure can be written.

Tekelec Customer Support personnel will have to have login access to the affected MPS server, probe the server for the

root cause of the problem, and execute whatever setup or cleanup is necessary in order to prepare the MPS server for
backout.

7.2Perform Backout

No matter the initial cause of the upgrade problem, once all necessary corrective steps have been taken to prepare for

the backout, then the following procedure can be executed to perform a backout. Refer to section 2.2 for the Backout
process overview.
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Procedure 18: MPS B Only Backout Procedure

S | This procedure provides instructions to perform backout on MPS B server.
T
E Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.
P . . . S
4 Note: Execute this procedure if only MPS B has been upgraded or partially upgraded and MPS A is still at
the pre-upgrade release.
1. | Terminate all previous If not already connected, connect to the T1200 server/E5-APP-B card via the serial port.
connections (ssh).
For connecting the T1200 B server, disconnect the console cable from the serial port.
The cable should be disconnected at the point where it connects to the ‘dongle’ labeled
‘S1° on the T1200 A server. Cable part numbers - 830-1229-xx
For connecting the E5-APP-B B card, disconnect the console cable from the serial port
on the E5-APP-B A card’s adapter. The cable should be disconnected at the point where
it connects to the serial port labeled ‘S1’ on the E5-APP-B A cards adapter and use it for
serial access. Cable part numbers - 830-1220-xx
Skip to step 5, if connected through serial console.
2. | Create a terminal In a newly created terminal window labeled “MPS B — from MPS A”, connect directly
[J| window and establish a into MPS A.
connection by logging
into MPS A. # ssh root@<mps A>
Log in to MPS A, Password: <password>
3. | MPS A: Start screen Execute the following commands to start screen and establish a console session to MPS
]| session B.
# screen
MPS A: Connect to the | EXecute the following command on T1200:
console of MPS B. L.
# minicom epap_b
OR
# cu -1 /dev/ttys4 -s 115200
Execute the following command on E5-APP-B:
# minicom mate
OR
# cu -1 /dev/ttysl -s 115200
4. | MPS B: Login promptis | <hostname> console Togin:
1| displayed. ] ) ) o
Note: Hit enter if no login prompt is displayed.
5. | MPS B: Log in to the If not already logged-in, then log in.
[ | server as user “root™.

<hostname> console login: root

Password: <password>
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6. | MPS B: Change Change to the backout directory.
[1| directory.
# cd /var/TKLC/backout
7. | MPS B: Execute the Execute the following command to initiate the backout:
]| backout.
# ./backout_server
NOTE: When backout operation asks if you would like to proceed with backout,
answer “Y”.
8. | MPS B: Backout Many informational messages will come across the terminal screen as the backout
[ | proceeds. proceeds.
Finally, after backout is complete, a message will be displayed stating that a reboot is
required.
The server will be at runlevel 3 and no applications are running. Proceed to the next step
to verify the backout and manually reboot the server.
9. | MPS B: Verify the Examine the upgrade logs in the directory /var/TKLC/log/upgrade and verify
[ | Backout that no errors were reported.
# grep -i error /var/TKLC/log/upgrade/upgrade.log
# grep -i error /var/TKLC/log/upgrade/ugwrap.log
Examine the output of the above commands to determine if any errors were reported.
Refer to section 3.6 to know more about logging.
10. | MPS B: Verify the If the backout was not successful and errors were recorded in the logs, then contact the
[ Backout. Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix F for further instructions.
If the backout was successful, then continue with the following step.
11.| MPS B: Rehoot the MPS. | Only perform this step on a backout of an incremental upgrade.
O
Perform the following commands to reboot the MPS:
# 1init 6
12.| MPS B: Reboot After the reboot, the screen will display the login prompt, as shown in the example
]| completed. below.
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root@rome:”™

E File

Edit Settings Help

13.| MPS B: Login to MPS B.| If the login prompt appears, continue on to step 16
O
If the login prompt does not appear due to disconnect, go to step 14.
14. | Create a terminal In a newly created terminal window labeled “MPS B — from MPS A”, connect directly
[ | window and establish a into MPS A.
connection by logging
into MPS A. # ssh root@<MPS A>
Log into MPS A. Password: <password>
15.| MPS A: Rejoin previous | Execute the following command to disconnect and then rejoin previous screen session:
1| screen session on MPS B.
# screen -dr
16.| MPS B: Verify Health of | Execute Appendix A.1 on MPS B to verify the health of MPS B.
D MPS B.
17. | Reconnect console cable. | On T1200 server, reconnect the console cable between the ‘dongle’ labeled ‘SO’ on the
O T1200 B server and the ‘dongle’ labeled ‘S1° on the T1200 A server. Cable part
numbers - 830-1229-xx
On E5-APP-B card, reconnect the console cable between the serial port labeled 'SO' on
E5-APP-B B card's adapter and the serial port labeled ‘S1° on the E5S-APP-B A card’s
adapter. Cable part numbers - 830-1220-xx
18. | Procedure complete. This procedure is complete.
O

I The application should now be running at the original software release level I
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7.2.2 Backout — Both MPS A and B Servers

Procedure 19: Both MPS A and B Backout Procedure

S | This procedure provides instructions to perform backout on both MPS A and MPS B servers.
T
E Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.
P . . .
4 Note: Execute this procedure only if both MPS A and MPS B have been upgraded or partially upgraded and
you wish to backout both servers to the previous version.
1. | Terminate all previous If not already connected, connect to the T1200 server/E5-APP-B card via the serial port.
1| connections (ssh).
On the back of the T1200 A server, disconnect the console cable from the serial port.
The cable should be disconnected at the point where it connects to the ‘dongle’ labeled
‘S1° on the T1200 B server. Cable part numbers - 830-1229-xx
For connecting the E5-APP-B A card, disconnect the console cable from the serial port
on the E5-APP-B B card’s adapter. The cable should be disconnected at the point where
it connects to the serial port labeled ‘S1’ on the E5-APP-B B card’s adapter and use it for
serial access. Cable part numbers - 830-1220-xx
Skip to step 7, if connected through serial console.
2. | Create a terminal In a newly created terminal window labeled “MPS A — from MPS B”, connect directly
[J| window and establish a into MPS B.
connection by logging
into MPS B.
# ssh root@<mps B>
Log into MPS B. Password: <password>
3. Execute the following commands to start screen and establish a console session to MPS
|:| MPS B: Start screen A.
session.
# screen
MPS B: Connect to the | EXecute the following command on T1200:
console of MPS A. L.
# minicom epap_a
OR
# cu -1 /dev/ttys4 -s 115200
Execute the following command on E5-APP-B:
# minicom mate
OR
# cu -1 /dev/ttysl -s 115200
4. | MPS A: Login prompt is | <hostname> console login:
|:| displayed. . ] ) o
Note: Hit enter if no login prompt is displayed.
5. | MPS A: Log into the Log in as ‘root’.
[]| server as user “root”.
<hostname> console login: root
Password: <password>
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B

MPS A: Check if RTDB
|:| and PDBA databases are
caught up.

Execute the following command to check the RTDB and PDB database levels:
# dbstattool

The outlook may look like:

DBSTATTOOL Platform=EPAP

pdb_birthdate = 1062702578 (Thu Sep 4 15:09:38 2003)
pdb_level =700175645

rtdb_pdb_birthdate = 1062702578 (Thu Sep 4 15:09:38 2003)
rtdb_begin_dsm_level =700175603

rtdb_end_dsm_level = 700175645

rtdb_dsm_birthdate = 1250098556 (Wed Aug 12 13:35:56 2009)
rtdb_dsm_status =1

rtdb_load_state =0

eagle_fmt_pdb_birthdate = 863577095 (eagle format - be careful!)

eagle_fmt_rtdb_pdb_birthdate =863577095 (eagle format - be careful!)
eagle_fmt_rtdb_dsm_birthdate =2087455763 (eagle format - be careful!)
pdba_last_upd_ipaddr =0

pdba_last_upd_timestamp =0 (Wed Dec 31 19:00:00 1969)
dbstattool_padl
dbstattool_pad?2
dbstattool_pad3
dbstattool_pad4
dbstattool_timestamp =0 (Wed Dec 31 19:00:00 1969)
rtdb_version =3

o n
o O oo

Note down the RTDB and PDBA database levels. If they are not the same prior to
backout, an RTDB reload from PDBA must be performed after backout!

7. | MPS A: Change Change to the backout directory.
| directory.
# cd /var/TKLC/backout
8. | MPS A: Execute the Execute the following command to initiate the backout:
[ | backout.
# ./backout_server
NOTE: When backout operation asks if you would like to proceed with backout, answer
“Y”.
9. | MPS A: Backout Many informational messages will come across the terminal screen as the backout
[ | proceeds. proceeds.

Finally, after backout is complete, a message will be displayed stating that a reboot is
required.

The server will be at runlevel 3 and no applications are running. Proceed to the next step
to verify the backout and manually reboot the server.

10. | MPS A: Verify the
|:| Backout.

Examine the upgrade logs in the directory /var/TKLC/log/upgrade and verify
that no errors were reported.

# grep -i error /var/TKLC/log/upgrade/upgrade.log
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# grep -i error /var/TKLC/log/upgrade/ugwrap.log
Examine the output of the above commands to determine if any errors were reported.
Refer to section 3.6 to know more about logging.
11. [ MPS A: Verify the If the backout was not successful and errors were recorded in the logs, then contact the
[ | Backout. Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix F for further instructions.
If the backout was successful, then enter continue with the following steps:
12.| MPS A: Reboot the MPS.| Perform the following commands to reboot the MPS:
O
# 1init 6
13.| MPS A: Backout After the reboot, the screen will display the login prompt, as shown in the example
[J| completed. below.
root@rome:”™
File Edit Settings Help
14.| MPS A: Login to MPS A.| If the login prompt appears, skip to step 17.
O
If the login prompt does not appear due to disconnect, go to step 15.
15. | Create a terminal In a newly created terminal window labeled “MPS A — from MPS B”, connect directly
[J| window and establish a into MPS B.
connection by logging
into MPS B. # ssh root@<mpS B>
Log into MPS B. Password: <password>
16.| MPS B: Rejoin previous | Execute the following command to disconnect and then rejoin previous screen session:
]| screensessionon MPSA.| # screen -dr
17.| MPS A: Verify Health of
| MPSA Execute Appendix A.1 on MPS A to verify the health of MPS A
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Also, the syscheck utility may report the “5000000000000002 - Server Application
Process Error” for PDBA, if the pdba software is not running.

18. | Terminate all previous If not already connected, connect to the T1200 server/E5-APP-B card via the serial port.
1| connections (ssh).
For connecting the T1200 B server, disconnect the console cable from the serial port.
The cable should be disconnected at the point where it connects to the ‘dongle’ labeled
‘S1° on the T1200 A server. Cable part numbers - 830-1229-xx
For connecting the E5-APP-B B card, disconnect the console cable from the serial port
on the E5-APP-B A card’s adapter. The cable should be disconnected at the point where
it connects to the serial port labeled ‘S1’ on the E5-APP-B A cards adapter and use it for
serial access.
Skip to step 22, if connected through serial console.
19. | Create a terminal In a newly created terminal window labeled “MPS B — from MPS A”, connect directly
[J| window and establish a into MPS A.
connection by logging
into MPS A. # ssh root@<mps A>
Log into MPS A, Password: <password>
20. | MPS A: Start screen Execute the following commands to start screen and establish a console session to MPS
| session. B.
# screen
MPS A: Connect to the | EXecute the following command on T1200:
console of MPS B. L.
# minicom epap_b
OR
# cu -1 /dev/ttys4 -s 115200
Execute the following command on E5-APP-B:
# minicom mate
OR
# cu -1 /dev/ttysl -s 115200
21.| MPS B: Login promptis | <hostname> console Togin:
[1| displayed. ] ) . o
Note: Hit enter if no login prompt is displayed.
22.| MPS B: Log in to the
]| server as user “root”. <hostname> console login: root
Password: <password>
23.| MPS B: Change Change to the backout directory.
[1| directory.
# cd /var/TKLC/backout
24.| MPS B: Execute the Execute the backout using the ugwrap script.
]| backout.

# ./backout_server
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NOTE: When backout operation asks if you would like to proceed with backout, answer
GEY’?.

25.| MPS B: Backout
1| proceeds.

Many informational messages will come across the terminal screen as the backout
proceeds.

Finally, after backout is complete, a message will be displayed stating that a reboot is
required.

The server will be at runlevel 3 and no applications are running. Proceed to the next step
to verify the backout and manually reboot the server.

26. | MPS B: Verify the
|:| Backout.

Only perform this step on a backout of an incremental upgrade.

Examine the upgrade logs in the directory /var/TKLC/log/upgrade and verify
that no errors were reported.

# grep -i error /var/TKLC/log/upgrade/upgrade.log
# grep -i error /var/TKLC/log/upgrade/ugwrap.log

Examine the output of the above command to determine if any errors were reported.

Refer to section 3.6 to know more about logging.

27.| MPS B: Verify the
]| Backout.

If the backout was not successful and errors were recorded in the logs, then contact the
Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix for further instructions.

If the backout was successful, then enter continue with the following steps:

28. [ MPS B: Reboot the MPS.

Perform the following commands to reboot the MPS:

# 1init 6

29.| MPS B: Backout
[J| completed.

After the final reboot, the screen will display the login prompt, as shown in the example
below.
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[=[=] 0]

iFile Edit Settings Help

adn1024 ,0 version 2,6,5 (20020915} A

iZ2c-core,of driver ADM1024 sensor driver registered,

eeprom,o version 2,6,5 {20020915)

i2c-core,o: driver EEPROM READER registered,

éggzcore.gi client [EEPROM chipl registered to adapter [SMBus I801 adapter at 11
PosS. +

i2c-core.o: client [EEPROM chipl registered to adapter [SMBus I801 adapter at 11

00]1{po=, 2},

[ OK 1]

Starting ntpd: [ 0K 1

Starting ugwrap: Attached scsi CD-ROM sr0 at scsi0. channel 0, id 0, lun O

=r0: scsid-mme drive: d0x/d0x writer cd/rw xa/formn2 cdda tray

Initializing Upgrade Wrapper,..

Re-enabling application components,,.

[ OK 1

Starting crond: [ OK 3]

Starting syscheck: [ 0K 1

Starting atd: [ OK 1

Starting TKLCdmihack:; [ OK 1]

Red Hat Linux release 9 (Shrike}
Kernel 2,4,20-13,9bigmen on an i686

~L

rome loging
sl 1] [

30.| MPS B: Login to MPS B.| If the login prompt appears, skip to step 36.
O
If the login prompt does not appear due to disconnect, go to step 31.
31.| Create a terminal In a newly created terminal window labeled “MPS B — from MPS A”, connect directly
[ | window and establish a into MPS A.
connection by logging
nto MPS A # ssh root@<MPS A>
Log into MPS A Password: <password>
32.| MPS A: Rejoin previous | Execute the following command to disconnect and then rejoin previous screen session:
]| screen session on MPS B
# screen -dr
33.| MPS B: Log into the
[ | server as user “root”. <hostname> console login: root
Password: <password>
34. | MPS B: Verify Health of
| MPSB. Execute Appendix A.1 on MPS B to verify the health of MPS B.
35. | Reconnect console cables. | On T1200 server, reconnect the console cable between the ‘dongle’ labeled ‘S0’ on the
O T1200 B server and the ‘dongle’ labeled ‘S1” on the T1200 A server and the console
cable between the ‘dongle’ labeled ‘SO’ on the T1200 A server and the ‘dongle’ labeled
‘S1’ on the T1200 B server. Cable part numbers - 830-1229-xx
On E5-APP-B card, reconnect the console cable between the serial port labeled 'S0’ on
E5-APP-B B card's adapter and the serial port labeled ‘S1° on the E5-APP-B A card’s
adapter and the console cable between the serial port labeled 'SO' on E5-APP-B A card's
adapter and the serial port labeled ‘S1° on the E5-APP-B B card’s adapter. Cable part
numbers - 830-1220-xx
36.| MPS A: Check RTDB and| Check the result of Step 6. If the RTDB and PDBA database levels were NOT same prior
[] | PDB database levels. to backout, execute Appendix A.7 to perform an RTDB reload from PDBA.
37. | Reboot Eagle Cards. If the DB levels on EPAP and Eagle matches and there is no alarm on Eagle related to
O “RTDB reload is required”, go to step 38.
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Reboot 1 SM card on the Eagle and verify that it comes back to an IS-NR/Active state.

If this is a Non-Provisionable EPAP, boot the rest of the Eagle SM cards over 4 batches
(booting 1/4 of the cards at a single time). You may continue onto step 38without
waiting for all cards to load to an IS-NR/Active state (verify at a later time).

If this is a Provisionable EPAP, and the second MPS A on which backout has been
executed, reboot the rest of the cards on both local and remote sides over 4 batches
(booting 1/4 of the cards at a single time).

38. | Procedure is complete. This procedure is complete.

O

The application should now be running at the original software release level I

7.3Post Backout Procedures

7.3.1 Restart the PDBA Software (Post-Backout and Post-Upgrade)

When upgrade is initiated on the first MPS-B, the PDBA software process is stopped on the MPS-A servers configured
as Provisionable. The PDBA software is intentionally left stopped, and so the operator performing the upgrade must
restart the PDBA software after all MPS servers in a set of EPAP systems have been upgraded.

WARNING: If a backout of the MPS A and B units is conducted sometime after an
upgrade has successfully completed and after Provisioning has been re-enabled,
then the only method of PDB restoration is from backup file. In this case, any new
data provisioned since the successful completion of the upgrade will be lost and will
need to be re-provisioned.

Procedure 20: Restart the PDBA Software Post-Backout and Post-Upgrade

This procedure restarts the PDBA software after upgrade of all associated MPS systems has been
completed.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.

*+m-W®»

IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR
UPGRADE ASSISTANCE.

If backout has been performed, then execute this procedure ONLY after backout on all MPS servers in the
entire set of EPAP systems. Otherwise, skip this procedure until all MPS servers have been backed out.

1. | Local MPS A: Loginto

[ | the server as user “root™. | phostname> console Togin: root

Password: <password>

g

Local MPS A: Verify If not done already, execute Appendix A.1 on MPS A to verify the health of MPS A.
[]| Health of MPS A.
Expect that the syscheck utility will report the ‘Server Application Process Error’ alarm
for the fact that the PDBA software is not running. Besides the PDBA not running
alarm, verify that no other abnormalities are noted.
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3. | Local MPS A: Restart Execute the command below to find if the pdba is running or not:

1| the PDBA software.
# ps -aef | grep pdba | grep -v “grep”
If the output contains an entry for the pdba, as shown below, then skip to the next step.
[root@MPS A ~]# ps —-aef | grep pdba
epapdev 23890 10248 0 Apr07 ? 00:01:18
/opt/TKLCappl/bin/pdba
Otherwise, execute the startPDBA script.
# startPDBA

4. | Local MPS A: Verify Execute Appendix A.1 on MPS A to verify the health of MPS A Verify that syscheck

[ | PDBA is running. does not show that the PDBA is not running.

5. | Remote MPS A: Log in

O thte”server as user <hostname> console login: root

root. Password: <password>

6. | Remote MPS A: Verify | Execute Appendix A.1 on MPS A to verify the health of MPS A.

[J| Health of MPS A.
Expect that the syscheck utility will alarm the fact that the PDBA software is not
running. This will appear as a “5000000000000002 -- Server Application
Process Error” alarm. Besidesthe PDBA not running alarm, verify that no
other abnormalities are noted.

7. | Remote MPS A: Restart | Execute the command below to find if the pdba is running or not:

]| the PDBA software.
# ps -aef | grep pdba | grep -v “grep”
If the output contains an entry for the pdba, as shown below, then skip to the next step.
[root@MPS A ~]# ps -aef | grep pdba
epapdev 23890 10248 0 Apr07 ? 00:01:18
/opt/TKLCappl/bin/pdba
Otherwise, execute the startPDBA script.
# startPDBA

8. | Remote MPS A: Verify | Execute Appendix A.1 on MPS A to verify the health of MPS A. Verify that syscheck

[C1| PDBA is running. does not show that the PDBA is not running.

9. | Procedure complete. This procedure is complete.

O
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A.1 Perform System Health Check

Procedure 21: Perform System Health Check

S | This procedure performs a system health check on any MPS server.
T
E Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.
P | IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.
#
1. | Log in as the root user.
O <hostname> console login: root
Password: <password>
2. | Execute the platcfg menu.
O # su - platcfg
3. | Select the Diagnostics The platcfg Main Menu appears.
| submenu. On the Main Menu, select Diagnostics and press [ENTER].
4| Main Menu |7
Maintenance
Diagnostics
Server Configuration
Femote Consoles
Network Configuration
Exit
4. | Select the Online Select the Online Diagnostics submenu and press [ENTER].
[] Diagnostics submenu. ——4 Diagnostics Menu
Online Diagnostics
Network Diaghnostics
View Upgrade Logs
Llarm Manager
Platform Revision
Exit
5. | Select the Non- Select the Non-Verbose option and press [ENTER].
[ | Verbose option. _ _ _
- Online Diagnostics Menu R
Verhaose
Exit
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6. | Examine the output of Example output shown below. Examine the actual output of the Online Diagnostics.
[]| the Online Diagnostics.
Platform Configuration Utilicy 3.05 () 2003 - 2012 Tekelec, Inc.

Hostnamwe: EPLPSZ-0L

Online Diagnostics Output

Funning modules in class proc...

W run: FAILTUREE:: MINOE::5000000000000002 -- Serwver Application
Frocess Error

* run: FAILTUEE:: Only 0 instance(=s) of pdba running. 1 instance(s)
required!

One or more module in class "proc™ FALAILED

Funning modules in class net...

* ping: FALAILURE:: MALJOR: :3000000000000100 -- Serwver Provisioning
MNetwork Error

W ping: FLILURE:: Error: Could not ping IPv4 host dsmo-h !

COne or more module in class "net™ FAILED

Funning modules in class disk...

ERRCOR: Jusr/bin/ipmitool Command error: (1, O, 0O).

ERROE: Could not rescan the sensor chip list!

ERROE: Failed scanning for sensors of type Sensors::Driwver::IPMI!

Use arrow k to move hetween options | <Enters

7. | System Check Exit from the above menu.

[ Successful. If the System Check was successful, return to the procedure that you came here from.
If the “Server Disk Space Shortage Error” was there in the output, proceed to step 8 to
clean up the ¢/* directory.

System Check Failure. If any other failures were detected by System Check, contact the Technical Assistance

Center following the instructions on the front page or the instructions on the Appendix F.

8. | Server clean up to create | Execute the following command:

1| space.

# df -h /var/TKLC
The output may look like:

[root@hostname ~1# df -h /var/TKLC
Filesystem Size Used Avail Use% Mounted on
/dev/md7 3.9G 1.2G 2.6G 32% /var/TKLC

Verify that there is at least 600M in the Avail column. If not, clean up files until there is
space available.

CAUTION: Make sure you know what files you can remove safely before cleaning
up. Itis recommended that you only clean up files in the /var/TKLC/upgrade
directory as this is a platform owned directory that should only contain 1SO images.
This directory should not be expected to contain images for any length of time as
they can get purged.

Also, execute the following command to check space in ‘/lib/module’ directory.

# df -h /1ib/modules

[root@hostname ~]# df -h /lib/modules
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Used Avail Use$% Mounted on
353M 592M 38% /

Size
996M

Filesystem
/dev/md2

Verify that the Use% column does not exceed the value 80%.

If Use% column exceeds 80%, execute the Appendix A.8 to manually create space on the
server.

©

O

Procedure complete.

Return to the procedure that you came here from.

A.2 Validate Upgrade Media

This procedure is used to execute a validation of the Upgrade Media (typically an ISO image) separately from executing
an upgrade. The upgrade process automatically validates the upgrade media. However, sometime the user may wish to
perform just a validation before proceeding with upgrade, thus the reason for this separate process.

Validation could be performed on MPS A or B, however, this procedure specifies MPS X for simplicity.

Procedure 22: Validate the Upgrade Media on MPS

*+m-=H®»

This procedure provides instructions to perform a validation of the upgrade media on the MPS X server.
This procedure assumes that the T1200 Application Server or E5-APP-B card IPM procedure has been
executed and the user has an EPAP Upgrade ISO image available.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR
UPGRADE ASSISTANCE.

=

MPS X: Insert Upgrade
CD into MPS X if EPAP
I1SO is available in CD.

[] N

MPS X: If necessary, log
in to the server as the user
“root”.

If not already logged in to the MPS server, then login as user “root”.

<hostname> console login: root

password: <password>

[] »

MPS X: Execute the
platcfg menu.

# su - platcfg

[] =

MPS X: Select the
Maintenance submenu.

The platcfg Main Menu appears.
On the Main Menu, select Maintenance and press [ENTER].

4| Hain Menu Ii

Haintenance
Diagnostics

Serwver Configuration
Femote Consoles
HNetwork Configuration
Exit
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o

MPS X: Select the Select the Upgrade menu and press [ENTER].

| Upgrade submenu.
————4 Maintenance Menu F—————

Tpgrade

Halt Serwer

Backup and Restore

View Mail Queues

Festart 3Server

Eject CDEROM

Save Platform Debug Logs
Exit

o

MPS X: Select the Select the Validate Media menu and press [ENTER].

|:| Validate Media selection.
——4 Upgrade Menu F———

Validate HMedia
Initiate Upgrade
Exit

N

MPS X: Output from the | The screen will display a message that it is searching for upgrade media. Once the

[ | Validate Media selection. | ypgrade media is found, an Upgrade Media selection menu will be displayed similar to
the example shown below.

Select the upgrade media or ISO image. There should only be one selection available, as
shown in the example below. If there is more than one selection available, contact the
Technical Assistance Center following the instructions on the front page or the
instructions on the Appendix F.

| } Choose Upgrade Media Menu I

2433-101-15.0.0 150.3.0-EPAP-x86 fd4.iso0 - tkle 872-2433-101 Rew & 150.3.0
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8. | MPS X: View the The results of the validation will be displayed, similar to the example below.
[ | Validation results. Press the “enter” key to continue.
on is cowplete, the result is:
Y KEY T BETUEMN TO THE PLAT
9. | MPS X: Selectthe Exit | Select the Exit option, and keep selecting the Exit option, until you reach the command
[ | option. line prompt or you return to another menu that you wish to use.
I Choose Upgrade Media Menu I

§72-2433-101-15.0.0 150.3.0-EPAP-x80 64.is0 - tklc §72-24353-101 Few A 150.3.0

Exit
10. | MPS X: Procedure Media Validation is complete. Return to the procedure that you came here from.
1| complete.
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Procedure 23: System Configuration Backup

S | This procedure performs configuration backup on an MPS Server.
T
E Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.
P | IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.
#
1. | MPS X: Ifnecessary, | Ifnot already logged in to the MPS server, then login as user “root”.
1| log in to the server as

the user “root™. <hostname> console login: root

password: <password>

2. [ MPS X: Execute the
| platcfg menu. # su - platcfg
3. | MPS X: Select the The platcfg Main Menu appears.
[ | Maintenance submenu. | On the Main Menu, select Maintenance and press [ENTER].

I Main Menu F———————

Haintenance
Diagnostics

Serwver Configuration
Femote Consoles
HNetwork Configuration
Exit

4. | MPS X: Select the Select the Backup and Restore menu and press [ENTER].
[]| Backup Platform
submenu.
————4 Maintenance Menu F—————
Tpgrade
Halt Serwver %
Eackup and REestore
View Mail Queues
Restart Serwver
Eject CDROM
Save Platform Debug Logs
Exit
5. | MPS X: Select the Select the Backup Platform (CD/DVD) submenu and press [ENTER].
[]| Backup Platform

submenu.
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- EBackup and Restore Menu [—
Backup FPlatform(CDSDVD)
Festore Platform
Exit
6. | MPS X: Backup The backup continues. The following busy screen may appear.
[]| continues.
} System Busy }
Loading default backup configuration.
Please wait...
7. | MPS X: Select the Select the Build 1SO file only selection and press [ENTER].
[]| Build I1SO file only
selection. 4| Backup TekSerwver Menu Ii
Jelect Backup Type (plat-app)
View Index Tabhle of Contents
Select Backup Dewvice (/fdev/hda)
Jelect Backup Media [(CD-R)
Euild IZ0 file only
Test EBackup
Backun
Exit
8. | MPS X: Backup Once the 1SO has been created, the “Backup TekServer Menu” will be displayed again.
[ | complete —select exit. | Select the Exit option, and keep selecting the Exit option, until you reach the command line
prompt.
9. | MPS X: Transfer the | The backup file is in the /var/TKLC/bkp directory and will have a name like
[]| backup file. <hostname>-plat-app-[date] [time].iso
Execute the following command to view the backup file:
# 1s -1 /var/TKLC/bkp
10. | MPS X: Transfer file | Using SFTP (secure-FTP), transfer the 1SO to a remote, customer-provided computer.
[ | to remote machine. Enter “yes” when prompted if you want to continue to connect.
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# cd /var/TKLC/bkp

# sftp <IP address of remote computer>

Connecting to <IP address of remote computer>...

The authenticity of host '<IP address of remote computer>' can't be
established.

DSA key fingerprint is
58:a5:7e:1b:ca:fd:1d:£a:99:£2:01:16:79:d8:b4:24.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added <IP address of remote computer>' (DSA) to
the list of known hosts.

root@<IP address of remote computer>'s password:

sftp> cd <target directory>

sftp> put <hostname>-plat-app-[date] [time].iso

Uploading <hostname>-plat-app-[date] [time].iso to <hostname>-plat-
app-[date] [time] .iso

sftp> bye

If no customer provided remote computer for backups exist, transfer the backup file to the
mate using the following command:

# scp /var/TKLC/bkp/<ISO file> root@mate:/var/TKLC/epap/free/

Procedure complete.

Return to the procedure that you came here from.
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Procedure 24: PDBA Database Backup

S | This procedure performs a PDB backup on the EPAP server configured as a Provisionable node. This
T | procedure should only be performed on the active PDBA.
E
P Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.
# | 1F THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.
1. | MPS A: Log in to the If not already logged-in, then login at MPS A:
1| server. <hostname> console login: root
Password: <password>
2. | Run syscheck. Execute the following Command:
O
# syscheck
3. | Verify the System Check . . .
[]| executed successfully. Running modules in class disk... oK
In particular, verify that Running modules in class net... oK
the PDBA process is Running modules in class proc...
running by noting that OK
syscheck does not Running modules in class system...
generate an alarm against . . OK
the PDBA process. Running modules in class hardwareél.(.
The Tog 1is available at:
-->/var/TKLC/Tog/syscheck/fail_log
If the syscheck utility reports the “5000000000000002 — Server Application Process
Error” alarm, restart the PDBA and execute syscheck again. The above alarm should be
removed. If the above alarm is not removed, contact the Technical Assistance Center
following the instructions on the front page or the instructions on the Appendix F.
4.
[ | System Check Verifies If the syscheck does not report any errors, proceed to the next step. Otherwise, if any
that PDBA is running. other failures were detected by System Check, contact the Technical Assistance Center
following the instructions on the front page or the instructions on the Appendix F.
5. | Log into epapconfig.
O # su - epapconfig
6. | Main menu is displayed.
[ Select Platform Menu. [-—---- EPAP Configuration Menu---------- \ \
1 | pDisplay Configuration
2 | configure Network Interfaces Menu
3 | Set Time Zone
4 | Exchange Secure Shell Keys
5 | change Password
6 Platform Menu
7 | configure NTP Server
8 | PDB Configuration Menu
9 | Security
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N

Platform menu is
1| displayed. Select PDB
Backup.

Enter Choice: 7

8. [ Menu will prompt for a
[ | “yes” to continue. Enter a
Y.

Are you sure you want to backup the PDB to
/var/TKLC/appl/free/pdbBackup <hostname> 20030530151806 DBBirthdat
e 20030530144717GMT DBLevel <DBLevel>.bkp.tar.gz? [N]: Y

While the backup is
begin performed, the
following output will be
displayed to the screen.

[] ©

Successfully started backup of PDB.
Status will be displayed on the GUI banner.

Press return to continue...

10. | Exit this menu and return
[1| to the login prompt.

Enter Choice: e

Enter Choice: e

11. | Monitor GUI banner.

Monitor the GUI banner. When the backup has completed successfully, continue to the
next step.

12. | Use SFTP to transfer the
]| backup file to a remote
customer provided
computer.

Using SFTP (secure-FTP), transfer the PDB backup file to a remote, customer-provided
computer. Enter “yes” when prompted if you want to continue to connect.

# cd /var/TKLC/epap/free

# sftp <IP address of remote computer>

Connecting to <IP address of remote computer>...

The authenticity of host '<IP address of remote computer>'
be established.

DSA key fingerprint is
58:a5:7e:1lb:ca:fd:1d:fa:99:£2:01:16:79:d8:b4:24.

Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added <IP address of remote computer>'
to the list of known hosts.

root@<IP address of remote computer>'s password:

can't

(DSA)

sftp> cd <target directory>
sftp> put pdbBackup <hostname> 20030530151806 DBBirthdate

20030530144717GMT_DBLevel <DBLevel>.bkp.tar.gz
Uploading pdbBackup <hostname> 20030530151806 DBBirthdate
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20030530144717GMT_DBLevel <DBLevel>.bkp.tar.gz to

pdbBackup <hostname>

20030530151806_DBBirthdate 20030530144717GMT_DBLevel <DBLevel>.bkp
.tar.gz

sftp> bye

If no customer provided remote computer for backups exist, transfer the backup file to
the mate using the following command

# scp /var/TKLC/epap/free/<pdb backup file>
epapdev@mate: /var/TKLC/epap/free/

13. | Procedure complete. Return to the procedure that you came here from.
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A.5 RTDB Database Backup

Procedure 25: RTDB Database Backup

S | This procedure performs an RTDB backup on the EPAP server. Check off (v) each step as it is completed. Boxes have
T been provided for this purpose under each step number.
E | IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.
P
#
1. | MPS B: Log in to the If not already logged-in, then login at the MPS B.
] server. <hostname> console login: root
Password: <password>
2. | Enter the epapconfig Execute the following Command:
| menu.
# su - epapconfig
3. | Main menu is displayed.

Select Platform Menu. /===== EPAP Configuration Menu---------- \
Y \
| 1 | Display Configuration |
e \
| 2 | Configure Network Interfaces Menu |
e \
| 3 | Set Time Zone
e e \
| 4 | Exchange Secure Shell Keys |
e e \
| 5 | Change Password
e e \
| 6 | Platform Menu
e e \
| 7 | Configure NTP Server |
e e \
| 8 | PDB Configuration Menu |
e e \
| 9 | Security |
e e \
| e | Exit |
N /

4. | Platform menu is
[]| displayed. Select RTDB /=== EPAP Platform Menu-\
Backup. 2y \
|1 Initiate Upgrade

l
| 2 | Reboot MPS |
R l
S l
S |
T i T |
R |
T e T |
\—mmmm oo /
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Enter Choice: 4
5. | The Application software | If the EPAP application software is running, you will be prompted to stop the
[ | must be stopped. software for the RTDB backup. Select with a “Y”.
EPAP software is running. Stop it? [N]: Y
6. | Menu will prompt for a
E] “yes” to continue. Enter a | Are you sure you want to backup the RTDB to
Y. /var/TKLC/appl/free/rtdbBackup <hostname> 20030530151806.tar.gz?
[N]: Y
7. | While the backup is
E] begin performed, the Successfully started backup of RTDB.
following output will be Status will be displayed on the GUI banner.
displayed to the screen. )
Press return to continue...
8. | Exitthis menu andreturn | Enter Choice: e
[1| to the login prompt.
Continue exiting until Enter Choice: e
you get to the login
prompt.
9. | Monitor GUI banner. Monitor the GUI banner. When the backup has completed successfully, continue to the
(| next step.
10. | Restart the EPAP Restart the EPAP application software.
| Software.
# /etc/init.d/Epap start
11. | Use SFTP to transfer the | Using SFTP (secure-FTP), transfer the RTDB backup file to a remote, customer-
[J| backup file to a remote provided computer. Enter “yes” when prompted if you want to continue to connect.
customer provided
computer. # cd /var/TKLC/epap/free
# sftp <IP address of remote computer>
Connecting to <IP address of remote computer>...
The authenticity of host '<IP address of remote computer>' can't
be established.
DSA key fingerprint is
58:a5:7e:1b:ca:fd:1d:£a:99:£2:01:16:79:d8:b4:24.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '<IP address of remote computer>' (DSA)
to the list of known hosts.
root@<IP address of remote computer>'s password:
sftp> cd <target directory>
sftp> put rtdbBackup <hostname> 20030530151806.tar.gz
Uploading rtdbBackup <hostname> 20030530151806.tar.gz to
rtdbBackup_ <hostname> 20030530151806.tar.gz
sftp> bye
If no customer provided remote computer for backups exist, transfer the backup file to
the mate using the following command
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# scp /var/TKLC/epap/free/<rtdb backup file>
epapdev@mate:/var/TKLC/epap/free

12. | Procedure complete. Return to the procedure that you came here from.
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Procedure 26: MySQL User Database Backup

S | This procedure performs a backup of the User database on the MPS server.
T
E Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.
P IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.
#
1. | MPS A: Logintothe | <hostname> console login: root
]| server as user “root”. Password: <password>
2. | Enter the epapconfig Execute the following Command:
| menu.
# su - epapconfig
3. | Master menu is
[ displayed. Select [===== EPAP Configuration Menu---------- \
Platform Menu. it \
| 1 | Display Configuration |
=== = mm e \
| 2 | Configure Network Interfaces Menu |
=== = mm e \
| 3 | Set Time Zone
=== = mm e \
| 4 | Exchange Secure Shell Keys \
=== = mm e \
| 5 | Change Password
=== = mm e \
| 6 | Platform Menu
=== = mm e \
| 7 | Configure NTP Server |
=== = mm e \
| 8 | PDB Configuration Menu |
=== = mm e \
| 9 | Security |
[ === === e \
| e | Exit |
o /
Enter Choice: 6
4. | Platform menu is
[1| displayed. Select /===== EPAP Platform Menu-\
MySQL Backup. [mmmmm e \
| 1 | Initiate Upgrade |
e e
| 2 | Reboot MPS |
e e
| 3 | MySQL Backup \
e e
| 4 | RTDB Backup |
[———= ==
| 5 | Eject CD |
[———= ==
| 6 | Halt MPS \
[———= ==
| 7 | PDB Backup |
[———= ==
| e | Exit \
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\m—mmmmm o /
Enter Choice: 3
5. | You will then be Are you sure you want to backup the MySQL database on MPS A? [N]:
| prompted to verify that
you want to backup the
MySQL Database.
6. | Type “Y” and press Press Y
| enter.
7. | While the backup is
[| begin performed, the NPDB Backed up Successfully to /var/TKLC/appl/free/<file name>
following output will
be displayed to the
screen.
8. | Exit this menu and Enter Choice: e
[ | return to the Unix login
prompt. Continue Enter Choice: e
exiting until you get to
the Unix login prompt.
9. | Use SFTP to transfer Using SFTP (secure-FTP), transfer the NPDB backup file to a remote, customer-
| the backup file to a provided computer. Enter “yes” when prompted if you want to continue to connect.
remote customer
provided computer. # cd /var/TKLC/epap/free
# sftp <IP address of remote computer>
Connecting to <IP address of remote computer>...
The authenticity of host '<IP address of remote computer>' can't
be established.
DSA key fingerprint is
58:a5:7e:1b:ca:fd:1d:£fa:99:£f2:01:16:79:d8:b4:24.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '<IP address of remote computer>' (DSA)
to the list of known hosts.
root@<IP address of remote computer>'s password:
sftp> cd <target directory>
sftp> put npdbBackup <hostname> 20030530151806.s9l.g9z
Uploading npdbBackup <hostname> 20030530151806.sgl.gz to
npdbBackup <hostname> 20030530151806.s9l.gz
sftp> bye
If no customer provided remote computer for backups exist, transfer the backup file to
the mate using the following command
# scp /var/TKLC/epap/free/<npdb backup file>
root@mate: /var/TKLC/epap/free
10.| Procedure complete. Return to the procedure that you came here from.
O

A.7 RTDB Reload from PDBA

Procedure 27: RTDB Reload from PDBA

|S_[ This procedure provides instructions to reload RTDB from PDBA.
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Force Standby Mode.

Expand the
“Maintenance” Folder.

Expand the “Force
Standby” Folder.

Select the “Change
Status” link..

Click on “Activate
STANDBY
Restriction” Button.

}; Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.
:; IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR ASSISTANCE.
1. | EPAP A: Log in to the
| web GUI as user
viadmin’ - emm  EPAP 15.0 User Interface
=A% 0‘-
i |
// \\ T
TEKELEC
2. | EPAP A: Put EPAP in

A Change Forced Standby Status

i INFOx: The STANDEY restriction is NOT curensly in place for EPAP A

CAUTION: This action will prevent this EPAP from upsdating the ETDE wtl the STANDBY restriction is removed (by execoting this

e dems aga)

[ Acsvae STANDEY Ruskcson ]

30086 B Tokalec, Inc, A Rights Redssved

A Change Forced Standby Status

“ SUCCESS: The STANDBY restriction is mow ON.

2008 © Teielec, bnc, AR Rights Berarved

w

EPAP A: Reload
RTDB from PDBA.

A Reload RTDB from PDBA

CAUTION: This action will cause the selected RTDE 10 be completely refoaded from the PDBA. Once the acticn is started, the RTDB

Expand the “RTDB” will be unusable wntd the reload is completed. It is necessary for this EPAP to be in Forced Standby mode 1o ensure that 2 will not
Folder. attempt to become ACTIVE whie the reload s m progress
Expand the Costinoe with the reload caly & vou are sure
13 T 29
Maintenance” Folder. (R
Select the “Reload
from PDBA” link. 2006 © Tekelec, Inc, AR Rights Reserved
Click on the “Reload”
Button.
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Observe the
“SUCCESS” Status.

A Reload RTDB from PDBA

SUCCESS: The reload has been intiated. You can check its progress by viewing the RTDB states. Also, an informational message has
been added 1o the Basner. The message will be cleared when the refoad is complete

v

2006 © Tekelec, Inc, All Righns Reserved

4. | EPAP A:
[ Wait for completion.
Observe the GUI POBA @ 10.248.10.21 ACTMVE
A e s
completion message | ] ‘ ‘
before proceeding. E
5. | EPAP A: Remove
| EPAP from Force A Change Forced Standby Status
Standby Mode.
] DvFO:The STANDBY o ; for EPAP
Expand the 1 AL restriction it carrendly in place A
“Maintenance” Folder. -
m CAUTICR: This nesion will sBow this EFAF to resume updating the RTDB
Expand the “Force
Standby” Folder. [__Fumewe STANDEY Resticten |
Select the “Change
Statusn llnk 2006 € Telkelec, lns, AN Rights Redanved
Click on “Remove
STANDBY
Restriction” Button. A Change Forced Standby Status
“ SUCCESS: The STANDEY restriction is mow OFF.
2004 © Telkelec, Inc, AR Rights Ressnced
6. [ EPAP A: Verify
[J| RTDB status. A View RTDB Status
Expand the “RTDB”
Lecal RTDB States
Folder. DB Statos:  Coberent Audit Ensbled Yes
Select the “View RTDB Levet 168822 RTDB Birthday: 04/032011 03:4545 GMT
RTDB Status” link PDB Level 168822 PDB Bthday 04/03/2011 034439 GMT
’ Couents: IMSIs=24530, DN5=822987, DN Blocks=0, NEs=4, ASDs=68431
Tobles:  IMSI=1, DN=1, IMEI=0, ASD=2
DBSize 397TM MinDsmSz 0MB ()
Relosd  Neee
The RTDB Status must be Coherent.
7. | Procedure complete. Return to the procedure that you came here from.
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Procedure 28: Manually removing the unneeded kernel modules from / partition

S | This procedure provides instructions to remove unneeded kernel modules from / partition
T
E Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.
P
# | IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR
UPGRADE ASSISTANCE.
1. | MPS: Login: root
O Log into the server | password: <root_password>
as the user “root”.
2. | Check the kernel Execute the following command:
[ | modules available. # rpm -q kernel
Output should be in the form :
kernel-2.6.18-1.2849prerel3.3.6 63.20.0.1686
kernel-2.6.18-194.11.3.el5prereld.2.0 70.64.0.1686
kernel-2.6.18-194.17.4.el5prereld.2.1 70.73.0.1686
3. | Remove all the Remove the older kernel modules, making sure to leave the two most recent kernels, using the
]| older kernels command :
modules except for
the two most recent.
# rpm -e < kernel-2.6.18-1.2849prerel3.3.6_63.20.0.1686>
Note : The two most recent ones will be the last two in the list shown in previous step.
4. | Run the Health Run the Health check again (Appendix A.1 from where this procedure has been called) to
[ | check again to make | make sure that there won’t be any
sure that Server ]
Disk space shortage | “Server Disk Space Shortage Error” in the output.
efror s gone. I the error is still present PLEASE CONTACT THE TEKELEC CUSTOMER CARE
CENTER (1-888-FOR-TKLC OR
1-888-367-8552; OR FOR INTERNATIONAL CALLERS 1-919-460-2150) AND ASK
FOR UPGRADE ASSISTANCE.
5. | Procedure complete. | This Procedure is complete
O
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APPENDIX B. NON-CD UPGRADE/INSTALLATION INSTRUCTIONS

This procedure defines the steps to perform an upgrade or application installation using an ISO image of the CD rather
than an actual CD.

B.1 ISO Image Generation from CD Media
Note: This procedure cannot be executed on an E5-APP-B card.

Procedure 29: I1SO Image generation from CD media

S | This procedure provides instructions to generate an ISO image from a CD.
:; Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.
P IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.
#
Il:.I MPS X: Insert CD. Insert media in CD-ROM tray
2. | MPS X: Log in to the [hostname] consoTelogin: root
E] server as the “root” user. password: password
3. | MPS X: Run syscheck to | Execute the following command:
[ | make sure there are no # syscheck
errors. .
The output should look like:
[root@hostname ~]# syscheck
Running modules in class proc...
OK
Running modules in class services...
OK
Running modules in class system...
OK
Running modules in class disk...
OK
Running modules in class hardware...
OK
Running modules in class net...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail log
4. | MPS X: Verify ISO image

[ | doesn’t already exist. Execute the following command to perform directory listing:
# 1s -al /var/TKLC/upgrade

The output should look like:

[root@hostname ~]# 1ls -al /var/TKLC/upgrade
total 16

dr-xr-xr-x 2 root root 4096 Oct 22 16:31
dr-xr-xr-x 21 root root 4096 Oct 18 13:40

If an ISO image exists, remove it by executing the following command:

# rm -f /var/TKLC/upgrade/<ISO image>

o

MPS X: Start platcfg Execute the following command to change the user:
[ | utility by logging in as # su - platcfg
user “platcfg”.

o

MPS X: Select the On the Main Menu of the Platform Configuration Utility, select Maintenance and press
[]| Maintenance submenu. [ENTER].
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4| Main HMenu Ii

Haintenance
Diagnozstics

Jerver Configuration
Femote Consoles
Network Configuration
Exit

N

MPS X: Select the
| Ypgrade submenu.

Select the Upgrade menu and press [ENTER].

Maintenance HMenu F—————

Tpgrade

Halt Serwver

Eackup and Restore

View Mail Queues

Festart 3erver

Eject CDROM

Sawve Platform Delbug Logs
Exit

8. | MPS X: Select Validate
Media submenu.

Select the Validate Media menu and press [ENTER].

——4 Tpgrade Menu F———

Validate Media
Initiate Upgrade
Exit

©

MPS X: Output from the

D Validate Media selection.

The screen displays a message that it is searching for upgrade media. Once the upgrade
media is found, an Upgrade Media selection menu appears similar to the example below.
Select the desired upgrade media and press [ENTER]. There should only be one
selection available and it should be the CD drive, as in the example below.

1999999999999 999999999999 Choose Upgrade Hedia Henu tqqqqqq9499499999999a9a9q4k

" ]
El ey Shada thlc BYZ-ZZ1H-101 Bev R 140.19. 0
£ EBrit *
£ ®

£99999999999999999999999999999999999999999999999393999999999999999999999999999]

10. | MPS X: View the
|:| Validation results.

The results of the validation are displayed, similar to the example below.
Press [ENTER] to continue.
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rootBuniquename:”

Edit Settings Help

Version: 1,0,0 40.23.0
ng checksum on each file in the release

Press any key to continue...fl

11. | MPS X: Exit platcfg.

Select Exit and press [ENTER] repeatedly until the “platcfg” utility terminates.

1939993999993999399999391 Choose Upgrads Madia Menu tqgqqg9q939993999999399399k

o x
£ Jdavihda - tklc_B72-2218-101_Rev_A_140.19.0 4
e R
= =

23999999999999999999999999999999999999999 9999999999 79999999999999 9399999939993

12. | MPS X: Verify space
| exists for ISO.

Execute the following command to verify the available disk space:

# df -h /var/TKLC

The output should look like:

[root@hostname ~1# df -h /var/TKLC

Filesystem Size Used Avail Use$% Mounted on
/dev/md8 4.0G 89M 3.7G $ /var/TKLC

Verify that there is at least 620M in the Avail column. If not, clean up files until there is
space available.

CAUTION: Make sure you know what files you can remove safely before cleaning
up. Itis recommended that you only clean up files in the /var/TKLC/upgrade
directory as this is a platform owned directory that should only contain ISO images.
This directory should not be expected to contain images for any length of time as
they can get purged. Contact Technical Services beforehand if removing files other
than the /var/TKLC/upgrade directory as removing files is dangerous.

13. [ MPS X: Determine device

|:| name.

Execute the following command:

# getCDROM

The example below shows a drive hda:

[root@hostname ~]# getCDROM
Optiarc DVD RW AD-7590A|hda
Intel (R) RMM2 VDrive 2]|scdO
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Intel (R) RMM2 VDrive 3|scdl
Intel (R) RMM2 VDrive 4|scd2
Intel (R) RMM2 VDrive 1]|scd3

14. | MPS X: Copy media. Copy media using device name from above step.

. # dd if=/dev/<dev> of=/var/TKLC/upgrade/<name>.1iso
For the example above, substitute hda for <dev> and substitute an appropriate name such
as 872-2433-101-15.0.0_150.17.0-EPAP-x86_64 for <name>.

15. 1 MPS X: Verify ISO image| Execute the following command to perform directory listing:

O] exists. # Is —al /var/TKLC/upgrade
The output should look like:

[root@hostname ~]1# 1ls -al /var/TKLC/upgrade
total 16
dr-xr-xr-x 2 root root 4096 Oct 22 16:31
dr-xr-xr-x 21 root root 4096 Oct 18 13:40
-rw-r—--r-—- 1 root root 643852288 Oct 15 15:37 872-2433-
101-15.0.0_150.17.0-EPAP-x86_64.iso
Repeat this procedure from step 13 if EPAP 1SO file is not as expected.
16. | MPS X: Logout from Logout from the server by executing the following command:
1| server.
# Togout

17.| MPS X: Remove CD. Remove media from CD-ROM tray.

O

18.| MPS X: Validate 1SO Validate ISO file using procedure A.2.

| file.

19. | Procedure complete. This procedure is complete.

O

B.2 ISO Image copy from USB Media

Note: This procedure can be executed on an E5-APP-B card or a T1200 server.
Assumption: The USB media contains the desired EPAP 1SO.

Procedure 30: I1SO Image copy from USB media

S | This procedure provides instructions to copy an ISO image from an USB media.

T

E Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

P | IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.

#

1. | MPS X: Insert USB. Insert media in USB drive

2. | MPS X: Log in to the [hostname] consolelogin: root

D server as the “root” user. paSSWOf‘d : paSSWOf‘d

3. | MPS X: Run syscheck to | Execute the following command:
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[] make sure there is no # syscheck
error. The output should look like:
[root@hostname ~]# syscheck
Running modules in class proc...
OK
Running modules in class services...
OK
Running modules in class system...
OK
Running modules in class disk...
OK
Running modules in class hardware...
OK
Running modules in class net...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail log
4. | MPS X: Verify ISO image| Execute the following command to perform directory listing:
[ | doesn’t already exist. # 1s -al /var/TKLC/upgrade
The output should look like:
[root@hostname ~]# 1ls -al /var/TKLC/upgrade
total 16
dr-xr-xr-x 2 root root 4096 Oct 22 16:31
dr-xr-xr-x 21 root root 4096 Oct 18 13:40
If an ISO image exists, remove it by executing the following command:
# rm -f /var/TKLC/upgrade/<ISO image>
5. | MPS X: Delete unwanted | Execute the following command to create a directory to mount the USB media:
[ | 'SOs from USB media. # mkdir -p /mnt/usb

Execute the following command to get the USB drive name:
# fdisk -1 |grep FAT

The output should look like:
/dev/sdcl * 1 812 831472 6
FAT16

Execute the following command to mount the USB media using the USB drive hame

from the output above:
# mount /dev/sdcl /mnt/usb

Execute the following command to perform directory listing and verify the file name

format is as expected:
# 1s -al /mnt/usb

The output should look like:
[root@hostname ~]# # 1ls -al /mnt/usb
total 629400

dr-xr-xr-x 2 root root 4096 Oct 16 13:33
dr-xr-xr-x 22 root root 4096 Oct 16 13:55
-rw-r--r—-— 1 root root 643852288 Oct 15 15:37 872-2433-

101-15.0.0 150.17.0-EPAP-x86_ 64.iso

Only one ISO file should be listed, if additional files are listed, execute the following
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command to remove unwanted EPAP 1SOs:
# rm —-f /mnt/usb/<ISO_NAME>.1iso

Fore.g.,
# rm -f /mnt/usb/872-2433-101-15.0.0_150.15.0-EPAP-x86_64.17s0

Execute the following command to unmount the USB media:
# umount /mnt/usb

B

MPS X: Verify space
1| exists for ISO.

Execute the following command to verify the available disk space:

# df -h /var/TKLC

The output should look like:

[root@hostname ~1# df -h /var/TKLC

Filesystem Size Used Avail Use% Mounted on
/dev/md8 4.0G 89M 3.7G % /var/TKLC

Verify that there is at least 620M in the Avail column. If not, clean up files until there is
space available.

CAUTION: Make sure you know what files you can remove safely before cleaning
up. Itis recommended that you only clean up files in the /var/TKLC/upgrade
directory as this is a platform owned directory that should only contain SO images.
This directory should not be expected to contain images for any length of time as
they can get purged. Contact Technical Services beforehand if removing files other
than the /var/TKLC/upgrade directory as removing files is dangerous.

N

MPS X: Start platcfg

[ | utility by logging in as
user “platcfg”.

Execute the following command to change the user:
# su - platcfg

*®

MPS X: Select the

|:| Maintenance submenu.

On the Main Menu of the Platform Configuration Utility, select Maintenance and press
[ENTER].

I Main Menu I

Haintenance
Diagnostics

Serwver Configuration
Femote Consoles
HNetwork Configuration
Exit

©

MPS X: Select the
1| Yrgrade submenu.

Select the Upgrade menu and press [ENTER].
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Procedure 30: I1SO Image copy from USB media

————4 Maintenance HMenu F—————

Tpgrade

Halt Serwver

Eackup and Restore

View Mail Queues

Festart 3erver

Eject CDROM

Sawve Platform Delbug Logs
Exit

10. | MPS X: Select Copy USB| Select the Copy USB Upgrade Image menu and press [ENTER].
Upgrade Image submenu. ! Upgrade Menu !
Validate Media
Initiate Upgrade
SBE Upgrade Image E
Exit
11.| MPS X: The EPAP ISO | Copying /mnt/upgrade/872-2433-101-15.0.0 150.17.0-EPAP-
| will be copied from the %86 64.iso...
USB media to a
Ivar[TKLC/upgrade. PRESS ANY KEY TO RETURN TO THE PLATCFG MENU.
Press any key to return to
Upgrade menu.
12. | MPS X: Exit platcfg. Select Exit and press [ENTER] repeatedly until the “platcfg” utility terminates.
O
—————4 Upgrade Menu F——————
Validate Media
Initiate Upgrade E
13.| MPS X: Verify 1ISO image| Execute the following command to perform directory listing:
] exists. # Is —al /var/TKLC/upgrade

The output should look like:

[root@hostname ~]# 1ls -al /var/TKLC/upgrade
total 16
dr-xr-xr-x 2 root root 4096 Oct 22 16:31

dr-xr-xr-x 21 root root 4096 Oct 18 13:40

-rw-r--r-—- 1 root root 643852288 Oct 15 15:37 872-2433-

101-15.0.0 150.17.0-EPAP-x86_ 64.iso
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Repeat this procedure from step 5 if EPAP ISO file is not as expected.
14. | MPS X: Logout from Logout from the server by executing the following command:
1| server.
# logout
15. | MPS X: Remove USB Remove media from USB drive.
| media.
16. | MPS X: Validate 1SO Validate 1SO file using procedure A.2.
| file.
17.| Procedure complete. This procedure is complete.
O
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APPENDIX C. IPM MPS SERVER WITH TPD 5.5
Note: Both the MPS-A and MPS-B servers can be IPMed at the same time.

Procedure 31: IPM with TPD 5.5

Software Upgrade Procedure

This procedure will remove the EPAP application and all the data from the server.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE ASSISTANCE.

Dg-‘#l:"ﬂm'—]m

MPS X:

Insert TPD 5.5 DVD
into MPS X (T1200
server)

Insert TPD 5.5 USB
media into the USB port
(E5-APP-B)

D!"

MPS X: If necessary,
log in to the server as
the user “root”

If not already logged in to the MPS server, then login as user “root”.

console login: root
password: <root_password>

3D- MPS X: # reboot
Reboot server Skip to step 11 if IPMing a T1200 Server. On E5-APP-B server continue with the next
step.
4. MPS X “ 10.250.78.106 - PuTTY
D ’ Mai A d PCIFPnF Boot urity Chipset Exit
Press ‘del’ key tO enter e o o o o o o o O o o o o o
the BIOS * System Overview * Use [ENTER], [TAE] E
L R e e ) [SHIFT_TAB] to *|
* AMIBIOS * gelect a field. £l
* Version :05.00.15 w 9
* Build Date:02/17/1:2 * Use [+] or [-] to |
* ID t0ACALOOZ ¥ configure system Time. ¥
* * *|
* Processor w 9
* Intel (R} Heon(R) CPU L5232 B 2.66GH=z @ &
+ Speed i2666MHz w g
* Count Ha w 9
* * *|
* System Memory ¥ W Select 3creen g
¥ Himz t5192HE T ww Select Item 9
e o= Change Field E
E SRS * Tab Zelect Field e
* Zystem Date [Thu 06/21/2012] * F1 General Help |
w * F10 Save and Exit 9
& W IGET Exit &
* * *|
o o o ol o o o o o o o o o e o o o o o o ol ol o o e o ol o o o o o

zan Megatrends, Inc.

o

MPS X:

Select Boot 2 Hard
Disk Drives option
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LR R R R e R

Boot Settings * Specifies the

o o i ol o o o o o o e o o e o o o o o o BDDt Device
FPriority segquence
from available
Hard Drives.

* Boot Settings Configuration

* Boot Device Priority

w SJelect Screen

B Select Item
Enter Go to Sub Screen
F1l General Help

Fio Save and Exit
ESC Exit

*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*

#
#
#
#
#
#
#
#
#
#
%
#
#
+
#
#
#
#
#
#
#

R R R R AR R R R A R R R R A R R AR R R AR AR A AR A R A R A A A A AR A A A A A A A A A A AT R AT A AT F AT A AT ARG T AAFATH

o

MPS X:

¢ b

Press ‘Enter’ key and o =

select USB as the ]_St o o o ol o o o o o o o o o e o o o o o o ol ol o o e o ol o o o o o

Drive * Hard Disk Drives * Specifies the boot i
FOFERAAXEEAAAAAETTAAAASSAAAAALTAEAAAXXASFFAAASSRSFAXAXST ¥ Zeuence from the #
w * available devices. 9
# Znd Drive [HDD:P1-INTEL S3D3L] * i
* 3rd Drive [HDD:FO-INTEL 33D3L] * #
* * *|
* * *|
* * *|
* * *|
* * x|
* * *|
* * *|
& ¥ w Zelect Screen gl
* wOEE Zelect Item i
w ¥ = Change Option 9
w * F1 General Help 9
* * Fl0 Save and Exit i
* * ESC  Exit #
* * *|
* * |
o o o ol o o o o o o o o o e o o o o o o ol ol o o e o ol o o o o o

N

MPS X:

Press ‘Esc’ key and
select Boot Device
Priority
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iz Security Chips
o o o o o o o o o o o o o o o o i ol ol ol ol ol ol ol ol ol o o o o o o o

Boot Settings * Specifies the

*

* *|
o o o o o o o o o o o o e o o o o o o o o ol BDDt Device *|
* * Boot Settings Configuration * Priority segquence. E
* * *|
* * ]
* # Hard Disk Drives w 9
* * *|
* * ]
* * *|
* * *|
* * *]
* * *|
w v o SJelect Screen 9
& g W Select Item gl
* * Enter Go to Jub Screen
w * F1 General Help 9
w * F10 Save and Exit 9
& * E3C Exit E
* * *|
* *|
* ]

R R R R AR R R R A R R R R A R R AR R R AR AR A AR A R A R A A A A AR A A A A A A A A A A AT R AT A AT F AT A AT ARG T AAFATH

®

MPS X:
Verify that the 1% Boot

Eoot )
Device iS Set to USB o o o ol o o o o o o o o o e o o o o o o ol ol o o e o ol o o o o o

=+

Boot Device Priority
o ol o o o o o o o o o o o o o ol o o o o o o o o

Specifies the boot
sequence from the
available devices.

A device enclosed in
parenthesis has been
dizabled in the
corresponding type
menu.

& Zelect Screen
W Jelect Item
+- Change Option
F1l General Help
Fio Jave and Exit
ESC Exit

*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*

#
#
#
#
#
#
%
#
#
*
#
#
+
#
#
#
#
#
#
#
#

EE R R R R R R R R PR R R R R T T

©

MPS X:

Press ‘Esc’ key and
select Exit = Save
Changes and Exit
option
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-_j'" root@greenlantern-a:/usr/ TKLC/epap,/bin

FCIFPnFP Eoot Security Chipset
o o o o o o o o o o o o o o o o i ol ol ol ol ol ol ol ol ol o o o o o o o

Exit Options * Exit system setup

* *|
o o o o o o o o o o o o e o o o o o o o o ol after Sa\?lng the *|
e * changes. E
* Discard Changes and Exit e E
* Discard Changes * F10 key can be used ]
e * for this operation. E
* Load Optimal Defaults e E
* Load Failsafe Defaultz @ £l
* * *|
* * *|
* * *]
* * *|
w v o SJelect Screen 9
& g W Select Item gl
* * Enter Go to Jub Screen
w * F1 General Help 9
w * F10 Save and Exit 9
@ W OIGET Exit g
* * *|
* *|
* ]

R R R R AR R R R A R R R R A R R AR R R AR AR A AR A R A R A A A A AR A A A A A A A A A A AT R AT A AT F AT A AT ARG T AAFATH

rends, Inc.

10.

MPS X:

Select [OK] to save
the configuration
changes.

The server will reboot
and TPD boot prompt
will appear.

PCIPnP Eoot urity Chipset
o o o ol o o o o o o o o o e o o o o o o ol ol o o e o ol o o o o o
* Exit Options * Exit system setup g
L R e R e o o ) o Savlng the *|
e * changes. E
* Discard Changes and Exit + ]
* Discard Changes * Fl0 key can be used E
e * for this operation. E
* Load Optimal e e e i e e e e e *]
* Load Failsafe * 9 9
e *  Sawve configuration changes and exit setup? ¥ E
* * x| x|
* o e o o o o o o o o o o o o ol o o e o *|
w w [Cancel] 9 9
* FHEFEFEFEXFFRSFFFFXASEFAL AL FSAFXARFSIFXRXLAFA%3%4454%@0t Soreen *|
* *|
w * Enter Go to 3Jub Screen ¥
w * F1 General Help 9
* * Fl0 Save and Exit i
* * ESC  Exit #
* * *|
* * ]
o o o ol o o o o o o o o o e o o o o o o ol ol o o e o ol o o o o o

11.

MPS X:

Start the IPM process
by entering the TPD
command at the boot
prompt.

boot: TPD scrub

12.

MPS X:

After entering the
command to start the
installation, the Linux
kernel will load, as in

the screenshot at right.
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0, type: TPD
vice found, type: TPDnoraid

I to one digk with blade partition config, type: TPOhlade

rozciue modo, type: PeEcEs

s =t 1yl

" FRE@rvd

d

|1:3i MPS X:
After a few seconds,
additional messages Cent0S-4 i386 Released via the GPL

will begin scrolling by
on the screen as the
Linux kernel boots,
and then the drive
formatting and file
system creation steps

il b R 1 Formatting |
wi egin.
g Formatting ~ file system...
23
<Tab>-<Alt-Tab> between elements i <Space’> selects I <F12> next screen
14.
MPS X:

Once the drive
formatting and file
system creation steps
are complete, the
screen at right will
appear indicating that
the package
installation step is
about to begin.
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CentDS-4 i3B6 Released via the GPL

Package Installation

—— Install Starting |——

Starting install process, this may
take several minutes...

<Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

I1:5i MPS X:
After a few minutes,
you will see a screen Cent0S-4 i386 Released via the GPL

similar to that at right,
showing the status of
the package
installation step. For

Package Installationm

each package, there ggéggrogs—l.39—?pr‘er‘el3.8.8_68.25.B—i636
i Utiliti T i th d d third
pill be a satus bar at renion ) Tiiecssione. T
e top indicating how
324
much of the package a
has been installed, fotal - Packages
with a cumulative Completed: 47

Heahiinag 681
status bar at the ema ining

bottom indicating how
many packages
remain. In the middle,
you will see text
statistics indicating the
total number of <Tab>-<Alt-Tab> between elements i <Space> selects i <F12> next screen
packages, the number
of packages installed,
the number remaining,
and current and
projected time
estimates.

14

16. 1 MPS X:

Once all the packages
have been successfully
installed, the screen at
right will appear
letting you know the
installation process is
complete.
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CentD3-4 i3B6 Released via the GPL

On T1200 server

remove the installation

media (DVD) and

press <ENTER> to | Complete |

reboot the system. Congratulations, your CentDS-4 i386 installation is complete.

Skip to step 24.

Remove any installation media (diskettes or CD-ROMs) used during
the installation process and press <Enter> to reboot your system.

On E5-APP-B server
remove the installation
media (USB) and
press <ENTER> to
reboot the system and
continue with the next

step.
<Enter> to reboot
17. MPS X: £ 10.250.78.106 - PuTTY
D Lcvanced PCIFPnF Boot UELiLY t Exit
Press ‘del’ key to enter o o e o o o o o o o o o o o o o o o o o e o il ol o o o
th BIOS ¥ System Cverview * Use [ENTER], [TALE] #
e L R e e ) [SHIFT_TAB] to *|
* AMIEBIOS * select a field. 9
* Version :05.00.15 w 9
* Build Date:02/17/12 * Use [+] or [-] to #
* ID tOACRAOOZ * configure system Time. *|
* * *|
* Processor * i
* Intel(R] Xeon(R) CPU L5238 B 2.66GH= * #
* Speed rZ666MHE w 9
* Count il @ £l
* * *|
* System Memory v o SJelect Screen 9
¥ SimE 18192ME § wH Select Item gl
w ¥ = Change Field 9
w [ t56:32] * Tab Select Field 9
* System Date [Thu 06/21/2012] * F1 General Help *
w * F10 Save and Exit 9
w WOLEE Exit 9
* * *|
o o o ol o o o o o o o o o e o o o o o o ol ol o o e o ol o o o o o
pyright 1f 6, American Megatrends, Inc.

18- 1 MPS X:

Select Boot = Hard
Disk Drives option
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LR R R R e R

Boot Settings * Specifies the

o o i ol o o o o o o e o o e o o o o o o BDDt Device
FPriority segquence
from available
Hard Drives.

* Boot Settings Configuration

* Boot Device Priority

w SJelect Screen

B Select Item
Enter Go to Sub Screen
F1l General Help

Fio Save and Exit
ESC Exit

*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*

#
#
#
#
#
#
#
#
#
#
%
#
#
+
#
#
#
#
#
#
#

R R R R AR R R R A R R R R A R R AR R R AR AR A AR A R A R A A A A AR A A A A A A A A A A AT R AT A AT F AT A AT ARG T AAFATH

19-1 MPS X:

£ 192.168.58.183 - PuTTY
O Press ‘Enter’ key and

Fio Save and Exit
E3C Exit

Boot =
select HDD:PO as the i o o o o o o o e o o ol O O el ol o o ol o o e o ol e ol o
lﬂ [)rive * Hard Disk Drives * Gpecifies the boot 9
O o o o o o o e o o ol Ol e ol o o o o o Sequence from the *|
w * availabhle devices. 9
* &nd Drive [HDD:P1-INTEL 33DS4] * 9
* 3rd Drive [USE: SMART USE] w 9
* * *|
* * *|
* * *|
* * *|
* * *|
* * x|
* * ]
@ ¥ w delect Screen £l
* oEE Select Item i
* L Change Option i
w * F1 General Help 9
* * *|
* * *|
* * *|
* *|
* *|

R R R R R R R TR R R TR R

20-1 MPS X:

Press ‘Esc’ key and
select Boot Device
Priority
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iz Security Chips
o o o o o o o o o o o o o o o o i ol ol ol ol ol ol ol ol ol o o o o o o o

Boot Settings * Specifies the

*

* *|
o o o o o o o o o o o o e o o o o o o o o ol BDDt Device *|
* * Boot Settings Configuration * Priority segquence. E
* * *|
* * ]
* # Hard Disk Drives w 9
* * *|
* * ]
* * *|
* * *|
* * *]
* * *|
w v o SJelect Screen 9
& g W Select Item gl
* * Enter Go to Jub Screen
w * F1 General Help 9
w * F10 Save and Exit 9
& * E3C Exit E
* * *|
* *|
* ]

R R R R AR R R R A R R R R A R R AR R R AR AR A AR A R A R A A A A AR A A A A A A A A A A AT R AT A AT F AT A AT ARG T AAFATH

21| mps X:
Verify that the 1% Boot — .

[)eviceis Setto R R R A A A R A A A R A R A R A R A A R A A S A A A A A A A A A A A A A A S A AT A A AR AT A A A A S A AT A SR AS AL

HDD:PO.

*192.168.58.183 - PuTTY

=+

Boot Device Priority
o o o o o o o o ol ol ol ol o ol ol o o o o o o

Specifies the boot
sequence from the
available devices.

4 device enclosed in
parenthesis has been
disabled in the
corresponding type
menu.

@ delect Screen
ww Jelect Item
4= Change Option
Fi General Help
Fio Save and Exit
E3C Exit

T T )

*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*

#
#
#
#
#
#
#
#
#
+
*
#
#
#
#
#
#
#
#
#
#

R R R R R R R TR R R TR R

22| MPS X:

Press ‘Esc’ key and
select Exit = Save
Changes and Exit
option
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*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*

Exit Options
o o i ol o o o o o o e o o e o o o o o o

#* root@greenlantern-a:/ust TKLC,/epap,bin

PCIFnP

Discard Changes and Exit
Disgcard Changes

Load Optimal Defaults
Load Failsafe Defaultz

nyEight

Boot

pa=]

uritcy
o o o o o o o o o o o o o o o o i ol ol ol ol ol ol ol ol ol o o o o o o o

6, American M

Chipset

*

*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*

R R R R AR R R R A R R R R A R R AR R R AR AR A AR A R A R A A A A AR A A A A A A A A A A AT R AT A AT F AT A AT ARG T AAFATH

Exit system setup
after saving the
changes.

F10 key can he used
for this operation.

w SJelect Screen

B Select Item
Enter Go to Sub Screen
F1l General Help

Fio Save and Exit
ESC Exit

#
#
#
#
#
#
#
#
#
#
%
#
#
+
#
#
#
#
#
#
#

trends, Inc.

23-| MPS X:

the configuration
changes. The server
will reboot.

Remove USB media
from USB drive.

*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*

_#"' root@greenlantern-a:/usr/TKLC /epap /bin

Select [OK] to save e

PCIFPnF

Boot

o o o ol o o o o o o o o o e o o o o o o ol ol o o e o ol o o o o o
Exit Options * Exit system setup g
LR R R R R e R T o o S Savlng the *|

* changes. E

Digcard Changes and Exit + ]
Discard Changes * Fl0 key can be used E
* for this operation. E

Load Optlmal e e e i e e e e e *]
Load Failsafe * 9 9
*  Sawve configuration changes and exit setup? ¥ E

* x| x|

o e o o o o o o o o o o o o ol o o e o *|

w [Cancel] 9 9

FEEEEF R AE R AT FERRFERARF AR RS KRR XS R AF* A A 44 h 524555+l r Screen #]

*|

* Enter Go to 3Jub Screen ¥

* F1 General Help 9

* Fl0 Save and Exit i

* ESC  Exit #

* *|

* ]

o o o o o ol o o o o o o o o o o o o o o o o o o e o o o o o o o

trends, Inc.

24| MPS X:

After a few minutes,
several messages will
appear about each of
the Ethernet ports in
the system, and
message printed by the
boot loader, indicating
that it is booting the
new IPM load.

root C(hd®,0)
Filesystem type i

ernel Avmlinuz-2,6,

32 console=ttyd console=ttySo,115200
[Linux-bzImage, setup=0x1e00, size=0x1d9306]

Booting 'TPD i386 (2,6,18-1,284%rerel3,1,0_61,7,0)'
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ZI:’|5' MPS X: Logintothe | console login: root
server as the user “root” | password: <root_password>
26. . # getPlatRev
o MPS_X' 5.5.0-75.%.0
Verify that the
platform revision is
same as the TPD DVD
or 1SO used.
2|:|7‘ Procedure complete. Return to the procedure that you came here from.
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APPENDIX D. SWOPS SIGN OFF.

EAGLE Application Processor 15.0

Discrepancy List
Date Test Description of Failures and/or Issues. Resolution and SWOPS Resolution
Case Any CSR’s / RMA’s issued during Engineer Responsible Date:
Acceptance. Discrepancy
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APPENDIX E. CUSTOMER SIGN OFF

Sign-Off Record

*** Please review this entire document. ***
This is to certify that all steps required for the upgrade successfully completed without failure.

Sign your name, showing approval of this procedure, and email this page and the above completed Table to Tekelec,
email: upgrades@tekelec.com.

Customer: Company Name: Date:

Site: Location:

Customer:(Print) Phone:
Fax:
Start Date: Completion Date:

This procedure has been approved by the undersigned. Any deviations from this procedure must be approved by both
Tekelec and the customer representative. A copy of this page should be given to the customer for their records. The
SWOPS supervisor will also maintain a signed copy of this completion for future reference.

Tekelec Signature: Date:

Customer Signature: Date:
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APPENDIX F. ACCESSING TEKELEC’S CUSTOMER SUPPORT SITE

Access to the Tekelec's Customer Support site is restricted to current Tekelec customers. This section describes how to
log into Tekelec’s Customer Support site and how to locate upgrade procedures. Viewing these files requires Adobe
Acrobat Reader.

1.
2.

o o ~ w

Go to Tekelec's Customer Support login page at https://support.tekelec.com/index.asp

Enter your assigned username and chosen password and click Login.

Or, if you do not have access to the Customer Support site, click Need an Account?
Follow instructions on the screen.

Note: After 20 minutes of inactivity, you will be logged off, and you must repeat this step to regain
access.

After successful login, select a product from the Product Support drop-down menu.
Select a release number from the Product Support Release drop-down menu.
Locate the Upgrade Procedures section.

To open the procedure in the same window, click the procedure name. To open the procedure in a new
window, right-click the procedure name and select Open in New Window.

To download the procedure, right-click the procedure name and select Save Target As.
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