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1.0 Introduction

1.1 Purpose and Scope

This document describes methods utilized and procedures executed to configure HP DL-380 Gen8/9 or
Oracle Rack Mount Servers (RMS) to be used with Oracle Communication Diameter Signaling Router
6.0/7.0/7.1 (DSR 6.0/7.0/7.1) and to install DSR 6.0/7.0/7.1. It is assumed that the hardware installation
and network cabling were executed beforehand.

The audience for this document includes Oracle customers as well as these groups: Software System,
Product Verification, Documentation, and Customer Service including Software Operations and First
Office Application.

Throughout the remainder of this document, the term RMS refers to either HP DL-380 Gen8/9 or Oracle
Rack Mount Servers.

1.2 References

Software Centric Customers do not receive firmware upgrades through Oracle. Instead, refer to the HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes on https://docs.oracle.com under
Platform documentation. The latest version is recommended if an upgrade is performed, otherwise
version 2.2.8 is the minimum.

[1] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes (Min 2.2.8)
[2] TPD Initial Product Manufacture, E53017

[3] DSR 6.0/7.0 Hardware and Software Installation Procedure 1/2, E57789
[4] DSR 7.1 Hardware and Software Installation Procedure 1/2, E53488

[5] DSR Communication Agent Configuration Guide, E58922

[6] DSR Range Based Address Resolution (RBAR) Feature Activation, E58664
[7] Oracle Firmware Upgrade Pack Release Notes, Version 3.x.x (Min 3.1.3)
[8] Oracle Firmware upgrade Pack Upgrade Guide, Version 3.x.x

[9] DSR MAP-Diameter IWF Feature Activation Procedure, E58666
[LO]DSR Meta Administration Feature Activation Procedure, E58661

[11] Communication Agent User’s Guide, E53464

[12] IDIH 6.0/7.0 Installation Procedure, E56571

[13] Oracle Firmware Upgrade Pack Upgrade Guide, Version 3.X.x
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1.3 Acronyms

An alphabetized list of acronyms used in the document:

Table 1. Acronyms

Acronym Definition
BIOS Basic Input Output System
CD Compact Disk
DSR Diameter Signaling Router
DVD Digital Versatile Disc
EBIPA Enclosure Bay IP Addressing
FRU Field Replaceable Unit
iLO Integrated Lights Out manager
IPM Initial Product Manufacture — the process of installing TPD on a hardware platform
MSA Modular Smart Array
NB NetBackup
OA HP Onboard Administrator
OS Operating System (e.g. TPD)
RMS Rack Mounted Server
PMAC Platform Management & Configuration
SAN Storage Area Network
SFTP Secure File Transfer Protocol
SNMP Simple Network Management Protocol
TPD Tekelec Platform Distribution
TVOE Tekelec Virtual Operating Environment
VM Virtual Machine
VSP Virtual Serial Port
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1.4 Terminology

Multiple server types may be involved with the procedures in this manual. Therefore, most steps in the
written procedures begin with the name or type of server to which the step applies. For example:

Each step has a checkbox for every command within the step that the
technician should check to keep track of the progress of the procedure.

The title box describes the operations to be performed during that step.

Each command that the technician isto enterisin 10 point bold Courier font.

! !

5 ServerX: Connect Establish a connection to the server using cu on the terminal server/console.
to the console of [$§ cu -1 /dev/ttys7 |
the server

Figure 1. Example of an instruction that indicates the server to which it applies

HP ProLiant DL380 or Oracle Rack Mount
Seerver deployed to run TVOE and host a
Management Server virtualized PM&C application. Can also host a
virtualized NOAM. It is also used to configure the
Aggregation switches (via the PMAC) and to
serve other configuration purposes.

PMAC is an application that provides platform-
level management functionality for HP system,
PMAC Application such as the capability to manage and provision
platform components of the system so it can host
applications.

The business practice of delivering an Oracle
software product, while relying upon the customer
to procure the requisite hardware components.
Software Centric Oracle provides the hardware specifications, but
does not provide the hardware, and is not
responsible for hardware installation,
configuration, or maintenance.

The business practice of providing support
services (hardware, software, documentation, etc)
Enablement that enable a 3rd party entity to install,
configuration, and maintain Oracle products for
Oracle customers.

Table 2. Terminology
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1.5 Release Specific Hardware Support

The following lists the DSR release and their corresponding hardware support covered in this installation

procedure:

DSR 6.0/6.0.1:
e HP DL380 Gen8
e Oracle Sun Netra X3-2

DSR 6.0.2:
e HP DL380 Gen 8
e Oracle Sun Netra X3-2

DSR 7.0:
e HP DL380 Gen 8

DSR 7.0.1:
e HP DL380 Gen 8
e HPDL380 Gen?9

DSR 7.1
e HP DL380 Gen 8
e HPDL380Gen9

2.0 General Description

This document defines the steps to execute the initial installation of the Diameter Signaling Router
6.0/7.0/7.1 (DSR 6.0/7.0/7.1) application.

DSR 6.0/7.0/7.1 installation paths are shown in the figures below. The general timeline for all processes

to perform a software installation/configuration and upgrade is also included below.

This document covers initial
installation of the DSR 6.0/7.0/7.1
application on a RMS System.

IPM

Figure 2. Initial Application Installation Path-Example Shown

1l1|Page

RMS after

Initial
Installation

6.0/7.0/7.1.a
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2.1 Acquiring Firmware

Several procedures in this document pertain to the upgrading of firmware on various servers and
hardware devices.

DSR 7.1 rack mount servers and devices requiring possible firmware updates are:

e HP Rack Mount Servers (DL380)
e Oracle Rack Mount Server
e Cisco 4948/4948E/4948E-F Rack Mount Network Switches

211 HP

Software Centric Customers do not receive firmware upgrades through Oracle. Instead, refer to the HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes on https://docs.oracle.com under
Platform documentation. The latest release is recommended if an upgrade is performed, otherwise
release 2.2.8 is the minimum.

The required firmware and documentation for upgrading the firmware on HP hardware systems and
related components are distributed as the HP Solutions Firmware Upgrade Pack 2.x.x. The minimum
firmware release required is HP Solutions Firmware Upgrade Pack 2.2.8. However, if a firmware upgrade
is needed, the current GA release of the HP Solutions Firmware Upgrade Pack 2.x.x should be used.

Each version of the HP Solutions Firmware Upgrade Pack contains multiple items including media and
documentation. If an HP FUP 2.x.x version newer than the minimum of HP FUP 2.2.8 is used, then the
HP Solutions Firmware Upgrade Guide [1] should be used to upgrade the firmware. This document
provides its own upgrade procedures for firmware.

The two pieces of required firmware media provided in the HP Solutions Firmware Upgrade Pack 2.x.x
releases are:

* HP Service Pack for ProLiant (SPP) firmware ISO image

Refer to the HP Solutions Firmware Upgrade Pack Release Notes [1] of the HP FUP release to determine
specific firmware versions provided.

Contact Appendix U: My Oracle Support (MOS) for more information on obtaining the HP Firmware
Upgrade Pack.

2.1.2 Oracle Rack Mount Server

The Oracle Firmware Upgrade Pack (FUP) consists of documentation used to assist in the upgrading of
Oracle rack mount servers. The pack consists of an upgrade guide and release notes. The current
minimum supported release is 3.1.3. However, if a firmware update is required, it is recommended to use
the latest available release. Firmware components can be downloaded from My Oracle Support at
https://support.oracle.com. Refer to the appropriate FUP release notes for directions on how to acquire
the firmware.
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3.0 General Description

This section provides a brief overview of the recommended method for installing the Target Release
software. The basic install process and approximate time required is outlined in .

3.1 Required Materials

1. One (1) target release Application Media, or a target-release I1ISO

2. One (1) ISO of TPD release, or later shipping baseline as per Oracle ECO

3.2 Installation Overview

This section lists the procedures required for installation with estimated times. Section 3.2.1
contains a matrix of deployment features and the required procedures needed to install them.
Section 3.2.2 lists the steps required to install a DSR system. These latter sections expand on the
information from the matrix and provide a general timeline for the installation.

3.2.1 Installation Matrix

Figure 3 DSR Installation Procedure Mapillistrates the overall process that each DSR installation will
involve. In summary:

1) An overall installation requirement is decided upon. Among the data that should be collected:

13|Page

The Total number of Rack Mount Servers

The number of VMs and servers on each Rack Mount Server and their role(s)
Does the deployment include 4948 aggregation switches?

Will MP’s be in N+0 configurations or in active/standby?

What time zone should be used across the entire collection of DSR sites?

Will SNMP traps be viewed at the NOAM, or will an external NMS be used? (Or both?)
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3.2.2 Installation Procedures

The following table illustrates the progression of the installation process by procedure with estimated
times. The estimated times and the phases that must be completed may vary due to differences in typing
ability and system configuration. The phases outlined in are to be executed in the order they are listed.

Table 3. Installation Overview

Elapsed
Procedure Phase Time
(Minutes)

This Step | Cum.
Procedure 1 | Configure the HP/Oracle RMS BIOS settings 30 30
Procedure 2 | Upgrade Rack Mount Server Firmware 30 60
Procedure 3 | Install and Configure TVOE on First RMS (PMAC Host) 30 90
Procedure 4 | First RMS Configuration 30 120
Procedure 5 | PMAC Deployment 20 140
Procedure 6 | Initialize the PMAC Application 10 150
Procedure 7 | Configure netConfig Repository 10 160
Procedure 8" | configure Cisco 4948E/4948E-F Switch using NetConfig 30* 190
Procedure 9 | configure the PMAC Server 10 200
Procedure 10 | Add Cabinet and Enclosure to the PM&C system inventory 20 220
Procedure 11 | |nstall TVOE on Additional Rack Mount Servers 20 240
Procedure 12 | configure TVOE on Additional Rack Mount Servers 20 260
Procedure 13 | | pad DSR and TPD ISO to the PMAC Server 10 270
Procedure 14 | create NOAMP Guest VMs 5 275
Procedure 15 | create SOAM Guest VMs 5 280
Procedure 16 | create MP Guest VMs 5 285
Procedure 17 | create IPFE Guest VMs* 5 285
Procedure 18 | \pm vMs 20 305
Procedure 19 | |nstall the DSR Application Software on the VMs 20 325
Procedure 20 | configure the First NOAM NE and Server 25 350
Procedure 21 | configure the NOAM Server Group 15 365
Procedure 22 | configure the Second NOAM Server 15 380
Procedure 23 | complete Configuring the NOAM Server Group 10 390
Procedure 24 | |nstall NetBackup Client* 10 400
Procedure 25 | NOAM Configuration for DR Site* 10 410
Procedure 26 | NOAM Pairing for DSR NO DR Site* 10 420
Procedure 27 | configure the SOAM NE 15 435
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Table 3. Installation Overview

Elapsed
Procedure Phase Time
(Minutes)

This Step | Cum.
Procedure 28 | configure the SOAM Servers 10 445
Procedure 29 | configure the SOAM Server Group 10 455
Procedure 30 | configure RMS-specific B-level Resources 5 460
Procedure 31 | configure the MP Servers 10 470
Procedure 32 | configure the MP Server Group(s) and Profiles 10 480
Procedure 33 | configure the Signalling Network 30 510
Procedure 34 | configure the Signalling Devices 10 520
Procedure 35 | configure the Signalling Network Routes 15 535
Procedure 36 | Add VIP for Signalling Networks* S 540
Procedure 37 | configure DSCP Values for Outgoing Traffic* 10 550
Procedure 38 | configure SNMP for Traps Receivers* S 555
Procedure 39 | |p Front End (IPFE) Configuration* 15 570
Procedure 40 | |pIH Installation* 60 630
Procedure 41 | |p|H Configuration-Data Synchornization* 15 645
Procedure 42 | |p|H Configuration-SSO Domain* 30 675
Procedure 43 | |p|H Configuration-DSR Configuration* 20 695
Procedure 44 | |p|H Configuration-Mail Server* 20 715
Procedure 45 | |piH Configuration-SNMP Management Server* 20 735
Procedure 46 | |p|H Configuration- Change Network Interface* 20 755
Procedure 47 | |nstall Optional Features* 30 785
Procedure 48 | Backup TVOE Configuration* 20 805
Procedure 49 | Backup PMAC Application* 20 825
Procedure 50 Backup NOAM Database* 20 845
Procedure 51 Backup SOAM Database* 20 865
* denotes Optional Features.
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3.3 Optional Features

When DSR installation is complete, further configuration and/or installation steps will need to be taken for
optional features that may be present in this deployment. Please refer to these documents for the post-
DSR install configuration steps needed for their components.

Feature

Document

Diameter Mediation

DSR Meta Administration Feature Activation,
E58661

Range Based Address Resolution (RBAR)

DSR RBAR Feature Activation, E58664

MAP-Diameter IWF Feature

MAP-Diameter IWF Feature Activation, E58666
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4.0 Software Installation Procedure

As mentioned earlier, the hardware installation and network cabling should be done before executing the
procedures in this document.

4.1 Prepare Servers for IPM

This section explains the steps needed to configure the BIOS settings and update the firmware (if
needed) for the HP and Oracle rack mount servers.

4.1.1 Configure the HP/Oracle RMS BIOS Settings

The following procedure explains the steps needed to configure the BIOS settings.

Procedure 1. Configure the HP/Oracle RMS BIOS settings

S | This procedure explains the steps needed to configure HP DL380 and Oracle Server BIOS Settings.

T

E | Check off (\) each step as it is completed. Boxes have been provided for this purpose under each

P step number.

#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
RMS

M Server: Follow the appropriate Appendix procedure for the corresponding hardware type:
Configure .
the BIOS e HP DL 380 Gen 8 RMS: Appendix A.2.1: Configure HP Gen 8 Servers
Settings e HP DL 380 Gen 9 RMS: Appendix A.2.3: Configure HP Gen 9 Servers

e Oracle Rack Mount Servers (Including Sun Netra X3-2): Appendix A.2.2:
Configure Oracle Rack Mount Servers
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4.1.2 Upgrade Rack Mount Server Firmware

The following procedure explains the steps needed to upgrade the firmware of the rack mount servers (If
needed).

Procedure 2. Upgrade Rack Mount Server Firmware

S | This procedure explains the steps needed to update the firmware if needed.

T

E | Check off (\) each step as it is completed. Boxes have been provided for this purpose under each

P step number.

#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | RMS

0 Server: Follow the appropriate Appendix procedure for the corresponding hardware type:
Configure .
the BIOS e HP DL 380 Gen 8/9 RMS: Appendix B.1: HP DL 380 ServerAppendix
Settings A.2.1: Configure HP Gen 8 Servers

e Oracle Rack Mount Servers (Including Sun Netra X3-2): Appendix B.2:
Oracle Rack Mount Server

4.2 Install and Configure TVOE on First RMS (PMAC Host)

This section describes the process of installing TVOE on the first rack mount server. Throughout this
section, the first RMS server refers to the server that shall host the PMAC VM.

Procedure 3. Install and Configure TVOE on First RMS (PMAC Host)

S | This procedure explains the steps needed to install TVOE on the first RMS Server.
T
E | Check off () each step as it is completed. Boxes have been provided for this purpose under each
P step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
Connect to | Connect to the Server using a VGA Display and USB Keyboard, or via the iLO
the First interface using IE.
s RMS
Server Note: Appendix D: TVOE iLO/iLOM GUI Access and Appendix E: Changing the
TVOE iLO4 Address explains how to access the rack mount server iLO and change
the address if necessary.
2 | RMS Insert the OS IPM media (CD/DVD or USB) into the CD/DVD tray/USB slot of the
Server : rack mount server. Refer to Appendix Q: Creating a Bootable USB Drive on Linux for
N Insert creating a bootable USB
TVOE
Media into Alternatively ISO can be mounted using Virtual media as well. Refer to Appendix F:
Server Attaching an ISO Image to a Server using the iLO or iLOM.
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Procedure 3. Install and Configure TVOE on First RMS (PMAC Host)

3
[

RMS
Server :
Begin IPM
Process

Once the Server reboots, it will reboot from the TVOE media and a boot prompt shall
be displayed:

Copyright (C) 2883, 2814, Oracle and/or its affiliates. All rights reserved.

7.8.8.8.8_86.11.8

x86_64
For a detailed description of all the supported commands and their options,
please refer to the Initial Platform Manufacture document for this release.
In addition to linux & rescue TPD provides the following kickstart profiles:

[ TPD : TPDworaid i TPDblade i TPDcompact i HDD 1
Commonly used options are:

console=<console_option>[, <console_option>]1 1
primMaryConsole=<{console_option> 1
rdate=<{server_ip> 1

scrub 1

reserved=<sizel>[, <sizeN>]1 1
diskconfig=HHRAIDL, forcel 1
drives=<device>[,devicel 1

guestArchive 1

To install using a monitor and a local keyboard, add console=ttyH

boot:

IPM the server using the following command:

| TPDnoraid diskconfig=HWRAID, force console=tty0 |
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Procedure 3. Install and Configure TVOE on First RMS (PMAC Host)

4 | RMS
Server :
[ Monitor the
IPM

Installation

The IPM process takes about 30 minutes, you will see several messages and
screens in the process.

The following screens will be displayed:

[ TPD i TPDnoraid i TPDblade | TPDbladeraid | TPDmocows | T1Z2B8Bsol HDD 1

Commonly used options are:

{ Formatting |
Formatting ~ file system...

23

{ Package Installation |

Install Starting |——

Starting install process, this may
take several minutes...
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Procedure 3. Install and Configure TVOE on First RMS (PMAC Host)

5
[

RMS
Server :
Install
Complete-
Reboot

Once the IPM is complete, you will be prompted to press Enter as shown below.
Remove the disk from the drive or unmount the TPD image from the iLO and press

Enter to reboot the server.

Please reboot to use the installed system.
be available to ensure the proper functioning of your system and
installation of these updates is recommended after the reboot.

Congratulations, your Oracle Linux Server installation is complete.

Note that updates may

After a few minutes and multiple reboots, the the server boot sequence will start and
eventually display that it is booting the new IPM load.

Attempting Boot From CD-ROM
Attempting Boot From Hard Drive (C:)
ress any key to enter the menu

[Booting TPD (2.6.
any key to

any key to
any key to
any key to
any key to
any key to
5 any key to

32-431.28.3 .elbprerel?.08.8.8.8_86.8.0.x86_64)

continue.
continue.
continue.
continue.
continue.
continue.
continue.

Note: A successful IPM platform installation process results in a user login prompt.
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Procedure 4. First RMS Configuration

S | This procedure will configure the First TVOE/Management Server
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
P step number.
#

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Determine Determine the bridge interfaces to be used on the TVOE server and fill in the
[ Bridge appropriate values in the table below. If netbackup is to be used, determine the

Names and | bridge interface to be used for the netbackup network and fill in the

Interfaces <TVOE_NetBackup_Bridge_Interface> value.

Guest TVOE Bridge n
Interface Alias Name TVOE Bridge Interface

Fill in the appropriate value (default is bond0):
control control

<TVOE_Control_Bridge_Interface>
Fill in the appropriate value:

management management

<TVOE_Management_Bridge_Interface>
Fill in the appropriate value:

Xmi Xmi
<TVOE_XMI_Bridge_Interface>
Fill in the appropriate value, (default is bond0.4):
Imi imi
<TVOE_IMI_Bridge_|Interface>
Fill in the appropriate value:
xsil xsil
<TVOE_XSI1_Bridge_Interface>
Fill in the appropriate value:
Xsi2 xsi2
<TVOE_XSI2_Bridge_Interface>
Fill in the appropriate value:
netbackup netbackup

(if applicable)

<TVOE_NetBackup_Bridge_Interface>
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Procedure 4. First RMS Configuration

2 |1 RMS Log in to iLO/iILOM, follow Appendix D: TVOE iLO/ILOM GUI Access for instructions
iLO/ILOM: on how to access the iLO/iLOM GUI.
N Login and
Launch the | https://<management server iLO_ip>
Integrated
Remote
Console
3 [ 1"RMS If you are using a tagged control network interface on this TVOE Server, then
iLO/ILOM: complete this step. Otherwise, skip to the next step.
N Create
Tagged $ sudo /usr/TKLC/plat/bin/netAdm set --type=Bridge
Control --name=control --delBridgeInt=bond0
Interface and
Bridge Interface bond0 updated
(Optional) Bridge control updated
$ sudo /usr/TKLC/plat/bin/netAdm add --
device=<TVOE Control Bridge Interface> --onboot=yes
Interface <TVOE Control Bridge Interface> created
$ sudo /usr/TKLC/plat/bin/netAdm set --type=Bridge
--name=control
--bridgeInterfaces=<TVOE Control Bridge Interface>
4 | 1 RMS Create the Management network, execute the following command:
iLO/iLOM:
Create the Note: The output below is for illustrative purposes only. The site information for this
Management | system will determine the network interfaces, (network devices, bonds, and bond
Network enslaved devices), to configure.

$sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE Management Bridge Interface> --onboot=yes

Interface bond0.2 added

$sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge
--name=management --bootproto=none --onboot=yes
--address=<Management_Server TVOE IP>
--netmask=<Management_Server TVOE Netmask/prefix>
--bridgeInterfaces=<TVOE Management Bridge Interface>
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Procedure 4. First RMS Configuration

5 [ 1 RMS Configure the XMI Network:
0 iLO/ILOM:
Create the Note: The output below is for illustrative purposes only. The site information for this

XMI Network | system will determine the network interfaces, (network devices, bonds, and bond
enslaved devices), to configure.

$sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE XMI Bridge Interface> --onboot=yes

Interface bond0.3 added

$sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --name=xmi
--onboot=yes --bridgeInterfaces=<TVOE XMI Bridge Interface>

Interface bond0.3 was updated.
Bridge xmi added!

6 | 1 RMS Configure the IMI Network:
0 iLO/ILOM:
Create the Note: The output below is for illustrative purposes only. The site information for this

IMI Network | system will determine the network interfaces, (network devices, bonds, and bond
enslaved devices), to configure.

$sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE_IMI Bridge Interface> --onboot=yes

Interface bond0.4 added

$sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --name=imi
--onboot=yes --bridgeInterfaces=<TVOE_IMI Bridge_ Interface>

Interface bond0.4 was updated.
Bridge imi added!
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Procedure 4. First RMS Configuration

7
[

1 RMS
iLO/iLOM:
Create the
XSI-1
Network
(with
Aggregation
Switches)

Execute this step if deploying with Aggregation switches, otherwise skip this step
Note: The output below is for illustrative purposes only. The site information for this
system will determine the network interfaces, (network devices, bonds, and bond
enslaved devices), to configure.

Execute the following commands:

$ sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE XSIl1 Bridge Interface> --onboot=yes

Interface bond0.5 added

$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge
--name=xsil --onboot=yes
--bridgeInterfaces=<TVOE XSI1 Bridge Interface>

Interface bond0.5 was updated.
Bridge xsil added!
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Procedure 4. First RMS Configuration

8
[

1 RMS
iLO/iLOM:
Create the
XSI-1
Network
(without
Aggregation
Switches)

Execute this step if deploying without Aggregation switches

Execute the following commands:

$ sudo /usr/TKLC/plat/bin/netAdm add --device=bondl --
onboot=yes
--type=Bonding --mode=active-backup --miimon=100

Interface bondl added

$ sudo /usr/TKLC/plat/bin/netAdm set --device=eth03 --
type=Ethernet
--master=bondl --slave=yes --onboot=yes

Interface eth03 updated

$ sudo /usr/TKLC/plat/bin/netAdm set --device=ethl3 --
type=Ethernet
--master-bondl --slave=yes --onboot=yes

Interface ethl3 updated

$ sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE XSI1 Bridge Interface> --onboot=yes

Interface bondl.<XSI1 VLAN ID> added

$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --
name=xsil --onboot=yes
--bridgeInterfaces=<TVOE_XSI1 Bridge Interface>

Interface bondl.<XSI1 VLAN ID> was updated.

Bridge xsil added!
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Procedure 4. First RMS Configuration

9 [ 1RMS Configure the XSI2 Network using option 1 OR option 2 below
iLO/iLOM:

N Create the Note: The output below is for illustrative purposes only. The site information for this
XSI-2 system will determine the network interfaces, (network devices, bonds, and bond
Network enslaved devices), to configure.

Option 1: Deployment with Aggregation switches:

$ sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE XSI2 Bridge Interface> --onboot=yes

Interface bond0.6 added

$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --
name=xsi2 --onboot=yes
--bridgeInterfaces=<TVOE XSI2 Bridge Interface>

Interface bond0.6 was updated.
Bridge xsi2 added!

Option 2: Deployment without Aggregation switches:

$ sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE XSI2 Bridge Interface> --onboot=yes

Interface bondl.<XSI2 VLAN ID> added

$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --
name=xsi2

--onboot=yes --bridgeInterfaces=<TVOE_XSI2 Bridge Interface>
Interface bondl.<XSI2 VLAN ID> was updated.

Bridge xsi2 added!

28|Page E55235-03




Procedure 4. First RMS Configuration

10 [ 1 RMS If NetBackup is to be used, execute this step, otherwise skip to Step 13.
iLO/ILOM:
N Add the Select only this option or the following options listed in steps 11-12.
NetBackup
Network- NetBackup is a tool that allows the customer to take remote backups of the system.
Option 1
(Optional) Note: The output below is for illustrative purposes only. The example output below
shows the control bridge configured.
Note: The example below illustrates a TVOE Management Server configuration with
the NetBackup feature enabled. The NetBackup network is configured with a non-
default MTU size.
Note: The MTU size must be consistent between a network bridge, device, or bond,
and associated VLANS.
Create netbackup bridge using a bond containing an untagged interface
$ sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE NetBackup Bridge Interface>
--onboot=yes --type=Bonding --mode=active-backup --
miimon=100
--MTU=<NetBackup MTU_size>
Interface <TVOE NetBackup Bridge Interface> added
$ sudo /usr/TKLC/plat/bin/netAdm set
--device=<ethernet interface 4> --type=Ethernet
--master=<TVOE_NetBackup Bridge Interface> --slave=yes
--onboot=yes
Interface <ethernet interface 4> updated
$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge
--name=<TVOE_NetBackup Bridge> --onboot=yes --bootproto=none
--MTU=<NetBackup MTU_ size>
--bridgeInterfaces=<TVOE NetBackup Bridge Interface>
--address=<TVOE NetBackup_ IP>
--netmask=<TVOE_NetBackup Netmask/Prefix>
11 | 1*'RMS Select only this option or options in Steps 10 or 12
iLO/ILOM:
N Add the Create NetBackup bridge using an untagged native interface:
NetBackup
Network- $ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge
Option 2 --name=<TVOE NetBackup Bridge> --onboot=yes --bootproto=none
(Optional) --MTU=<NetBackup MTU size>

--bridgeInterfac;s=<Ethernet_Interface_4>
--address=<TVOE_NetBackup IP>
--netmask=<TVOE_NetBackup Netmask/Prefix>
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Procedure 4. First RMS Configuration

12 | 1°'RMS Select only this option or options in 10-11
[ iLO/ILOM:
Add the Create NetBackup bridge using a tagged device:
NetBackup
Network- $ sudo /usr/TKLC/plat/bin/netAdm add
Option 3 --device=<TVOE NetBackup Bridge Interface> --onboot=yes
(Optional)
Interface <TVOE NetBackup Bridge Interface> added
$sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge
--name=<TVOE NetBackup Bridge> --onboot=yes
--MTU=<NetBackup MTU_ size>
--bridgeInterfaces=<TVOE NetBackup Bridge Interface>
--address=<TVOE_ NetBackup IP>
--netmask=<TVOE NetBackup Netmask /Prefix>
13 | 1 RMS Note: If you have configured NetBackup in the previous steps, execute this step;
0 iLO/ILOM: otherwise skip this step.
Configure
Networking $ sudo /usr/TKLC/plat/bin/netAdm add --route=net
for --device=netbackup --address=<TVOE NetBackup Network ID>
mﬁ;ﬁiﬁl;u P --netmask=<TVOE_NetBackup NetMask/Prefix>
i --gateway=<TVOE NetBackup Gateway IP Address>
(Optional) i _ o
14 | 1 RMS Management Server TVOE IP
[ iLO/iLOM:
Create the $ sudo /usr/TKLC/plat/bin/netAdm add --route=default
Management | | --device=management --
Network gateway=<Management Gateway IP Address>
15 | 1 RMS Restart the network interfaces, execute the following command:
[ iLO/iLOM:
Restart the $ sudo service network restart
network
interfaces
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Procedure 4. First RMS Configuration

16 | 1°' RMS Set the server hostname by running the following:
[ iLO/ILOM:
Set | $ sudo su - platcfg |
Hostname
Navigate to Server Configuration -> Hostname ->Edit.
;Zi:e Storage
Designation/Function a
S5et Clock
Time Zone
Exit E
Ose arrow keys to move between options | <Enter> selects | <F12> Main Menu -
Set TVOE Management Server hostname
Press OK.
Navigate out of Hostname
17 | ' RMS Navigate to Server Configuration -> Time Zone.
iLO/iLOM:

[ Set the Time
Zone and/or
Hardware
Clock

# admusr@GolfA-TVO!

lu Server Configuration Menu tk

Hostname

Configure Storage
Designation/Function
Set Clock

Time Zone

Ose arrow keys to move between options | <Enter> selects | <F12> Main Menm

Select Edit.

Set the time zone and/or hardware clock to “UTC?” (or appropriate time zone value)

Press OK.
Navigate out of Server Configuration
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Procedure 4. First RMS Configuration

18 [ 1 RMS Navigate to Network Configuration ->NTP.
D iLO/ILOM: (3 admusr@GolfA-TVOE. il
Set NTP |
1lu Hetwork Configuration Menu tk
Network Interfaces
SNMP Configuration
Network Bridges
Configure Network
Routing
Iptables
IPSEC Configuration
Resolv
Stunnel
Modify Hosts File
Exit =
Ose arrow keys to move between options | <Enter> selects | <F12> Main Menu -
The Time Servers page will now be shown, which shows the configured NTP
servers and peers (if there are NTP servers already configured).
Update NTP Information, select Edit. The Edit Time Servers menu is displayed
(55 admusr@GoltA TVOE:
laggaqu Edit Time Servers Menu tgagak]
IVEer
NTP
a
Exit
Use arrow keys to move between options | <Enter> selects | <F12> Main Menm
Select the appropriate Edit Time Servers menu option. You can add new or edit
any existing NTP server entry
Set NTP server IP address to point to the customer provided NTP server
(Remember that 3 distinct NTP sources are required)
Press OK.
Exit platcfg.
Ensure that the time is set correctly by executing the following commands:
$ sudo service ntpd stop
$ sudo ntpdate ntpserverl
$ sudo service ntpd start
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Procedure 4. First RMS Configuration

19
[

1 RMS
iLO/ILOM:
Set SNMP

Set SNMP by running the following:

$ sudo su - platcfg

Note: Refer Appendix H: SNMP Configuration to understand the preferred SNMP
configuration

Navigate to Network Configuration -> SNMP Configuration -> NMS
Configuration.

“:]iiﬂiiﬁagﬁiiiiiﬁi )

lu SNMP Configuration Menu tij

SNMP Community Strings
Exit

Use arrow keys to move between options | <Enter> selects | <F12> Main Menu -

Select Edit and then choose Add a New NMS Server. The Add an NMS Server
page will be displayed.

B admusr@Golf

Llggggu NMS Server Action Menu tggggk]

Add A New NMS Server

Edit An Existing NMS Server
Delete an Existing NMS Server a
Exit

Use arrow keys to move between options | <Enter> selects | <F12> Main Memm

Complete the form by entering NMS server IP, Port (default port is 162) and
community string provided by the customer about the SNMP trap destination.

Select OK to finalize the configuration. The NMS Server Action Menu will now be
displayed. Select Exit. The following dialogue will then be presented.

Select Yes and then wait a few seconds while the Alarm Routing Service is
restarted. At that time the SNMP Configuration menu will be presented.

Exit platcfg.
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Procedure 4. First RMS Configuration

20 | 1 RMS Execute the following command to restart the server:
0 iLO/ILOM:
Restart [§ sudo init 6 |
21 | 1" RMS Execute this step if the NetBackup feature is enabled for this system, otherwise

iLO/iLOM: skip this step. Configure the appropriate NetBackup client on the PMAC TVOE
N Configure host.

NetBackup-
Part 1 Open firewall ports for NetBackup using the following commands:
(Optional)

$ sudo 1ln -s /usr/TKLC/plat/share/netbackup/60netbackup.ipt
/usr/TKLC/plat/etc/iptables/

$ sudo /usr/TKLC/plat/bin/iptablesAdm reconfig

Enable platcfg to show the Netbackup Menu Items by executing the following

commands:

$ sudo platcfgadm --show NBConfig;

$ sudo platcfgadm --show NBInit;

$ sudo platcfgadm --show NBDeInit;

$ sudo platcfgadm --show NBInstall;

$ sudo platcfgadm --show NBVerifyEnv;
$ sudo platcfgadm --show NBVerify;

Create LV and file system for Netbackup client software on the vgguests volume
group:

$sudo /usr/TKLC/plat/sbin/storageMgr /tmp/nb.lvm

This will create the LV, format it with a filesystem, and mount it under
/usr/openv/.

Example output is shown below:

Called with options: /tmp/nb.lvm

VG vgguests already exists.

Creating lv netbackup 1lv.

Volume netbackup lv will be created.
Success: Volume netbackup lv was created.
Creating filesystem, this may take a while.
Updating fstab for 1lv netbackup 1lv.
Configuring existing 1lv netbackup 1lv.

The LV for netbackup has been created!
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Procedure 4. First RMS Configuration

22 | 1" RMS Install the netbackup client software:
0 iLO/ILOM:
Configure Refer to Appendix I: Application NetBackup Client Installation Procedures on
NetBackup- | instructions how to install the netbackup client.
Part 2
(Optional) Note: Skip any steps relating to copying netbackup "notify" scripts to

/usr/openv/netbackup/bin. The TVOE netbackup notify scripts are taken care of in
the next step.

Create softlinks for TVOE specific netbackup notify scripts.

$sudo 1ln -s /usr/TKLC/plat/sbin/bpstart notify
/usr/openv/netbackup/bin/bpstart_notify

$sudo 1ln -s /usr/TKLC/plat/sbin/bpend notify
/usr/openv/netbackup/bin/bpend notify

Note: Once the Netbackup Client is installed on TVOE, the NetBackup Master
should be configured to back up the following files form the TVOE host:

* /var/TKLC/bkp/*.iso

23 | 1 RMS syscheck must be configured to monitor bonded interfaces.
iLO/iLOM:

N Setup Replace "bondedInterfaces" with "bond0" or "bond0,bond1" if segregated networks
syscheck are used:

$ sudo /usr/TKLC/plat/bin/syscheckAdm net ipbond --set
--var=DEVICES --val=<bondedInterfaces>

$ sudo /usr/TKLC/plat/bin/syscheckAdm net ipbond --enable

$ sudo /usr/TKLC/plat/bin/syscheck net ipbond -v

24 | 1 RMS Execute the following:
iLO/iLOM:

N Verify Server | | $§ alarmMgr —alarmStatus
Health

This command should return no output on a healthy system. If any alarms are
reported, contact Appendix U: My Oracle Support (MOS)
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25
[

1 RMS
iLO/iLOM:
Perform a
TVOE
backup
using TPD
platcfg utility

Execute the following:

| $ sudo su - platcfg

Navigate to Maintenance -> Backup and Restore

admusr@GolfA-TVOE::

laqqqu Maintenance Menu tqagaqgH

Upgrade
Halt Server

Restart Server a
Eject CDROM a
Save Platform Debug Logs a
Exit

Use arrow keys to move between options | <Enter> selects | <F12> Main Menn

Select Backup Platform (CD/DVD)

Note: If no cdrom device is found by TPD, you will receive an error dialog with the
message: "No disk device available. This is normal on systems without a cdrom
device." Press Enter to continue.

Select an applicable backup option, and press Enter to continue.
Exit from TPD platcfg utility.

The TVOE backup can be found in the "/var/TKLC/bkp/" directory, and is prefixed by
the server hostname. An example of a TVOE backup ISO follows:
Ivar/TKLC/bkp/RMS503ul4-plat-app-201210301505.iso

Move the TVOE backup to a customer provided backup server for safe keeping.
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4.3 Install PMAC

Procedure 5. PMAC Deployment

S | This procedure will deploy PMAC on the TVOE Host
T
E | Prerequisite: First RMS Network Configuration (PMAC Host) has been completed.
z Needed material:
- PMAC Media on USB Drive or ISO
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 |1 RMS Log in to iLO/iILOM, follow Appendix D: TVOE iLO/iILOM GUI Access for instructions
0 iLO/ILOM: on how to access the iLO/ILOM GUI.
Login and
Launch the | https://<management server iLO ip> |
Integrated
Remote
Console
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Procedure 5. PMAC Deployment

2
[

TVOE
iLO/ILOM:
Mount the
PMAC
Media to the
TVOE
Server

Use one of the following 2 options to mount the PMAC Media:

Option 1:

If using a USB media, insert the PM&C USB into a USB port and execute the
following to mount the iso:

$ 1s /media/*/*.iso
/media/sddl/872—2586—101—5.7.0_57.3.0—PM&C—X86_64.iSO

Use the output of the previous command to populate the next command

$ sudo mount -o loop /media/sdbl/872-2586-101-5.7.0 57.3.0-
PM&C-x86 64.iso /mnt/upgrade

Option 2:

If using an ISO image, run the following to mount it:

|$ sudo mount -o loop ISO FILENAME.iso /mnt/upgrade

Next Validate the PM&C media by executing the following commands:

$ cd /mnt/upgrade/upgrade
$ .validate/validate cd

Validating cdrom.. .

UMVT Validate Utility v2.2.2, (c)Tekelec, June 2012
Validating <device or ISO>

Date&Time: 2012-10-25 10:07:01

Volume ID: tklc 872-2441-106 Rev A 50.11.0

Part Number: 872-2441-106 Rev A

Version: 50.11.0

Disc Label: PM&C

Disc description: PM&C

The media validation is complete, the result is: PASS
CDROM is Valid

Note: If the media validation fails, the media is not valid and should not be used.
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Procedure 5. PMAC Deployment

3 | TVOE
iLO/iLOM:
U Deploy
PMAC

Using the PMAC-deploy script, deploy the PMAC instance using the configuration
captured during the site survey.

|$ cd /mnt/upgrade/upgrade

If deploying PMAC without netbackup feature, run the following command:

$ sudo ./pmac-deploy --guest=<PMAC Name>
--hostname=<PMAC Name> --controlBridge=<TVOE_ Control Bridge>
--controlIP=<PMAC Control_ ip address>
--controlNM=<PMAC Control netmask>
--managementBridge=<PMAC_Management Bridge>
--managementIP=<PMAC Management ip address>
--managementNM=<PMAC Management netmask/prefix>
--routeGW=<PMAC_Management gateway_address>
--ntpserver=<TVOE Management server ip address>
--isoimagesVolSizeGB=20

If deploying PMAC with NetBackup feature, run the following command:

$ sudo ./pmac-deploy --guest=<PMAC_Name>
--hostname=<PMAC Name> --controlBridge=<TVOE Control Bridge>
--controlIP=<PMAC Control_ ip address>
--controlNM=<PMAC Control netmask>
--managementBridge=<PMAC_Management Bridge>
--managementIP=<PMAC Management ip address>
--managementNM=<PMAC_Management_ netmask/prefix>
--routeGW=<PMAC_Management gateway_address>
--ntpserver=<TVOE Management server_ ip address>
--netbackupVol --bridge=<TVOE NetBackup Bridge>
--nic=netbackup --isoimagesVolSizeGB=20

The PMAC will deploy and boot. The management and control network will come up
based on the settings that were provided to the PMAC-deploy script.

Note: This step takes between 5 and 10 minutes.

4 | TVOE
iLO/ILOM:
Unmount the
Media

The media should auto-unmount, if it does not, unmout the media using the following
command:

$ cd /

$ sudo /bin/umount /mnt/upgrade

Remove the media from the drive.
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Procedure 5. PMAC Deployment

5 | TVOE Using an SSH client such as putty, ssh to the TVOE host as admustr.
iLO/ILOM:
N SSH into the | Login using virsh, and wait until you see the login prompt :
Management
Server $ sudo /usr/bin/virsh list
Id Name State
1 myTPD running
2 PM&C running
$ sudo /usr/bin/virsh console <PM&C>
[Output Removed]
Starting ntdMgr: [ OK ]
Starting atd: [ OK ]
'TPD Up' notification(s) already sent: [ OK ]
upstart: Starting tpdProvd...
upstart: tpdProvd started.
CentOS release 6.2 (Final)
Kernel 2.6.32-220.17.1.el6prerel6.0.0 80.14.0.x86 64
on an x86 64
PM&Cdev7 login:
6 | Virtual Establish an SSH session to the PMAC, login as admusr.
PM&C:
0 Verify the Run the following command (there should be no output):
PMAC is
configured $ sudo /bin/ls /usr/TKLC/plat/etc/deployment.d/
correctly on
first boot
7 | Virtual If an error was made use the following command to delete the PM&C Guest and
PMAC: then re-deploy the guest again:
N Error doing
verification, if | | $ sudo guestMgr -remove <PMAC_ Name>
error is
outputted
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Procedure 5. PMAC Deployment

8
[

Virtual
PM&C: Set
the PMAC
time zone

Determine the Time Zone to be used for the PMAC

Note: Valid time zones can be found in Appendix J: List of Frequently used Time

Zones

Run

$ sudo set _pmac_tz.pl <time zone>
Example:

$ sudo set pmac tz.pl America/New York

Verify that the time zone has been updated:

$ sudo date
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Procedure 5. PMAC Deployment

9 | Virtual Set SNMP by running the following:
0 PMAC: Set
SNMP $ sudo su - platcfg

Navigate to Network Configuration -> SNMP Configuration -> NMS
Configuration.

’E - lonclon : root
File Edit View Bookmarks Settings Help

Platform Configuration Utility 3.04 (C) 2003 - 20 lec, Inc Options ——
Hostname: hostnamel3057237

e —

Community String

Select Edit and then choose Add a New NMS Server. The 'Add an NMS Server'
page will be displayed.

Complete the form by entering in all information about the SNMP trap destination.
Select OK to finalize the configuration. The 'NMS Server Action Menu' will now be
displayed. Select Exit. The following dialogue will then be presented.

Select Yes and then wait a few seconds while the Alarm Routing Service is
restarted. At that time the SNMP Configuration Menu will be presented.

Exit platcfg.
10 | Virtual Reboot the server by running:
0 PMAC:
Reboot the $ sudo init 6
server
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4.4 Initialize the PMAC Application

Procedure 6. Initialize the PMAC

HFOMHdW

Use this procedure to gather and prepare configuration files that are required to proceed with the
DSR 6.0/7.0/7.1 installation.
Needed material:

- HP Misc. Firmware USB
- HP Solutions Firmware Upgrade Pack, Software Centric Release Notes (Min 2.2.8) [1]
- DSRUSBorISO

Check off () each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

TVOE Host: Once the PMAC is done rebooting, SSH to the TVOE Host server as admusr using
Get the DSR | the vsp/Host Console on the TVOE Management Server iLO/ILOM. Make the
ISO upgrade media available to the server.

Mount the media on the TVOE Host using one of the following commands:

1. If using a USB Drive, run the following to mount it:

$ sudo /bin/ls /media/*/*.iso
/media/sdbl/DSR—6.0.0_60.7.0—X86_64.iso

Use the output of the previous command to populate the next command

$ sudo /bin/mount -o loop /media/sdbl/DSR-6.0.0 60.7.0-
x86 64.iso /mnt/upgrade

2. If the DSR in on an I1ISO, mount it using the following commands

$ sudo /bin/mount -o loop <path to DSR ISO>
/mnt/upgrade
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Procedure 6. Initialize the PMAC

2 | TVOE Using an SSH client such as putty, ssh to the TVOE host as admustr.
iLO/ILO:

N SSH into the | Login using virsh, and wait until you see the login prompt :
Management
Server $ sudo /usr/bin/virsh list

Id Name State

1 myTPD running
2 PM&C running

$ sudo /usr/bin/virsh console <PM&C>
[Output Removed]

Starting ntdMgr: [ OK ]

Starting atd: [ OK ]

'TPD Up' notification(s) already sent: [ OK ]
upstart: Starting tpdProvd...

upstart: tpdProvd started.

CentOS release 6.2 (Final)

Kernel 2.6.32-220.17.1.el6prerel6.0.0 80.14.0.x86 64
on an x86 64

PM&Cdev7 login:

3 | Virtual
PMAC: Get Execute the following commands to copy the required files
support files
fromthe DSR || $ sudo /usr/bin/scp -r

ISO admusr@<TVOE management ip address>:
/mnt/upgrade/upgrade/overlay/* /usr/TKLC/smac/etc/

Logout of PMAC and Re-login to TVOE Host and unmount the ISO

Note: Hold ctrl ] to logout of the PM&C

| $ sudo umount /mnt/upgrade |

Remove the DSR 6.0/7.0/7.1 DSR media from the TVOE Management Server.
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Procedure 6. Initialize the PMAC

4 | Virtual Insert the Misc. Firmware USB media into the USB drive.
PMAC:
N Copy ISO For this step, be sure to use the correct 10S version specified by the HP Solutions
images into Firmware Upgrade Pack, Software Centric Release Notes (Min 2.2.8) [1]
place (this
will copy both | Copy each ISO image called out by the release notes.
the 4948E
I0S images SSH to the TVOE Host server as admusr using the vsp/Host Console on the TVOE
into place). Management Server iLO/ILOM. Make the upgrade media available to the server.

Execute the following commands to copy the required files. Note: The <PMAC
Management_IP Address> is the one used to deploy PMAC in procedure 4, step
4,

Mount the media on the TVOE Host using one of the following commands:
If using a USB Drive, run the following to mount it:
$ sudo /bin/ls /media/*/*.iso

Use the output of the previous command to populate the next command

$ sudo /bin/mount -o loop /media/sdbl/ <MISC file name>
/mnt/upgrade

If the DSR in on an ISO, mount it using the following commands

$ sudo /bin/mount -o loop <path to DSR ISO> /mnt/upgrade

$ sudo /usr/bin/scp -r
admusr@<TVOE_management ip address:/mnt/upgrade/<4948E_ISO_
image filename> /var/TKLC/smac/image/

Logout of PM&C and Re-login to TVOE Host and unmount the ISO
Hold ctrl ] to logout of the PM&C

$ sudo umount /mnt/upgrade

Remove the Misc. Firmware media from the drive.
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Procedure 6. Initialize the PMAC

5 | Virtual Initialize the PMAC Application; run the following commands:
[ PMAC:
Initialize the $ sudo /usr/TKLC/smac/bin/pmacadm applyProfile --fileName=TVOE
PMAC
Application Profile successfully applied.
$ sudo /usr/TKLC/smac/bin/pmacadm getPmacFeatureState
PMAC Feature State = InProgress
$ sudo /usr/TKLC/smac/bin/pmacadm addRoute
--gateway=<mgmt gateway address> --ip=0.0.0.0 --mask=0.0.0.0
--device=management
Successful add of Admin Route
$ sudo /usr/TKLC/smac/bin/pmacadm finishProfileConfig
Initialization has been started as a background task
6 | Virtual Wait for the background task to successfully complete.
PMAC:
Initialize the The command will show "IN_PROGRESS" for a short time.
PMAC
Application Run the following command until a "COMPLETE" or "FAILED" response is seen

similar to the following:

$ sudo /usr/TKLC/smac/bin/pmaccli getBgTasks

1: Initialize PMAC COMPLETE - PMAC initialized
Step 2: of 2 Started: 2012-07-13 08:23:55 running: 29
sinceUpdate: 47

taskRecordNum: 2 Server Identity:

Physical Blade Location:

Blade Enclosure:

Blade Enclosure Bay:

Guest VM Location:

Host IP:

Guest Name:

TPD IP:

Rack Mount Server:

IP:

Name:

Note: Some expected networking alarms may be present
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Procedure 6. Initialize the PMAC

7 | Virtual Perform a system healthcheck on PMAC
PMAC:

N Initialize the | $ sudo /usr/TKLC/plat/bin/alarmMgr -alarmStatus
PMAC
Application

This command should return no output on a healthy system.
Note: An NTP alarm will be detected if the system switches are not configured

$ sudo /usr/TKLC/smac/bin/sentry status
All Processes should be running, displaying output similar to the following:

PM&C Sentry Status

sentryd started: Mon Jul 23 17:50:49 2012
Current activity mode: ACTIVE

Process PID Status StartTS NumR

smacMon 9094 running Tue Jul 24 12:50:29 2012 2
hpiPortAudit 9137 running Tue Jul 24 12:50:29 2012 2
snmpEventHandler 9176 running Tue Jul 24 12:50:29 2012 2
Fri Aug 3 13:16:35 2012

Command Complete.

8 | Virtual Verify the PMAC application release
PMAC: Verify
the PMAC Verify that the PMAC application Product Release is as expected.
application
release Note: If the PMAC application Product Release is not as expected, STOP and

contact Appendix U: My Oracle Support (MOS)

$ sudo /usr/TKLC/plat/bin/appRev

Install Time: Fri Sep 28 15:54:04 2012
Product Name: PM&C

Product Release: 5.0.0 50.10.0

Part Number ISO: 872-2441-905

Part Number USB: 872-2441-105

Base Distro Product: TPD

Base Distro Release: 6.0.0 80.22.0
Base Distro ISO: TPD.install-

9 | Virtual Logout of the virsh console
PMAC:
N Logout of the | Hold ctrl ] to logout of the PMAC
PMAC
10 | Note If configuring a system with Aggregation switches, continue to procedure 7. If
0 configuring a system without aggregation switches, skip to procedure 8.
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4.5 Configure Cisco 4948E-F Aggregation Switches

4.5.1 Configure netConfig Repository

This procedure will configure the netConfig repository for all required services and for each switch to be
configured. At any time, you can view the contents of the netConfig repository by using one of the
following commands:

For switches, use the following command:

| $ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices

For services, use the following command:

| $ sudo /usr/TKLC/plat/bin/netConfig --repo listServices

Users returning to this procedure after initial installation should run the above commands and note any
devices and/or services that have already been configured. Duplicate entries cannot be added; if changes
to a device repository entry are required, use the editDevice command. If changes to a services
repository entry are necessary, you must delete the original entry first and then add the service again.

IPv4 and IPv6

Configuration support using IPv4 or IPv6 addresses through netConfig. Wherever IP addresses are
required for networking procedures in Section 3.1, IPv4 or IPv6 may be used. Commands such as ping
or ssh may also be used in these procedures, where for IPv6 cases may need to be "ping6" or "ssh -6" as
needed.

Terminology

The term ‘netConfig server’ refers to the entity where netConfig is executed. This may be a virtualized or
physical environment. ‘Management server’ may also accurately describe this location but has been
historically used to describe the physical environment while ‘Virtual PMAC’ was used to describe the
virtualized netConfig server. Use of the term ‘netConfig server’ to describe dual scenarios of physical and
virtualized environments will allow for future simplification of network configuration procedures.
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Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within "<>". Fill these worksheets out based on NAPD, and then refer back to these
tables for the proper value to insert depending on your system type.

Variable Value

<management_server_iLO ip>

<management_server_mgmt _ip_address>
<netConfig_server_ mgmt ip address>

<switch_backup user> admusr
<switch_backup user password>
<serial console type> u=USB, c=PCle

For the first aggregation switch (4948, 4948E, or 4948E-F): Fill in the appropriate value for this site.

Variable Value
<switch_hostname>

<device_model>

<console_name>

<switch_console password>

<switch_platform_username>

<switch_platform_password>

<switch_enable password>

<switch_mgmt_ip_address>

<switch_mgmt_netmask>

<mgmt_vlanID>

<control_vlanlD>

<|IOS _filename>

<ip_version>

For the second aggregation switch (4948, 4948E, or 4948E-F): Fill in the appropriate value for this site.

Variable Value

<switch_hostname>

<device_model>

<console name>

<switch_console password>

<switch_platform_username>

<switch_platform_password>

<switch_enable password>

<switch_mgmt_ip_address>

<switch_mgmt_netmask>

<mgmt_vlaniD>

<control_vlaniD>

<IOS filename>

<ip_version>
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Procedure 7. Configure netConfig Repository

S | This procedure will configure 4948E-4948E-F switches with an appropriate IOS and configuration
T | specified by Platform Engineering and Application requirements.
E
P | Prerequisite: This procedure assumes a recently IPM’ed TVOE server with a VM hosting the PM&C
# | application.
Needed material:
- HP Misc. Firmware USB
- HP Solutions Firmware Upgrade Pack, Software Centric Release Notes (Min 2.2.8) [1]
- DSRUSB or ISO
Note: Uplinks must be disconnected from the customer network prior to executing this procedure.
One of the steps in this procedure will instruct when to reconnect these uplink cables.
Note: The generic XML configuration file referenced in this procedure needs to be updated to match
the customer’s network.
Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 [ 1°"RMS Log in to iLO/iLOM, follow Appendix D: TVOE iLO/iLOM GUI Access for
0 iLO/iLOM: instructions on how to access the iLO/ILOM GUI.
Login and
Launch the | https://<management server iLO ip> |
Integrated
Remote Login as admusr.
Console
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Procedure 7. Configure netConfig Repository

2 | TVOEILOI/ILO:
SSH into the
U Management
Server

Using an SSH client such as putty, ssh to the TVOE host as admustr.

Login using virsh, and wait until you see the login prompt :

$ sudo /usr/bin/virsh list

Id Name State

1 myTPD running
2 PM&C running

$ sudo /usr/bin/virsh console <PM&C>
[Output Removed]

Starting ntdMgr: [ OK ]

Starting atd: [ OK ]

'TPD Up' notification(s) already sent: [ OK ]
upstart: Starting tpdProvd...

upstart: tpdProvd started.

CentOS release 6.2 (Final)

Kernel 2.6.32-220.17.1.el6prerel6.0.0 80.14.0.x86 64
on an x86 64

PM&Cdev?7 login:
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Procedure 7. Configure netConfig Repository

3 | Virtual PMAC: Use netConfig to create a repository entry that will use the ssh service. This
Setup netConfig | command will provide the user with several prompts. The prompts shown with
U Repository <variables> as the answers are site specific that the user MUST modify. Other
prompts that don't have a <variable> shown as the answer must be entered
EXACTLY as they are shown here:
$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=ssh service
Service type? (tftp, ssh, conserver, oa) ssh
Service host? <netConfig server mgmt ip address>
Enter an option name <g to cancel>: user
Enter the value for user: <switch backup user>
Enter an option name <g to cancel>: password
Enter the value for password:
<switch backup user password>
Verify Password: <switch backup user password>
Enter an option name <g to cancel>: q
Add service for ssh service successful
To ensure that you entered the information correctly, use the following command
and inspect the output, which will be similar to the one shown below.
$ sudo /usr/TKLC/plat/bin/netConfig --repo showService
name=ssh_ service
Service Name: ssh service
Type: ssh
Host: 10.250.8.4
Options:
password: C20F7D639AETE7
user: admusr
4 | Virtual PMAC: Use netConfig to create a repository entry that will use the TFTP service. This
Configure TFTP | command will give the user several prompts. The prompts with <variables> as the
service answers are site specific that the user MUST modify. Other prompts that don't

have a <variable> as an answer must be entered
EXACTLY as they are shown here.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=tftp service

Service type? (tftp, ssh, conserver, oa) tftp
Service host? <netConfig server mgmt ip address>
Enter an option name (g to cancel): dir

Enter a value for user dir: /var/TKLC/smac/image/
Enter an option name(g to cancel): q

Add service for tftp service successful
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Procedure 7. Configure netConfig Repository

5 | Virtual PMAC: Execute the following command to run the conserverSetup:
[ Run

conserverSetup $ sudo /usr/TKLC/plat/bin/conserverSetup -<serial console
type> -s <management server mgmt ip address>

You will be prompted for the platcfg credentials.
An example:

[admusr@vm-pmaclA]$ sudo /usr/TKLC/plat/bin/conserverSetup
-u -s <management server mgmt ip address>

Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by

[ENTER] :<platcfg_password>

Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: PMAC

Base Distro Release: 7.0.0.0.0 86.1.0

Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: TVOE

Base Distro Release: 7.0.0.0.0 86.2.0

Configuring switch 'switchlA console' console

server...Configured.
Configuring switch 'switchBA console' console
server...Configured.

Configuring iptables for port(s) 782...Configured.
Configuring iptables for port(s) 1024:65535...Configured.
Configuring console repository service...

Repo entry for "console service" already exists; deleting
entry for:

Service Name: console service

Type: conserver

Host: <management server mgmt ip address>

...Configured.

Slave interfaces for bondO:

bond0 interface: ethO01

bond0 interface: eth02

»

Virtual PMAC: Copy the FW identified by <FW_image> in the aggregation switch variable table
Copy the Cisco

U Firmware to the $ sudo /bin/cp /mnt/upgrade/files/<FW_image>
TFTP Directory /var/TKLC/smac/image

$ sudo /bin/chmod 644 /var/TKLC/smac/image/<FW image>
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7
[

Virtual PMAC:
Setup the
netConfig
Repository with
Aggregation
Switch
Information

Use netConfig to create a repository entry for each switch. The initial command
will prompt the user multiple times. The prompts with <variables> as the answers
are site specific that the user MUST modify. Other prompts that don't have a
<variable> as an answer must be entered EXACTLY as they are shown here.

Note: The <device_model> can be 4948, 4948E, or 4948E-F depending on the
model of the device. If you do not know, stop now and contact Appendix U: My
Oracle Support (MOS)

sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? Cisco

Device Model? <device model>

What is the IPv4 (CIDR ;otation) or IPv6 (address/prefix notation)
address for

management?: <switch mgmt ip address>

Is the management interface a port or a vlan? [vlan]: [Enter]
What is the VLAN ID of the management VLAN? [2]: [mgmt wvlanID]
What is the name of the management VLAN? [management]: [Enter]
What switchport connects to the management server? [GE40]: [Enter]
What is the switchport mode (access|trunk) for the management server
port?

[trunk]: [Enter]

What are the allowed vlans for the management server port? [1,2]:
<control vlanID>, <mgmt vlanID>

Enter the Fame of the firmwarg file [cat4500e-entservicesk9-mz.122-
54 .X0.bin]:

<IOS_filename>

Firmware file to be used in upgrade: <IOS_filename>

Enter the name of the upgrade file transfer service: tftp_service
File transfer service to be used in upgrade: tftp service

Should the init oob adapter be added (y/n)? Yy

Adding consoleInit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access? console_ service

What is the name of the console for OOB access? <console name>
What is the platform access username? <switch platform username>
What is the device console password? <switch console_ password>
UG006482 Revision B, April 2015 70

Software Installation Procedures

Verify password: <switch_ console_password>

What is the platform user password? <switch_platform password>
Verify password: <switch platform password>

What is the device privileged mode password?

<switch enable password>

Verify password: <switch enable password>

Should the live network adapter be added (y/n)? ¥y

Adding cli protocol for <switch hostname> using network...

Network device access already set: <switch mgmt ip address>
Should the live oob adapter be added (y/n)? ¥y

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: console_service

Device named <switch hostname> successfully added.
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8
[

Virtual PMAC:
Verification

To check that you entered the information correctly, use the following command:

name=<switch hostname>

The output should be similar to the one shown:

name=<switch hostname>

Device: <switch hostname>

Vendor: Cisco

Model: <device model>

FW Ver: O

FW Filename: <IOS_ image>

FW Service: tftp service
Initialization Management Options
mgmtIP: <switch mgmt ip address>
mgmtInt: vlan

mgmtVlan: <mgmt vlanID>
mgmtVlanName: management
interface: GE40

mode: trunk

allowedVlans: <control vlanID>, <mgmt vlanID>
Access: Network: <switch mgmt ip address>
Access: OOB:

Service: console service

Console: <console name>

Init Protocol Configured

Live Protocol Configured

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice

Virtual PMAC:
Repeat For
Second 4948.

Repeat Steps 7-8 for the second Cisco 4948.
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4.5.2 Configure Cisco 4948E-F Aggregation Switches

This procedure will configure the 4948E-F switches with the appropriate 10S and configuration from a
single management server and virtual PMAC.

Procedure Reference Tables:

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table for
the proper value to insert depending on your system type.

Variable Value

<switch platform username>

<switch platform password>

<switch _console password>

<switch enable password>

<management_server_ mgmt ip _address>

<pmac_mgmt_ip_address>

<switch mgmtVLAN id>

<switchlA mgmtVLAN ip address>

<switch_mgmt_netmask>

<mgmt_Vlan_subnet id>

<netmask>

<switch1B_mgmtVLAN_ip_address>

<switch_Internal_VLANS _list>

<management_server_mgmtinterface>

<management_server_iLO_ip>

<customer_supplied _ntp_server address>

Variable Value
<platcfg_password> Initial password as provided by Oracle
<management_server mgmtinterface> Value gathered from NAPD
<switch_backup user> admusr

<switch_backup user password>
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S | This procedure will configure the 4948E-F switches with the appropriate IOS and configuration from

T | a single management server and virtual PMAC.

E

P | Needed material:

L HP Misc. Firmware USB
- HP Solutions Firmware Upgrade Pack, Software Centric Release Notes (Min 2.2.8) [1]

- Template XML files from the DSR media
Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Virtual Verify the IOS image is on the system. If the appropriate image does not exist, copy
0 PMAC: Verify | the image to the PMAC.
I0S image is
on the |$ /bin/ls -i /var/TKLC/smac/image/<IOS_image file>
system
2 | Virtual Enable the DEVICE.NETWORK.NETBOOT feature with the management role to
M PMAC: allow TFTP traffic:
Modify PMAC
Feature to $ sudo /usr/TKLC/smac/bin/pmacadm editFeature
allow TFTP --featureName=DEVICE.NETWORK.NETBOOT --enable=1
$ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures
Note: Ignore the sentry restart instructions
Note: This may take up to 60 seconds to complete.

3 | Virtual Exit from the virtual PMAC console, by entering < ctrl-] > and you will be returned to
PMAC TVOE | the server prompt. Ensure that the interface of the server connected to switch1A is
HOST: the only interface up and obtain the IP address of the management server
Manipulate management interface by performing the following commands:
host server
physical $ sudo /sbin/ifup <ethernet_ interface 1>
interfaces. $ sudo /sbin/ifdown <ethernet interface 2>

$ sudo /sbin/ip addr show <management_ server mgmtInterface>
| grep inet

Note: The command output should contain the IP address of variable
<management_server_Mgmt_ip_address>

57|Page

E55235-03




Procedure 8. Configure Cisco 4948E-F Aggregation Switches (netConfig)

4 | Virtual Determine if switch1A PROM upgrade is required.
PMAC:
N Determine if | Note: ROM & PROM are intended to have the same meaning for this procedure
switch1lA
PROM Connect serially to switch1A by issuing the following command.
upgrade is
required $ sudo /usr/bin/console -M
<management server mgmt ip address> -1 platcfg
switchlA console
Enter platcfg@pmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]
Press Enter
Switch> show version | include ROM
ROM: 12.2(31r)SGAl
System returned to ROM by reload
Note: If the console command fails, contact Appendix U: My Oracle Support
(MOS)
Note the 10S image & ROM version for comparison in a following step. Exit from the
console by entering <ctrl-e><c><.> and you will be returned to the server prompt.
Check the version from the previous command against the version from the release
notes referenced. If the versions are different, perform the procedure in Appendix
K: Upgrade Cisco 4948 PROM to upgrade the PROM for switch1A.
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Procedure 8. Configure Cisco 4948E-F Aggregation Switches (netConfig)

5 | Virtual Extract the configuration files from the zip file copied in procedure 6
PMAC:
U Modify $ cd /usr/TKLC/smac/etc
configure xml || $ sudo unzip DSR NetConfig Templates.zip
file with
information
needed to Note: This will create a directory called “DSR_NetConfig_Templates” which
initialize the contains all the necessary configuration files. Copy the following files using the
switch. following commands

$ sudo cp DSR NetConfig Templates/init/Aggregation/*.xml
/usr/TKLC/smac/etc

$ sudo cp DSR NetConfig Templates
/config/DSR_RMS Productization/4948E-F_L3 configure.xml
/usr/TKLC/smac/etc

$ sudo chmod 644 /usr/TKLC/smac/etc/*.xml

Note: Update the 4948E init and configure xml files to match your network
parameters. Values to be modified by the user will be notated in this step by a
preceding dollar sign. So a value that has <some_variable_name> will need to be
modified, removing the dollar sign and the less than, greater than sign.

$ sudo vi /usr/TKLC/smac/etc/switchlA 4948 E E-
F_cClass_template_init.xml

$ sudo vi /usr/TKLC/smac/etc/switchlB 4948 E E-
F _cClass_template_init.xml

$ sudo vi /usr/TKLC/smac/etc/4948E-F_L3 configure.xml
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6 | Virtual Initialize switchl1A by issuing the following command:
0 PMAC:

Initialize $ sudo /usr/TKLC/plat/bin/netConfig --

SwitchlA file=/usr/TKLC/smac/etc/switchlA 4948 4948E init.xml
Processing file:
/usr/TKLC/smac/etc/switchlA 4948 4948E init.xml

Note: This step takes about 5-10 minutes to complete. Check the output of this
command for any errors. If this fails for any reason, stop this procedure and contact
Appendix U: My Oracle Support (MOS). A successful completion of netConfig will
return the user to the prompt.
Use netConfig to get the hostname of the switch, to verify that the switch was
initialized properly, and to verify that netConfig can connect to the switch.
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getHostname
Hostname: switchlA
$
Note: If this command fails, stop this procedure and contact Appendix U: My
Oracle Support (MOS)
Exit the PM&C with the escape character is <ctrl-]>
7 | Virtual Exit from the virtual PMAC console, by entering < ctrl-] > and you will be returned to
0 PMAC TVOE | the server prompt. Ensure that the interface of the server connected to switch1B is

HOST: the only interface up and obtain the IP address of the management server

Manipulate management interface by performing the following commands:

host server

physical $ sudo /sbin/ifup <ethernet_ interface 2>

interfaces. $ sudo /sbin/ifdown <ethernet interface 1>
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Procedure 8. Configure Cisco 4948E-F Aggregation Switches (netConfig)

8 | TVOE Log back into the PMAC.
iLO/IiLO:

N SSH into the | Login using virsh, and wait until you see the login prompt :
Management
Server $ sudo /usr/bin/virsh list

Id Name State

1 myTPD running
2 PM&C running

$ sudo /usr/bin/virsh console <PM&C>
[Output Removed]

Starting ntdMgr: [ OK ]

Starting atd: [ OK ]

'TPD Up' notification(s) already sent: [ OK ]
upstart: Starting tpdProvd...

upstart: tpdProvd started.

CentOS release 6.2 (Final)

Kernel 2.6.32-220.17.1.el6prerel6.0.0 80.14.0.x86 64
on an x86 64

PM&Cdev7 login:

9 | Virtual Initialize switch1B by issuing the following command:
PMAC:
Initialize $ sudo /usr/TKLC/plat/bin/netConfig --
switch1B file=/usr/TKLC/smac/etc/switchlB 4948 4948E_init.xml

Processing file:
/usr/TKLC/smac/etc/switchlB 4948 4948E init.xml
$

Note: This step takes about 5-10 minutes to complete. Check the output of this
command for any errors. If this fails for any reason, stop this procedure and contact
Appendix U: My Oracle Support (MOS). A successful completion of netConfig will
return the user to the prompt.

Use netConfig to get the hostname of the switch, to verify that the switch was
initialized properly, and to verify that netConfig can connect to the switch.

$ sudo /usr/TKLC/plat/bin/netConfig --
device=switchlB getHostname

Hostname: switchlB

$

Note: If this command fails, stop this procedure and contact Appendix U: My
Oracle Support (MOS)
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Procedure 8. Configure Cisco 4948E-F Aggregation Switches (netConfig)

10 | Virtual Disable the DEVICE.NETWORK.NETBOOT feature.
0 PM&C
Modify PMAC | | $ sudo /usr/TKLC/smac/bin/PM&Cadm editFeature
Feature to --featureName=DEVICE.NETWORK.NETBOOT --enable=0
disable TFTP
$ sudo /usr/TKLC/smac/bin/PM&Cadm resetFeatures
Note: Ignore the sentry restart instructions
Note: This may take up to 60 seconds to complete.
11 | Virtual Configure both switches by issuing the following command:
[] EgKXiHethe $ sudo /usr/TKLC/plat/bin/netConfig --
. g file=/usr/TKLC/smac/etc/4948 4948E configure.xml
switches - -
Processing file:
/usr/TKLC/smac/etc/4948 4948E configure.xml
Note: This step takes about 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason, stop
this procedure and contact Appendix U: My Oracle Support (MOS).
12 | TVOE Exit from the virtual PM&C console, by entering <ctrl-]> and you will be returned to
0 Management | the server prompt.
Eﬁ;\ﬁé' Ensure that the interfaces of the server connected to switch1lA and switch1B are up
Interfaces on by performing the following commands:
TVOE Host

$ sudo /sbin/ifup <ethernet_interface 1>
$ sudo /sbin/ifup <ethernet_interface 2>
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13 | TVOE Log back into the PMAC.
0 iLO/ILO:
SSH into the | Login using virsh, and wait until you see the login prompt :
Management
Server $ sudo /usr/bin/virsh list
Id Name State
1 myTPD running
2 PM&C running
$ sudo /usr/bin/virsh console <PM&C>
[Output Removed]
Starting ntdMgr: [ OK ]
Starting atd: [ OK ]
'TPD Up' notification(s) already sent: [ OK ]
upstart: Starting tpdProvd...
upstart: tpdProvd started.
CentOS release 6.2 (Final)
Kernel 2.6.32-220.17.1.el6prerel6.0.0 80.14.0.x86 64
on an x86 64
PM&Cdev7 login:
14 | Virtual Ping each of the interfaces to verify switch configuration
[] EVI?//:QE Verify $ /bin/ping <switchlA mgmtVLANIP>
configuration $ /bin/ping <switchlB mgmtVLANIP>
15 | Cabinet: Attach switch1A customer uplink cables. Refer to the NAPD for which ports are
[ Connect uplink ports.
Uplinks of
Switch1A Note: If the customer is using standard 802.1D spanning-tree, the links may take up
to 50 seconds to become active.
16 | Virtual Verify connectivity to the customer network by issuing the following command
0 PMAC: Verify
access to ‘$ /bin/ping <customer supplied ntp server address>
customer
network
17 | Cabinet: Attach switch1B customer uplink cables and detach switch1A customer uplink
M Connect cables. Refer to the NAPD for which ports are uplink ports.
Uplinks of
Switch1lB Note: If the customer is using standard 802.1D spanning-tree, the links may take up

to 50 seconds to become active.
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18 | Virtual Verify connectivity to the customer network by issuing the following command
0 PMAC: Verify

access to ‘ $ /bin/ping <customer supplied ntp_ server address>

customer

network
19 | Virtual Re-attach switch1A customer uplink cables. Refer to the NAPD for which ports are
0 PMAC: Re- uplink ports.

attach uplinks

of switch1A Note: If the customer is using standard 802.1D spanning-tree, the links may take up

to 50 seconds to become active

20 | TVOE Exit from the virtual PM&C console, by entering <ctrl-]> and you will be returned to
[ Management | the server prompt.

Server: . - )

Restore the Restore the server networking back to original state:

TVOE host : 5

back 1o its | $ sudo /sbin/service network restart

original state
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4.6 Configure PMAC Server

Procedure 9. Configure the PMAC Server

This procedure will provide PMAC configuration using the web interface.

Note: The installer must be knowledgeable of the network. If you make a mistake, click Cancel and

try again. The finish step may take longer time because it reconfigures the network and attempts to
connect may fail.

HOMHdW

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | PMAC Open web browser and navigate to the PMAC GUI, Login as PMACadmin user:
GUI: Login

| https://<pmac_network ip> |

ORACLE

Oracle System Login

Mon Jul 28 21:45:52 2014 UTC

Login
Enter your username and password to log in
Usemame:
Password:
Change password

Login

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 7.0, 8.0,
or 9.0 with support for JavaScript and cookies.

Oracle and logo are registered service marks of Oracle Corporation.
Copyright © 2013 Oracle Corporation All Rights Reserved.
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Procedure 9. Configure the PMAC Server

2
[

PMAC
GUI:
Configure
Optional
Features

Navigate to Main Menu -> Administration -> PM&C Configuration

B £ Main Menu

[~ JPM&C Configuratiol
1 orl figuration
onfiguration

If NetBackup is to be used, enable the NetBackup feature. Otherwise use the selected
features as is. The following image is for reference only:

Features

Feature Description Role Enabled

DEVICE.NETWORKMNETBOOT

DEVICE.NTP

PMAC. MANAGED

PMEC server

PMAC REMOTE. BACKUP

management

PMAC.NETBACKUP
Add Role

Make sure that the roles for all the features are set to management.

Also make sure that the enabled checkbox is checked for the following:
DEVICE.NETWORK.NETBOOT

DEVICE.NTP

PM&C.REMOTE.BACKUP

PM&C.NETBACK (only if NetBackup is used)

And click on Apply. This foreground task will take a few moments, and then refresh the
view with an Info or Error notice to verify the action. To discard changes, just navigate
away from the view
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Procedure 9. Configure the PMAC Server

3
[

PMAC
GUL:
Settings
summary

Go to In the Main Menu -> Administration -> PM&C Configuration

The following summary screen will be displayed. This will provide a summary of PM&C
configuration

ORACLE

B 4O Main Menu
B i Hardware
M Sof

ment

- [ Logout

Configuration Summary

Platform Management & Configuration
5.7.0.0.0-57.16.0

me pmacadmin [Logouf]

~ Network Description

Network IP
192.168.1.0
10.240.42.64

~ Network and Roles Description

Network IP
192.168.1.0
10.240.4264

~ Network Interface Description
Device
control
management

~ Route Configuration
Device Desfination IP

management 0.0.00

~ DHCP Configuration

Start DHCP
192.168.15

Network Mask
255.255.255.0
255.255.255.224
Network Mask Role
255.255.255.0 control
255.255.255.224 management
IP Address Description
192.168.1.1 Control netwark for managed servers
10.240.42.68 Management of system devices
Network Mask Gateway IP
0.0.0.0 10.240.42.65
End DHCP
192.168.1.254

@,HE\D

Mon Jul 28 21:55:46 2014 UTC
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Procedure 9. Configure the PMAC Server

4 | PMAC Execute the following commands:

0 Command
Line: | $ alarmMgr -alarmStatus
Perform a
system
healthchec | This command should return no output on a healthy system.

k
$ sudo sentry status
All Processes should be running, displaying output similar to the
following:
PM&C Sentry Status
sentryd started: Mon Jul 23 17:50:49 2012
Current activity mode: ACTIVE
Process PID Status StartTS NumR
smacTalk 9039 running Tue Jul 24 12:50:29 2012 2
smacMon 9094 running Tue Jul 24 12:50:29 2012 2
hpiPortAudit 9137 running Tue Jul 24 12:50:29 2012 2
snmpEventHandler 9176 running Tue Jul 24 12:50:29 2012 2
eclipseHelp 9196 running Tue Jul 24 12:50:30 2012 2
Fri Aug 3 13:16:35 2012
Command Complete.

5 | PMAC 1. If the NetBackup client installation will rely on the TPD “nbAutolnstall”
Command process to configure the PM&C NetBackup client perform the following at the
Line: PMAC Command Line, otherwise continue to sub bullet 2 below.
Install
NetBackup $ sudo mkdir -p /usr/openv/netbackup/bin/

(Optional)

$ sudo 1ln -s /usr/TKLC/smac/sbin/bpstart notify
/usr/openv/netbackup/bin/

$ sudo ln -s /usr/TKLC/smac/sbin/bpend notify
/usr/openv/netbackup/bin/

Use TPD platcfg utility to add the NetBackup Server’s alias and IP to the “/etc/hosts”
file.

2. Referto [3] (DSR 6.0/7.0), [4] (DSR 7.1), procedure “PM&C NetBackup
Client Installation and Configuration” for instructions on installing the
NetBackup client on the TVOE Management Server.
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6 | PMAC
Command

[ Line:
Perform a
backup

Perform PMAC application backup using the following command:

$ sudo pmacadm backup

PM&C backup been successfully initiated as task ID 7
[usradm@pmacDev3 ~]18$

Note: The "pmacadm backup" command uses a naming convention which includes a

date/time stamp in the file name (Example file name:

backupPM&C 20111025 100251.pef). In the example provided, the backup file name

indicates that it was created on 10/25/2011 at 10:02:51 am server time.

Next Verify that the backup was successful using the following command:

$ sudo pmaccli getBgTasks

2: Backup PMAC COMPLETE - PMAC Backup successful
Step 2: of 2 Started: 2012-07-05 16:53:10 running: 4

sinceUpdate: 2 taskRecordNum:

Once the backup has been verified that it was successful, copy the backup file to a

remote location. The backup file is located under /var/TKLC/smac/backup.
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4.7 Add Cabinet to PMAC

Procedure 10. Add Cabinet and Enclosure to the PMAC system Inventory

This procedure will provide PMAC configuration using the web interface.

Note: If you make a mistake, click Cancel and try again. The finish step may take longer time
because it reconfigures the network and attempts to connect may fail.

HOMHdW

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | PMAC Open web browser and navigate to the PMAC GUI, Login as PMACadmin user:
GUI: Login

| https://<pmac_network ip> |

ORACLE

Oracle System Login

Mon Jul 28 21:45:52 2014 UTC

Login
Enter your username and password to log in
Usemame:
Password:
[C]  change password

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 7.0, 8.0,
or 9.0 with support for JavaScript and cookies.

Oracle and logo are registered service marks of Oracle Corporation.
Copyright ® 2013 Oracle Corporation All Rights Reserved.
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2 | PMAC
GUL:

U Configure
Cabinets

Navigate to Main Menu -> Hardware -> System Configuration -> Configure
Cabinets.

B £ Main Menu
B & Hardware
g1 M System Inventory
B & System Configuration
[ ]

B Configure Enclosures

i Configure RMS
g1 M Software
B VM Management
M Storage
@ Administration
B Task Monitoring
B Logout

Press the Add Cabinet Button

Add Cabinet

Enter the Cabinet ID, and press the Add Cabinet button:
Add Cabinet

CabinetID: 1 CabinetID must be from 1 to 654.

Add Cabinat

3 | PMAC
GUI:

Check
Errors

If no error is reported to the user you will see the following:

Configure Cabinets

Info

Info

Provisioned Cabinets
p02
505

Add Cabinet Delete Cabinet

o ‘ + Cabinet 505 has been successfully added to the system

Or you will see an error message:

Add Cabinet

Ermmor =

Error

& ‘ « Cabinet|D 999 is invalid: must be between 1 and 654

Add Cabinet
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Procedure 10. Add Cabinet and Enclosure to the PMAC system Inventory

4 | PMAC Navigate to Main Menu -> Hardware -> System Configuration -> Configure RMS
0 GUI:
Configure
RMS
B Configure Enclosures
o
5 | PMAC On the Configure RMS panel, click the Add RMS button.
GUI: Add
RMS Configure RMS
RMS IP RMS Name
There are no provisioned RMS
| AddRMS | EditRMS || Delete RMS || FindRMS || FoundRMS |
6 | PMAC Enter the IP Address of the rack mount server management port (iLO/iLOM). All the
0 GUI: Enter | other fields are optional.
information | Then click on the Add RMS button.

Add RMS

IP:
Mame
CabinetD: —— -
User: pmacadmin
Password: esessss

[Add RMS |

Note: The PMAC contains default credentials for the rack mount server management
port (not to be confused with OS or Application credentials), however if you know the
default credentials will not work then enter the valid credentials for the rack mount
server management port.
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7 | PMAC If no error is reported to the user you will see the following
0 GUI:
Check Configure RMS
errors
- RMS Name
o = RMS 10.250.36.55 was added to the system. hpa0207ud7
[ Find RMS | [ Found RmS
Or you will see an error message:
Add RMS
Etrar
Error
& = Both the user and the passwoard must be specified or neither.
TGS T
CabinetID: [-—  [+]
User:
Password:
Add RIS
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8
[

PMAC
GUI: Verify
RMS
discovered

Navigate to Main Menu -> Hardware -> System Inventory -> Cabinet xxx -> RMS
yyy. Where xxx is the cabinet id selected when adding RMS (or "unspecified") and yyy
is the name of the RMS.

B £ Main Menu
B & Hardware
B & System Inventory
B & Cabinet Unspecified
]
| FRU Info
. @ Mm System Configuration
B & Software
: [ Software Inventory
_ [ Manage Software Images
i. | VM Management
s Storage
B Administration
i | Task Monitoring
' B Logout

The RMS inventory page is displayed.

RMS rms192.168.176.30 with IP 192.168.176.30

Hardware Software Habwork
Hardware Information 4]

Entity Typsa Rack Mounl Sarver
Discovery State Undiscoverad
(1]

Mamuiaciurar

Product Hams

Part Humber

Serial Humber

Firmiware Type

Firmiware Version

‘Slalus

LED State: Relnew'lg ﬁ

Periodically refresh the hardware information using the double arrow to the right of the
title "Hardware Information" until the "Discovery state" changes from
"Undiscovered" to "Discovered".

Note: If "Status" displays an error, contact Appendix U: My Oracle Support (MOS)
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4.8 Install TVOE on Additional Rack Mount Servers

Procedure 11. Install TVOE on Additional Rack Mount Servers

This procedure will install the TVOE operating system on additional Mounted Servers.

Prerequisite: PMAC (virtualized) has been installed on the First RMS Server.

HOMHdW

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | PMAC Open web browser and navigate to the PMAC GUI, Login as PMACadmin user:
GUI: Login

| https://<pmac_network ip> |

ORACLE’

Oracle System Login

Mon Jul 28 21:45:52 2014 UTC

Login
Enter your username and password to log in
Usemame:
Password:
[Tl change password

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 7.0, 8.0,
or 9.0 with support for JavaScript and cookies.

Oracle and logo are registered service marks of Oracle Corporation.
Copyright @ 2013 Oracle Corporation All Rights Reserved.
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2 | PMAC Navigate to Main Menu -> Hardware -> System Configuration -> Configure RMS.
GUI:
[ Configure o
RMS on B =
PM&C B & Hardware
Server . | @& System Configuration
.. |l Configure Cabinets
B Configure Enclosures
- JConfigure RMS
Click Add RMS
RIS P RMS Hame
There are no provisioned RMS
lﬁ' Find RMS || Found RMS |
—
Enter the IP Address of the rack mount server management port (iLO). All the other
fields are optional. Then click on the Add RMS button.
Click Add RMS
Add RMS
IF: *
Marme:
Cahinet D |-nmem “
User:
FPassword:
The iLO IP address and name of the new RMS should now be displayed.
3 | PMAC Repeat Step 2 for any additional rack mount servers you with the PMAC to configure.
GUI:
Repeat for
Additional
Rack
Mount
Servers
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Procedure 11. Install TVOE on Additional Rack Mount Servers

4 | TVOE
0 Host: Load
TVOE ISO

Add the TVOE ISO image to the PM&C, this can be done in one of two ways:
1. Attach the USB device containing the ISO image to a USB port.

Login to the PMAC GUI if not already done so (Step 1)

In the "VM Entities" list, select the PMAC guest. On the resulting "View
VM Guest" page, select the Media tab.

Under the Media tab, find the ISO image in the "Available Media" list,
and click its Attach button. After a pause, the image will appear in the

"Attached Media" list.

View VM Guest
Name: DSR_NOAMP_LARGE
Host: RMS: rms10.250.80.239

Current Power State: Run
[ Changeto.. ] On

VM Info Software Network Media

Attached Image Path
C ch  NarTKLCAvoe/mapping-isos/DSR_NOAMP_LARGE.iso

Available Media
Attach Label

Aftach = 2.7.0.0.0_84.17.0

Image Path
NarTKLClupgrade/TVOE-2.7.0.0.0_84.17.0-x86_64.is0

ning

Edit Delete ' [ Install OS 1 ( Clone Guest ] \ Upgrade ] [ Accept Upgrade

IuRejectUpgrade 1 Regenerate Device Mapping ISO ]

2. Using a TVOE 64 bit iso file

Use sftp to transfer the iso image to the PMAC server in the

user:

PMAC server)
# Using sftp, connect to the PMAC management server

/var/TKLC/smac/image/isoimages/home/smacftpusr/ directory as PMACftpusr

# cd into the directory where your ISO image is located on the TVOE Host (not on the

> sftp pmacftpusr@<PM&C_management network ip>
> put <image>.iso

# After the image transfer is 100% complete, close the connection

| > quit
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Procedure 11. Install TVOE on Additional Rack Mount Servers

5 | PMAC
GUI:

U'| add TvoE
image

Navigate to Main Menu -> Software -> Manage Software Images

Press Add Image button. Use the drop down to select the image.

Image Hame Type Architecture Description

There are no images in repository

If the image was supplied on a CD or a USB drive, it will appear as a virtual device
("device:/l..."). These devices are assigned in numerical order as CD and USB
images become available on the TVOE Management Server. The first virtual device is
reserved for internal use by TVOE and PMAC; therefore, the iso image of interest is
normally present on the second device, "device://dev/srl". If one or more CD or USB-
based images were already present on the TVOE Management Server before you
started this procedure, choose a correspondingly higher device

number.

If in Step 4 the image was transferred to PMAC via sftp it will appear in the list as a
local file "/var/TKLC/...".

Add Software Image & Help

Tua Jul 29 15:49:59 2014 UTC

Images may be added from any of these sources:

« Oracle-provided media in the PM&C hosts CD/DVD drive (See Mote)
« USB media attached to the PM&C’s host (See Mote)
« External mounts. Prefix the directory with "extfile:/™.
* These local search paths:
o NanTKLC/upgrade/.iso
o NanTKLC/smac/imagelisoimages/homelsmacfpusn®.iso

Mote: CD and USB images mounted on PM&C's VM host must first be made accessible to the PM&C VM guest.
To do this, go to the Media tab of the PM&C guest's View VM Guest page.

Path: [ -]

Description:

Add New Image

Select the appropriate path and Press Add New Image button.
You may check the progress using the Task Monitoring link. Observe the green bar
indicating success.

Once the green bar is displayed, remove the TVOE Media from the optical drive of the
TVOE Management Server.
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Procedure 11. Install TVOE on Additional Rack Mount Servers

6 | PMAC Navigate to Software -> Software Inventory.
[] Séjltla:ct £, Main Menu
RMS = ﬁ Hardware
Servers for = & System Inventory
TVOE OS . | i@ Enclosure 10101
install - @ FRU Info
_ B System Configuration
B & Software
S W oty are Inventory]
B Manage Software Images
Select the RMS servers you want to IPM. If you want to install the same OS image to
more than one server, you may select multiple servers by clicking multiple rows
individually. Selected rows will be highlighted in green.
Ident IP Address Hostname Plat Hame Plat Version App Name App Versior
RMS: MNOAN-A
Click on Install OS
Install 05
7 | PMAC The left side of this screen shows the servers to be affected by this OS installation.
GUI: From the list of available bootable images on the right side of the screen, select one
Initiate OS | OS image to install to all of the selected servers.
Install on
RMS "Targets 1 Select an 150 to Install on the listed Entities
Server(s) Enﬁl].' e SLE Image Name Type Architecture Description
RNS: NOAEA 872-2442-103-2.0.0_80.20.0-TVOE-x86_64 EB-JDIanIe ¥B6_64 TVOE software
RIS: NOAL-B !
Click on Start Install, a confirmation window will pop up, click on Ok to proceed with
the install.
Start Install
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Procedure 11. Install TVOE on Additional Rack Mount Servers

8 | PMAC
GUI:

[ Monitor OS
Install

Navigate to Main Menu -> Task Monitoring to monitor the progress of the TVOE
Installation background task. A separate task will appear for each server affected.

ID  Task Target Status Running Time  Start Time Progress
14 mnstall 0S Enc:10101 Bay:15 Boot install image 0:0001 v 50%
13 Install 0S Enc:10101 Bay:8F Bootinstall image 0:00:01 Tt 50%
112 stalos Enc:10101 BayZE Boot install image 0:00:01 ki 50%
j 1 Install 0S5 Enc:10101 Bay:2F Boot install image 0:00:01 1221112%9220 50%
10 mnstall 0 Enc:10101 Bay:1F Boot install image 0:00:02 e 50%
- LRy B

When the installation is complete, the task will change to green and the Progress bar
will indicate "100%".

Done: §72-2442-103-2.0.0_80.20.0- 0:25:59 2012-08-29

j 4 Install 0§ RIS: NOAM-B TVOE x86_64 11:48:29

100%

4.9 Configure TVOE on Additional Rack Mount Servers

Procedure 12. Configure TVOE on Additional Rack Mount Servers

HOMAW

This procedure will configure TVOE on all remaining RMS Servers.

Prerequisite: RMS Server has been IPM’ed with TVOE OS

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
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Procedure 12. Configure TVOE on Additional Rack Mount Servers

1
[

Determine
Bridge
Names and
Interfaces

Determine the bridge interfaces to be used on the TVOE server and fill in the
appropriate values in the table below. If netbackup is to be used, determine the
bridge interface to be used for the netbackup network and fill in the
<TVOE_NetBackup_Bridge_Interface> value.

The entries in this table should match the table that was filled out for the first RMS in
procedure 4, step 1.

Guest
Interface
Alias

control

management

xmi

imi

xsil

XSi2

netbackup
(if applicable)

TVOE Bridge
Name

control

management

xmi

imi

xsil

XSi2

netbackup

TVOE Bridge Interface

Fill in the appropriate value (default is bond0):

<TVOE_Control_Bridge_Interface>
Fill in the appropriate value:

<TVOE_Management_Bridge_Interface>
Fill in the appropriate value:

<TVOE_XMI_Bridge_Interface>
Fill in the appropriate value, (default is bond0.4):

<TVOE_IMI_Bridge_Interface>
Fill in the appropriate value:

<TVOE_XSI1_Bridge_Interface>
Fill in the appropriate value:

<TVOE_XSI2_Bridge_Interface>
Fill in the appropriate value:

<TVOE_NetBackup_Bridge_Interface>
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Procedure 12. Configure TVOE on Additional Rack Mount Servers

2 | RMS Log in to iLO/ILOM, follow Appendix D: TVOE iLO/ILOM GUI Access for instructions
iLO/ILOM: on how to access the iLO/iLOM GUI.
N Login and
Launch the |https://<management_server_iLO_ip>
Integrated
Remote
Console
3 | RMS If you are using a tagged control network interface on this TVOE Server, then
iLO/ILOM: complete this step. Otherwise, skip to the next step.
N Create
Tagged $ sudo /usr/TKLC/plat/bin/netAdm set --type=Bridge
Control --name=control --delBridgeInt=bond0
Interface and
Bridge Interface bond0 updated
(Optional) Bridge control updated

$ sudo /usr/TKLC/plat/bin/netAdm add --
device=<TVOE Control Bridge Interface> --onboot=yes

Interface <TVOE Control Bridge Interface> created

$ sudo /usr/TKLC/plat/bin/netAdm set --type=Bridge
--name=control
--bridgeInterfaces=<TVOE Control Bridge Interface>

4 | RMS Create the Management network, execute the following command:
iLO/iLOM:
Create the Note: The output below is for illustrative purposes only. The site information for this
Management | system will determine the network interfaces, (network devices, bonds, and bond
Network enslaved devices), to configure.

$sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE Management Bridge Interface> --onboot=yes

Interface bond0.2 added

$sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge
--name=management --bootproto=none --onboot=yes
--address=<Management_Server TVOE IP>
--netmask=<Management Server TVOE Netmask>
--bridgeInterfaces=<TVOE Management Bridge Interface>
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Procedure 12. Configure TVOE on Additional Rack Mount Servers

5 | RMS Configure the XMI Network:
0 iLO/ILOM:
Create the Note: The output below is for illustrative purposes only. The site information for this

XMI Network | system will determine the network interfaces, (network devices, bonds, and bond
enslaved devices), to configure.

$sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE XMI Bridge Interface> --onboot=yes

Interface bond0.3 added

$sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --name=xmi
--onboot=yes --bridgeInterfaces=<TVOE XMI Bridge Interface>

Interface bond0.3 was updated.
Bridge xmi added!

6 | RMS Configure the IMI Network:
0 iLO/ILOM:
Create the Note: The output below is for illustrative purposes only. The site information for this

IMI Network | system will determine the network interfaces, (network devices, bonds, and bond
enslaved devices), to configure.

$sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE_IMI Bridge Interface> --onboot=yes

Interface bond0.4 added

$sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --name=imi
--onboot=yes --bridgeInterfaces=<TVOE_IMI Bridge Interface>

Interface bond0.4 was updated.
Bridge imi added!
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Procedure 12. Configure TVOE on Additional Rack Mount Servers

7
[

RMS
iLO/iLOM:
Create the
XSI-1
Network
(with
Aggregation
Switches)

Execute this step if deploying with Aggregation switches, otherwise skip this step
Note: The output below is for illustrative purposes only. The site information for this
system will determine the network interfaces, (network devices, bonds, and bond
enslaved devices), to configure.

Execute the following commands:

$ sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE XSI1 Bridge Interface> --onboot=yes

Interface bond0.5 added

$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge
--name=xsil --onboot=yes
--bridgeInterfaces=<TVOE XSI1 Bridge Interface>

Interface bond0.5 was updated.
Bridge xsil added!
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8 | RMS Execute this step if deploying without Aggregation switches
iLO/ILOM:

N Create the Execute the following commands:
XSlI-1
Network $ sudo /usr/TKLC/plat/bin/netAdm add --device=bondl --
(without onboot=yes
Aggregation --type=Bonding --mode=active-backup --miimon=100
Switches)

Interface bondl added

$ sudo /usr/TKLC/plat/bin/netAdm set --device=eth03 --
type=Ethernet
--master=bondl --slave=yes --onboot=yes

Interface eth03 updated

$ sudo /usr/TKLC/plat/bin/netAdm set --device=ethl3 --
type=Ethernet
--master-bondl --slave=yes --onboot=yes

Interface ethl3 updated

$ sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE XSI1l Bridge Interface> --onboot=yes

Interface bondl.<XSI1 VLAN ID> added

$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --
name=xsil --onboot=yes
--bridgeInterfaces=<TVOE_XSI1 Bridge Interface>

Interface bondl.<XSI1 VLAN ID> was updated.
Bridge xsil added!
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9 | RMS

0 iLO/ILOM:
Create the

Execute the following commands for deployments without Aggregation switches:

Note: The output below is for illustrative purposes only. The site information for this

XSI-2 system will determine the network interfaces, (network devices, bonds, and bond

Network enslaved devices), to configure.

(with

Aggregation | Option 1: Deployment with Aggregation switches:

Switches)
$ sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE XSI2 Bridge Interface> --onboot=yes
Interface bond0.6 added
$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --
name=xsi2 --onboot=yes
--bridgeInterfaces=<TVOE XSI2 Bridge Interface>
Interface bond0.6 was updated.
Bridge xsi2 added!

10 | RMS Execute the following commands for deployments without Aggregation switches:
iLO/ILOM:

N Create the Note: The output below is for illustrative purposes only. The site information for this
XSI-2 system will determine the network interfaces, (network devices, bonds, and bond
Network enslaved devices), to configure.

(without
Aggregation $ sudo /usr/TKLC/plat/bin/netAdm add
Switches) --device=<TVOE XSI2 Bridge Interface> --onboot=yes

Interface bondl.<XSI2 VLAN ID> added

$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --
name=xsi2

--onboot=yes --bridgeInterfaces=<TVOE_XSI2 Bridge_ Interface>
Interface bondl.<XSI2 VLAN ID> was updated.

Bridge xsi2 added!
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11
[

RMS
iLO/iLOM:
Add the
NetBackup
Network-
Option 1
(Optional)

If NetBackup is to be used, execute this step, otherwise skip to Step 14.

Select only this option or the following options listed in steps 12-13.
Before selecting the configuration option, first read the description in each
step to determine which configuration is applicable to your installation and
network.

NetBackup is a tool that allows the customer to take remote backups of the system.

Note: The output below is for illustrative purposes only. The example output below
shows the control bridge configured.

Note: The example below illustrates a TVOE Management Server configuration with
the NetBackup feature enabled. The NetBackup network is configured with a non-
default MTU size.

Note: The MTU size must be consistent between a network bridge, device, or bond,
and associated VLANS.

Create netbackup bridge using a bond containing an untagged interface

$ sudo /usr/TKLC/plat/bin/netAdm add
--device=<TVOE NetBackup Bridge Interface>
--onboot=yes --type=Bonding --mode=active-backup --
miimon=100

--MTU=<NetBackup MTU_ size>

Interface <TVOE NetBackup Bridge Interface> added

$ sudo /usr/TKLC/plat/bin/netAdm set
--device=<ethernet_ interface 4> --type=Ethernet
--master=<TVOE_NetBackup Bridge Interface> --slave=yes
--onboot=yes

Interface <ethernet interface 4> updated

$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge
--name=<TVOE_NetBackup Bridge> --onboot=yes --bootproto=none
--MTU=<NetBackup MTU_ size>
--bridgeInterfaces=<TVOE_NetBackup Bridge Interface>
--address=<TVOE_NetBackup_ IP>

--netmask=<TVOE NetBackup Netmask>
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12 | RMS Select only this option or options in Steps 11 or 13
iLO/ILOM:
U Add the Create NetBackup bridge using an untagged native interface:
NetBackup
Network- $ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge
Option 2 --name=<TVOE_ NetBackup Bridge> --onboot=yes --bootproto=none
(Optional) --MTU=<NetBackup MTU size>
--bridgeInterfaces=<Ethernet Interface_ 4>
--address=<TVOE_NetBackup IP>
--netmask=<TVOE NetBackup Netmask>
13 | RMS Select only this option or options in 11-12
iLO/iLOM:
N Add the Create NetBackup bridge using a tagged device:
NetBackup
Network- $ sudo /usr/TKLC/plat/bin/netAdm add
Option 3 --device=<TVOE NetBackup Bridge Interface> --onboot=yes
(Optional)
Interface <TVOE_ NetBackup Bridge Interface> added
$sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge
--name=<TVOE NetBackup Bridge> --onboot=yes
--MTU=<NetBackup MTU size>
--bridgeInterfaces=<TVOE_NetBackup Bridge Interface>
--address=<TVOE_NetBackup IP>
--netmask=<TVOE NetBackup Netmask>
14 | RMS Restart the network interfaces, execute the following command:
iLO/iLOM:
N Restart the $ sudo service network restart
network
interfaces
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15 | RMS Set the server hostname by running the following:
[ iLO/ILOM:
Set | $ sudo su - platcfg |
Hostname
Navigate to Server Configuration -> Hostname ->Edit.
& samurecon-vor. - ===
Designation/Function
Set Clock
Time Zone
Exit E
Ose arrow keys to move between options | <Enter> selects | <F12> Main Menu -
Set TVOE Management Server hostname
Press OK.
Navigate out of Hostname
16 | RMS Navigate to Server Configuration -> Time Zone.
0 iLO/iLOM:
Set the Tlme E admusr@GolfA-TVO
Zone and/or
Hardware
Clock

lu Server Configuration Menu tkj

Hostname
Configure Storage a

Designation/Function a
Set Clock

Time Zone

Use arrow keys to move between options | <Enter>» selects | <F12> Main Menm

Select Edit.

Set the time zone and/or hardware clock to “UTC?” (or appropriate time zone value)

Press OK.
Navigate out of Server Configuration
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17 | RMS Navigate to Network Configuration ->NTP.
D iLO/ILOM: 13 admusr@GoltA-TVOE. )
Set NTP :
lu Network Configuration Menu tkj
Hetwork Interfaces
SHMP Configuration
Network Bridges
Configure Network
Routing
Iptables
IPSEC Configuration
Resolv
Stunnel
Modify Hosts File
Exit =
Ose arrow keys to move between options | <Enter> selects | <F12> Main Menum -
The Time Servers page will now be shown, which shows the configured NTP
servers and peers (if there are NTP servers already configured).
Update NTP Information, select Edit. The Edit Time Servers menu is displayed
(8 admusr@GoliA TVOE:
laggogu Edit Time Servers Menu tqaqak]
a
Exit
Use arrow keys to move between options | <Enter> selects | <F12> Main Memm
Select the appropriate Edit Time Servers menu option. You can add new or edit
any existing NTP server entry
Set NTP server IP address to point to the customer provided NTP server
(Remember that 3 distinct NTP sources are required)
Press OK.
Exit platcfg.
Ensure that the time is set correctly by executing the following commands:
$ sudo service ntpd stop
$ sudo ntpdate ntpserverl
$ sudo service ntpd start
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18
[

RMS
iLO/ILOM:
Set SNMP

Set SNMP by running the following:

$ sudo su - platcfg

Note: Refer to Appendix H: SNMP Configuration to understand the preferred
SNMP configuration

Navigate to Network Configuration -> SNMP Configuration -> NMS
Configuration.

Use arrow keys to move between options | <Enter> selects | <F12> Main Menu

Select Edit and then choose Add a New NMS Server. The Add an NMS Server
page will be displayed.

Delete an Existing NMS Server a

Use arrow keys to move between options | <Enter> selects | <F12> Main Memu

Complete the form by entering NMS server IP, Port (default port is 162) and
community string provided by the customer about the SNMP trap destination.

Select OK to finalize the configuration. The NMS Server Action Menu will now be
displayed. Select Exit. The following dialogue will then be presented.

loqgaqqqu Modified an NMS entry in somp.cfg file: t
|
I Do you want to restart the Rlarm Routing Service?
|

R

|

Select Yes and then wait a few seconds while the Alarm Routing Service is
restarted. At that time the SNMP Configuration menu will be presented.

Exit platcfg.
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19 | RMS Execute the following command to restart the server:
iLO/ILOM:
L | Restart [§ sudo init 6 |
Server
20 | RMS Execute this step if the NetBackup feature is enabled for this system, otherwise
iLO/iLOM: skip this step. Configure the appropriate NetBackup client on the PMAC TVOE
N Configure host.
NetBackup-
Part 1 Open firewall ports for NetBackup using the following commands:
(Optional)

$ sudo 1ln -s /usr/TKLC/plat/share/netbackup/60netbackup.ipt
/usr/TKLC/plat/etc/iptables/

$ sudo /usr/TKLC/plat/bin/iptablesAdm reconfig

Enable platcfg to show the Netbackup Menu Items by executing the following

commands:

$ sudo platcfgadm --show NBConfig;

$ sudo platcfgadm --show NBInit;

$ sudo platcfgadm --show NBDeInit;

$ sudo platcfgadm --show NBInstall;

$ sudo platcfgadm --show NBVerifyEnv;
$ sudo platcfgadm --show NBVerify;

Create LV and file system for Netbackup client software on the vgguests volume
group:

$sudo /usr/TKLC/plat/sbin/storageMgr /tmp/nb.lvm

This will create the LV, format it with a filesystem, and mount it under
/usr/openv/.

Example output is shown below:

Called with options: /tmp/nb.lvm

VG vgguests already exists.

Creating lv netbackup 1lv.

Volume netbackup 1lv will be created.
Success: Volume netbackup lv was created.
Creating filesystem, this may take a while.
Updating fstab for 1v netbackup 1lv.
Configuring existing 1lv netbackup 1lv.

The LV for netbackup has been created!
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21 | RMS Install the netbackup client software:
0 iLO/ILOM:
Configure Refer to Appendix I: Application NetBackup Client Installation Procedures on
NetBackup- | instructions how to install the netbackup client.
Part 2
(Optional) Note: Skip any steps relating to copying netbackup "notify" scripts to
/usr/openv/netbackup/bin. The TVOE netbackup notify scripts are taken care of in
the next step.
Create softlinks for TVOE specific netbackup notify scripts.
$sudo 1ln -s /usr/TKLC/plat/sbin/bpstart notify
/usr/openv/netbackup/bin/bpstart_notify
$sudo 1ln -s /usr/TKLC/plat/sbin/bpend notify
/usr/openv/netbackup/bin/bpend notify
Note: Once the Netbackup Client is installed on TVOE, the NetBackup Master
should be configured to back up the following files form the TVOE host:
* /lvar/TKLC/bkp/*.iso
22 | RMS Syscheck must be configured to monitor bonded interfaces.
0 iLO/ILOM:
Setup Replace "bondedinterfaces" with "bond0" or "bond0,bond1" if segregated networks
syscheck are used:
$ sudo /usr/TKLC/plat/bin/syscheckAdm net ipbond --set
--var=DEVICES --val=<bondedInterfaces>
$ sudo /usr/TKLC/plat/bin/syscheckAdm net ipbond --enable
$ sudo /usr/TKLC/plat/bin/syscheck net ipbond -v
23 | RMS Verify syscheck:
0 iLO/ILOM:
Verify $ sudo /usr/TKLC/plat/bin/syscheck net ipbond -v
syscheck

Expected output should look similar to below:

Running modules in class net...
ipbond: Bonded interface bond0 is OK
OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log
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24 | RMS Execute the following:
0 iLO/ILOM:
Verify Server | | $ alarmMgr -alarmStatus
Health
This command should return no output on a healthy system. If any alarms are
reported, contact Appendix U: My Oracle Support (MOS)
25 | RMS Execute the following:
0 iLO/ILOM:
Perform a [ $ sudo su - platcfg
TVOE
backup Navigate to Maintenance -> Backup and Restore
using TPD [ admusr@Golfa-TVO!
platcfg utility e
Use arrow keys to move between options | <Enter> selects | <F12> Main Memm
Select Backup Platform (CD/DVD)
Note: If no cdrom device is found by TPD, you will receive an error dialog with the
message: "No disk device available. This is normal on systems without a cdrom
device." Press Enter to continue.
Select an applicable backup option, and press Enter to continue.
Exit from TPD platcfg utility.
The TVOE backup can be found in the "/var/TKLC/bkp/" directory, and is prefixed by
the server hostname. An example of a TVOE backup I1SO follows:
Ivar/TKLC/bkp/RMS503ul4-plat-app-201210301505.iso
Move the TVOE backup to a customer provided backup server for safe keeping.
26 | Additional Repeat this procedure for additional Rack Mount Servers.
[ RMS:
Repeat
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4.10 Create Virtual Machines for Applications

Procedure 13. Load DSR and TPD ISO to the PMAC Server

S | This procedure will load the DSR and TPD ISO into the PMAC Server

T

E | Needed material:

i - Application Media
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | TVOE Add the TPD ISO image to the PMAC, this can be done in one of three ways:
Host: Load - : . o

[] Application 1. Insertthe CD containing the TPD image into the removable media drive.
ISO 2. Attach the USB device containing the 1ISO image to a USB port.

3. Copy the Application iso file to the PMAC server into the
“/var/TKLC/smac/image/isoimages/home/smacftpusr/”’ directory as
pmacftpusr user:
cd into the directory where your ISO image is located on the TVOE Host (not on
the PMAC server)

Using sftp, connect to the PMAC server
$ sftp pmacftpusr@<pmac_management network ip>
$ put <image>.iso
After the image transfer is 100% complete, close the connection:
| $ quit
2 | PMAC Open web browser and enter:
[ GUI: Login
| https://<PMAC Mgmt Network IP>
Login as pmacadmin user:
ORACLE
Oracle System Login Mar 17 13:49:25 2015 UTC
LogIn
Enter your username and password to log in
Username: pmadadmin
Password: sessess|
T
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Procedure 13. Load DSR and TPD ISO to the PMAC Server

3 | PMAC
GUI:

Attach the
software
Image to
the PMAC
Guest

If in Step 1 the ISO image was transferred directly to the PMAC guest via sftp, skip
the rest of this step and continue with step 4. If the image is on a CD or USB device,
continue with this step.

In the PMAC GUI, navigate to Main Menu -> VM Management. In the "VM Entities"
list, select the PM&C guest. On the resulting "View VM Guest" page, select the
Media tab.

Under the Media tab, find the ISO image in the "Available Media" list, and click its
Attach button. After a pause, the image will appear in the "Attached Media" list.

View VM Guest MName: Jetta-DAMP-A Current Power State: Running
Host: RMS: Jetta-A On » | Change
VMInfo  Softwsre  Network  Media
Attached Media Available Media
Attached Image Path Attach Label Image Path
Detach  fvan/ TKLG/voe/mapping-isosiJetta-DAMP-A iso Attach | 6.0.0.0.0_60.14.0 imedia/sdb1/PIMAC-8.0.0.0.0_80.14 0-x86_84.is0
Detach /media/sdb1/PMAC-.0.0.0.0_80.14.0-x86_B4.is0
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Procedure 13. Load DSR and TPD ISO to the PMAC Server

4 | PMAC GUI: | Navigate to Main Menu -> Software -> Manage Software Images
(] Add TPD
Image Press Add Image button. Use the drop down to select the image.
Add Image Edit Image Delete Selected
If the image was supplied on a CD or a USB drive, it will appear as a virtual device
("device://..."). These devices are assigned in numerical order as CD and USB
images become available on the Management Server. The first virtual device is
reserved for internal use by TVOE and PMAC; therefore, the iso image of interest is
normally present on the second device, "device://dev/srl". If one or more CD or
USB-based images were already present on the Management Server before you
started this procedure, choose a correspondingly higher device
number.
If in Step 1 the image was transferred to PMAC via sftp it will appear in the list as a
local file "/var/TKLC/...".
Add Software Image
Images may be added from any of these sources:
« Oracle-provided media in the PM&C hosts CD/OVD drive (Refer to Mote)
+ USB media attached to the PM&C's host (Refer to Mote)
« External mounts. Prefix the directory with "exdfile:i.
+ These local search paths:
o NarnTKLClupgrade/*.iso
o harMKLC/smacfimagefisoimages/home/smacftpusr*.iso
Mote: CD and USB images mounted on PM&C’s VM host must first be made accessible to the PM&C Y
Path: varTKLC/upgrade/DSR-7.1.0.0.0_71.11.0-x86_64.is0 -
Description:
Add New Image
Select the appropriate path and Press Add New Image button.
You may check the progress using the Task Monitoring link. Observe the green bar
indicating success.
Once the green bar is displayed, remove the TPD Media from the optical drive of the
management server.
5 PMAC
GUL: If the DSR ISO hasn’t been loaded onto the PMAC already, repeat steps 1 through
Load DSR | 4 to load it using the DSR media or 1SO.
ISO
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Procedure 14. Create NOAM Guest VMs

This procedure will provide the steps needed to create a DSR NOAM virtual machine (referred to
as a “guest”’) on a TVOE RMS. It must be repeated for every NOAM server you wish to install.

Prerequisite: TVOE has been installed and configured on the target RMS

#TOTmMHW

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | PMAC GUI: | Open web browser and enter:

0 Login
| https://<PMAC_Mgmt Network IP>

Login as pmacadmin user:

ORACLE

Oracle System Login

ue Mar 17 13:49:25 2015 UTC

LogIn
Enter your username and password to log in
Username: pmadadmin
Password: sssssse

[F] Change password

Unautherized acoess is prohibited. This Cracle system requires the use of Microsoft Intemet Explorer
8.0. 2.0, or 10.0 with support for JavaScript and cookies.

Oracle and Java are i i rica of Oracle Ci ion and/or its affiliates.
Other names may be trademarks of their respective owners.

Copyright © 2010, 2015, Orscle and/or its affiliates. All rights reserved.
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Procedure 14. Create NOAM Guest VMs

2 | PMAC GUI: | Navigate to Main Menu -> VM Management
0 Navigate to
VM
Management
of the Target
Server
=} Lljgléll_lt
Select the TVOE rack mounted server from the VM Entities listing on the left side
of the screen. The selected server’s guest machine configuration will then be
displayed in the remaining area of the window.
Virtual Machine Management
o0 aa - View VM Host
Gv:el::s Software Network
Storage Pools
Name. Clple.h: All-cu:: Miln:l;
a7 &
Click Create Guest
9|Page E55235-03




Procedure 14. Create NOAM Guest VMs

3 PMAC GUI:
Configure
[ VM Guest
Parameters

Select Import Profile

Import Profile
ISOIProfile: $SR-6.0.0_60.7.0-x86_64 => DSR_NOAMP_RMS -
Hum CPUs:4 Memory (MBs):.5144
Virtual Disks:  prim  size (MB) Pool  TPD Dev
s 61440 vaguests
NICs: Bridge  TPD Dev
control control  *
imi imi |
xmi xmi 7

From the “ISO/Profile” drop-down box, select the entry that matches depending on
the hardware that your NOAM VM TVOE server is running on and your preference

for NetBackup interfaces:

NOAM VM TVOE Dedicated | Choose Profile (<Application ISO
Hardware Type(s) Netbackup NAME>)=>
Interface?

HP DL380 Gen 8 RMS,
HP DL380 Gen 9 RMS, No DSR_NOAMP_RMS

Sun Netra RMS

HP DL380 Gen 8 RMS,
HP DL380 Gen 9 RMS, Yes DSR_NOAMP_NETBACKUP_RMS

Sun Netra RMS

Note: Refer to Section 1.5 for the supported hardware for DSR 6.0, 7.0, and 7.1.

Note: Application_ISO_NAME is the name of the DSR Application ISO to be
installed on this NOAM

Press Select Profile.

Press Create
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Procedure 14. Create NOAM Guest VMs

PMAC GUI: | Navigate to Main Menu -> Task Monitoring to monitor the progress of the guest
Wait for creation task. A separate task will appear for each guest creation that you have
Guest launched.
Creation to
Complete . . .

Wait or refresh the screen until you see that the guest creation task has completed

successfully.

ID  Task Target Status Running Time  Start Time Progress

) 1739 VirtAction: Create E’ﬁ%&"";‘%’ﬂp :I"J“S"Rsi;g:;;;' et 0:00:04 533;6:111139 100%
PMAC GUI: | Navigate to Main Menu -> VM Management
Verify Guest
Machine is Select the TVOE server on which the guest machine was just created.
Running Look at the list of guests present on the and verify that you see a guest that

matches the name you configured and that its status is “Running”.

Virtual Machine Management

Tasks -
VI Entities View VM Guest Mame: Jetta-NO-A Current Power State: Running
Host: RMS: Jetta-A On -
WM Info Software MNetwork Media
Num vCPUs: 4
Memory (MBs): 6,144
WM UUID: 913ccffi-batf-4344-954f-643ab2fbacda
Enable Virtual Watchdog: [«

VM Creation for this guest is complete.
PMAC GUI: | Repeat from Step 2 for any remaining NOAM VMs (for instance, the standby
Repeat for NOAM) that must be created.
remaining
NOAM VMs
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Procedure 15. Create SOAM Guest VMs

This procedure will provide the steps needed to create a DSR SOAM virtual machine (referred to as
a “guest’) on a TVOE RMS. It must be repeated for every SOAM server you wish to install.

Prerequisite: TVOE has been installed and configured on the target RMS

HOM-AW

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | PMAC GUI: | Open web browser and enter:
0 Login

| https://<PMAC_Mgmt Network IP>

Login as pmacadmin user:

ORACLE

Oracle System Login

ue Mar 17 13:49:25 2015 UTC

Login
Enter your username and password to log in
Username: pmadadmin
Password: sssssse

Change password

Log In

Unauthorized acosss is prohibited. This Cracte system requires the use of Microsoft Intemnet Esplorer
8.0.9.0. or 10.0 with suppart for JavaScript and coskies.

Cracle and Java are regi demarks of Orasie Gt andvor its affiliates.
Other names may be trademarks of their respestive owners

Copyright © 2010, 2018, Orscle and/or its affiliates. All rights reserved.
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Procedure 15. Create SOAM Guest VMs

2 | PMAC GUI:
Navigate to
N VM
Management
of the Target
Server

Navigate to Main Menu -> VM Management

L Main
iy e Hard
& sof

B Logout

Select the TVOE rack mounted server from the VM Entities listing on the left side of
the screen. The selected server’s guest machine configuration will then be
displayed in the remaining area of the window.

Virtual Machine Management

VM Entities (]
EskEnc: 9001 Bay: 11F

View VM Host

Name hostname1322587482 Enclosure:9001 Bay 11
VMinfo  Sofware  Network

Guests

Name Status

Storage Pools

Capacity  Allocation  Available
Llsing [ ] [ l

vaguests 120224 [ 120224

Bridges
Device
control

imi

i

[_Create Guest |

Create Guest

Click Create Guest
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Procedure 15. Create SOAM Guest VMs

3 | PMAC GUI: | Select Import Profile
0 Configure
VM Guest Import Profile
Parameters ISOIProfile: DSR-6.0.0_60.7.0-x86_64 => DSR_SOAM_RMS -
Num CPUs:4 Memory (MBs):6144
Virtual Disks:  prim  size (MB) Pool  TPD Dev
Y 61440 vgguests
NICs: Bridge TPD Dev
control control O
imi imi [
¥mi xmi 7
From the “ISO/Profile” drop-down box, select the entry that matches depending on
the hardware that your SOAM VM TVOE server is running on and your preference
for NetBackup interfaces:
<Application ISO NAME> =>DSR_SOAM_RMS
Note: Application_ISO_NAME is the name of the DSR Application ISO to be
installed on this NOAM
Press Select Profile.
Press Create
4 | PMAC GUI: | Navigate to Main Menu -> Task Monitoring to monitor the progress of the guest
Wait for creation task. A separate task will appear for each guest creation that you have
Guest launched.
Creation to
Complete . . .
Wait or refresh the screen until you see that the guest creation task has completed
successfully.
ID  Task Target Status Running Time  Start Time Progress
1) 1739 Vinaction: Create 1SN BALE g";;f;g:ﬂ;‘; B 0:00:04 S 100%
E55235-03
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Procedure 15. Create SOAM Guest VMs

5 | PMAC GUI: | Navigate to Main Menu -> VM Management
0 Verify Guest
Machine is Select the TVOE server on which the guest machine was just created.
Running Look at the list of guests present on the rack mount server and verify that you see a
guest that matches the name you configured and that its status is “Running”.
Virtual Machine Management i ?!::
N View VM Guest ) o
M;Tm&\yv?;‘%l);) ;'“ VM UUID  a820ce7-1215.4450 849 591608966063
- |
Virtual NICs |
et i e et |
VM Creation for this guest is complete.
6 | PMAC GUI: | Repeat from Step 2 for any remaining SOAM VMs (for instance, the standby
0 Repeat for SOAM) that must be created.
remaining
SOAM VMs
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Procedure 16. Create MP Guest VMs

This procedure will provide the steps needed to create a DA-MP or SS7-MP virtual machine
(referred to as a “guest”) on a TVOE server. It must be repeated for every server you wish to
install.

HOM-AW

Prerequisite: TVOE has been installed and configured on the target RMS.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | PMAC GUI: | Open web browser and enter:

0 Login
| https://<PMAC _Mgmt Network IP>

Login as pmacadmin user:

ORACLE

Oracle System Login

Fue Mar 17 13:49:25 2015 UTC

Login
Enter your username and password to log in
Username: pmadadmin
Password: sssssss|

[F] Change password

Unautherized acosss is prohibited. This Oracle system requires the use of Microsoft Intsmet Explorer
8.0, 9.0, or 10.0 with support for JavaSaipt and cookies.

Cracle and Java are demarks of Oracle Ci andor its affiliates.
Other names may be trademarks of their respective owners.

Gopyright ® 2010, 2015, Orscie andior itz afiiliates. All rights reserved
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Procedure 16. Create MP Guest VMs

2 | PMAC GUI:
Navigate to
N VM
Management
of the Target
Rack Mount
Server

Navigate to Main Menu -> VM Management

L Main
iy e Hard
& sof

B Logout

Select the rack mount server from the VM Entities listing on the left side of the
screen. The selected server’s guest machine configuration will then be displayed in
the remaining area of the window.

Virtual Machine Management

VM Entities (]
EskEnc: 9001 Bay: 11F

View VM Host

Name hostname1322587482 Enclosure:9001 Bay 11
VMinfo  Sofware  Network

Guests

Name Status

Storage Pools

Capacity  Allocation  Available
Llsing [ ] [ l

vaguests 120224 [ 120224

Bridges
Device
control

imi

i

[_Create Guest |

Create Guest

Click Create Guest

107 |Page

E55235-03




Procedure 16. Create MP Guest VMs

3 | PMAC GUI: | Select Import Profile
0 Configure
VM GueSt Impaort Profile
Parameters ISO/Profile: DSR-6.0.0_60.7.0-x86_64 => DSR_MP_RMS v
Num CPUs:12 Memory (MBs).24576
Virtual Disks:  prim  size (MB) Pool  TPD Dev
s 61440 vgguests
NICs: Bridge TPD Dev
control control
imi imi
xmi xmi 7
From the “ISO/Profile” drop-down box, select the entry that matches depending on
the hardware that your SOAM VM TVOE server is running on and your preference
for NetBackup interfaces:
<Application ISO NAME> =>DSR_MP_RMS
Note: Application_ISO_NAME is the name of the DSR Application ISO to be
installed on this NOAM
Press Select Profile.
You can edit the name, if you wish. For instance: “DSR_MP_A,” or DSR_MP_B”.
(This will not become the ultimate hostname. It is just an internal tag for the VM
host manager.)
Press Create
4 | PMAC GUI: Navigate to Main Menu -> Task Monitoring to monitor the progress of the guest
Wait for creation task. A separate task will appear for each guest creation that you have
Guest launched.
Creation to
Complete . . .
Wait or refresh the screen until you see that the guest creation task has completed
successfully.
ID  Task Target Status Running Time ~ Start Time Progress
) T VirtAcion: Create S50 SUEE ?DIISERSS:::;‘:’I; Cznp et 0:00:04 R 100%
E55235-03
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Procedure 16. Create MP Guest VMs

5 | PMAC GUI: | Navigate to Main Menu -> VM Management
0 Verify Guest
Machine is Select the TVOE server on which the guest machine was just created.
Running Look at the list of guests present on the rack mount server and verify that you see a
guest that matches the name you configured and that its status is “Running”.
Virtual Machine Management i ?!::
N View VM Guest ) o
M:a\yvf;";uss) ;'“ VM UUID  a820ce7-1215.4450 849 591608966063
- |
VM Creation for this guest is complete.
6 | PMAC GUI: | Repeat from Step 2 for any remaining MP VMs that must be created.
M Repeat for
remaining
MP VMs
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Procedure 17. Create IP Front End (IPFE) Guest VMs

This procedure will provide the steps needed to create an IPFE virtual machine (referred to as a
“guest”) on a TVOE server. It must be repeated for every server you wish to install.

Prerequisite: TVOE has been installed and configured on the target RMS.

HOM-AW

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | PMAC GUI: | Open web browser and enter:

0 Login
| https://<PMAC_Mgmt Network IP>

Login as pmacadmin user:

ORACLE

Oracle System Login

ue Mar 17 13:49:25 2015 UTC

Login
Enter your username and password to log in
Username: pmadadmin
Password: sssssse

[F] Change password

Unauthorized acosss is prohibited. This Cracte system requires the use of Microsoft Intemnet Esplorer
8.0.9.0. or 10.0 with suppart for JavaScript and coskies.

Cracle and Java are regi demarks of Orasie Gt andvor its affiliates.
Other names may be trademarks of their respestive owners

Copyright © 2010, 2018, Orscle and/or its affiliates. All rights reserved.

110|Page E55235-03




Procedure 17. Create IP Front End (IPFE) Guest VMs

2 | PMAC GUI:
Navigate to
N VM
Management
of the Target
Rack Mount
Server

Navigate to Main Menu -> VM Management

L Main
iy e Hard
& sof

B Logout

Select the TVOE rack mount server from the VM Entities listing on the left side of
the screen. The selected server’'s guest machine configuration will then be
displayed in the remaining area of the window.

Virtual Machine Management

VM Entities (]
EskEnc: 9001 Bay: 11F

View VM Host

Name hostname1322587482 Enclosure:9001 Bay 11
VMinfo  Sofware  Network

Guests

Name Status

Storage Pools

Capacity  Allocation  Available
Llsing [ ] [ l

vaguests 120224 [ 120224

Bridges
Device
control

imi

i

[_Create Guest |

Create Guest

Click Create Guest
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Procedure 17. Create IP Front End (IPFE) Guest VMs

3
[

PMAC GUI:
Configure
VM Guest
Parameters

Select Import Profile

Import Profile
ISO/Profile: DSR-5.0.0_60.7.0-x36_64 => DSR_IPFE_RMS -
Num CPUs:1 Memory (MBs):24576
Virtual Disks:  prim  size (MB) Pool  TPD Dev
v 61440 vgguests

NICs: Bridge TPD Dev
control control o

imi imi

xmi xmi

Select Profile

From the “ISO/Profile” drop-down box, select the entry that matches depending on
the hardware that your SOAM VM TVOE server is running on and your preference
for NetBackup interfaces:

<Application ISO NAME>=>DSR_IPFE_RMS

Note: Application_ISO_NAME is the name of the DSR Application ISO to be
installed on this NOAM

Press Select Profile.

You can edit the name, if you wish. For instance: “DSR_IPFE_A,” or
“DSR_IPFE_B”. (This will not become the ultimate hostname. It is just an internal
tag for the VM host manager.)

Press Create

PMAC GUI:

Wait for
Guest
Creation to
Complete

Navigate to Main Menu -> Task Monitoring to monitor the progress of the guest
creation task. A separate task will appear for each guest creation that you have
launched.

Wait or refresh the screen until you see that the guest creation task has completed
successfully.

ID  Task Target Status Running Time  Start Time Progress
A Enc:3001 Bay:11F Guest creation completed . 20111129 o
) 1739 VirtAction: Create . 0 'hcp NoaMP  (ISR_NOAWP) 00008 2036:11 100%
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Procedure 17. Create IP Front End (IPFE) Guest VMs

5 | PMAC GUI: | Navigate to Main Menu -> VM Management
Verify Guest

U Machine is Select the TVOE rack mount server on which the guest machine was just created.

Running

Virtual Machine Management

View VM Guest

Num vCPUSs 4 VMUUID.  820ce7b.1215.4450.49¢. 591608966063
Memory (MBs) 6144

Virtual Disks.
Prim _Size (B} MHost Pool Host Vol Hame
51440 uguests Golt_S0AImg PRUARY I

VM Creation for this guest is complete.

Look at the list of guests present on the rack mount server and verify that you see a
guest that matches the name you configured and that its status is “Running”.

Current Power State: Running
Changato._ | On -

6 | PMAC GUI: | Repeat from Step 2 for any remaining IPFE VMs that must be created.

M Repeat for
remaining
IPFE VMs
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4.11 Install Software on Virtual Machines

Procedure 18. IPM VMs

This procedure will provide the steps to install TPD on rack mount server guest VMs.

Prerequisite: VM Guests creation has been completed.

HFTOTMHW

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | PMAC GUI: | Open web browser and enter:

0 Login
| https://<PMAC Mgmt Network IP>

Login as pmacadmin user:

ORACLE

Oracle System Login

ue Mar 17 12:49:25 2015 UTC

Log In
Enter your username and password to log in
Username: pmadadmin
Password: sssssss|

[[] Change password

Unauthorized acoess is prohibited. This Oracle system requires the use of Microsoft Internet Explorer
8.0, 8.0, or 10.0 with support for JavaScript and cockies.

Oracle and Java are regi: demarks of Oracle C: andfor its afiiliates.
Other names may be irademarks of their respective owners.

Copyright ® 2010, 2015, Orscle and/or itz affiliates. All rights rezenved.
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Procedure 18. IPM VMs

2 | PMAC GUI: | Navigate to Software -> Software Inventory.
[] Select £, Main Menu
Servers for ; FH tardmrare
OS installl | @8 hardw:
{ @ & System Inventory
i Enclosure 10101
B FRU Info
: e System Configuration
B & Software
‘- | PSoftware Inventory]
- [ Manage Software Images
Select the VM servers (IPFEs, MPs, Etc.) you want to IPM. If you want to install the
same OS image to more than one server, you may select multiple servers by
clicking multiple rows individually. Selected rows will be highlighted in green.
Note: VM’s will have the text “Guest: <VM_GUEST_NAME>"” underneath the
physical RMS that hosts them.
Ident IP Address Hostname Plat Hame Plat Version App Name App Version Design Function
Enc:10101 Bay:1F
Enc:10101 Bay2F
Enc:10101 Bay.7F
Enc:10101 Bay:8F
Enc:10101 Bay13F
Enc:10101 Bay:15F
1192 16811 pmac-mrsvne-1 TPD (iB86) 5.0.0-72.20.0 PMAC 400_4011.0 1A PMAC
Click on Install OS
Install 05
3 | PMAC GUI: | The left side of this screen shows the servers to be affected by this TPD OS
Initiate OS installation. From the list of available bootable images on the right side of the
Install screen, select one OS image to install to all of the selected servers.
":I'argets Select an ISO to Install on the listed Entities
Entity Status
Enc:10101 Bay 1F Image Hame Type Architecture Description
Enc:10101 Bay:2F TPD-5.0.0_72.20.0-x86_64 iEInmame xB6_64
Enc:10101 Bay.7F
Enc:10101 Bay:8F
Enc:10101 Bay:15F
Click on Start Install, a confirmation window will pop up, click on Ok to proceed
with the install.
Start Install
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Procedure 18. IPM VMs

4 | PMAC GUI: | Navigate to Main Menu -> Task Monitoring to monitor the progress of the OS
0 Monitor OS | Installation background task. A separate task will appear for each VM affected.
Install D Task Target Status Running Time ~ Start Time Progress

j 14 Install 0§ Enc:10101 Bay:15F Boot install image 0:00:01 310.1112'2)!;20 50%

)13 InstallOS Enc:10101 Bay:3F Boot installimage 0:00:01 Tt 50%

712 Instal OS Enc:10101 Bay:ZF Boot install image 0:00:01 v 50%

111 Instal 0S Enc:10101 Bay:2F Bootinstall image 0:00:01 5?1112'%92'2" 50%

)10 InstallOS Enc:10101 Bay:AF Boot installimage 0:00:02 o 50%

Done: TPD.nstal-5.0.0_72.20.0- 0. 2011-09-20

9 Addimage CentDS5.6-x86_64 B 11:01:50 L,

When the installation is complete, the task will change to green and the Progress

bar will indicate "100%".

Procedure 19. Install the DSR Application Software on the VMs

This procedure will provide the steps to install DSR on rack mount server guest VMs.

Prerequisite: Servers have been IPM’ed with TPD.

HxOMAW

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | PMAC GUI: Open web browser and enter:
M Login

| https://<PMAC Mgmt Network IP>

Login as pmacadmin user:

ORACLE

Oracle System Login

Fue Mar 17 13:459:25 2015 UTC

Log In
Enter your username and password to log in
Usemame:" pmadadmin
Password: sessess|

[F] Change password

Unautherized access is prohibited. This Cracle system requires the use of Microsoft Intemet Explorer
£.0. 9.0. or 10.0 with support for JavaSoript and cookies.

Oracle and Java are regi demarks of Oracle G on andvor it affilites.
Other names may be trademarks of their respective owners.

Copyright © 2010, 2015, Orscle andior its affiliates. All Aights resenved.
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Procedure 19. Install the DSR Application Software on the VMs

2

PMAC GUI:
Select
Servers for
DSR

Navigate to Software -> Software Inventory.

£, Main Menu
B & Hardware

Application B & System Inventory
Install : i Enclosure 10101
: B FRU Info
i@ System Configuration
B & Software
: | PSoftware Inventory|
. [l Manage Software Images
Select the VM servers (IPFEs, MPs, Etc.) you want to install with DSR. If you want
to install the same DSR image to more than one server, you may select multiple
servers by clicking multiple rows individually. Selected rows will be highlighted in
green.
Note: VM’s will have the text “Guest: <VM_GUEST_NAME>” underneath the
RMS that hosts them.
Ident IP Address Hostname Plat Name Plat Version App Name App Version Desig Function
RMS: rms10 250 80.239 a797’?’7"17%’?’7"1}711}rmsTVOE-Kauai-B TPD (x86_64) 67.001-8417.0 TVOE Pending Acc/Rej
RMS: rms10.250.80.239
Guest: 19216818 dsrNO-Kauai-b TPD (xB6_64) 6.7.0.01-84.17.0 DSR Pending Acc/Rej
DSR_NOAMP LARGE
Host rmsTVOE-Kauai-A
Guest: 192.168.16 dsrNO-Kauai-a TPD (x86_64) 6.7.0.01-84.17.0 DSR Pending Acc/Rej
DSR_NOAMP LARGE-A
gzz‘st""rsﬂz‘féﬁ"f'* 19216811 pmac-Kauai-1 TPD (x86_64) 6.7.0.0.1-84.15.0 PMAC  Pending AcciRej
Click on Upgrade
| Update Firmware | | Install 05 | | Upgrade | | Accept Upgrade |
| Reject Upgrade | Regenerate Guest Device Mapping ISO | Refresh |
3 | PMAC GUIL: The left side of this screen shows the servers to be affected by this DSR
Initiate DSR application installation. Select the DSR image to install to all of the selected
Application servers.
Install

Targets Image Name Type Architecture Description
Entity Status 'DSR-6.0.0_60.15.0-x86_64 iUpgrade  xB6_54
RMS: rms10.250.80.239 DSR-6.0.0_60.18.0488_84 Upgrade  x86_64 CDSDSR
RUS: ms10.250.80.230 PMAC-57.0.0.0_57 16.0-x85_64 Upgrade  x6_64 CDS PMAC
et TPD.install-6.7.0.0.1_84.16.0-OracleLinux6.5-

DSR_MOAMP LARGE Bootable ¥86_64

x86_64

Click on Start Software Upgrade, a confirmation window will pop up, click on Ok
to proceed with the install.

Start Software Upgrade
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Procedure 19. Install the DSR Application Software on the VMs

4 | PMAC GUI: Navigate to Main Menu -> Task Monitoring to monitor the progress of the OS
0 Monitor DSR | Installation background task. A separate task will appear for each VM affected.
Application ID  Task Target Status Running Time  Start Time Progress
InSta‘” j 14 Install 05 Enc:10101 Bay:15F Boot install image 0:00:01 122?112'%%20 50%
13 Install 0S Enc:10101 Bay:8F Bootinstall image 0:00:01 Tt 50%
12 Install 0 Enc:10101 Bay:Z Boot install image 0:0001 v 50%
j 1 Install 05 Enc:10101 Bay:2F Boot install image 0:00:01 122?112'%%20 50%
10 Install 0S Enc:10101 Bay:1F Bootinstall image 0:00:02 o 50%
Done: TPD.install-5.0.0_72.20.0- g, 2011-09-20
(¢ Addimage Cent0S5.6-x86_64 LIEd 11:01:50 At
When the installation is complete, the task will change to green and the Progress
bar will indicate "100%".
5 | PMAC GUI: Navigate to Software -> Software Inventory to accept the software installation.
Accept/Reject | Select all the servers on which the application has been installed in the previous
Upgrade steps and click on Accept Upgrade as shown below.

Note: On some Rack mount servers, the GUI may not provide the option to accept
upgrade. So first verify in “task monitoring” that the upgrade is not in progress,
then manually accept or reject the upgrade by ssh’ing into the server and execute:

e To accept:
| $ sudo /var/TKLC/backout/accept |

Software Inventory & Help
Fri Aug 10 17:45:15 2012 UTC
Ident IP Address Hostname Plat Hame Plat Version App Name App Version Desig Fun
uuuuuuuuuuuuu u iy "
Enc:50202 Bay:1F 192.168.1.4 RDUD2-NO TPD (x86_64) 6.0.0-80.16.0 DSR 4.0.0-0.40333
Enc:50202 Bay.2F 192.168.1.167 ERDUDZ-I'\-IF‘ ETF‘D (x86_64) 6.0.0-80.16.0 DSR Pending Acc/Rej
e ——

| Install 05 | | Upgrade 'P Reject Upgrade | | Refresh |

Note: Once the upgrade has been accepted, the App version will change from
“Pending Acc/Rej” to the version number of the application.
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4.12 Application Configuration: NOAMs

Procedure 20. Configure First NOAM NE and Server

S | This procedure will provide the steps to configure the First NOAM server.
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Savethe Using a text editor, create a NOAM Network Element file that describes the
NOAM networking of the target install environment of your first NOAM server.
Network Data Select an appropriate file name and save the file to a known location on your
to an XML file ppropri ' v ! W : you
computer.
A suggested filename format is “Appname_NEname_NetworkElement. XML”, so
for example a DSR2 NOAM network element XML file would have a filename
“DSR2_NOAM_NetworkElement.xml”.
Alternatively, you can update the sample DSR 6.0/7.0/7.1 Network Element file. It
can be found on the management server at:
/usr/TKLC/smac/etc/SAMPLE-NetworkElement .xml
A sample XML file can also be found in Appendix L: Sample Network Element.
Note: The following limitations apply when specifying a Network Element name: A
1-32-character string. Valid characters are alphanumeric and underscore. Must
contain at least one alpha and must not start with a digit.
2 | Exchange Use the PMAC GUI to determine the Control Network IP address of the server that
0 SSH keys is to be the first NOAM server. From the PMAC GUI, navigate to Main Menu ->
between Software -> Software Inventory.
PMAC and
f”‘st NOAM E::i;t.I‘Ietr!\‘.t;i’:_\m}A .Ieh‘.&MCH ;::_54! 7.0.0.0.0-88.14.0 DSR 7.1.0.0.0-71.11.0
server
Note the IP address for the first NOAM server.
Login to the PMAC terminal as the admusr.
From a terminal window connection on the PMAC as the admusr user, exchange
SSH keys for admusr between the PMAC and the 1* NOAM server using the
keyexchange utility, using the Control network IP address for the NOAM server.
When prompted for the password, enter the password for the admusr user of the
NOAM server.
$ keyexchange admusr@<NOl Control IP Address>
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Procedure 20. Configure First NOAM NE and Server

3 | Connect a
0 Web Browser

Plug a laptop Ethernet cable onto an unused, un-configured port on the 4948
switch (if available in your installation) or use SSH Tunneling through the PMAC to

to the NOAM | connect the laptop to the NOAM server.
GUl If you are using tunneling, then you can skip the rest of this step and instead
complete the instructions in Appendix M: Accessing the NOAM GUI using SSH
Tunneling with Putty (for using Putty) Appendix N: Accessing the NOAM GUI
using SSH Tunneling with OpenSSH for Windows (for OpenSSH). OpenSSH is
recommended if you are using a Windows 7 PC.
From the PMAC, enable the switch port that the laptop is plugged into.
Enable that laptop Ethernet port to acquire a DHCP address and then access the
NOAM-“A” GUI via its control IP address.
4 | NOAM GUI: Login to the NOAM GUI as the guiadmin user:
M Login

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

LogIn
Enter your username and password to log in

Username: guiadmin

Password: eeessss|

7] change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be frademarks of their respective owners.
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Procedure 20. Configure First NOAM NE and Server

5 | Create the
NOAM

[ Network
Element
using the
XML File

Navigate to Main Menu->Configuration->Network Elements

B £ Main Menu
F1 B Administration

-] Configuration

- Pretwork Elements

£y M Network
- [l Services

| Servers

| Server Groups

Select the Browse button, and enter the pathname of the NOAM network XML file.

Select the Upload File button to upload the XML file and configure the NOAM
Network Element.

To create a new Network Element, upload a valid configuration file:

No file selected. Upload File|

| Inseit || Delete || Export || Report |

Once the data has been uploaded, you should see a folder appear with the name
of your network element. Click on this folder and you will get a drop-down which
describes the individual networks that are now configured:

Network Element
4 MO_3006005

Network Gateway IP
Network Name Address Netmask VLANID Address
INTERMALXMI ~ 10.240.10.32 255.255.255.224 3 10.240.10.35
INTERMALIMI 10.240.10.0 255.255.255.224 4 10.24010.3
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Procedure 20. Configure First NOAM NE and Server

6 | Map Services
0 to Networks

Navigate to Main Menu ->Configuration-> Services.

Select the Edit button and set the Services as shown in the table below:

Name Intra-NE Network Inter-NE Network
OAM <IMI Network> <XMI Network>
Replication <IMI Network> <XMI Network>
Signaling Unspecified Unspecified
HA_ Secondary Unspecified Unspecified
HA_ MP_Secondary Unspecified Unspecified
Replication_ MP <IMI Network> Unspecified
ComAgent <IMI Network> Unspecified

For example, if your IMI network is named IMI and your XMI network is hamed
XM, then your services should config should look like the following:

Name
OAM

Replication
Signaling
HA_Secondary
HA_MP_Secondary
Replication_MP

ComAgent

Intra-NE Network

Unspecified =
Unspecified =

Unspecified =

E||E
o

IMI -

IMI -

Inter-NE Network
XM -

XM -

Unspecified

4

Unspecified

4

4

Unspecified

Unspecified

4

Unspecified =

Select the Ok button to apply the Service-to-Network selections.
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Procedure 20. Configure First NOAM NE and Server

7 | Insert the 1st | Navigate to Main Menu -> Configuration -> Servers.
[ NOAM server
Select the Insert button to insert the new NOAM server into servers table (the first
or server).
Attribute Value Description
Unigue name farthe server. [Def:
Hosthame INO—Serveﬂ & string. Walid characters are alphal
with an alphanumeric and end wi
Role * Select the function of the server
Systermn 1D for the MNOAMP ar S0OA|
Stz 1D NO-Servert B4-character string. Valid value is
Hardware Prafile |DSRTVOE Guest - Hardware profile ofthe semver
Metwork Element Mame |NOAMMEMORYTEST Ak Select the network elerment
Lee=fion Lucati_un descripliu_n [Default="".
value is any text string.]
Fill in the fields as follows:
Hosthame: <Hosthame>
Role: NETWORK OAM&P
System ID: <Site System ID>
Hardware Profile: DSR TVOE Guest
Network Element Name: [Choose NE from Drop Down Box]
The network interface fields will now become available with selection choices
based on the chosen hardware profile and network element
Interfaces:
Network IP Address Interface
INTERMNALXMI (10.240.84.128/25) 10.240.84 155 xmi (v ] viLan (3)
INTERMALIMI (10.240.85.0/25) 10.240.85 10| imi % [ vLAN (4)
Fill in the server IP addresses for the XMI network. Select xmi for the interface.
Leave the "VLAN" checkbox unchecked.
Fill in the server IP addresses for the IMI network. Select imi for the interface.
Leave the "VLAN" checkbox unchecked.
Next, add the following NTP servers:
NTP Server Preferred?
<RMS1-TVOE-IP-Address> Yes
Select the Ok button when you have completed entering all the server data.
8 | Export the Navigate to Main Menu -> Configuration -> Servers.
Initial

Configuration

From the GUI screen, select the NOAM server and then select Export to generate
the initial configuration data for that server.

| Insert || Edit || Delete || Export || Report
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Procedure 20. Configure First NOAM NE and Server

9 | NOAMILO: Obtain a terminal window to the 1 NOAM server, logging in as the admusr user.
[] Copy , (See Appendix D: TVOE iLO/ILOM GUI Access for instructions on how to access
Configuration | "N OAM from iLO)
File to 1%
NOAM Server | Copy the configuration file created in the previous step from the
Ivar/TKLC/db/filemgmt directory on the 1% NOAM to the /var/tmp directory.
The configuration file will have a filename like TKLCConfigData.<hostname>.sh.
The following is an example:
$ sudo cp
/var/TKLC/db/filemgmt/TKLCConfigData.RMS01l.sh
/var/tmp/TKLCConfigData.sh
10 | NOAMILO: The automatic configuration daemon will look for the file named
0 Wait for “TKLCConfigData.sh” in the /var/tmp directory, implement the configuration in the
Configuration | file, and then prompt the user to reboot the server.
to Complete
Wait to be prompted to reboot the server, but DO NOT reboot the server, it will be
rebooted later on in this procedure.
Note: Ignore the warning about removing the USB key, since no USB key is
present. .
11 | NOAMILO: From the command line prompt, execute set_ini_tz.pl. This will set the system
M Set the Time time zone The following command example uses the America/New_York time
zone and zone.
Reboot the
Server Replace as appropriate with the time zone you have selected for this installation.

For a full list of valid time zones, see Appendix J: List of Frequently used Time
Zones

$ sudo /usr/TKLC/appworks/bin/set_ini tz.pl
"America/New_York" >/dev/null 2>&l

$ sudo init 6
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Procedure 20. Configure First NOAM NE and Server

12 | 1 NOAM:
[ Configure Note: You will only execute this step if your NOAM is using a dedicated Ethernet
Networking for | interface for NetBackup.
Dedicated
NetBackup Obtain a terminal window to the 1 NOAM server, logging in as the admusr user.
Interface
(Optional) $ sudo /usr/TKLC/plat/bin/netAdm set --device=netbackup
--type=Ethernet --onboot=yes
--address=<NOl_NetBackup_ IP Adress>
--netmask=<NOl1_NetBackup NetMask>
$ sudo /usr/TKLC/plat/bin/netAdm add --route=net
--device=netbackup --address=<NOl_NetBackup Network ID>
--netmask=<NOl1_NetBackup NetMask>
--gateway=<NOl NetBackup Gateway IP Address>
13 | I°' NOAM Execute the following command on the 1 NOAM server and make sure that no
0 Server: Verify | errors are returned:

Server Health

$ sudo syscheck
Running modules in class hardware...OK
disk...OK

Running modules in class net...OK

Running modules in class
Running modules in class system...OK

Running modules in class proc...OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log
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Procedure 21. Configure the NOAM Server Group

S | This procedure will provide the steps to configure the NOAM server group.
T
E | Check off () each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | NOAM GUL:
Login Establish a GUI session on the first NOAM server by using the XMI IP address of

the first NOAM server. Open the web browser and enter a URL of:

https://<NOl1_XMI IP Address>

Login as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

LogIn
Enter your username and password to log in

Username: guiadmin
Password: oo.o.oo|

] Change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 21. Configure the NOAM Server Group

2 | NOAM GUI:
Enter NOAM

N Server Group
Data

Navigate to Main Menu -> Configuration -> Server Groups
B & Configuration

Metwork Elements
Network

ervice

MNvers

Resource Domains

ociations

Select Insert and fill the following fields:

| Insert || Edit || Delete || Report |

e Server Group Name: <Enter Server Group Name>

e Level: A

e Parent: None

e Function: DSR (Active/Standby Pair)

e WAN Replication Connection Count: Use Default Value

Select OK when all fields are filled in.
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Procedure 21. Configure the NOAM Server Group

3 | NOAM GULI: From the GUI Main Menu -> Configuration -> Server Groups.
0 Edit the

NOAM Server | Select the new server group, and then select Edit

Group

I Insert H Edit H DCelete H Fiepnrt]

Select the Network Element that represents the NOAM.

HO_900060103
Server SG Inclusion Preferred HA Role

HPCENG Include in 3G [] Preferred Spare

In the portion of the screen that lists the servers for the server group, find the
NOAM server being configured.

Click the Include in SG checkbox.
Leave other boxes blank.

Press OK
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4 | NOAM: Verify | From terminal window to the iLO of the first NOAM server, execute the following
NOAM server | command:

[ role

$ha.mystate

Verify that the DbReplication and VIP item under the resourceld column has a
value of Active under the role column.

You might have to wait a few minutes for it to become in that state.

Example:
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5
[

NOAM GUI:
Restart 1
NOAM Server

From the NOAM GUI, select the Main menu -> Status & Manage -> Server

menu.

B & Status & Manage
- [l Network Elements

- mEE
- [l HA

. Database

- R KPIs
: . Processes
B Tasks

Select the first NOAM server. Select the Restart button.

| Stop || Restart || Reboot || NTP Sync || Report |

Answer OK to the confirmation popup.

Are you sure you wish to restart application software
an the following server(s)?
Jetta-MO-1

Ok ] | Cancel

Wait for restart to complete.
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Procedure 22. Configure the Second NOAM Server

S | This procedure will provide the steps to configure the Second NOAM server.

T

E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each

P | step number.

#

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | Exchange Use the PMAC GUI to determine the Control Network IP address of the server that
SSH keys is to be the second NOAM server. From the PMAC GUI, navigate to Main Menu ->
between Software -> Software Inventory.

PMAC and

Second Note the IP address for the Second NOAM server.

NOAM server | Login to the PMAC terminal as the admusr.
From a terminal window connection on the PMAC as the admusr user, exchange
SSH keys for admusr between the PMAC and the 2" NOAM server using the
keyexchange utility, using the Control network IP address for the NOAM server.
When prompted for the password, enter the password for the admusr user of the
NOAM server.

$ keyexchange admusr@<NO2 Control IP Address>

Note: if keyexchange fails, edit /home/admusr/.ssh/known_hosts and remove
blank lines, and retry the keyexchange commands.

2 | NOAM GUI: If not already done, establish a GUI session on the first NOAM server by using the

0 Login XMI IP address of the first NOAM server. Open the web browser and enter a URL

of:
https://<NO1_XMI IP Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login
Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to leg in
Username: guiadmin

Password: esesess|

Change password

LogIn

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered frademarks of Oracle Corporation and/or its affiliates
Other names may be frademarks of their respective owners.
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Procedure 22. Configure the Second NOAM Server

3 | NOAM GULI: Navigate to Main Menu -> Configuration -> Servers.
0 Insert the 2™

NOAM server | Select the Insert button to insert the 2™ NOAM server into servers table (the first
or server).

Adding a new server

Attribute Value

Hostname NO-Server2 :

Role 'NETWORK OAM&P |

System ID [NO-Server2

Hardware Profile ‘ DSR TVOE Guest -

Network Element Name | JETTA e

Location |

Fill in the fields as follows:

Hostname: <Hostname>

Role: NETWORK OAM&P

System ID: <Site System ID>

Hardware Profile: DSR TVOE Guest

Network Element Name: [Choose NE from Drop Down Box]

The network interface fields will now become available with selection choices
based on the chosen hardware profile and network element

Interfaces:

Network IP Address Interface
INTERMALXMI (10.240.84.128/25) 10.240.84.155 xmi % | [ YLAN (3)
INTERMALIMI (10.240.85.0/26) 10.240.85 10| imi % | [ yLAN (4)

Fill in the server IP addresses for the XMI network. Select xmi for the interface.
Leave the "VLAN" checkbox unchecked.

Fill in the server IP addresses for the IMI network. Select imi for the interface.
Leave the "VLAN" checkbox unchecked.

Next, add the following NTP servers:

NTP Server Preferred?
<RMS2-TVOE-IP-Address> Yes

Select the Ok button when you have completed entering all the server data.
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Procedure 22. Configure the Second NOAM Server

4 | NOAM GUI: Navigate to Main Menu -> Configuration -> Servers.
[ Export the
Initial From the GUI screen, select the NOAM server and then select Export to generate
Configuration | the initial configuration data for that server.
| Insert || Edit || Delete || Export || Report
5 | 1° NOAM Obtain a terminal session to the 15 NOAM as the admusr user.
gimierlirgt?gr): Use the awpushcfg utility to copy the configuration file created in the previous
File tc? ond step from the /var/TKLC/db/filemgmt directory on the 1% NOAM to the 2" NOAM

NOAM Server

server, using the Control network IP address for the 2" NOAM server.

The configuration file will have a filename like “TKLCConfigData.<hostname>.sh”.

‘$ sudo awpushcfg

The awpushcfg utility is interactive, so the user will be prompted for the following:

e |P address of the local PMAC server: Use the local control network
address from the PMAC.

e Username: Use admusr

e Control network IP address for the target server: In this case, enter the
control IP for the 2nd NOAM server).

e Hostname of the target server: Enter the server name configured in step 3
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Procedure 22. Configure the Second NOAM Server

6 | PMAC: Verify | Obtain a terminal window connection on the 2™ NOAM.
[ awpushcfg
was called SSH from the 1% NOAM to the 2" NOAM server by executing the following
and Reboot command:
the Server
|$ ssh admusr@<NO2 Control IP Address> |
Login as the admusr user.
The automatic configuration daemon will look for the file named
“TKLCConfigData.sh” in the /var/tmp directory, implement the configuration in the
file, and then prompt the user to reboot the server.
Verify awpushcfg was called by checking the following file
$ sudo cat /var/TKLC/appw/logs/Process/install.log
Verify the following message is displayed:
[SUCCESS] script completed successfully!
Now Reboot the Server:
$ sudo init 6
Wait for the server to reboot
7 | 2" NOAM Obtain a terminal window to the 2" NOAM server, logging in as the admusr user.
Server:
Establish an
SSH session
and Login
8 | 2""NOAM
Server: Note: You will only execute this step if your NOAM is using a dedicated Ethernet
Configure interface for NetBackup.
Networking for
Dedicated $ sudo /usr/TKLC/plat/bin/netAdm set --device=netbackup
NetBackup --type=Ethernet --onboot=yes
Hneﬁace --address=<NO2_ NetBackup IP Adress>
(Optional) - =

--netmask=<NO2_NetBackup NetMask>

$ sudo /usr/TKLC/plat/bin/netAdm add --route=net
--device=netbackup --address=<NOl_NetBackup Network ID>
--netmask=<NO2_ NetBackup NetMask>
--gateway=<NO2_NetBackup Gateway IP Address>
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Procedure 22. Configure the Second NOAM Server

9 [ 2" NOAM
0 Server: Verify
Server Health

Execute the following command on the 2™ NOAM server and make sure that no

errors are returned:

$ sudo syscheck

Running modules in class hardware...OK
Running modules in class disk...OK

Running modules in class net...OK

Running modules in class system...OK

Running modules in class proc...OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log
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Procedure 23. Complete NOAM Server Group Configuration

S | This procedure will provide the steps to finish configuring the NOAM server group.
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | NOAM GUI:
Login Establish a GUI session on the first NOAM server by using the XMI IP address of

the first NOAM server. Open the web browser and enter a URL of:

https://<NOl1_XMI IP Address>

Login as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

LogIn
Enter your username and password to log in

Username: guiadmin
Password: oo.o.oo|

] Change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 23. Complete NOAM Server Group Configuration

2 | NOAM GUI: Navigate to Main Menu->Configuration->Server Groups.
0 Edit the
NOAM Server Configuration
Group Data - & g
Network Elements
Network
ervice
EMVErs
Resource Domains
ociations
Select the NOAM Server group and click on Edit
| Insert || Edit || Delete || Report |
Add the 2™ NOAM server to the Server Group by clicking the Include in SG
checkbox for the 2" NOAM server.
RMSHO_900060102
Server 5G Inclusion Preferred HA Role
RMSNOA Include in 83 [] Preferred Spare
EMSMNCB Include in SG [ Preferred Spare
Click Apply.
Add a NOAM VIP by click on Add. Fill in the VIP Address and press Ok as shown
below
VIP Address
Apply
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Procedure 23. Complete NOAM Server Group Configuration

3 | NOAM VIP: Establish a GUI session on the NOAM by using the XMI VIP address:
[ Establish GUI
Session https://<NOAM VIP IP Address>
Login as user guiadmin.
ORACLE
Oracle System Login
Fri Mar 20 12:29:52 2015 EDT
LogIn
Enter your username and password to log in
Username: guiadmin
Password: o-.o-co|
] change password
Welcome to the Oracle System Login.
Unauthorized access is DrDmDItE‘d. This Oracle system requires the use of Microsoft Internet Exp\orer 8.0,90 or
10.0 with SUppDI"t for JavaScr\pl and cookies.
Oracle and Java are I’ng‘SFEI’Ed trademarks of Oracie COFDOF&HO{’T and/or its affiliates.
Other names may be trademarks of their respective owners.
4 | NOAM VIP: Wait for the alarm Remote Database re-initialization in progress to be cleared
0 Wait for before proceeding.
Remote . . . .
Navigate to Main menu->Alarms & Events->View Active
Database 9
Alarm to Clear Main Menu: Alarms & Events -> View History (Filtered)
Fri Mar 2(
Tesks =
. Event ID Timestamp Severity Product Process NE Server Type
2] Event Text Additional Info
10200 2015-03-20 09:30.00.090 EDT  CLEAR .. 3PWS03PS oy pass NO Compass-NOA  CFG
414 erver
Remote Database re-initialization in progress  Cleared because DB Re-Init Completed
s 10200 2015-03-20 09:28:16.411 EDT :&":?“ps Compass_NO  Compass-NOA CFG
Remote Database re-initialization in progress ~ Remote Database re-initialization in progress
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Procedure 23. Complete NOAM Server Group Configuration

5
[

NOAM GUI:
Restart 2™
NOAM Server

From the NOAM GUI, select the Main menu -> Status & Manage -> Server
menu.

B & Status & Manage
- [l Network Elements

- mEE
- [l HA

. Database

- R KPIs
: . Processes
B Tasks

Select the 2" NOAM server. Select the Restart button.

| Stop || Restart || Reboot || NTP Sync || Report |

Answer OK to the confirmation popup.

Are you sure you wish to restar application software
an the following server(s)?
Jetta-MO-2

QK ] | Cancel

Wait for restart to complete. Wait approximately 3-5 minutes before proceeding.
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4.13 Application Configuration: NetBackup Client Installation (Optional)

Procedure 24. Install NetBackup Client (Optional)
This procedure will download and install NetBackup Client software on the server.

Location of the bpstart_notify and bpend_notify scripts is required for the execution of this
procedure. For Appworks based applications the scripts are located as follows:

HxOMHW

- lusr/TKLC/appworks/sbin/bpstart_notify
- lusr/TKLC/appworks/shin/bpend_notify

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | Install If a customer has a way of transferring and installing the net Backup client without
NetBackup the aid of TPD tools (push configuration) then use Appendix 1.2: NETBACKUP

- gg?tr\:\;[are CLIENT INSTALL/UPGRADE WITH NBAUTOINSTALL

Note: This is not common. If the answer to the previous question is not known
then use Appendix I.1: NetBackup Client Install using PLATCFG

2 | Install Choose the same method used in step 1 to install NetBackup on the 2™ NOAM.
NetBackup
N Client
Software
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4.14 Application Configuration: Disaster Recovery NOAM (Optional)

Procedure 25. NOAM Configuration for DR Site (Optional)

S | This procedure will provide the steps to configure the First DR NOAM server.
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | PRIMARY
NOAM VIP Establish a GUI session on the NOAM server by using the XMI VIP IP address.
GUI: Login Open the web browser and enter a URL of:

‘ https://<NOAM XMI VIP IP Address>

Login as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to log in
Username: guiadmin
Password: oo.o.oo|

] Change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be frademarks of their respective owners.

141 |Page E55235-03




Procedure 25. NOAM Configuration for DR Site (Optional)

2 | PRIMARY
NOAM VIP

[ GUI: Insert
the DR NOAM
Network
Element

Navigate to Main Menu->Configuration->Network Elements

B £ Main Menu
F1 B Administration
& & Configuration

- Pretwork Elements

£y M Network
. [l Services

B Server Groups

The Network Elements screen will display select the Browse (scroll to bottom left
corner of screen).

=0 o
To create a new Metwork Element, upload a valid configuration file:

Browse...

A dialogue will pop up, browse to the location of the DSR DR NOAM Site Element
XML File and click the Open button.

Then click Upload File as shown below

L
Ta create a new Metwork Element, upload a valid configuration fila

E:\DR_NO_DEW nexml || Browse Upload File |

Insert Report

Once the data has been uploaded, you should see a folder appear with the name
of your network element. Click on this folder and you will get a drop-down which
describes the individual networks that are now configured:

Network Element

—  NO_9006005

Network Gateway IP
Network Name Address Netmask VLAN ID Address
INTERMALXMI  10.240.10.32 255.255.255.224 3 10.240.10.35
INTERMALIMI  10.240.10.0 255255255224 4 10.240.10.3
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Procedure 25. NOAM Configuration for DR Site (Optional)

3 | PRIMARY Navigate to Main Menu -> Configuration -> Servers.
NOAM VIP _
D GUI: Insert B & Configuration

the 1st DR- Network Elements
NOAM server

ups

e Domains

sociations

Select the Insert button to insert the new DR-NOAM server into servers table.

Adding a new server

Attribute Value

Hostname W :

Role | NETWORK OAMSP -

System ID |DR-NOAI'\-"I-A

Hardware Profile | DSR TVOE Guest M
Metwork Element Name *

Location

Fill in the fields as follows:

Hostname: <Hostname>

Role: NETWORK OAM&P

System ID: <Site System ID>

Hardware Profile: DSR TVOE Guest

Network Element Name: [Choose NE from Drop Down Box]

The network interface fields will now become available with selection choices
based on the chosen hardware profile and network element

Interfaces:

Network IP Address Interface
INTERMALXMI (10.240.84.128/25) 10.240.84.155 xmi % | [ YLAN (3)
INTERNALIMI (10.240.85.0/28) 10.240 85 10| imi % | [ yLAN (4)

Fill in the server IP addresses for the XMI network. Select xmi for the interface.
Leave the "VLAN" checkbox unchecked.

Fill in the server IP addresses for the IMI network. Select imi for the interface.
Leave the "VLAN" checkbox unchecked.

Next, add the following NTP servers:

NTP Server Preferred?
<DRNO1-RMS-TVOE-IP-Address> Yes

Select the Ok button when you have completed entering all the server data.
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Procedure 25. NOAM Configuration for DR Site (Optional)

4 | PRIMARY Navigate to Main Menu -> Configuration -> Servers.
NOAM VIP

N GUI: Export From the GUI screen, select the DR-NOAM server and then select Export to
the Initial generate the initial configuration data for that server.
Configuration

| Insert || Edit || Delete || Export || Report

5 | PMAC: Use the PMAC GUI to determine the Control Network IP address of the server that
Exchange is to be the first NOAM server. From the PMAC GUI, navigate to Main Menu ->
SSH keys Software -> Software Inventory.

between
PMAC and ET;'J.IE:;:NO_A JEHB-NO-W &:3 o) 7.00.0.0-86.14.0 DSR 7.1.00.0-71.11.0

ESQ'ZPAM Note the IP address for the first DR-NOAM server.
Login to the PMAC terminal as the admusr.
From a terminal window connection on the PMAC as the admusr user, exchange
SSH keys for admusr between the PMAC and the 1* DR-NOAM server using the
keyexchange utility, using the Control network IP address for the NOAM server.
When prompted for the password, enter the password for the admusr user of the
NOAM server.
$ keyexchange admusr@<DR-NOl Control IP
Address>
6 | NOAM VIP: From a terminal window connection on the NOAMP VIP as the admusr.
ggﬂ]iggg Exchange SSH keys for admusr between the NOAM and the DR NO’s PMAC
between using the keyexchange utility.
NOAM and $ keyexchange admusr@<DR-
PMAC at the NOl _Site PMAC Mgmt IP Address>
DR site.

When prompted for the password, enter the appropriate password for admusr on
the PMAC server.

144 |Page E55235-03




Procedure 25. NOAM Configuration for DR Site (Optional)

7 | Primary Obtain a terminal session to the primary NOAM as the admusr user.

[] (l\‘jgrﬁiMl:Jrg'fi)gz Use the awpushcfg utility to copy the configuration file created in the previous
File tog 1% DR- step from the /var/TKLC/db/filemgmt directory on the primary NOAM to the 1% DR-
NOAM Server NOAM server, using the Control network IP address for the DR-NOAM server.

The configuration file will have a filename like “TKLCConfigData.<Hostname>.sh”.
$ sudo awpushcfg
The awpushcfg utility is interactive, so the user will be prompted for the following:
e |P address of the local PMAC server: Use the local control network
address from the PMAC.
e Username: Use admusr
e Control network IP address for the target server: In this case, enter the
control IP for the 1% DR-NOAM server).
e Hostname of the target server: Enter the server name configured in step 3

8 | 1°"DR-NOAM | Obtain a terminal window connection on the 1* DR-NOAM iLO from the OA. (Use
Server: Verify | the procedure in Appendix D: TVOE iLO/iLOM GUI Access).
awpushcfg
was called Login as the admusr user.
and Reboot
the Server The automatic configuration daemon will look for the file named

“TKLCConfigData.sh” in the /var/tmp directory, implement the configuration in the
file, and then prompt the user to reboot the server.

Verify awpushcfg was called by checking the following file

$ sudo cat /var/TKLC/appw/logs/Process/install.log

Verify the following message is displayed:

[SUCCESS] script completed successfully!

Now Reboot the Server:
$ sudo init 6

Wait for the server to reboot
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Procedure 25. NOAM Configuration for DR Site (Optional)

9 |1°DR-
0 NOAM: Note: You will only execute this step if your DR-NOAM is using a dedicated
Configure Ethernet interface for NetBackup.
Networking for
Dedicated $ sudo /usr/TKLC/plat/bin/netAdm set --device=netbackup
NetBackup --type=Ethernet --onboot=yes
ngﬂzﬁzb --address=<NOl_NetBackup_ IP Adress>
--netmask=<NOl1_NetBackup NetMask>
$ sudo /usr/TKLC/plat/bin/netAdm add --route=net
--device=netbackup --address=<NOl_NetBackup Network ID>
--netmask=<NOl1_NetBackup NetMask>
--gateway=<NOl_NetBackup Gateway IP Address>
10 | 1 DR- Obtain a terminal window to the 15 DR-NOAM server, logging in as the admusr
[ NOAM: user.
Establish an
SSH session
and Login
11 | 1 DR-NOAM | Execute the following command on the 1¥ DR-NOAM server and make sure that
0 Server: Verify | no errors are returned:
Server Health
$ sudo syscheck
Running modules in class hardware...OK
Running modules in class disk...OK
Running modules in class net...OK
Running modules in class system...OK
Running modules in class proc...OK
LOG LOCATION: /var/TKLC/log/syscheck/fail log
12 | Repeat for Repeat Steps 3 through 11 to configure 2™ DR-NOAM Server. When inserting
0 2" DR NOAM | the 2™ DR-NOAM server, change the NTP server address to the following:
Server

NTP Server

Preferred?

<DRNO2-RMS-TVOE-IP-Address>

Yes
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Procedure 26. Pairing for DR-NOAM Site (Optional)

S | This procedure will provide the steps to pair the DR-NOAM site.

T

E | Prerequisite: Installation for DR-NOAM Site complete

P

#
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | Primary

[ NOAM VIP Establish a GUI session on the primary NOAM server by using the VIP IP address

GUI: Login of the primary NOAM server. Open the web browser and enter a URL of:

‘ https://<Primary NOAM VIP IP Address>

Login as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

LogIn
Enter your username and password to log in

Username: guiadmin

Password: o-.o-co|

] change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 26. Pairing for DR-NOAM Site (Optional)

2 | Primary
0 NOAM VIP Navigate to Main Menu -> Configuration -> Server Groups
GUI: Enter Configuration
DR-NOAM =& g
Server Group = Network Elements
Data Network
ervice
EMVErs
Resource Domains
ociations
Select Insert and fill the following fields:
| Insert || Edit || Delete || Report |
e Server Group Name: <Enter Server Group Name>
e Level: A
e Parent: None
e Function: DSR (Active/Standby Pair)
e WAN Replication Connection Count: Use Default Value
Select OK when all fields are filled in.
3 | Primary Select the Server Group that was created in the previous step, and click on Edit.
NOAM VIP
GUI: Update [ Insert ][Edit][ Delete ][ Report ]
Server Group
The user will be presented with the Server Groups [Edit] screen
Check the checkbox labeled Include in SG for both DR-NOAM Servers as shown
below and click on Apply
deaDR_CSLAB_ATT
Server 5G Inclusion Preferred HA Role
deaNO-
C?‘I?EINC—."-". Preferred Spare
deaMO-
Ci?aNC—EI Y| Include in 3G Preferred Spare
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Procedure 26. Pairing for DR-NOAM Site (Optional)

4 | Primary Click the Add dialogue button for the VIP Address and enter an IP Address for the
0 NOAM VIP VIP as shown below
GUI: Add DR-
NOAM VIP VP Address Add
10.250.55.163
Then click the Apply dialogue button. Verify that the banner information message
states Data committed.
[ Apply ] [ Cancel ]
5 | Primary Wait for the alarm Remote Database re-initialization in progress to be cleared
NOAM VIP before proceeding.
GUI: Wait for . . . :
Remote Navigate to Main menu->Alarms & Events->View Active
Database Main Menu: Alarms & Events -> View History (Filtered)
Alarm to Clear — .
o Event ID Timestamp Severity Product Process NE Server Type
a Event Text Additional Info
Soaps
a 10200 2015-02-20 09:30:00.090 EDT  CLEAR EMW=03PS Compass_NO  Compass-NOA  CFG
Remaote Database re-initialization in progress ~ Cleared because DB Re-Init Completed
a 10200 2015-03-20 09:28:16.411 EDT :&":f”aps Compass_NO  Compass-NOA CFG
Remote Database re-initialization in progress ~ Remote Database re-initialization in progress
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Procedure 26. Pairing for DR-NOAM Site (Optional)

6 | Primary From the NOAM GUI, select the Main menu -> Status & Manage -> Server
[ NOAM VIP menu.
GUI: Restart -
15! DR-NOAM B & Status & Manage
Server - |l Network Elements
- B
- . HA
- |l§j Database
- R KPIs
- [l Processes
B Tasks
Select the 1% DR-NOAM server. Select the Restart button.
| Stop || Restart || Reboot || NTP Sync || Report |
Answer OK to the confirmation popup.
Are you sure you wish to restar application software
an the following server(s)?
Jetta-M0O-2
OK ] | Cancel
Wait for restart to complete. Wait approximately 3-5 minutes before proceeding.
7 | Primary Repeat Steps 6, but select the 2™ DR-NOAM Server.
(] NOAM VIP
GUI :Restart
the application
on the 2™ DR-
NOAM Server
8 | DR-NOAM: For DSR 7.1, the following alarm is expected to be present on the DR-NOAM:
Expected . I
Alarm (DSR ﬁﬁ_?érwce Start Failure:
7_ 1) km":v:::lll:"! Timestamp :::emnmtyum:roaucl Process  NE Server Type Instance
31225 2015-07-17 17.02:33 587 EDT Piaorm  cmha NO_Kitkat EVO-DRNO-1 HA it
e HA Senvce Start Failure g;’[}m ¢ SNV e 2
Note: This alarm is only cosmetic and not service affecting.
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4.15 Application Configuration: SOAMs

Procedure 27. Configure the SOAM NE

HxOMHW

This procedure will provide the steps to configure the SOAM Network Element

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

=

NOAM VIP
GUI: Login

Establish a GUI session on the NOAM server by using the VIP IP address of the
NOAM server. Open the web browser and enter a URL of:

https://<Primary NOAM VIP IP Address>

Login as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Login
Enter your username and password to log in

Username: guiadmin
Password: esesess|

[ change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Cracle Corporafion and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 27. Configure the SOAM NE

2 | NOAM VIP
GUI: Create
[ the SOAM
Network
Element using
an XML File

Make sure to have an SOAM Network Element XML file available on the PC that is
running the web browser. The SOAM Network Element XML file is similar to what
was created and used in Procedure 20, but defines the SOAM “Network Element”.

Refer to Appendix L: Sample Network Element for a sample Network Element xml
file

Navigate to Main Menu->Configuration->Network Elements

B & Configuration

= Wctwork Elemen

B Network

rvice

[F]
m

[F]
m

TVErs

n
(]

rver Groups

source Domains

- T
=
]
[4¢]
L

lace Associations

- [ Re
‘B
[ 4

[+]
jw}
6]
0
o

Select the Browse button, and enter the path and name of the SOAM network
XML file.

Select the Upload File button to upload the XML file and configure the SOAM
Network Element.

To create a new Metwork Element, upload a valid configuration file:

| Browse.. | No file selected. Upload File|

| Insert | Delete || Export || Report |
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Procedure 28. Configure the SOAM Servers

S | This procedure will provide the steps to configure the SOAM servers.
T
E | Check off () each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact contact Appendix U: My Oracle Support (MOS), and ask for
assistance.
1 | Exchange Use the PMAC GUI to determine the Control Network IP address of the server that
0 SSH keys is to be the SOAM server. From the PMAC GUI, navigate to Main Menu ->
between Software -> Software Inventory.
SOAM site’s
local PMAC Eﬂg%ézsgayé%m A Compass-S0A TPD («86_64) 7.0.0.0.0-86.14.0 DSR
and the
SOAM Server | Note the IP address for the SOAM server.
Login to the PMAC terminal as the admusr.
From a terminal window connection on the PMAC as the admusr user, exchange
SSH keys for admusr between the PMAC and the SOAM server using the
keyexchange utility, using the Control network IP address for the SOAM server.
When prompted for the password, enter the password for the admusr user of the
NOAM server.
‘$ keyexchange admusr@<SOl_Control_ IP Address>
2 | Exchange Note: If this SOAM shares the same PMAC as the NOAM, then you can skip this
SSH keys step.
N between . . .
NOAM and From a terminal window connection on the NOAM VIP, as the admusr, exchange
PMAC at the SSH keys for admusr between the NOAM and the PMAC for this SOAM site using
SOAM site (If the keyexchange utility.
necessary) When prompted for the password, enter the admusr password for the PMAC

server.

‘ $ keyexchange admusr@<SOl_Site PMAC Mgmt IP Address>

Repeat this step for the standby NOAM Server
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Procedure 28. Configure the SOAM Servers

3
[

NOAM VIP
GUI: Login

If not already done, establish a GUI session on the NOAM server by using the XMI
IP address of the first NOAM server. Open the web browser and enter a URL of:

https://<Primary NOAM VIP IP Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login
Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to log in

Username: guiadmin
Password: esesess|

'] Change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 28. Configure the SOAM Servers

4 | NOAM VIP
GUI: Insert

| the 19 soAM
server

Navigate to Main Menu -> Configuration -> Servers.

B & Configuration
Network Elements
Network

L+

Place Associations

DSCP

[+ |

Select the Insert button to insert the 1% SOAM server into servers table (the first or

server).

Attribute Value Description
Unique name fc

. 20-character st

Hastname SOAM-A minus sign. Mu
alphanumeric.]

Role SYSTEM OAM M Select the funct

Parawar® DR TVOE Guest ~| Hardware profi

Network

Element HPC6_S0006 ~ |- Selectthe netw

Name

Location descri

Location string. Valid valt

Fill in the fields as follows:

Hostname: <Hostname>

Role: SYSTEM OAM

System ID: <Site System ID>

Hardware Profile: DSR TVOE Guest

Network Element Name: [Choose NE from Drop Down Box]

The network interface fields will now become available with selection choices
based on the chosen hardware profile and network element

Interfaces:

Network IP Address Interface
INTERMALXMI (10.240.84.128i25) 10.240.84 155 xmi | ] vLAN (3)
INTERMALINMI (10.240.85.0/26) 10 240 85 1(]| imi % [] VLAN (4)

Fill in the server IP addresses for the XMI network. Select xmi for the interface.
Leave the "VLAN" checkbox unchecked.

Fill in the server IP addresses for the IMI network. Select imi for the interface.
Leave the "VLAN" checkbox unchecked.

Next, add the following NTP servers:

NTP Server Preferred?
<RMS1-TVOE-IP-Address> Yes

Select the Ok button when you have completed entering all the server data.
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Procedure 28. Configure the SOAM Servers

5 | NOAM VIP Navigate to Main Menu -> Configuration -> Servers.
[ GUI: Export
the Initial . B & Configuration
Configuration Network Elements
Network
erver Groups
Resource Domains
ociations
From the GUI screen, select the NOAM server and then select Export to generate
the initial configuration data for that server.
| Insert || Edit || Delete || Export || Report |
6 | NOAM VIP: Obtain a terminal session to the NOAM VIP as the admusr user.
ggﬁ% uration Use the awpushcfg utility to copy the configuration file created in the previous
on'g st step from the /var/TKLC/db/filemgmt directory on the NOAM to the 1% SOAM
File to 1 server, using the Control network IP address for the 1* SOAM server
SOAM Server ' 9 '
The configuration file will have a filename like “TKLCConfigData.<hostname>.sh”.
‘$ sudo awpushcfg
The awpushcfg utility is interactive, so the user will be prompted for the following:
e |P address of the local PMAC server: Use the local control network
address from the PMAC.
e Username: Use admusr
e Control network IP address for the target server: In this case, enter the
control IP for the 1% SOAM server).
e Hostname of the target server: Enter the server name configured in step 4
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Procedure 28. Configure the SOAM Servers

7 | 1% SOAM Obtain a terminal window connection on the 1% SOAM server console by
[ Server: Verify | establishing an ssh session from the NOAM VIP terminal console.
awpushcfg
was called $ ssh admusr@<SOl Control IP>
and Reboot
the Server Login as the admusr user.
The automatic configuration daemon will look for the file named
“TKLCConfigData.sh” in the /var/tmp directory, implement the configuration in the
file, and then prompt the user to reboot the server.
Verify awpushcfg was called by checking the following file
$ sudo cat /var/TKLC/appw/logs/Process/install.log
Verify the following message is displayed:
[SUCCESS] script completed successfully!
Now Reboot the Server:
$ sudo init 6
Wait for the server to reboot
8 | 1 SOAM Obtain a terminal window connection on the 1% SOAM server console by
Server: Login | establishing an ssh session from the NOAM VIP terminal console.
‘$ ssh admusr@<SOl_Control IP>
9 | 1% SOAM Execute the following command on the 15 SOAM server and make sure that no
0 Server: Verify | errors are returned:

Server Health

$ sudo syscheck

hardware...OK
disk...OK
net...OK
system...OK

Running modules in class

Running modules in class

Running modules in class

Running modules in class

Running modules in class proc...OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log
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Procedure 28. Configure the SOAM Servers

10 | Insert and Repeat this procedure to insert and configure the 2" SOAM server, with the
[ Configure the | exception of the NTP server, which should be configured as so:
2" SOAM
server NTP Server Preferred?
<RMS2-TVOE-IP-Address> Yes
Instead of data for the 1% SOAM Server, insert the network data for the 2" SOAM
server, transfer the TKLCConfigData file to the 2™ SOAM server, and reboot the
2" SOAM server when prompted at a terminal window.
11 | Install If you are using NetBackup at this site, then execute Procedure 24 again to install
0 Netbackup the NetBackup Client on all SOAM servers.
Client
Software on
SOAMs
(Optional)

Procedure 29. Configure the SOAM Server Group

HxFOMHW

This procedure will provide the steps to configure the SOAM Server Group

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each

step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
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Procedure 29. Configure the SOAM Server Group

1
[

NOAM VIP
GUI: Login

If not already done, establish a GUI session on the NOAM server by using the XMl
VIP address of the first NOAM server. Open the web browser and enter a URL of:
https://<Primary NOAM VIP IP Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login
Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to log in

Username: guiadmin
Password: esesess|

'] Change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 29. Configure the SOAM Server Group

2 | NOAM VIP After approximately 5 minutes for the 2" SOAM server to reboot,
GUI: Enter

N SOAM Server | Navigate to the GUI Main Menu->Configuration->Server Groups
Group Data

B & Configuration
Network Elements
Network
ervices

ervers

Resource Domains

ociations

Select Insert

| Insert || Edit | Delete || Report |

Add the SOAM Server Group name along with the values for the following fields:

Name: <Hostname>

Level: B

Parent [Select the NOAM Server Group]

Function: DSR (Active/Standby Pair)

WAN Replication Connection Count: Use Default Value

Select OK when all fields are filled.
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Procedure 29. Configure the SOAM Server Group

3
[

NOAM VIP
GUI: Edit the
SOAM Server
Group and
add VIP

From the GUI Main Menu->Configuration->Server Groups

B & Configuration
Metwork Elements
Network

ervice

ervers

Resource Domains

ociations

Select the new SOAM server group, and then select Edit.

| Insert || Edit | Delete || Report |

Add both SOAM servers to the Server Group Primary Site by clicking the Include
in SG checkbox.

Do not check any of the Preferred Spare checkboxes.

S0_900060102

Server 5G Inclusion Preferred HA Role

RMZSS0A Include in 3G [] Preferred Spare

RMS50B Include in 3G L] Preferred Spare
Click Apply.

Add a SOAM VIP by click on Add. Fill in the VIP Address and press Ok as shown
below:

VIP Address
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Procedure 29. Configure the SOAM Server Group

4 | NOAM VIP
GUI: Wait for

[ Remote
Database

Alarm to Clear

Wait for the alarm Remote Database re-initialization in progress to be cleared
before proceeding.

Navigate to Main menu->Alarms & Events->View Active
Main Menu: Alarms & Events -> View History (Filtered)

Tasks -

Fri Mar 2(

— Event ID Timestamp Severity Product Process  NE Server Type
Event Text Additional Info

a 10200 2015-03-20 09:30.00.090 EDT  CLEAR .. :ﬂ‘:?“ps Compass_NO  Compass-NOA  CFG
Remote Database re-inifialization in progress ~ Cleared because DB Re-Init Completed

s 10200 2015-03-20 09:28:16.411 EDT :&":?“ps Compass_NO  Compass-NOA CFG

Remote Database re-initialization in progress ~ Remote Database re-initialization in progress

5 | NOAM VIP
GUI: Restart
1% SOAM
server

From the NOAMP GUI, select Main menu->Status & Manage->Server.

B & Status & Manage
: . Network Elements

- | server

B Tasks
- | Files

Select the 1st SOAM server.

Select the Restart button. Answer OK to the confirmation popup. Wait for restart to
complete.

| Insert || Edit || Delete || Report |
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Procedure 29. Configure the SOAM Server Group

6

NOAM VIP
GUI: Restart
2" SOAM
server

From the NOAMP GUI, select Main menu->Status & Manage->Server.

B & Status & Manage
: . Network Elements

- | server

B Tasks
- | Files

Select the 2" SOAM server.

Select the Restart button. Answer OK to the confirmation popup. Wait for restart to
complete.

| Insert || Edit || Delete || Report |

Procedure 30. Configure RMS-Specific B-Level Resources

S | This procedure will provide the steps to Configure RMS-specific B-level Resources
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Active Obtain a terminal window connection on the Active SOAM server. Login as
0 SOAM: Login | admustr.
2 | Active Execute the following on the command line. Wait until the script completes and
0 SOAM: you are returned to the command line:
Execute B-
Level $ sudo /usr/TKLC/dsr/bin/rmsResourceConfig.sh
Resource
Script Verify that no errors are displayed. If any errors are displayed, halt this procedure

and contact Appendix U: My Oracle Support (MOS)
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4.16 Application Configuration: MPs

Procedure 31. Configure the MP Servers

S | This procedure will provide the steps to configure an MP Servers (IPFE, SBR, SS7-MP, DA-MP)

T

E | Check off () each step as it is completed. Boxes have been provided for this purpose under each

P | step number.

#

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | PMAC: Use the MP site’s PMAC GUI to determine the Control Network IP address of the
Exchange server that is to be an MP server. From the MP site’s PMAC GUI, navigate to Main
SSH keys Menu -> Software -> Software Inventory.
between MP _
site’s local B 4 Main Menu
PMAC and the £y #m Hardware

MP server

= & Software

M Wsoftware Invento

Enc:8102 Bay.2F 192.168.1.239 Compass-DAMP-03

Note the IP address for an MP server.
Login to the MP site’s PMAC terminal as the admustr.
From a terminal window connection on the MP site’s PMAC as the admusr.

Exchange SSH keys for admusr between the PMAC and the MP server using the
keyexchange utility, using the Control network IP address for the MP server.

$ keyexchange admusr@<MP_Control IP Address>

When prompted for the password, enter the password for the admusr user of the
MP server.
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Procedure 31. Configure the MP Servers

2
[

NOAM VIP
GUI: Login

If not already done, establish a GUI session on the NOAM server by using the XMI
IP address of the first NOAM server. Open the web browser and enter a URL of:

https://<Primary NOAM VIP IP Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login
Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to log in

Username: guiadmin
Password: esesess|

7] Cchange password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation andyor its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 31. Configure the MP Servers

3 | NOAM VIP
GUI: Insert

[ the MP server
(Part 1)

Navigate to Main Menu->Configuration->Servers

B & Configuration
- [ Network Elements
B Network
- |l Services
B
- | server Groups
- |l Resource Domains

ociations

| DSCP

Select the Insert button to insert the new MP server into servers table.
| Insert || Edit | Delete | Export || Report |

Fill out the following values:

Hostname:<Hostname>

Role: MP

Network Element: [Choose the Cooresponding SOAM Network Element]
Hardware Profile: DSR TVOE Guest

Location: <enter an optional location description>

The interface configuration form will now appear.

Interfaces:
Network IP Address Interface

INTERMNALXMI (10.240.84.128/25) 10.240.84 155 xmi (% | ] VLAN (3)

INTERMALIMI (10.240.85.0/26) 10.240 85 10| imi % | ] VLAN (4)

For the XMI network, enter the MP's XMI IP address. Select “xmi” for the interface.
Leave the “VLAN” checkbox unchecked

For the IMI network, enter the MP's IMI IP address. Select “imi” for the interface.
Leave the “VLAN” checkbox unchecked

4 | NOAM VIP
GUI: Insert
the MP server
(Part 2)

Next, add the following NTP servers:

NTP Server Preferred?
<MP RMS-TVOE-IP-Address> Yes

Select OK when all fields are filled in to finish MP server insertion.
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Procedure 31. Configure the MP Servers

5 | NOAM VIP Navigate to Main Menu -> Configuration -> Servers.
0 GUI: Export
the . . B & Configuration
Configuration - | Network Elements
B Metwork
— |l Service
. Bscrver
- | Server Groups
-~ |l Resource Domains
- |8 Place Assodiations
i DscP
From the GUI screen, select the MP server and then select Export to generate the
initial configuration data for that server.
| Insert || Edit || Delete || Export || Report |
6 | NOAM VIP: Obtain a terminal session to the NOAM VIP as the admusr user.
ggﬁ% uration Use the awpushcfg utility to copy the configuration file created in the previous
onfig step from the /var/TKLC/db/filemgmt directory on the NOAM to the MP server,
File to MP .
Server using the Control network IP address for the MP server.
The configuration file will have a filename like “TKLCConfigData.<hostname>.sh”.
‘$ sudo awpushcfg
The awpushcfg utility is interactive, so the user will be prompted for the following:
e |P address of the local PMAC server: Use the local control network
address from the PMAC.
e Username: Use admusr
e Control network IP address for the target server: In this case, enter the
control IP for the MP server).
e Hostname of the target server: Enter the server name configured in step 1
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Procedure 31. Configure the MP Servers

7 | MP Server: Obtain a terminal window connection on the MP server console by establishing an
0 Verify ssh session from the NOAM VIP terminal console.
awpushcfg
was called $ ssh admusr@<MP_Control IP>
and Reboot
the . Login as the admusr user.
Configured
Server Verify awpushcfg was called by checking the following file:
$ sudo cat /var/TKLC/appw/logs/Process/install.log
Verify the following message is displayed:
[SUCCESS] script completed successfully!
Reboot the sever:
$ sudo init 6
Proceed to the next step once the Server finished rebooting, The server is done
rebooting once the login prompt is displayed.
8 | MP Server:

Verify Server
Health

After the reboot, login as admusr.

Execute the following command as super-user on the server and make sure that

no errors are returned:

$ sudo syscheck
Running modules
Running modules
Running modules
Running modules

Running modules

in
in
in
in

in

class
class
class
class

class

hardware...OK

disk...OK
net...OK
system...OK

proc...OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log
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Procedure 31. Configure the MP Servers

9
[

MP Server:
Delete Auto-
Configured
Default Route
on MP and
Replace it with
a Network
Route via the
XMI Network-
Partl
(Optional)

Note: THIS STEP IS OPTIONAL AND SHOULD ONLY BE EXECUTED IF YOU
PLAN TO CONFIGURE A DEFAULT ROUTE ON YOUR MP THAT USES A
SIGNALING (XSI) NETWORK INSTEAD OF THE XMI NETWORK.

(Not executing this step will mean that a default route will not be configurable on
this MP and you will have to create separate network routes for each signaling
network destination.)

Using the iLO facility, log into the MP as the admusr user. (Alternatively, you can
log into the site’s PMAC then SSH to the MP’s control address.)

Determine <XMI_Gateway_IP> from your SO site network element info.
Gather the following items:

. <NO_XMI_Network_Address>

e <NO_XMI_Network_Netmask>

. <DR_NO_XMI_Network_Addres>

. <DR_NO_XMI_Network_Netmask>

e  <TVOE_Mgmt_XMI_Network_Address>

. <TVOE_Mgmt_XMI_Network_Netmask>

Note: You can either consult the XML files you imported earlier, or go to the NO
GUI and view these values from the Main Menu -> Configuration -> Network
Elements screen.

B & Configuration

= Pnetwork Elemen

e Network

Proceed to the next step to modify the default routes on the MP servers.
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Procedure 31. Configure the MP Servers

10
[

MP Server:
Delete Auto-
Configured
Default Route
on MP and
Replace it with
a Network
Route via the
XMI Network-
Part2
(Optional)

After gathering the network information from step 9, proceed with modifying the
default routes on the MP server.

Establish a connection to the MP server, login as admusr.
Create network routes to the NO’s XMI(OAM) network:

Note: If your NOAM XMI network is exactly the same as your MP XMI network,
then you should skip this command and only configure the DR NO route.

$ sudo /usr/TKLC/plat/bin/netAdm add --route=net
--address=<NO_Site_Network ID> --netmask=<NO_Site Network Netmask>
--gateway=<MP_XMI Gateway IP Address> --device=<MP_XMI Interface>
Route to <MP XMI Interface> added.

Create network routes to the DR NO’s XMI(OAM) network:

$ sudo /usr/TKLC/plat/bin/netAdm add --route=net
-—address=<DR-NO_Site Network ID> --netmask=<<DR-NO_Site Network Netmask>
--gateway=<MP_XMI Gateway IP Address> --device=<MP_XMI Interface>

Route to <MP XMI Interface> added.

Create network routes to the Management Server TVOE XMI(OAM) network for
NTP:

$ sudo /usr/TKLC/plat/bin/netAdm add --route=net
-—address=<TVOE_Mgmt XMI Network Address>
--netmask=<TVOE_ Mgmt XMI Network_ Netmask>
--gateway=<MP_XMI Gateway_ IP Address> --device=<MP_XMI Interface>
Route to <MP XMI Interface> added.

(Optional) If Sending SNMP traps from individual servers, create host routes to
customer SNMP trap destinations on the XMI network:

$ sudo /usr/TKLC/plat/bin/netAdm add --route=host
-—address=<Customer NMS IP> --gateway=<MP XMI Gateway IP Address>
--device=<MP_XMI Interface>

Route to <MP XMI Interface> added.

(Repeat for any existing customer NMS stations)

Delete the existing default route:

$ sudo /usr/TKLC/plat/bin/netAdm delete --route=default
--gateway=<MP_XMI Gateway IP> --device=<MP_XMI Interface>

Route to <MP XMI Interface> removed.
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Procedure 31. Configure the MP Servers

11 | MP Server: After steps 9 and 10 have been executed, verify network connectivity.
0 Verify
connectivity Establish a connection to the MP server, login as admusr.

Ping active NO XMI IP address to verify connectivity:

$ ping <ACTIVE NO XMI IP Address>
PING 10.240.108.6 (10.240.108.6) 56(84) bytes of data.
64 bytes from 10.240.108.6: icmp seq=1 ttl=64 time=0.342 ms

64 bytes from 10.240.108.6: icmp seq=2 ttl=64 time=0.247 ms

(Optional) Ping Customer NMS Station(s):

$ ping <Customer NMS IP>
PING 172.4.116.8 (172.4.118.8) 56(84) bytes of data.
64 bytes from 172.4.116.8: icmp seq=1 ttl=64 time=0.342 ms

64 bytes from 172.4.116.8: icmp seg=2 ttl=64 time=0.247 ms

If you do not get a response, then verify your network configuration. If you
continue to get failures then halt the installation and contact Oracle customer

support.
12 | Repeat for Repeat this entire procedure for all remaining MP servers.
0 remaining
MPs
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Procedure 32. Configure the MP Server Group(s) and Profile(s)

step number.

HxOM-HW

This procedure will provide the steps to configure MP Server Groups

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

=

NOAM VIP
GUI: Login

If not already done, establish a GUI session on the NOAM server the VIP IP
address of the NOAM server.

Open the web browser and enter a URL of:

https://<Primary NOAM VIP IP Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Log In

Enter your username and password to leg in

Username: guiadmin
Password: esesess|

Change password

LogIn

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered frademarks of Oracle Corporation and/or its affiliates
Other names may be frademarks of their respective owners.

2 | NOAM VIP
GUI:

[ Determine
Server Group
Function

Determine what server group function will be configured, make note the following

configuration decisions.

Server Group Function

MPs Will Run

Redundancy Model

DSR (multi-active
cluster)

Diameter Relay and Multiple MPs active Per
Application Services SG

DSR (active-standby
pair)

Diameter Relay and 1 Active MP and 1
Application Services Standby MP / Per SG

IP Load Balancer

IPFE application 1 Active MP Per SG

SS7-IWF

MAP IWF Application 1 Active MP Per SG
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Procedure 32. Configure the MP Server Group(s) and Profile(s)

3 | NOAM VIP
[ GUI: Enter From the data collected from step 2, create the server group with the following:
MP Server
Group Data Navigate to Main Menu ->Configuration ->Server Groups
- | Network Elements
B Network
Resource Domains
i} Dscp
Select Insert
Insert || Edit Delete Report
Fill out the following fields:
Server Group Name: <Server Group Name>
Level: C
Parent: [SOAMP Server Group That is Parent To this MP]
Function: Select the Proper Function for this MP Server Group (Gathered in Step 2)
Select OK when all fields are filled in.
4 | NOAM VIP Repeat Steps 2-3 for any remaining MP server groups you wish to create.
GUI: Repeat
For Additional | For instance, if you are installing IPFE, you will need to create an IP Load Balancer

Server Groups

server group.
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Procedure 32. Configure the MP Server Group(s) and Profile(s)

5 | NOAM VIP
0 GUI: Edit the From the GUI, navigate to Main Menu->Configuration->Server Groups
MP Server
Groups to B & Configuration
include MPs - |l Network Elements
B Network
Services
- | Place Associations
i} Dscp
Select a server group that you just created and then select Edit.
Select the Network Element that represents the MP server group you wish to edit.
Click the Include in SG box for every MP server that you wish to include in this
server group. Leave other checkboxes blank.
HPC6_90006
Server 5G Inclusion Preferred HA Role
MP-1 YlInclude in 3G Preferred Spare
MP-2 YlInclude in 3G Preferred Spare
Note: Each IPFE server should be in its own server group.
Select OK.
6 | NOAM VIP
0 GUI: Repeat Repeat Steps 5 for any remaining MP server groups you need to edit.
For Additional
Server Groups
7 | NOAM VIP Wait for the alarm Remote Database re-initialization in progress to be cleared
GUI: Wait for | before proceeding.
. Remote Navigate to Main menu->Alarms & Events->View Active
Database 9

Alarm to Clear

Main Menu: Alarms & Events -> View History (Filtered)

Tasks -

Event ID

Fri Mar 2(

Timestamp Severity  Product

Additional Info

Process  NE Server Type
Seq#
Event Text

10200 2015-03-20 09:30.00.090 EDT  CLEAR .. EEEIS
414 erver

Remote Database re-initialization in progress ~ Cleared because DB Re-Init Completed

Compass_NO Compass-NOA  CFG

10200 2015-03-20 09:28:16.411 EDT SIS
413 enver

Remote Database re-initialization in progress

Compass_NO Compass-NOA  CFG

Remote Database re-initialization in progress
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Procedure 32. Configure the MP Server Group(s) and Profile(s)

8
[

SOAM VIP
GUI: Login

If not already done, establish a GUI session on the SOAM server by using the VIP
IP address of the SOAM server.

Open the web browser and enter a URL of:

https://<Primary SOAM VIP_ IP Address>

Login to the SOAM GUI as the guiadmin user:

ORACLE

Oracle System Login
Fri Mar 20 12:29:52 2015 EDT

LogIn
Enter your username and password to log in

Username: guiadmin
Password: .I..II.‘

'] change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 32. Configure the MP Server Group(s) and Profile(s)

9 | SOAM VIP
GUI: Assign
[ Profiles to DA-
MPs from
SOAM GUI.

Navigate to Main Menu -> Diameter Common ->MPs -> Profiles Assignments

B & Diameter Common

. . i Dashboard

II i Network Identifiers
. M & MPs

B Profile Assignments

Refer to the DA-MP section. (If the site has both DSR and MAP-IWF server
groups, you will see both a DA-MP section and an SS7-MP section)

Main Menu: DSR Common -> MPs -> Profile Assignments @

Fri Mar 14 11:44:45 201

DA-MP MP Profile current value

r The current MP Profile for DAMP is G6:Database.
DAMP VM Database hd G6 DA-MP half height blade running reiay and dafabase applications

SS7-MP  MP Profile current value

557 VM-MD-IWF The current MP Profile for $57 is GB:MD-IWF

G& half height blade performing MO-IWF application

For each MP, select the proper profile assignment based on the function each MP
will serve:

Profile Name Description

VM:Relay Virtualized DA-MP on TVOE Guest
running the relay application
VM:Database Virtualized DA-MP on TVOE Guest
running relay and database applications
VM:Session Virtualized DA-MP on TVOE Guest
running relay and session applications
VM:MD-IWF Virtualized SS7-MP on TVOE Guest
running MD-IWF applications

Note: If the DA-MPs at this site are configured for Active/Standby then there will
be a single selection box visible that assigns profiles for all MPs.

When finished, press the Assign button
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Procedure 32. Configure the MP Server Group(s) and Profile(s)

10 | SOAM VIP DSR 7.0 ONLY, if DSR 7.1 skip this step
GUI: Update
N DpiOption
table from the | If IPFE Hash load balance algorithm is being used (Load Balance Algorithm:
active SOAM Execute the following step, and skip this step.

DSR 7.0 . .
E)NLY) Log on to the active SOAM console as admusr via the SOAM VIP.
Execute the following command (advise cut and paste to prevent errors):
$ sudo iset -fvalue="50" DpiOption where
"name="'MpEngIngressMpsPercentile'"
=== changed 1 records ===
11 | NOAM VIP If not already done, establish a GUI session on the NOAM server by using the VIP
GUI: Login IP address of the NOAM server.

Open the web browser and enter a URL of:
‘https://<Primary_NOAM_VIP_IP_Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to log in
Username: guiadmin
Password: esessss|

'] Change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Intemet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 32. Configure the MP Server Group(s) and Profile(s)

12 | NOAM VIP Navigate to Main menu->Status & Manage->Server
GUI: Restart T —
[] MP Servers -] ' Status & Manage

‘ Metwork Elements

For each MP server:
e Select the MP server.
e Select the Restart button.

e Answer OK to the confirmation popup. Wait for the message which tells
you that the restart was successful.

| Stop || Restart || Reboot || NTP Sync || Report |

4.17 Application Configuration: Signaling Network

Procedure 33. Configure the Signaling Networks

This procedure will provide the steps to configure the signaling networks

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

HxOMHW

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
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Procedure 33. Configure the Signaling Networks

1 | NOAM VIP If not already done, establish a GUI session on the NOAM server the VIP IP
[ GUI: Login address of the NOAM server.

Open the web browser and enter a URL of:
https://<Primary NOAM VIP IP Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login
Fri Mar 20 12:29:52 2015 EDT

LogIn
Enter your username and password to log in

Username: guiadmin
Password: .I..II.‘

Change password

LogIn

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.

2 | NOAM VIP Navigate to Main Menu -> Configuration -> Network
GUI: Navigate ’ e -
H 3
[] to Signaling = = Configuration
Network
Configuration . B @ Network
Screen R

B Devices
B Route

Click on Insert in the lower left corner.

Insert Edit Lock/Unlock Delete Report
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Procedure 33. Configure the Signaling Networks

3 | NOAMP VIP:
[ Add Signaling
Networks

You will see the following screen:
Insert Network

Field Value Description
Metwork Mame |XSI‘I *  The name of this network. [Default = N/A. Range = Alphal
Network Element | -Unassigned - « |+ The network element this network is a part of. If not spec
WLAM 1D |5 *  The WLAM ID to use for this network. [Default = N/A. Rang
. The network address of this network. [Default = NIA. Ran
Network Address.  10.71.88.0 colon hex (IPvG) format]
. Subnetting to apply to servers within this network. [Defau
B 2552552550 IPVE) or dotted decimal (IPv4) format]
The IP address of a router on this network. Ifthis is a def
Router IP 1071883 route on servers with interfaces on this network. If custor
maonitored.
Default Metwork Leos A selection indicating whether this is the network with a ¢
o ) ) A
Routable 2)Yes Whether or notthis network is routable outside its netwo

Mo be possibly presentin all network elements.

@ Apply | | Cancel

Enter the Network Name, VLAN ID, Network Address, Netmask, and Router IP
that matches the Signaling network

Note: Even if the network does not use VLAN Tagging, you should enter the
correct VLAN ID here as indicated by the NAPD

¢ |IMPORTANT: Leave the Network Element field as Unassigned.
e Select No for Default Network
e Select Yes for Routable.

Press OK. if you are finished adding signaling networks
-OR-

Press Apply to save this signaling network and repeat this step to enter additional
signaling networks.
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Procedure 34. Configure the Signaling Devices

S | This procedure will provide the steps to configure the signaling devices

-é Check off (\) each step as it is completed. Boxes have been provided for this purpose under each

P | step number.

’ If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | NOAM VIP If not already done, establish a GUI session on the NOAM server the VIP IP address

GUI: Login of the NOAM server.

Open the web browser and enter a URL of:
https://<Primary NOAM VIP IP Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to log in
Username: guiadmin
Password: eessses|

[T Change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are regisiered {rademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 34. Configure the Signaling Devices

2
[

NOAM VIP
GUI: Make
Signaling
Devices
Configurable
(Un-bonded,
non-VLAN
signaling
interfaces
only)

Note: You will only execute this step if you are using un-bonded, non-VLAN tagged
Ethernet interfaces for signaling traffic.

Navigate to Main Menu -> Configuration -> Network -> Devices

B & Configuration

B Network Elements
& Network

Yoevices

rver Groups
urce Domains

ciations
You should see several tabs each representing a server in the system. Click on the
tab representing the first MP.

Main Menu: Configuration -> Network -> Devices

Compass-NOA Compass-NOB Compass-S0A Compass-S0B Compass-DAMP-02

You should see a list of network devices installed on the MP.

Select all Ethernet devices that will be used as un-bonded signaling interfaces and
have “Discovered” as their Configuration Status.

JettaNO-1  JettaNO-2  JettaSO1  JetaSO2  JettaDAMPA  JettaDAMP-2  JeflalPFE1 | JettalPFE-2  JetaSSTMP-1  Jefta-SSTMP-2

Device Name Device Type Device Options 1P Interface (Network) Configuration Status
_ 192.168.26 (M)
imi Etnemet (e fdDd:aaec:587C6eM:5 (M) Deployed

bootProto = none 180:27:43fFfebe:1305 (154)

10.240.158.136 (XM
onboot = yes 2606:0400.605:5804:7 (XM

)
i Eemet bootProto = none 2606:b400:605:804 BG:9CITTe58 4255 (164) L
feB0:BCOcHfe58:428c (64)
bootProto = ‘ahcp’”
; . Aol = "02.36 A1:0EECEC™ 192.168.1.21 24)
control Ehermet anboot = ‘yes” fe60:36.a1fTfe0e ECEC (154} piscovered
persistent_dhclient = yes
anbosi=yes fd0ddeba dg7CeCt 1 (isi2)
iz Ethemst o rate e none 1d0U.0eDa d97CEC! 21:2cM 16920290 (164) Deployed
fe80:21:2MH68a16290 (154}
o Etemet 5 3
ct-ing xsi2 rx 4075; ~offload xsi2 gro off g0 off i

Next, press the Take Ownership button.

_— A t———
‘ Insert | Edit Delete | Report || Report All
== LT LR Y

After a brief moment, the selected devices should now show a Configuration Status

of “Configured”.

Select the first signaling interface (xsil) and click on Edit
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Procedure 34. Configure the Signaling Devices

3
[

NOAM VIP
GUI:
Configure
the
Signaling
Interfaces of
the MP

The following screen should be displayed. Verify that the server name on the top
corresponds to the MP.

Edit Ethernet device xsi2 on mp-DRA-CHTM-1-1

General Options Mil Monitoning Options ARP Mongoring Options IP Interfaces

Field Value Description
9 Ethemet
eT Bonding Select the device type. It cannot be changed after device is created
Device Type Vian [Default = N/A Range = Bonding, Vian, Alias ]
Alias

Choose a monitoring style to use with a bonding device. Disabled for

Device Mat4oring Monitoring Type—~ ~ non-bonding devices. [Default = Mil. Opt = M, ARP)
Start On Boot ¥ Enable Start the device, and also start on boot. [Default = enabled]
Boot Protocol None ~ Select the boot protocol. [Default = None, Range = None DHCP)
control 2 ;
¥ The base device(s) for Bonding, Alias and Vian device types. Alias
Base Device(s) and Vian devices require 1 selection; Bonding devices require 2
( b selections. It cannot be changed after device is created. [Default =
xsi N/A Range = avaiable base devices per device type |

xsi2

Device Type: Ethernet

Start on Boot: Verify that the checkbox is selected.
Boot Protocol: None

Now Click on the IP Interfaces tab as shown below.
Insert Device on blade09

General Qptions Ml Monitoring Options ARF Monitoring Options

IP Address List: Add Row

Now Click on Add Row, the following will be displayed

IP Address List
| | ET—

Select the first Signaling Network from the drop down menu.

If configuring an IPv6 only and your site has IPv6 auto-configuration, there’s no need
to enter an IP address, it will be assigned automatically, If configuring an IPv4 or
IPv4/IPv6, enter the IP address that corresponds to the IPv4 interface.

Click on Ok at the bottom of the screen.

To configure additional Signaling Interfaces, re-select the MP and click on Edit again
and repeat this step, otherwise continue with the next step.
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Procedure 34. Configure the Signaling Devices

4
[l

NOAM VIP
GUI:
Configure
the
Interfaces of
the other
MPs.

Repeat this procedure to configure the signaling devices of all other MPs.

Procedure 35. Configure the Signaling Network Routes

HxOMHW

This procedure will provide the steps to configure Signaling Network Routes on MP-type servers
(DA-MP, IPFE, SS7-MP, etc.)

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each

step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

=

NOAM VIP
GUI: Login

If not already done, establish a GUI session on the NOAM server the VIP IP
address of the NOAM server.

Open the web browser and enter a URL of:
‘ https://<Primary NOAM VIP_ IP Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to log in
Username: guiadmin
Password: esessss|

'] Change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Intemet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 35. Configure the Signaling Network Routes

2 | NOAM VIP Navigate to Main Menu -> Configuration -> Network -> Routes
GUI: Navigate : — :
0 to Routes B & Configuration
Configuration : B Network Elemen
Screen & MNetwork
. . E'E'
B
Select the first MP Server you see listed on the first row of tabs as shown, then
click the Entire Server Group link. Initially, no routes should be displayed.
Entire Metwark EVOMNO EVONODR EVO_BPSBR_A EVO_BPSBR_B EVO_BPSBR_C EVO_DAMP EVO_IPE
Entire Server Group EVO-DAMP-1 EVO-DAMP-10 EVO-DAMP-11 EVO-DAMP-12 EVO-DAMP-13 EVO-DAMP-14
RollteTypeJ Destination Netmask Gateway Scope Status
3 | NOAM VIP
GUI: Add Click on Insert at the bottom of the screen to add additional routes.
Route SRR :
Insert Edit Delete Report | | Report All
4 | NOAM VIP OPTIONAL - Only execute this step if you performed Procedure 31 Step 10:
GUI: Add which removed the XMI gateway default route on MPs
Default Route
for MPs Going | If your MP servers no longer have a default route, then you can now insert a
Through default route here which uses one of the signaling network gateways.
Signaling
Network Field Value Description
©nNet
GateWay Route Type ODefault Select a route type
(Optional) Crost - _ —
Device bond0 5 3|« Egsl;:he network device name through which traffic is being routed. This must be an existing device on the
Destination ,W Avalid netmask for the destination network or host. Must be in dotted quad format
Netmask [255 25525850  Avalid netmaskfor the destination network or host. Must be in dotted quad format
GatewaylP [10.24070.99  * AvalidIP address ofthe gateway. Must be in dotted quad format
Route Type: Default
Device: Select the signaling device that is directly attached to the network
where the XSI default gateway resides.
Gateway IP: The XSI gateway you wish to use for default signaling network
access.
Select OK
0Ok Apply || Cancel
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Procedure 35. Configure the Signaling Network Routes

5 | NOAM VIP
GUI: Add
[ Network

Routes for
Diameter

Peers

Use this step to add IP and/or IPv6 routes to diameter peer destination networks.
The goal here is to ensure that diameter traffic uses the gateway(s) on the
signaling networks.

Field Value Description
Eiet
Route Type ODefault Select a route type.
Host
Device bondd 5 3|~ Enter the network device name through which traffic is being routed. This must be an existing device on the
Server.
Destination {10.250.46.0 Avalid netmask for the destination network or host. Must be in dotted quad format
Netmask  [255.255 2550 Avalid netmask for the destination network or host. Must be in dotted quad format
Gateway IP |10.240.70.99 * Avalid IP address of the gateway. Must be in dotted quad format

Route Type: Net

Device: Select the appropriate signaling interface that will be used to
connect to that network

Destination: Enter the Network ID of Network to which the peer node is
connected to.

Netmask: Enter the corresponding Netmask.

Gateway IP: Enter the Int-XSI switch VIP of the chosen Network for L3
deployments (either of int-XSI-1 or of int-XSI2). Or the IP of the customer
gateway for L2 deployments.

If you have more routes to enter, Press Apply to save the current route entry and
repeat this step to enter more routes

If you are finished entering routes, Press OK to save the latest route and leave this
screen.

If aggregation switches are used, routes should be configured on the
aggregation switches so that the destination networks configured in this step are
reachable. This can be done by running the following netconfig commands from
the site's local PMAC (examples shown -- actual values will vary) :

Add routes (IPv4 & IPv6):

$ sudo netConfig —device=switchlA addRoute
network=10.10.10.0 mask=255.255.255.0 nexhop=10.50.76.81

$ sudo netConfig —device=switchlA addRoute
network6=2001::/64 nexthop=£fdOf::1

Delete routes (IPv4 & IPv6):

$ sudo netConfig —-device=switchlA deleteRoute
network=10.10.10.0 mask=255.255.255.0 nexhop=10.50.76.81

$ sudo netConfig —device=switchlA deleteRoute
network6=2001::/64 nexthop=£fdOf::1

After the routes are added via netconfig, a netconfig backup should be taken so
that the new routes are retained in the backup.
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Procedure 35. Configure the Signaling Network Routes

6 | NOAM VIP The routes entered in this procedure should now be configured on all MPs in the
0 GUI: Repeat server group for the first MP you selected.
for all other " —
MP If you have additional MP server groups, repeat from step 2, but this time, select
server
groups an MP from the next MP server group.

Continue until you have covered all MP server groups.

Procedure 36. Add VIP for Signaling networks (Active/Standby Configurations Only)

This procedure will provide the steps to configure the VIPs for the signaling networks on the MPs.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

HxOMHW

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

=

NOAM VIP If not already done, establish a GUI session on the NOAM server the VIP IP
GUI: Login address of the NOAM server.

Open the web browser and enter a URL of:
https://<Primary NOAM VIP IP Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to leg in

Username: guiadmin

Password: esesess|

Change password

LogIn

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered frademarks of Oracle Corporation and/or its affiliates
Other names may be trademarks of their respective owners.
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Procedure 36. Add VIP for Signaling networks (Active/Standby Configurations Only)

NOAM VIP IF YOUR MPs ARE IN A DSR MULTI-ACTIVE CLUSTER SERVER GROUP
GUI: Editthe | CONFIGURATION (N+0), THEN SKIP THIS STEP

MP Server

Group and From Main Menu->Configuration->Server Groups

add VIPs

(ONLY FOR B & Configuration

1+1) . .. [ Network Elements
ﬂ & Network

Select the MP server group, and then select Edit
| Insert || Edit || Delete || Report |

Click on Add to add the VIP for XSI1
Enter the VIP of int-XSI-1 and click on Apply

Click on Add again to add the VIP for XSI2
Enter the VIP of int-XSI-2 and click on Apply

If more Signaling networks exist, add their corresponding VIP addresses.

Finally Click on OK.

VIP Address
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4.18 Application Configuration: DSCP (Optional)

Procedure 37. Configure DSCP Values for Outgoing Traffic (Optional)

This procedure will provide the steps to configure the DSCP values for outgoing packets on servers.
DSCP values can be applied to an outbound interface as a whole, or to all outbound traffic using a
specific TCP or SCTP source port. This step is optional and should only be executed if has been
decided that your network will utilize packet DSCP markings for Quality-of-Service purposes.

HxOMHW

Note: If your enclosure switches already have DSCP configuration for the signaling VLANS, then the
switch configuration will override the settings in this procedure. It is strongly recommended,
however, that you configure DSCP here at the application level where you have the most knowledge
about outgoing traffic patterns and qualities.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact contact Appendix U: My Oracle Support (MOS), and ask for
assistance.

1 | NOAM VIP If not already done, establish a GUI session on the NOAM server the VIP IP
GUI: Login address of the NOAM server.

Open the web browser and enter a URL of:
https://<Primary NOAM VIP IP Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to log in

Username: guiadmin
Password: esesess|

Change password

Log In

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 37. Configure DSCP Values for Outgoing Traffic (Optional)

2
[

NOAM VIP
GUI: Option 1:
Configure
Interface
DSCP

Note: The values displayed in the screenshots are for demonstration purposes
only. The exact DSCP values for your site will vary.

Navigate to Main Menu -> Configuration -> DSCP -> Interface DSCP

| Pnterface DSCP

B Port DSCP

Select the server you wish to configure from the list of servers on the 2" line. (You
can view all servers with Entire Network selected; or limit yourself to a particular
server group by clicking on that server group name's tab).

Click Insert
| Insert | Delete | Report |

Main Menu: Configuration - DSCP - Interface DSCP

Tasks -

Entire Network MOAMMEMORYTEST
FZTEST-HO1 FZTEST-MP1

Interface DSCP

Select the network interface from the drop down box, then enter the DSCP value
you wish to have applied to packets leaving this interface.

Main Menu: [Insertdscpbyintf]

Insert DSCP by Interface on FZTEST-MP1
Interface *
DScP [34 e

[0k (Apey) [Cancel]

Click OK if there are no more interfaces on this server to configure, or Apply to
finish this interface and continue on with more interfaces by selecting them from
the drop down and entering their DSCP values.
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Procedure 37. Configure DSCP Values for Outgoing Traffic (Optional)

3
[

NOAM VIP
GUI: Option 2:
Configure Port
DSCP

Note: The values displayed in the screenshots are for demonstration purposes
only. The exact DSCP values for your site will vary.

Navigate to Main Menu -> Configuration -> DSCP -> Port DSCP

B & D5CP
.. | Interface DSCP

™ Wrort DScP

Select the server you wish to configure from the list of servers on the 2" line. (You
can view all servers with Entire Network selected; or limit yourself to a particular
server group by clicking on that server group name's tab).

Click Insert

Insert Delete Report

Main Menu: Configuration -> DSCP -> Port DSCP

Entire Network IPFESG MP3G MOSG 308G 887SG 887361
SunHetralNO1 SunhletraMO2 SunMetraSo1 Sunhletras02 SunhletralMP1

Port DsSCP F
Enter the source port, DSCP value, and select the transport protocol.

Main Menu: Configuration -> DSCP -> Port DSCP [Insert]

Info -

Insert DSCP by Port on SunNetraNO1
Port 3868 S Avalid TCP or SCTP port. [Default =

DSCP 15 * Avalid DSCP value. [Default = N/A.
Protocol : TCP or SCTP protocol. [Default = Tt

@ Apply | | Cancel

Click OK if there are no more port DSCPs on this server to configure, or Apply to
finish this port entry and continue entering more port DSCP mappings.

NOAM VIP
GUI: Repeat
for additional
servers.

Repeat Steps 2-3 for all remaining servers.
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4.19 Application Configuration: SNMP (Optional)

Procedure 38. Configure SNMP Trap Receiver(s) (Optional)

S | This procedure will provide the steps to configure forwarding of SNMP Traps from each individual
T | server.
E
P | Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
# | step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1

NOAM VIP | If not already done, establish a GUI session on the NOAM server the VIP IP address
0 GUI: Login | of the NOAM server.

Open the web browser and enter a URL of:
‘ http://<Primary NOAM VIP IP Address>

Login to the NOAM GUI as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to log in
Username: guiadmin
Password: o--ouco‘

] change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 38. Configure SNMP Trap Receiver(s) (Optional)

2 | NOAM VIP

GUL: Navigate to Main Menu -> Administration -> Remote Servers -> SNMP Trapping
N Configure _

System- B & Remote Servers

Wide s - P

SNMP Trap B LDAP Authentication

Receiver(s) - PSMNMP Trapping

B Data Export
B DNS Configuration

Verify that Traps Enabled is checked:

Traps Enabled [“[Enabled

Fill in the IP address or hostname of the Network Management Station (NMS) you
wish to forward traps to. This IP should be reachable from the NOAMP’s “XMI”
network.

Continue to fill in additional secondary, tertiary, etc. Manager IPs in the corresponding
slots if desired.

fariable Value

Manager 1 10.10.655.858

Enter the SNMP Community Name:

SNMPv2c Read-Only Community Mame snmppublic

SNMPv2c Read-Write Community Name  snmppublic]

Leave all other fields at their default values.

Press OK
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Procedure 38. Configure SNMP Trap Receiver(s) (Optional)

3 | NOAMP
0 VIP: Enable | Note: By default SNMP traps from MPs are aggregated and then displayed at the
Traps from | active NOAMP. If instead, you wish for every server to send its own traps directly to
Individual the NMS, then execute this procedure.
Servers
(Optional) This procedure requires that all servers, including MPs, have an XMl interface on
which the customer SNMP Target server (NMS) is reachable.
Navigate to Main Menu -> Administration -> Remote Servers -> SNMP Trapping
.emote Server:
B LDAP Authenti
- PSNMP Trapping
B Data Export
B DNS Configuration
Make sure the checkbox next to Enabled is checked, if not, check it as shown below
[Default; enabled ]
Traps from Enable or disable SMNMP traps from in|
Individual Enabled sent from individual servers, otherwis
Semners DAMEP server. [Default: disabled.]
Configured Community Name (SMNMP
Then click on Apply and verify that the data is committed.
4 | PMAC GUI: DSR 7.0 Only. For DSR 7.1, skip to step 7
Login (DSR
7.0 Only) Open web browser and enter:

| http://<PMAC Mgmt Network IP>

Login as pmacadmin user:

ORACLE

Oracle System Login
ue Mar 17 13:49:25 2015 UTC

Log In
Enter your username and password to log in
Usermname: pmadadmin
Password: ssesess|

Change password
Log In

Unauthorized sceess is prohibited. This Oracle system requires the use of Microsaft Intemet Explorer
8.0, 2.0, or 10.0 with support for JavaSaipt and cookiss

Oracle and Java are demarie of Oracle G ion andvor ite affiliates.
Other names may be trademarks of their respective owners.

Gopyright © 2010, 2015, Cracie andvor its sffiliates. Al rights resenved.
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Procedure 38. Configure SNMP Trap Receiver(s) (Optional)

5 | PMAC GUIL: DSR 7.0 Only. For DSR 7.1, skip to step 7

[ Update the
TVOE Host | Navigate to Main Menu -> Administration -> Credentials -> SNMP

SNMP
Community Administration
String (DSR I Users
7.0 Only) Il Groups

Il GUI Sessions

Il GUI Site Settings
: . PM&C Application
B im PM&C Backup
g i FM&C Configuration
B & Credentials

SNMP

Select the Read Only or ReadWrite button depending on which SNMP community
string is to be updated.

SNMP Community String Update

Tazks =

Select Read Only or ReadVrite Community String:
@ Read Onlty Read\Write

Check this box if updating servers using the Site Specific SNMP Community String:
Use Site Specific Read Only Community String: TPDverejny

Community String:
Note: The Community String value can be 1 to 31 uppercase, lowercase, or numeric characters.

Lipdate Servers

Note: If this the first time the SNMP Community Strings has been updated for this
PMAC, perform the following:

1. Leave the Use Site Specific checkbox (TPDverejny) unchecked.

2. Enter the community string configured in step 2 of this procedure.
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Procedure 38. Configure SNMP Trap Receiver(s) (Optional)

6 | PMAC GUL: DSR 7.0 Only. For DSR 7.1, skip to step 7
[ Update the
TVOE Host | Continued from the previous step, enter the new Community String into the
SNMP Community string textbox.
Community
String (DSR | Click the Update Servers button
7.0 Only)
Lpdate Servers
The following warning will be displayed:
You are about to update the Read Only SNMP Credentials on all known supporting TVOE servers and the PM&C guest on the control network of this PM&C. Changing of SNMP Community Strings is only
supported across product release versions that support this functionality and attempting to do so with product versions not supporting it may cause the system to become inoperable
[ ox ][ cance |
Select OK
Note: When this operation is initiated, all supporting TVOE hosting servers and the
PMAC guest on the PMAC control network will be up
dated. All those servers that match the existing Site Specific Community String will not
be updated again until the string name is changed.
7 | PMAC: DSR 7.1 Only. For DSR 7.0, skip this step.
[ Establish
an SSH Establish an SSH session to the PMAC, login as admusr.
Session
8 | PMAC: DSR 7.1 Only. For DSR 7.0, skip this step.
Update the
PMAC Execute the following command to update the PMAC community string to the one
Community | configured in step 2 of this document:
String
$ sudo pmaccli setCommStr --accessType=rw
--commStr=<community string from step 2>
9 | PMAC: DSR 7.1 Only. For DSR 7.0, skip this step.
[ Verify
Updated Execute the following command to verify the updated community string. The output of
Community | the command should display the community string set in step 8:
String

| $ sudo pmaccli getCommStrStatus
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4.20 Application Configuration: IP Front End (IPFE)

Procedure 39. IP Front End (IPFE) Configuration (Optional)

S | This procedure will provide the steps to configure IP Front End (IPFE), and optimize performance.

T

E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each

P | step number.

#

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | NOAM VIP If not already done, establish a GUI session on the NOAM server the VIP IP
GUI: Login address of the NOAM server.
Open the web browser and enter a URL of:
| https://<Primary NOAM VIP IP Address>
Login to the NOAM GUI as the guiadmin user:
Oracle System Login
Fri Mar 20 12:29:52 2015 EDT
LogIn
Enter your username and password to log in
Username: guiadmin
Password: o-.o-c"
Change password
Log In
Welcome to the Oracle System Login.
Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.
Oracle and Java are registered frademarks of Oracle Corporation and/or its affiliates.
Other names may be frademarks of their respective owners.

2 | NOAM VIP Note: If you converted a Discovered device to a Configured device on the
GUI: Configuration -> Network -> Devices and are using the converted device for an
Determine IPFE XSl interface, complete this procedure.
whether the . .

Appworks Otherwise, skip to step 4.

update Script | Note: If you do not recall whether any IPFE devices were converted, complete the
needs to be following step.

executed
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Procedure 39. IP Front End (IPFE) Configuration (Optional)

3 | NOAM VIP: DSR 7.0 ONLY, DSR 7.1 skip to step 8
Execute the

N AppWorks Execute the following command:
update
Scripts. (DSR ‘ $ sudo ipfeAppworksUpdate.sh
7.0)

4 | NOAM VIP Select Configuration -> Network -> Devices
GUI: Verify

the Appworks = & Configuration
update Script :
ran. (DSR 7.0)

B Routes

Select the tabs for the IPFE.

Verify that, for devices that were converted to Configured from Discovered, the
following information is seen in the Device Options column:

ethtoo/Opts = -—-set-ring eth04 e 4078, -offfoad eth04 gro off gso off
onboot = no

5 | 1 IPFE
Server: Establish an SSH session to the IPFE server. Login as admusr.
Execute the
ipfeNetUpdate | Execute the following command:
script and
reboot.(DSR ‘ $ sudo ipfeNetUpdate.sh ‘
7.0)

Now reboot the IPFE Server:
‘s sudo init 6 ‘
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Procedure 39. IP Front End (IPFE) Configuration (Optional)

6 | 1% IPFE: After the IPFE server reboots, re-establish the ssh session and login as admusr.
Verify the

N ipfeNetUpdate | Execute the following command:
script ran.
(DSR 7.0) $ sudo cat /etc/sysconfig/network

NETWORKING=yes

NETWORKING IPV6=yes
NTPSERVERARGS=iburst

HOSTNAME= <hostname of IPFE Server>
IPV6INIT=yes

IPV6FORWARDING=yes

Execute the following command:

$ sudo cat /etc/modprobe.d/bnx2x.conf

options bnx2x num queues=25 disable tpa=1

Execute the following command:

$ sudo cat /etc/sysconfig/network-scripts/ifcfg-eth01

ETHTOOL OPTS="--set-ring ethOl rx 4078; --offload eth0l gro off
gso off"
7 | Additional Repeat steps 5-6 for additional IPFE servers.
IPFE servers:
[ Repeat for
additional
IPFE Servers.
(DSR 7.0)
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Procedure 39. IP Front End (IPFE) Configuration (Optional)
8 | SOAM VIP Establish a GUI session on the SOAM server the VIP IP address of the SOAM
0 GUI: Login server.

Open the web browser and enter a URL of:
https://<Primary SOAM VIP_ IP Address>

Login to the SOAM GUI as the guiadmin user:

ORACLE

Oracle System Login
Fri Mar 20 12:29:52 2015 EDT

LogIn
Enter your username and password to log in

Username: guiadmin

Password: .I..II.‘
'] change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 39. IP Front End (IPFE) Configuration (Optional)

9 | SOAM VIP Select Main Menu -> IPFE -> Configuration -> Options
0 GUI: g
Configuration B & IPFE
of replication . | @ Configuration
IPFE :  am .
association El
data. By Target Sets
Enter the IP address of the 1* IPFE in the IPFE-AL IP Address field and the IP
address of the 2™ IPFE in the IPFE-A2 IP Address field
If applicable, enter the address of the 3" and 4™ IPFE servers in IPFE-B1 IP
Address and IPFE-B2 IP Address fields.
Variable Value
Inter-IPFE Synchronization
IPFE-A1 IP Address |'C.243.79.'33 - ViperIPFE1 |
IPFE-AZ IP Address | 10.240.79.104 - Viper-IPFE2 v|
IPFE-B1 IP Address [ <unset> -
IPFE-B2 IP Address [ <unset> -
Note: It is recommended that the address reside on the IMI (Internal Management
Interface) network.
Note: IPFE-A1 and IPFE-A2 must have connectivity between each other via these
addresses. The same applies with IPFE-B1 and IPFE-B2.
10 | SOAM VIP
GUI: . . .
[] Configuration Select Main Menu -> IPFE -> Configuration -> Target Sets
of IPFE Target B & IPFE
sets-Part 1 :

(Insert Target
Set)

B & Configuration

§ Options
arget Sets

Select either Insert IPv4 or Insert IPv6 button, depending on the IP version of the
target set you plan to use.

Insert IPvd Insert IPvG Edit

Uil
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Procedure 39. IP Front End (IPFE) Configuration (Optional)

11
[

SOAM VIP
GUI:
Configuration
of IPFE Target
sets-Part 2
(Target Set
Configuration)

Continued from the previous step, the following are configurable:

Protocols: protocols the target set will support.

TCP only
Protocols SCTP only
'@/ Both TCP and SCTP

Delete Age: Specifies when the IPFE should remove its association data for a
connection. Any packets presenting a source IP address/port combination that had
been previously stored as association state but have been idle longer than the
Delete Age configuration will be treated as a new connection and will not
automatically go to the same application server.

Delete Age 600

Load Balance Algorithm: Hash or Least Load options

Load Balance Hash
Algorithm @ | eastLoad

Note: In order for the IPFE to provide Least Load distribution, Main Menu -> IPFE
-> Configuration -> Options, Monitoring Protocol must be set to Heartbeat so
that the application servers can provide the load information the IPFE uses to
select the least-loaded server for connections.

Manitoring Protocal Heartbeat - |«

Note: The Least Load option is the default setting, and is the recommended option
with exception of unique backward compatibility scenarios.
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Procedure 39. IP Front End (IPFE) Configuration (Optional)

12
[

SOAM VIP
GUI:
Configuration
of IPFE Target
sets-Part 3
(Target Set
Configuration)

(Optional): If you have selected the Least Load algorithm, you may configure the
following fields to adjust the algorithm’s behavior:

MPS Factor — Messages per Second (MPS) is one component of the least load
algorithm. This field allows you to set it from 0 (not used in load calculations) to
100 (the only component used for load calculations). It is recommended that IPFE
connections have Reserved Ingress MPS set to something other than the default,
which is 0.

MPS Factor 50

Connection Count Factor 50

To configure Reserved Ingress MPS, go to Main Menu -> Diameter ->
Configuration -> Configuration Sets -> Capacity Configuration Sets. If you
choose not to use Reserved Ingress MPS, set MPS Factor to 0 and Connection
Count Factor, described below, to 100.

Connection Count Factor — This is the other component of the least load
algorithm. This field allows you to set it from 0 (not used in load calculations) to
100 (the only component used for load calculations). Increase this setting if
connection storms (the arrival of many connections at a very rapid rate) are a
concern.

Allowed Deviation - Percentage within which two application server's load
calculation results are considered to be equal. If very short, intense connection
bursts are expected to occur, increase the value to smooth out the distribution.

Allowed Deviation 5
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Procedure 39. IP Front End (IPFE) Configuration (Optional)

13
[

SOAM VIP
GUI:
Configuration
of IPFE Target
sets-Part 4
(Target Set
Configuration)

Primary Public IP Address: IP address for the target set

Primary Public IP Address

Address

@IPFE A1 ~———————————— IPFE A2
Active IPFE
IPFE B - |PFE B2

Note: This address must reside on the XSI (External Signaling Interface) network
because it will be used by the application clients to reach the application servers.
This address MUST NOT be a real interface address (that is, must not be
associated with a network interface card).

Active IPFE: IPFE to handle the traffic for the target set address.

Secondary Public IP Address: If this target set supports either multi-homed
SCTP or Both TCP and SCTP, provide a Secondary IP Address.

Secondary Public IP Address!

Secondary Address

RIEEEAI————IEFEA
Active IPFE for secondary address
IEEEB1 ——— IFFEB?

Note: A secondary address is required to support SCTP multi-homing. A
secondary address can support TCP, but the TCP connections will not be multi-
homed.

Note: If SCTP multi-homing is to be supported, select the mate IPFE of the Active
IPFE for the Active IPFE for secondary address to ensure that SCTP failover
functions as designed.

Target Set IP List: Select an IP address, a secondary IP address if supporting
SCTP multi-homing, a description, and a weight for the application server.

Target Set IP List
IP Address Secondary IP Address
01 -Select- ~ -Select-

Add

Note: The IP address must be on the XSI network since they must be on the same
network as the target set address. This address must also match the IP version of
the target set address (IPv4 or IPv6). If the Secondary Public IP Address is
configured, it must reside on the same application server as the first IP address.

Note: If all application servers have an equal weight (e.g., 100, which is the
default), they have an equal chance of being selected. Application servers with
larger weights have a greater chance of being selected.

Click the Add button to add more application servers (Up to 16)
Click the Apply button.

@ |Apply| | Cancel |
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Procedure 39. IP Front End (IPFE) Configuration (Optional)

14
[

SOAM VIP
GUI: Repeat
for additional
Configuration
of IPFE Target
sets.

Repeat for steps 10-13 for each target set (Up to 16).

At least one target set must be configured.
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4.21 IDIH Installation and Configuration (DSR 7.1-Optional)
The following procedures outline the steps needed to install and configure IDIH.
Note: If their already exists an IDIH, and this is an IDIH re-installation; execute Appendix R: IDIH

External Drive Removal before proceeding.

Note: For HP Gen9 Rack Mount Servers, follow Appendix S: HP Gen9 Server Hard Disk Drive Locations
for IDIH for server hard disk drive locations.

4.21.1IDIH Installation

This procedure is part of DSR 7.1 software installation. The installation procedure uses the “fast
deployment” utility (fdconfig) bundled with the PMAC server to install and configure IDIH.

Procedure 40. IDIH Installation (DSR 7.1-Optional)

This procedure will provide the steps to install and configure IDIH.

Note: For DSR 6.0/7.0, refer to [12].

HFOMAW

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | TVOE Host: Add the Application ISO images (Mediation, application, and Oracle) to the

Load PM&C, this can be done in one of three ways:
N Application - . . .
1SO 1. |Insert the CD containing the IDIH media into the removable media drive.

2. Attach the USB device containing the 1SO image to a USB port.

3. Copy the Application iso file to the PM&C server into the
Ivar/TKLC/smac/imagel/isoimages/home/smacftpust/ directory as
pmacftpusr user:

cd into the directory where your ISO image is located on the TVOE Host (not
on the PMAC server)

Using sftp, connect to the PM&C server

$ sftp pmacftpusr@<pmac_management network ip>
$ put <image>.iso

After the image transfer is 100% complete, close the connection:
[§ quit
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Procedure 40. IDIH Installation (DSR 7.1-Optional)

2 | PMAC GUIL: Open web browser and enter:
0 Login
| https://<PMAC Mgmt Network IP>

Login as pmacadmin user:

ORACLE

Oracle System Login
ue Mar 17 13:45:25 2015 UTC

Log In
Enter your username and password to log in
Usemame: pmadadmin
Password: eessses|
[7] change password

Unsutherized acosss is prohibited. This Cracle system requires the use of Microsoft Intemet Explerer
£.0, 8.0, or 10.0 with support for JavaSript and cockies.

Orscle and Javs are registered trademarks of Oracle C: tion andior its affilistes
Other names may be trademaris of their respective owners.

Copyright ® 2010, 2015, Oracle andfor itz affiliates. All rightz reserved.

3 | PMAC GUI: If in Step 1 the ISO image was transferred directly to the PM&C guest via sftp, skip

Attach the the rest of this step and continue with step 4. If the image is on a CD or USB device,

software continue with this step.

gﬁgggjggt In thg PM&C GUI, navigate to Main Menu -> VM Iv!anag(_ament. In the "VM
Entities" list, select the PM&C guest. On the resulting "View VM Guest" page,

select the Media tab.

Under the Media tab, find the ISO image in the "Available Media" list, and click its
Attach button. After a pause, the image will appear in the "Attached Media" list.

View VM Guest Name: Jetta-DAMP-A Current Power State. Running
Host: RMS: Jetta-A On + | Change
WM Info Software Network  Media
Attached Media Available Media
Attached Image Path Attach  Label Image Path
Detach ivar/ TKLG/Avoe/mapping-isos'Jetta-DAMP-A.iso Aftach  6.0.0.0.0_60.14.0 fmedia/sdb1/PMAC-6.0.0.0.0_80.14.0-x86_84.is0

Detach  imediaisdb1/PMAC-6.0.0.0.0_60.14.0-x88_84.iso
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Procedure 40. IDIH Installation (DSR 7.1-Optional)

4 | PMAC GUL Navigate to Main Menu -> Software -> Manage Software Images
Add
N Application Press Add Image button. Use the drop down to select the image.
Image
Add Image Edit Image Delete Selected
If the image was supplied on a CD or a USB drive, it will appear as a virtual device
("device://..."). These devices are assigned in numerical order as CD and USB
images become available on the Management Server. The first virtual device is
reserved for internal use by TVOE and PMAC; therefore, the iso image of interest is
normally present on the second device, "device://dev/sr1". If one or more CD or
USB-based images were already present on the Management Server before you
started this procedure, choose a correspondingly higher device
number.
If in Step 1 the image was transferred to PMAC via sftp it will appear in the list as a
local file "/var/TKLC/...".
Add Software Image
Images may be added from any of these sources:
» Oracle-provided media in the PM&C hosts CD/OVD drive (Refer to Mote)
+ USB media attached to the PM&C’s host (Refer to Mote)
« External mounts. Prefix the directory with "exdfile:i.
+ These local search paths:
o NarTKLClupgrade/®.iso
o NarMKLC/smac/imagefisoimages/homel/smacftpusr®.iso
Mote: CD and USB images mounted on PM&C’s VM host must first be made accessible to the PM&C Y
Path: vanTKLC/upgrade/DSR-7.1.0.0.0_71.11.0-x86_64.iso -
Description:
Add New Image
Select the appropriate path and Press Add New Image button.
You may check the progress using the Task Monitoring link. Observe the green
bar indicating success.
Once the green bar is displayed, remove the DSR application Media from the optical
drive of the management server.
5 | PMAC: Establish an SSH session to the PMAC. Login as admustr.
Establish
Terminal
Session
6 | PMAC: Copy | Copy the fdc.cfg file to the pmac guest-dropin directory.
M the fdc.cfg file

to the guest-
dropin
Directory

Execute the following command:

$ sudo cp /usr/TKLC/smac/html/TPD/mediation-
7.1.0.0.0 x.x.x.x/fdc.cfg /var/TKLC/smac/guest-dropin
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Procedure 40. IDIH Installation (DSR 7.1-Optional)

7 | PMAC: Configure the fdc.cfg file. See Appendix O: IDIH Fast Deployment Configuration
Configure the | for a breakdown of the parameters.
U fdc.cfg file
Update the software versions, hostnames, bond interfaces, network addresses, and
network VLAN information for the TVOE host and IDIH guests that you are
installing.
8 | PMAC: Run Run the FDC creation script Fdc.sh.
the FDC
creation Execute the following commands:
script Fdc.sh
$cd /var/TKLC/smac/guest-dropin/
$/usr/TKLC/smac/html/TPD/mediation-7.1.0.0.0_x.x.x-
x86 64/fdc.sh fdc.cfg
Note: Rename the fdc.cfg file to your preference; also note that two files are
generated by the fdc shell script. One is for the Installation procedure and the other
file is used for the upgrade procedure. The upgrade FDC is named upgrade.
Example: hostname.cfg
Note: The following hostname for guests has been reserved for internal use. Please
try to avoid them:
e oracle
e mediation
e appserver
Here are the suggested hostname for guests:
e <server hostname>-ora example, thunderbolt-ora
e <server hostname>-med example, thunderbolt-med
e <server hosthame>-app example, thunderbolt-app
9 | PMAC: Run Run the fdconfig configuration.
M the fdconfig.

Execute the following commands:

$sudo fdconfig config —-file=hostname xx-xx-xx.xml

Example:

Ssudo fdconfig config --file=tvoe-ferbrms4 01-22-15.xml

209 |Page

E55235-03




Procedure 40. IDIH Installation (DSR 7.1-Optional)

10 | PMAC GUL: If not already done so, establish a GUI session on the PMAC server.
Monitor the . ) o
[ | Configuration | Navigate to Main Menu -> Task Monitoring

B Status and Manage

- WTask Monitoring

2 Help
El Logout

Monitor the IDIH configuration to completion.

Alternatively, you can monitor the fdconfig status through the command line after
executing the fdconfig command:

Example:
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4.21.2 Post IDIH Installation Configuration

The following sections should be executed after IDIH installation is complete.

4.21.2.1 IDIH Configuration: Configure DSR Reference Data Synchronization

After an IDIH fresh installation, reference data synchronization is initially disabled. Reference data
synchronization requires some initial configuration before it is enabled.

The Trace Ref Data Adapter application must retrieve data from web services hosted by the DSR SOAM
web server, and this requires the DSR SOAM virtual IP address (VIP) to be configured.

The DSR SOAM VIP will be unique at each customer site because it is defined based on the customer's
network configuration. Therefore, there is no standard default value for the DSR SOAM VIP.

Procedure 41. Configure DSR Reference Data Synchronization for IDIH (DSR 7.1-Optional)

HxOM-AW

step number.

This procedure will provide the steps to configure DSR reference data syncornization for IDIH

Note: For DSR 6.0/7.0, refer to [12].

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | IDH
0 Application
Server: Login

Establish an SSH session to the IDIH Application Server. Login as user admusr.

Issue the following commands to login as tekelec user.

| $ sudo su - tekelec |
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Procedure 41. Configure DSR Reference Data Synchronization for IDIH (DSR 7.1-Optional)

2 | IDIH Execute the following script:
Application _

| server: $ apps/trda-config.sh
oxecute Example output:
Configuration p put:
Script. demol-app: /usr/TKLC/xIH apps/trda-config.sh

dos2unix: converting file /usr/TKLC/xIH/bea/user_projects/domains/tekelec/nsp/trace-refdata-
adapter.properties to UNIX format
Please enter DSR oam server IP address: 10.240.39.175

dos2unix: converting file /usr/TKLC/xIH/bea/user projects/domains/tekelec/nsp/trace-refdata-
adapter.properties to UNIX format
Buildfile: build.xml

app.disable:
common.weblogic.stop:

[echo]
[echo]

[echo]
[echo] application: xihtra

[echo]
[echo] === stop application EAR
[java] weblogic.Deployer invoked with options: -adminurl http://appserver:7001 -

userconfigfile /usr/TKLC/xIH/bea/user_projects/domains/tekelec/configfile.secure -userkeyfile
/usr/TKLC/xIH/bea/user_projects/domains/tekelec/keyfile.secure -name xIH Trace Reference Data
Adapter -stop

[java] <Oct 17, 2013 11:35:32 AM EDT> <Info> <J2EE Deployment SPI> <BEA-260121> <Initiating
stop operation for application, xIH Trace Reference Data Adapter [archive: null], to configured
targets.>

[java] Task 4 initiated: [Deployer:149026]stop application xIH Trace Reference Data Adapter
on nsp.

[java] Task 4 completed: [Deployer:149026]stop application xIH Trace Reference Data Adapter
on nsp.

[java] Target state: stop completed on Server nsp

[javal

BUILD SUCCESSFUL
Total time: 1 minute 3 seconds
Buildfile: build.xml

app.enable:

common.weblogic.start:
[echo]
[echo]
[echo]
[echo] application: xihtra
[echo]
[echo] === start application EAR

[javal weblogic.Deployer invoked with options: -adminurl http://appserver:7001 -
userconfigfile /usr/TKLC/xIH/bea/user_projects/domains/tekelec/configfile.secure -userkeyfile
/usr/TKLC/xIH/bea/user_projects/domains/tekelec/keyfile.secure -name xIH Trace Reference Data
Adapter -start

[java] <Oct 17, 2013 11:36:36 AM EDT> <Info> <J2EE Deployment SPI> <BEA-260121> <Initiating
start operation for application, xIH Trace Reference Data Adapter [archive: null], to configured
targets.>

[java] Task 5 initiated: [Deployer:149026]start application xIH Trace Reference Data
Adapter on nsp.

[java] Task 5 completed: [Deployer:149026]start application xIH Trace Reference Data
Adapter on nsp.

[java] Target state: start completed on Server nsp
[Javal

BUILD SUCCESSFUL
Total time: 1 minute 3 seconds

For prompt “Please enter DSR SOAM server IP address”, enter the VIP of the DSR
SOAM and press Enter.

Note: If the address entered is unreachable the script will exit with error “Unable to
connect to <ip-address>!”
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http://appserver:7001/
http://appserver:7001/

Procedure 41. Configure DSR Reference Data Synchronization for IDIH (DSR 7.1-Optional)

3 | IDIH App Monitor the log file located at:
[] a?mE; | /var/TKLC/xIH/log/apps/weblogic/apps/application.log
Completion
Examine the log file for entries containing text “Trace Reference Data Adapter”

4.21.2.2 IDIH Configuration: Configuring the SSO Domain

Procedure 42. IDIH Configuration: Configuring the SSO Domain (DSR 7.1-Optional)

S | This procedure will provide the steps to configure SSO Domain for IDIH
T
E | Note: For DSR 6.0/7.0, refer to [12].
P
# | Check off () each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | NOAM VIP
0 GUI: Login Establish a GUI session on the NOAM server by using the VIP IP address of the

NOAM server. Open the web browser and enter a URL of:

‘ https://<Primary NOAM VIP IP Address>

Login as the guiadmin user:

ORACLE
Oracle System Login
Fri Mar 20 12:29:52 2015 EDT
Log In
Enter your username and password to log in
Username: guiadmin
Password: o-cou¢o|
[T change password
Welcome to the Oracle System Login.
Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.
Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be {rademarks of their respective awners
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Procedure 42. IDIH Configuration: Configuring the SSO Domain (DSR 7.1-Optional)

2 | NOAM VIP Navigate to Main Menu -> Administration -> Remote Servers -> DNS
GUL: Configuration

Configure = £ Main Menu

DNS ; i .
B & Administration

B General Options
Bl A Control

te Server:
B LDAP Authentication
B SNMP Trapping
Data Export

| "JONS Configuration

Configure values for the following fields:
e Domain Name
e Name Server

e Search Domain 1

System Domain
Domain Name

Domain |

External DNS Name Server
Address

Mame Server |

Domain Search Order
Domain Name

Search Domain 1 |

If values have already been configured, select the Cancel button; otherwise
configure the above values and select the Ok button.

|E| | Cancel|
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Procedure 42. IDIH Configuration: Configuring the SSO Domain (DSR 7.1-Optional)

3

NOAM VIP
GUI:
Establish
SSO Local
Zone

Navigate to Main Menu -> Access Control -> Certification Management

B 5 Main Menu

Select the Establish SSO Zone button

Establish 350 Zone H Create CSR || Import ‘ Delete Report || Export |

Enter a value for Zone Name:
Zone Name I— . Mame ofthe SSD_—cnmpatibIe local zone. [Range = A 1-15
character long string. Allowed characters are A-Z a-z,0-9].
Ok Apply | | Cancel

Select the Ok button.

Information for the new Certifcate type of SSO Local is now displayed.

Select the Report button.

Establish S50 Zone H Create CSR || Import ‘ Delete Report || Export |

The Certificate Report is displayed. Select and copy the encoded certificate text to
the clipboard for future access.

Example of Certiciate report:

MIICKzCCAdWgAwWIBAgIJAOVESLNc3CeIJMAOGCSgGSIb3DQEBCWUAMHEXCZzAJBgNV
BAYTA1VTMQOswCQYDVQQIDAJOQzEQMA4GA1UEBwwHUMEFsZW1lnaDEPMAOGALUECgwWG
T3JhY2x1MQOswCQYDVQQLDAJQVIEQMA4GAIUEAWWHTG11ZXJ0eTETMBEGCSgGSIb3
DQEJARYEAGVzdDAeFwOxXNTAIMDQOXNDIzNTRaFw0OxNjA1IMDMxNDIzNTRaMHExCzAJ
BgNVBAYTA1VTMQswCQYDVQQIDAJOQzEQMA4GA1UEBWWHUMEsZW1naDEPMAOGALUE
CgwGT3JhY2x1MQswCQYDVQQLDAJQVIEQMA4GAIUEAWWHTG11Z2XJ0eTETMBEGCSOG
SIb3DQEJARYEdAGVzdDBcMAOGCSgGSIb3DOEBAQUAAOSAMEGCQQCZ /MpkhlvMP/1J
s5xDO2MwxJIm37Yim43H8gRIpfBTMNPOLOk1uJYi+2T0hngJFQLpIn6SK6pXnuAGY
£ /vDWfgPAgGMBAAGjUDBOMBOGA1UdDgQWBBS6IzI0LP1gizQ6+BERr8F02XyDVDAF
BgNVHSMEGDAWgBS6IzIO0LP1gizQ6+BERr8F02XyDVDAMBgNVHRMEBTADAQH/MAOG
CSQGSTIb3DQEBCWUAAOEAOWIGBMEQyvEvt38r/yfgIx3w5dN8SBwHIHC5TpJrHVEU
zF1g5dfzoLlz7ditjGOhWJI919VRwW39LQO81KFp7SMXwA==

————— END CERTIFICATE-----
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Procedure 42. IDIH Configuration: Configuring the SSO Domain (DSR 7.1-Optional)

4 | IDIH Establish a GUI session on the IDIH app server:
0 Application
Server GUI: Login as the idihadmin user:
Login
INTEGRATED DIAMETER INTELLIGENCE HUB
Password
|— This portal lets y1
5 | IDIH Navigate to the OAM portal Icon to Launch the OAM web application:
Application
Server GUI:
Launch the Poutal
OAM portal
A .
Alarm_ Audit Log Viewer OAM ProTrace System
Forwarding Viewer Alarms
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Procedure 42. IDIH Configuration: Configuring the SSO Domain (DSR 7.1-Optional)

6 | IDIH Navigate to System -> Single Sign on
0 Application

Server GUI:
Configure the Home I Meciation I Applications I System I Help
SSO Domain cingle Sign On

ANP Hiding
Network IDIH

* [DIH OAM applica Apply Changes functio

TR cncnede fan thn IRT S Tommn S e ]

Select the SSO Parameters Tab
System : Single Sign On
550 Zones 550 Parameters

S50 Domain

Mame of the S50 Domain

- % D 3

Select the Edit Value Icon Button

(e [s]0 s

Edit Value

Enter a value for the Domain Name.

Note: This should be the same domain hame assigned in the DSR NOAM DNS
Configuration (Step 2)

Select the Save icon button.

‘ 2 (S0 [a]

]
Save

Select the Refresh icon button to display data saved for the Remote Zone.

Refresh Value

| (@)1sJo (=
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Procedure 42. IDIH Configuration: Configuring the SSO Domain (DSR 7.1-Optional)

7
[

DIH
Application
Server GUI:
Configure the
SSO Remote
Zone

Navigate to System -> Single Sign on

mmlmlmlmlﬂm

Single Sign On
AVP Hiding
E Network IDIH
= IDIH OAM applica, o |functio
TAR carnedr fn rha IRHTREETERRR Tnlicaris
Select the SSO Zones Tab
System : Single Sign On
550 Zones 550 Parameters
550 Local Zone
’7 Name of the S50 compatible lecal zone

Select the Add icon button

- 5 -
& o |4
— 550 Remote Zones

z

Add
Remote Mame

Enter a value for field Remote Name

S50 Remote Zones

2 0

Remote Name X.509 Certificate

For field X.509 Certificate, paste the encoded certificate text from the clipboard that
was previously copied from the DSR NOAM.

X508 Certificate

----- BEGIN CERTIFICATE-—— MIIENTCCAx2gAwIBAQISA
MADGATUECgwGTIJhY ZxMREwDwY DVQQLDASCHE!
CQEWENMN1cHBvenRAB3JhY ZxilmMNvb TAeFwlxNT A3MT
FDASBgNVEACMCO1venJpe3ZpbGxIMQEwDQYDWVQQKL
dHIWZT1BWVINTTzERMB2GCSqGSIb2DQAEJARY Sc2Vwel
yw' DdhXchbSbhORLUGC=Spo4RzHHIvKAUTDMI2GS=s8;
DrvBDyqDqmBhP 1stxGAaBFhnbSuUmaz Qgy4mKppfeyX
LLx5+c5EwkSE20OhBOAV QWX +oETFSEW Y HgAgIX82cBrAW
FoAUnwCZ+1CZucSz4AvgXb122X/SLYwDAYDVROTBAI
tJiTNEHCOAEDS nBakEJEDpJHPTNWG]Y 1wE581 Z2dn.2e
dxoXMYSHEOOEEaSPKEGZYIZQCet 1SEaSCRjiloOUB4hj
CERTIFICATE——-

Select the save icon
2 | % |©o |8 |

]
Save

Select the Refresh icon to display the data saved for remote zone.

e L (] i
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4.21.2.3 IDIH Configuration: Configuring IDIH in the DSR

Procedure 43. IDIH Configuration: Configure IDIH in the DSR (DSR 7.1-Optional)

S | This procedure will provide the steps to complete the IDIH integration on the DSR.

-I£ Note: For DSR 6.0/7.0, refer to [12].

z Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | NOAM VIP

0 GUI: Login Establish a GUI session on the NOAM server by using the VIP IP address of the
NOAM server. Open the web browser and enter a URL of:

https://<Primary_ NOAM_VIP_IP_Address>

Login as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to log in

Username: guiadmin
Password: olcol¢o|

[ change password

‘Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookKies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be {rademarks of their respective owners
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Procedure 43. IDIH Configuration: Configure IDIH in the DSR (DSR 7.1-Optional)

2 | NOAM VIP
GUI:

U Configure

CommAgent

Connection

Navigate to Main Menu -> Communcation Agent -> Configuration -> Remote
Servers

Communication Agent

Configuration

| PRemote Servers

Connection Groups
B Routed Service:

Select the Insert button
Insert Edit Delete

Add the IDIH Mediation Server

For the Remote Server IP address field, enter the IMI IP address of the IDIH
Mediation Server.

Field Value

Remaote Server Name *

Remaote Server IPv4 IP Address

Remote Server IPv6 IP Address |

Remote Server Mode *

IP Address Preference ‘ ComAgent Network Preference - |

Set the Remote Server Mode to Server
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Procedure 43. IDIH Configuration: Configure IDIH in the DSR (DSR 7.1-Optional)

3
[

SOAM VIP
GUI: Login

Establish a GUI session on the SOAM server by using the VIP IP address of the
SOAM server. Open the web browser and enter a URL of:

https://<Primary_SOAM_VIP_IP_Address>

Login as the guiadmin user:

ORACLE

Oracle System Login
Fri Mar 20 12:29:52 2015 EDT

Log In
Enter your username and password to log in
Username: guiadmin
Password: ooc.'¢.|

[T change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be {rademarks of their respective awners
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Procedure 43. IDIH Configuration: Configure IDIH in the DSR (DSR 7.1-Optional)

4 | SOAM VIP Navigate to Main Menu -> Diameter -> Troubleshooting with IDIH ->

0 GUL: Configuration -> Options
Configure
IDIH H & Troubleshooting with IDIH

Hostname

B{ Global Options

Enter the fully qualified IDIH host name in the IDIH Visualization Address field:

Main Menu: Diameter -> Troubleshooting with IDIH -> Configuration -> Options

IDIH Configuration

Field Value Description

Maximum amount of bandwidth specified in Mbps that is used for s
maximum, Node will discard TTRs so thatthe bandwidth requiredt

*
lax banawidin 5 the configured maximurm.

[Default = 25Mbps (26214400 bps); Range = 0-25]
IDIH Host Name Select- - The Host Mame of the peer IDIH server used for sending the mess:

[Default = n/a]
The IP address or FQDM of the remote IDIH server that visualizes th

. "Maintenance” screen).
IDIH Visualization address 100.65.135.179 Ifan IP address is used in place of a FQDN then IDIH S€0 function

[Default=n/a].
Apply || Cancel

Click the Apply button
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4.21.2.4 IDIH Configuration: Configuring Mail Server (Optional)

Procedure 44. IDIH Configuration: Configure Mail Server-Optional (DSR 7.1-Optional)

S | This procedure will provide the steps to configure the SMTP mail server.
T
E | Note: This procedure is optional; however, this option is required for Security (password initialization
P | setto AUTOMATIC) and Forwarding (forwarding by mail filter defined) and is available only on the
# | Application server.
Note: For DSR 6.0/7.0, refer to [12].
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | IDIH Establish an SSH session to the IDIH Application Server, login as admusr.
0 Application
Server: Login
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Procedure 44. IDIH Configuration: Configure Mail Server-Optional (DSR 7.1-Optional)

2
[

IDIH
Application
Server:
Configure the
Authenticated
Mail Server

Enter the platcfg menu, execute the following command:

$ sudo su - platcfg

Select Application Server Configuration

ght (C)

lagggqggggqqqu Main Menu tqggaqqaaqqqyy]

Maintenance
Diagnostics

Server Configuration
Network Configuration
Remote Consoles

m

Use arrow keys to move between options | <Enter> selects | <F12> Main Menu -

Select SMTP Configuration

lu Application Server Configuration Menu tkj

Use arrow keys to move between options | <Enter> selects | <F12> Main Menu

Select Edit

Enter the following paraemters:
1. Mail Server IP Address

User

Password

Email Address (From)

Mail smtp timeout

o g kM w DN

Mail smtp connectiontimeout
7. SNMP over SSL used?
Select OK

Select Exit to exit the platcfg menu.
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4.21.2.5 IDIH Configuration: Configuring SNMP Management Server (Optional)

Procedure 45. IDIH Configuration: Configure SNMP Management Server-Optional (DSR 7.1-Optional)

This procedure will provide the steps to configure the SNMP management server.

Note: This procedure is optional; however, this option is required for Forwarding (forwarding by
SNMP filter defined) and is available only on the application server.

HFOMAHW

Note: For DSR 6.0/7.0, refer to [12].

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | IDIH Establish an SSH session to the IDIH Application Server, login as admusr.
0 Application
Server: Login
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Procedure 45. IDIH Configuration: Configure SNMP Management Server-Optional (DSR 7.1-Optional)

2 | IDIH Enter the platcfg menu, execute the following command:
] égfvl;?“on $ sudo su - platcfg
Configure
SNMP
Management
Server

Select Application Server Configuration

( FEi.

loggggggagggga Main Menu tagggggaqagadid

Maintenance
Diagnostics

Server Configuration
Network Configuration
Remote Consoles

m

Use arrow keys to move between options | <Enter> selects | <F12> Main Menu -

Select SNMP Agent Configuration

1lu Application Server Configuration Menu tK

SMTF Configuration
Exit

ude(afs(a(s(o(s(s(s(s(o(s(ofeieis(eqee(sie(s(s (s (o (s (s (s (e (s(o(s (o(e (e (s (e (s (s (s (o]

Select Edit
Enter the IP address of the SNMP Management Server

Note: The SNMP agent configuration is updated and the SNMP Management
server is automatically restarted.

Select OK

Select Exit to exit the platcfg menu.
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4.21.2.6 IDIH Configuration: Change Network Interface (Optional)

Procedure 46. IDIH Configuration: Change Network Interface-Optional (DSR 7.1-Optional)
This procedure will provide the steps to change the default network interface
Note: Initially the default network interface used to transport TTRs from DSR to DIH uses the

internal imi network; however, this can be changed if required. It should be noted that changing this
interface could degrade performance of TTR transmission.

HOMHdW

Note: A script is provided to manage the settings so that the operator doesn’t need to know the
details required to apply the settings. There are two settings ‘interface.name ‘and
‘interface.enabled’.

When interface.enabled=True then communications over the ‘interface.name =value’, where value is
the name of the network interface as defined on the platform, is the only specified interface that is
used for communications.

When ‘interface.enabled=False’ then communications over the named interface is not inforced, that
is, all interfaces configured on the platform are allowed to be used for communications.

For example, if it is required to use the xmi interface for communication instead of the default internal

imi interface, then the operator would supply ‘xmi’ when prompted for the interface name and ‘True’
when prompted if interface filtering should be applied.

Note: For DSR 6.0/7.0, refer to [12].

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | IDIH Establish an SSH session to the IDIH Mediation Server. Login as user admusr.
M Mediation

Server: Login | Issue the following commands to login as tekelec user.

| $ sudo su - tekelec |
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Procedure 46. IDIH Configuration: Change Network Interface-Optional (DSR 7.1-Optional)

2 | IDIH Execute the change interface script with the following command:
Mediation
chgIntf.sh
N Server: $ g
Execute the : . . . .
Change Answer the following questions during execution of the script:
Intgrﬂace This script is used to change the interface name (default = imi) used for
S(H]pt mediation communications and whether to enable network interface filtering or
not. Please answer the following questions or enter CTLR-C to exit out of the
script.

Current setting are: interface.name=imi interface.enabled=True

Enter new network interface name, return to keep current [imi]: xmi

Do you want to enable network interface filtering [True|False], return to keep
current [True]:

Updating configuration properties file with 'interface.name=xmi' and
'interface.enable=True', and restarting mediation configuration bundle...

4.21.2.7 IDIH Configuration: Generate Disaster Recovery FDC File (Optional)

Procedure 47 IDIH Configuration: Backup the upgrade and Disaster Recovery FDC File-Optional (DSR 7.1-Optional)

S | This procedure will provide the steps to generate a disaster recovery fdc file.
T
E | Note: For DSR 6.0/7.0, refer to [12].
F)
# | Check off () each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Identify Identify an external server to be used as a backup server for the following steps.
Backup The server should not be co-located with any of the following items:
N Server
e TVOE
e PMAC
e DSR NOAM
e DSR SOAM
2 | PMAC: Establish an SSH session to the PMAC. Login as admustr.
M Establish
Terminal
Session
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Procedure 47 IDIH Configuration: Backup the upgrade and Disaster Recovery FDC File-Optional (DSR 7.1-Optional)

3
[

PMAC: Verify
Upgrade fdc
file exists

Execute the following commands to verify the upgrade FDC file for IDIH exists:

$ cd /var/TKLC/smac/guest-dropin
$ 1s -1 *.xml
The following output is expected:

—rw-r—--—-- 1 root smac 9542 May 11 09:43 <idih install>.xml
SE=Eos=== 1 root smac 5107 May 11 09:43 <idih upgrade>.xml

Note: The <idih_upgrade>.xml file is the same file used for upgrade and disaster
recovery procedures.

PMAC:
Transfer the
FDC file to a
remote
server.

Login to the backup server identified in step 1 and copy backup image to the
customer server where it can be safely stored. If the customer system is a Linux
system, please execute the following command to copy the backup image to the
customer system.

$ sudo scp admusr@<PMAC_IP_ Address>:/var/TKLC/smac/guest-
dropin/<idih upgrade.xml> /path/to/destination/

When prompted, enter the admusr user password and press Enter.

If the Customer System is a Windows system please refer to reference [3] (DSR
6.0/7.0)/ [4] (DSR 7.1) Using WinSCP to copy the backup image to the customer
system.

4.22 Activate Optional Features

Procedure 47. Activate Optional Features

*Om-W»

This procedure

will provide instruction on how to install DSR optional components once regular

installation is complete.

Prerequisite: All previous DSR installation steps have been completed.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each

step number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

=

Refer to Install
Guides for

Optional Features

to Complete
Installation

Refer to Section 3.3 for a list of feature install documents whose procedures
are to be executed at this moment.
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2 | DR-NOAM To activate optional features for DR-NOAM servers, follow Appendix P: DR-
Feature NOAM Feature Activation (DSR 6.0/7.0).

[ Activation (DSR
6.0/7.0)

4.23 Post-Install Activities

Procedure 48 Backup TVOE Configuration

S | This procedure will provide instruction on how to back up each TVOE rack mount server after a
T | successful installation.
E
P | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
# | step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Identify Identify an external server to be used as a backup server for the following steps.
Backup The server should not be co-located with any of the following items:
N Server
e TVOE
e PMAC
¢ DSR NOAM
¢ DSR SOAM
2 | TVOE Server: | Establish an SSH session to the TVOE host server, login as admusr.
[ Login
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Procedure 48 Backup TVOE Configuration

3
[

TVOE Server:
Build 1ISO
backup file

Execute the following command from the TVOE server:

$ sudo su - platcfg

lggggggu Main Menu tggggggg

e
e

x Diagnostics

® Server Configuration a
[ Security a
[ Network Configuration a
x Exit

e

el iirleleteeie (s (e (e (s(e e s s (s (s (s (e ]

Select the following menu options sequentially:
Maintenance -> Backup and Restore ->Backup Platform (CD/DVD).
The “Backup TekServer Menu” page will now be shown.

Build the backup ISO image by selecting:
Build I1SO file only

lggaagu Backup TekServer Menu toggad
k4

2 Select Backup Type (plat-app)

Ix View Index Table of Contents a
I Select Backup Device () a
X Select Backup Media (CD-R} a
k4

Ix Test Backup a
Ix Backup a
x Exit

k4

Ereieeieele(eie(ele(eie(eie(sie(sie(s(elslols(olsiols(o(s (s (s (sm]

Note: Creating the ISO image may happen so quickly that this screen may only
appear for an instant.

After the ISO is created, platcfg will return to the Backup TekServer Menu. The
ISO has now been created and is located in the /var/TKLC/bkp/ directory. An
example filename of a backup file that was created is: "hostname1307466752-plat-
app-201104171705.iso"

Exit out of platcfg by selecting Exit.
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Procedure 48 Backup TVOE Configuration

4 | Backup Login to the backup server identified in step 1 and copy backup image to the
Server: customer server where it can be safely stored. If the customer system is a Linux
N Transfer system, please execute the following command to copy the backup image to the
TVOE Files to | customer system.
Backup
Server $ sudo scp tvoexfer@<TVOE IP Address>:backup/*

/path/to/destination/

When prompted, enter the tvoexfer user password and press Enter.

If the Customer System is a Windows system please refer to reference [3] (DSR
6.0/7.0)/ [4] (DSR 7.1) Using WinSCP to copy the backup image to the customer
system.

The TVOE backup file has now been successfully placed on the backup server.

5 | Repeat for Repeat steps 3-4 for additional TVOE servers
Additional
TVOE
Servers

Procedure 49 Backup PMAC Application

S | This procedure will provide instruction on how to back up each PMAC application installed in this
T | procedure.
E
P | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
# | step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Identify Identify an external server to be used as a backup server for the following steps.
Backup The server should not be co-located with any of the following items:
N Server
e TVOE
e PMAC
e DSR NOAM
¢ DSR SOAM
2 | PMAC Establish an SSH session to the PMAC server, login as admustr.
Server: Login
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Procedure 49 Backup PMAC Application

3 | PMAC
[ Server: Build | Execute the following command from the PMAC server:
backup File
$ sudo /usr/TKLC/smac/bin/pmacadm backup
PM&C backup been successfully initiated as task ID 7
Note: The backup runs as a background task. To check the status of the
background task use the PMAC GUI Task Monitor page:
or issue the command "pmaccli getBgTasks ". The result should eventually be
"PMAC Backup successful" and the background task should indicate
"COMPLETE".
4 | PMAC GUI: Open web browser and enter:
[ Login

| http://<PMAC Mgmt Network IP>

Login as pmacadmin user:

ORACLE

Oracle System Login
Fue Mar 17 13:49:25 2015 UTC

Log In
Enter your username and password to log in
Username: pmadadmin
Password: essssss|
[F] Change password

Unsuthorized scoess is prohibited. This Oracle system requires the use of Micosoft Internet Explorar
8.0, 9.0, or 10.0 with support for JavaSaript and coockies

Oracle and Java are demarka of Orscle G andvor its sffiliates.
Other names may be trademarks of their respective owners

GCopyright ® 2010, 2015, Oracle and/or itz afiliates. All nights reserved.
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Procedure 49 Backup PMAC Application

5 | PMAC Server | Navigate to Main Menu -> Task Monitoring
0 GUI:
Monitor/Verify B i Status and Manage
Backup Task Ei
Completion I L=oal Notices
& Help
E Logout
Monitor the Backup PM&C Task:
Background Task Monitoring
1] Task Target Status State
J 181 Backup PM&C PM&C Backup successful COMPLETE
Note: Alternatively, you can monitor the Backup task by executing the following
command:
| $ sudo pmaccli getBgTasks
6 | Backup Login to the backup server identified in step 1 and copy backup image to the
M Server: customer server where it can be safely stored. If the customer system is a Linux
Transfer system, please execute the following command to copy the backup image to the
PMAC File to customer system.
Backup
Server $ sudo scp admusr@<PMAC_IP Address>:/var/TKLC/smac/backup/*
/path/to/destination/
When prompted, enter the admusr user password and press Enter.
If the Customer System is a Windows system please refer to reference [3] (DSR
6.0/7.0)/ [4] (DSR 7.1) Using WIinSCP to copy the backup image to the customer
system.
5 | Repeat for Repeat steps 2-6 for additional TVOE servers
Additional
TVOE
Servers
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Procedure 50 NOAM Database Backup

S | This procedure will provide instruction on how to back up the NOAM Database.
T
E | Check off () each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Identify Identify an external server to be used as a backup server for the following steps.
Backup The server should not be co-located with any of the following items:
Server
e TVOE
e PMAC
e DSR NOAM
e DSR SOAM
2 | NOAM VIP
0 GUI: Login Establish a GUI session on the NOAM server by using the VIP IP address of the

NOAM server. Open the web browser and enter a URL of:

| http://<Primary NOAM VIP IP Address>

Login as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Login
Enter your username and password to log in

Username: guiadmin
Password: esessed|

] change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 50 NOAM Database Backup

4 | NOAM VIP Navigate to Main Menu -> Status & Manage -> Database
[ GUI: Perform
Database
Backup
Select the Active NOAM
Select the Backup Button:
D e Pre Report Inhibit Replication Backup... Compare... Restore... Man Audit | Suspend
Select the desired file compression method
Database Backup
Field Value
Server: Jetta-NO-1
Select data for backup 7 Eroo:%sgisgggn
gzip
Compression Q\bzip2
Archive Name Backup.dsr.Jetta-NO-1.Configuration NETWORK_OAMP 20150505_12415 =
Comment
@‘Cancell
Set the archive file name if needed.
Select OK
6 | Backup Login to the backup server identified in step 1 and copy backup image to the
Server: customer server where it can be safely stored. If the customer system is a Linux
Transfer system, please execute the following command to copy the backup image to the
PMAC File to customer system.
Backup
Server $ sudo scp admusr@<NOAM VIP>:/var/TKLC/db/filemgmt/backup/*
/path/to/destination/
When prompted, enter the admusr user password and press Enter.
If the Customer System is a Windows system please refer to reference [3] (DSR
6.0/7.0)/ [4] (DSR 7.1) Using WIinSCP to copy the backup image to the customer
system.
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Procedure 51 SOAM Database Backup

S | This procedure will provide instruction on how to back up the SOAM Database.
T
E | Check off () each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Identify Identify an external server to be used as a backup server for the following steps.
Backup The server should not be co-located with any of the following items:
Server
e TVOE
e PMAC
e DSR NOAM
e DSR SOAM
2 | SOAM VIP
0 GUI: Login Establish a GUI session on the SOAM server by using the VIP IP address of the

SOAM server. Open the web browser and enter a URL of:

| http://<Primary SOAM VIP IP Address>

Login as the guiadmin user:

ORACLE

Oracle System Login

Fri Mar 20 12:29:52 2015 EDT

Login
Enter your username and password to log in

Username: guiadmin
Password: esessed|

] change password

Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.
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Procedure 51 SOAM Database Backup

4 | SOAM VIP Navigate to Main Menu -> Status & Manage -> Database
[ GUI: Perform
Database
Backup
B Ha
Yoatabase
Select the Active SOAM
Select the Backup Button:
D e Pre Report Inhibit Replication Backup... Compare... Restore... Man Audit Suspend Auto Audit
Select the desired file compression method
Database Backup
Field Value
Server: Jetta-NO-1
Select data for backup = Er;r‘]’é'sr”;:gn
gzip
Compression Q\bzip2
Archive Name Backup.dsr.Jetta-NO-1.Configuration NETWORK_OAMP 20150505_12415 =
Comment
@‘Cancell
Set the archive file name if needed.
Select OK
6 | Backup Login to the backup server identified in step 1 and copy backup image to the
Server: customer server where it can be safely stored. If the customer system is a Linux
Transfer system, please execute the following command to copy the backup image to the
PMAC File to customer system.
Backup
Server $ sudo scp admusr@<SOAM VIP>:/var/TKLC/db/filemgmt/backup/*
/path/to/destination/
When prompted, enter the admusr user password and press Enter.
If the Customer System is a Windows system please refer to reference [3] (DSR
6.0/7.0)/ [4] (DSR 7.1) Using WIinSCP to copy the backup image to the customer
system.
6 | Repeat for Repeat steps 2-6 for additional SOAM Sites
0 Additional
TVOE
Servers
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@Importam-@
DSR 7.1 Only: Before configuring Diameter connections (SCTP Only), please refer to Appendix T:
Disable/Enable DTLS.
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Appendix A: Pre-IPM Procedures

Appendix A.1l: Setting the Server’s CMOS Clock

The date and time in the server's CMOS clock must be set accurately before running the IPM procedure.
There are a number of different ways to set the server's CMOS clock.

Appendix A.2: Configure the RMS Server BIOS Settings

Appendix A.2.1: Configure HP Gen 8 Servers

Follow these steps to configure HP Gen 8 server BIOS settings

Appendix A.2.1. Configure HP Gen 8 Server BIOS Settings

S | This procedure explains the steps needed to configure HP DL380 Server BIOS Settings
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
P step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | HP DL380 Reboot the server and after the server is powered on, press the <F9> key when
M Server: prompted to access the ROM-Based Setup Utility:
Reboot

ROM-Based Setup Utility, Uersion 3.00
Copyright 1982, 2012 Hewlett-Packard Development Company, L.P.

System Options
Power Management Options
PCI IRQ Settings

PCI Device EnablesDisable
Standard Boot Order (IPL)
Boot Controller Order

|

| Server Availability
 |[Server Security

| BIOS Serial Console & EMS
| Server Asset Text

- ||pdvanced Options

| System Default Options

| Utility Language

{Enter> to View/Modify Date and Time
I<1/1> for Different Selection; <TAB> for More Info; <ESC> to Exit Utility
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Appendix A.2.1. Configure HP Gen 8 Server BIOS Settings

2 | HP DL380 From the above screen (Step 1), set the data and time to GMT (Greenwich Mean
Server: Time).
N Select the
Date and Press <Esc> to navigate to the main menu
Time
3 | HP DL380 From the above screen (Step 1), select Server Availability.
[ Server:
Server e Change Automatic Power-On to Enabled
Availability e Change Power-On Delay to No Delay
e Press <Esc> to navigate to the main menu
4 | HP DL380 From the above screen (Step 1), Select System Options.
Server:
System e Select Power Management Options
Options e Select HP Power Regulator
e Select HP Status High Performance Mode
e Press <ESC> to navigate to the main menu.
5 | HP DL380 From the above screen (Step 1), Select System Options.
Server:
Power e Select Processor Options.
Management e Change Intel® Virtualization Technology to Enabled.
Options e Press <ESC> to return to System Options.
e Select Serial Port Options.
6 | HP DL380 Press <ESC> to Save and Exit from the ROM-Based Setup Utility.
Server: Exit
N ROM-Based
Utility
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Appendix A.2.2: Configure Oracle Rack Mount Servers

Appendix A.2.2. Configure Oracle Rack Mount Server BIOS Settings

S | This procedure explains the steps needed to configure Oracle rack mount server BIOS settings.
T
E | Check off (v) each step as it is completed. Boxes have been provided for this purpose under each
P step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Oracle Reboot the server. After the server is powered on, press the F2 key when prompted
0 RMS: to access the Setup Utility:
Reboot
Aptio Setup Utility - Copyright (C) 2011 American Megatrends, Inc.
em Date
2 | Oracle From the above screen (Step 1), set the data and time to GMT (Greenwich Mean
RMS: Set Time).
Server Data
and Time
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Appendix A.2.2. Configure Oracle Rack Mount Server BIOS Settings

3 | Oracle From the above screen (Step 1) Go to the Advanced Menu.
0 RMS:
Advanced e Select Processors.
Menu e Select CPU Power Management Configuration.
If Energy Performance is not set to [Performance], select Energy Performance and
press Enter.
¢ Inthe resulting menu, select the Performance option and press Enter.
e Press <ESC> to return to the advanced menu.
Select UEFI Configuration Synchronization and press Enter.
If Synchronization Late is not [Disabled], press Enter to modify the option.
1. In the resulting menu, select the Disabled option and press Enter.
Press the Escape key once to return to the Advanced menu.
A If this is an X3-2 Server, skip to Step 4. A
Select the EXxit or Save & Exit menu and press Enter on Save Changes and Reset.
Answer Yes to the prompt for confirmation:
e Gotothe Save & Exit menu.
e Select Save Changes and Reset.
Oracle Go to the Save & Exit menu.
RMS: Exit
and Save Select Save Changes and Reset.
Changes
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Appendix A.2.3: Configure HP Gen 9 Servers

The HP Gen 9 systems can have UEFI boot enabled. Since TPD is configured to use the Legacy BIOS
option, rack mount Gen9s should have their BIOS settings checked before IPM. Rack mount servers
should also have the iLO serial port configured at this time. Directions for both settings are provided
below.

Appendix A.2.3. Configure HP Gen 9 Server BIOS Settings

S | This procedure explains the steps needed to configure HP Gen 9 server BIOS settings.
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
P step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | HP Gen9 Connect via a VGA monitor and USB keyboard.
Server:
N Connect
VGA Monitor
and USB
Keyboard
2 | HP Gen9 Reboot the server. After the server is powered on, press the F9 key when prompted
Server: to access the System Utilities menu:
N Reboot
3 | HP Gen9 From the above screen (Step 2)
[ Server: e Select the System Configuration menu
System o Select the BIOS/Platform Configuration (RBSU) menu
Configuration e Select the Boot Options menu
o |f the Boot Mode is NOT Legacy BIOS mode, press <Enter> to open the
BIOS mode menu. Otherwise skip to step 5.
4 | HP Gen9 Continued from the step 3, select Legacy BIOS Mode.
Server:
N System
Configuration
5 | HP Gen9 Press <Esc> once to back out to the BIOS/Platform Configuration (RBSU) menu.
Server:
[ System
Configuration
6 | HP Gen9 From the above screen (Step 2), Select the System Options menu, then select the
Server: Serial Port Options menu.
N System
Configuration e Change Embedded Serial Port to COM2
e Change Virtual Serial Port to COM1
7 | HP Gen9 Press <Esc> twice to back out to the BIOS/Platform Configuration (RBSU) menu.
M Server: Exit
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8 | HP Gen9 From the above screen (Step 2), Select the Server Availability menu.
Server:
N Server e Setthe Automatic Power-On to Restore Last Power State
Availability e Set Power-On Delay to No Delay
9 | HP Gen9 Press <Esc> twice to back out to the BIOS/Platform Configuration (RBSU) menu.
Server: Exit
[]
10 | HP Gen9 From the above screen (Step 2), select the Power Management menu
0 Server:
Power e Select the Power Management menu.
Management e Set HP Power Profile to Maximum Performance. Press <Esc> once to back
out to the BIOS/Platform Configuration (RBSU) menu.
11 | HP Gen9 Press <F10> to save the updated settings, then <y> to confirm the settings change.
Server:
N Save Press <Esc> twice to back out to the System Utilities menu.
Settings and
Exit
12 | HP Gen9
Server: Select Reboot the System and press <Enter> to confirm.
N Reboot

245|Page

E55235-03




Appendix B: Upgrade Server Firmware

Appendix B.1: HP DL 380 Server

This procedure will upgrade the DL380 server firmware. All HP servers should have SNMP disabled.
Refer to Appendix C: Changing the SNMP Configuration Settings.

The service Pack for ProLiant (SPP) installer automatically detects the firmware components available on
the target server and will only upgrade those components with firmware older than what is provided by
the SPP in the HP FUP version being used.

Variable Value
<iLO_IP> Fill in the IP address of the iLO for the server being
upgraded
<ilo_admin_user> Fill in the username of the iLO’s Administrator user
<ilo_admin_password> Fill in the password for the iLO’s Administrator user
<local HPSPP_image_path> Fill in the filename for the HP Support Pack for
ProLiant ISO
<admusr_password> Fill in the password for the admusr user for the
server being upgraded

Needed Material:

HP Service Pack for ProLiant (SPP) firmware ISO image

HP MISC firmware 1SO image (for errata updates if applicable)

HP Solutions Firmware Upgrade Pack Release Notes [1]

HP Solutions Firmware Upgrade Pack, Upgrade Guide [13]

4GB or larger USB stick is needed if upgrading firmware with USB media.

Note: For the "Update Firmware Errata" step check the HP Solutions Firmware Upgrade Pack Release
notes [1] to see if there are any firmware errata items that apply to the server being upgraded. If there is,
there will be a directory matching the errata's ID in the /errata directory of the HP MISC firmware 1SO
image. The errata directories contain the errata firmware and a README file detailing the installation
steps.
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Appendix B.1.1 Upgrade DL380 Server Firmware

S | This procedure explains the steps needed to upgrade the HP DL380 server firmware
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
P step number.
#
If this procedure fails, contact contact Appendix U: My Oracle Support (MOS), and ask for
assistance.
1 | Local Work | Insert Update Firmware USB into a USB port of the RMS server. Refer to [13] on
0 Station: steps for creating a bootable SPP USB media or refer to Appendix Q: Creating a
Insert the Bootable USB Drive on Linux
USB Flash
Drive Note: There is also the option of mounting a virtual image for this process. If this

option is used, skip this step.

2 | Local Work | Access the iLO web GUI.
Station:
Logintothe || https://<iLO_IP>/ |
iLO web GUI

iLO 4
HP ProLiant

Firmware Version 1.40
ILOUSE402P9PD labs nc.tekelec.com nc.tekelec.com ssz.tekelec.com tekelec.com

Username = <iLO_admin_user>
Password = <iLO_admin_password>
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Appendix B.1.1 Upgrade DL380 Server Firmware

3 | iLO4 Web
GUI: Launch

[ Remote
Console.

Launch the Java Integrated Remote Console applet.

On the menu to the left navigate to the Remote Console page. Under Java

Integrated Remote Console (Java IRC), click Launch

Op Gend

Expand Al
E] Information
Overview
System Information
iLO Event Log
Integrated Management Log
Active Health System Log
Diagnostics
Location Discovery Services
Insight Agent
iLO Federation
[=] Remote Console
Remote Console
[+] virtual Media
E] Power Management
Network

Remote Support
[+ Administration

Java Integrated Remote Console (Java IRC)

The Java IRC provides remote access to the system KWVM and control of Virtual Power and Media from a Java applet-based console. Java IRC reguires the availability of Java.

Acknowledge the security warning if presented:

Warning - Security

The web site's certificate cannot be verthied. Do you
want to contme?

Rame! ILOUSESZINGSH
Publishor:  BLOUSESIINGSH

[ it Eruss cordwe Froem thes pasblisher |
1 Tive cariifleaty carnt e waribed by & beusted source. Orly osnlin i i
'_\:J' i el B eagan ol Hhap by, Mars Endoemsfion. ..
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Appendix B.1.1 Upgrade DL380 Server Firmware

4 |iLO4
Remote
[ Console:
Create
Virtual Drive
Connection

Alf using SPP USB media plugged into the server, skip this stepA

Click on the Virtual Drives drop down menu. Go to CD/DVD then click on Virtual
Image.

ProLiant Server -

Power Switch EULTENGITEER Keyboard

FloppywUSB-Key P

T 1\-—| -
LET LU_J Create DiskImage ERUGUENIGELRE

Kernel Z.b.18-194.3Z.1.e

1438681 login:
Navigate to the HP Support Pack for ProLiant ISO I1SO file copied to the workstation.

Choese CODVD-ROM Image File FIE
Losck jrr [ £ MPSUF I s

3 0722141 102-Pw500.2000_0400.50, 6

«
My Nk i gane [rennigrmon s =] ([ ||

Filez of b [aaFiea x| = ]

Select the ISO image file and click Open.

At the bottom of the remote console window you should now see a green
highlighted drive icon and VirtualM written next to it.

L= virtualm 4 None

249 |Page

E55235-03




Appendix B.1.1 Upgrade DL380 Server Firmware

5 |iLO4 Login to the server as admust.
Remote
N Console: Password: <admusr_password>
Login
6 |iLO4 Reboot the server by executing the following command:
Remote
N Console: | $ sudo init 6 |
Reboot
Server
7 |iLO4 The server will reboot into the HP Support Pack for ProLiant ISO and present the
Remote following boot prompt.
Console:
Perform an Press [Enter] to select the Automatic Firmware Update procedure.
unattended
firmware

Automatic Firmnware Update Version 2012.82.8
Interactive Firmware Update Uersion 2012.682.8

Note: If no key is pressed in 30 seconds the system will automatically perform an
Automatic Firmware Update.
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Appendix B.1.1 Upgrade DL380 Server Firmware

8
[

iLO4
Remote
Console:
Monitor
Installation.

Important: Do not click inside the remote console during the rest of the firmware
upgrade process.

The firmware install will stay at the EULA acceptance screen for a short period of
time. The time it takes this process to complete will vary by server and network
connection speed and will take several minutes.

Depending on the hardware, the following screens will be displayed:

FPlease Wait...

Analyzing the system for unattended installation,

Thiz could take zeveral minutes,..

HP Service Pack for ProLiant 2014.09.0

Please wait, analyzing system....

Note: No progress indication is displayed. The installation will proceed automatically
to the next step.

251 |Page

E55235-03




Appendix B.1.1 Upgrade DL380 Server Firmware

9
[

iLO4
Remote
Console:
Monitor
Installation

Once analysis is complete, the installer will begin to upgrade inventory and deploy
the eligible firmware components.

A progress indicator is displayed at this time, as shown below. If iLO firmware is
applied, the Remote Console will disconnect, but will continue upgrading.

If the Remote Console closes due to the iLO upgrading, wait 3-5 minutes and log
back in to the iLO Web GUI and re-connect to the Remote Console. The server
might already be done upgrading and might have rebooted.

Depending on the hardware, the following screens will be displayed:

Step 3of 3; Install Updates
Instadkng: HP SAS EXP Card
g Updates Remaining: 3
Edtimated Time Pemaring © Hirtes. 43 Secondd

| 1%

Step 1
ory

Inven

Inventory of baseline and node

Inventory of baseline

HP Semwice Pack for ProLiant  Inventory in progress [N

Inventory of node

| ] localhost  Added node

Note: If the iLO firmware is to be upgraded, it will be upgraded last. At this point the
iLO 2 session will be terminated and you will lose the remote console, virtual media
and Web GUI connections to the server. This is expected and will not impact the
firmware upgrade process.
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10 | Local Work | Once the firmware updates have been completed the server will automatically be
Station: rebooted.
N Clean Up
Closing the remote console window will disconnect the Virtual Image and you can
close the iLO3/iLO4 Web GUI browser session.
If you are using SPP USB media plugged into the server you can now remove it.
11 | Local Work | Wait 3 to 5 minutes and verify the server has rebooted and is available by gaining
Station: access to the login prompt.
N Verify Server
Availability
12 | Local Work | Refer to the ProLiant Server Firmware Errata section of [13] to determine if this HP
Station: Solutions Firmware Update Pack contains additional firmware errata updates that
U Update should be applied to the server at this time.
Firmware
Errata
13 | Repeat for Repeat this procedure for additional HP DL380 rack mount servers.
Additional
[ RMS
Servers

Appendix B.2: Oracle Rack Mount Server

Needed Material:

Oracle Firmware Upgrade Pack 3.x.x
Oracle Firmware Upgrade Pack 3.x.x Upgrade Guide

Note: The minimum supported Oracle Firmware Upgrade Pack for DSR 7.1 is release 3.1.3. However,
when upgrading firmware, it is recommended that the latest release be used. Refer to the Oracle

Firmware Upgrade Pack Release Notes for procedures on how to obtain the firmware, and then follow the
procedures in the Oracle Firmware Upgrade Pack Upgrade Guide to upgrade the firmware.
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Appendix C: Changing the SNMP Configuration Settings

This procedure provides instructions to change the default SNMP settings for the HP ProLiant iLO4
devices.

Appendix C.1. Changing SNMP Configuration Settings for HP DL 380

S | This procedure explains the steps needed to upgrade the HP DL380 server firmware
T
E | Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each
P step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Local Work | Access the iLO web GUI.
[ Station:
Logintothe || https://<iLO_IP>/ |
iLO web GUI
Integrated Lights-Out 2
HP Proliant
Login name:
Password:
Username = <iLO_admin_user>
Password = <iLO_admin_password>
2 | iLO4 GUI: Expand the [Administration] menu item in the left hand navigation pane.
0 Navigate to
Management | Select the [Management] sub-menu item to display the Management configuration
Screen page.
O % o
[ PSSRSO e ‘
Expand All Management 2
! [-] Information
I — Test SNMP Alerts
I iLO Event Log Alert Setting
Infegrated Management Log iLO SNMP Aleris Disabled [+]
Diagnostics zor\:.lard \:sisgm Manager Agent Disabled Iz‘
! R::f:::;ﬂ T Disabled [~
W | [#] virtual Media | Send Test Aert |
: Pouer Management Configure SNMP Alerts
I [ snmp atert pestination(s): [ |
i icensin
(| tlser Ad:\m[slrahon Configure Insight Manager Integration
| N TR AT htps 1 hostname1304701476 2301
|| Network Level of Data Returned: Enabled (iLO+Server Association Dala)
View XML Reply
BL c.Class | Avoly |
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Appendix C.1. Changing SNMP Configuration Settings for HP DL 380

3 | iLO4 GUL:
0 Disable
SNMP Alerts

From the above screen (Step 2):

right.

P - & Cetific.. © X

<« 3 2 https/ 10.250.5049)

ProLiant DL360p Geng

Select setting [Disabled] for each of the 3 SNMP Alerts options as shown to the

Local User- root

ILO Hosiname:HostnameTest.IPTCPU.COM

| Management

I Expand All

Overview

| D Information

5 Configure SNMP
System Information

iLO Event Log Enable :

Integrated Management Log System Location:

Active Health System Log System Contact:

Diagnostics System Role:

Insight Agent

System Role Detail:

Remote Console

) ) Read Community:
Virtual Media

Trap Community:

Power M, it

[=] Administration SNMP Alert D

iLO Firmware

B SNMP Port:
Licensing
User Administration
Agcess Seflings SNMP Alerts
Security Alert
Network

enor iLO SNIMP Alerls
Management

Cold Start Trap Broadcast

Disabled
Forward Insight Manager Agen —
SNMP Aleris Disabled ﬂ

Insight Management Integration

| HP System Management Homepage (HP SMH): | hﬂps.a‘j|hustnam51333954165

| Level of Data Returned:

| | Enabled (iLO+Server Association Data) [+ |

| 2381 ‘

View XML Reply

Click [Apply] to save the change.

shown on the right.

&

Note: To verify the setting changes navigate away from the Management
configuration page and then go page back to it to verify the SNMP settings as

iLO4 GUI:
Exit

Click [Sign Out] link in upper right corner of page to log out of the iLO GUI.

Repeat for
Additional
RMS
Servers.

] o] ] »

Repeat this procedure for additional HP DL 380 rack mount servers.
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Appendix D: TVOE iLO/iLOM GUI Access

Appendix D.1: iLO GUI Access (HP DL380)

Appendix D.1. TVOE iLO4 GUI Access

This procedure contains the steps to access the TVOE iLO4 GUI.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step

number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

STEP Procedure Result
#
1
Launch Internet
] Explorer
Navigate to (= Log in - Tekelec Platform Management & Configuration - Windows Internet Explorer

192.168.100.5
(manufacturing
default) or
customer IP set
during
installation.

L+ B 192.168.100.5

Internet Explorer
may display a
warning
message
regarding the
Security
Certificate.

i:? fﬁ? [ @Certiﬁcate Error: Mavigation Blocked

[ ]

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted
The security certificate presented by this website has expired or is not yet valid
The security certificate presented by this website was issued for a different we

Security certificate problems may indicate an attempt to fool you or intercept

server.

We recommend that you close this webpage and do not continue to thi

@ Click here to close this webpage.

@ Continue to this website (not recommended).

@ More information
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Appendix D.1. TVOE iLO4 GUI Access

3 Select the option

] to Continue to We recommend that you close this webpage and do not continue to this website.
the website
(not & Click here to close this webpage.

recommended)

@7' Continue to this website (not recommended).

® More information

A

Log in to the
iLO4

iLO 4
HP ProLiant

Fumwaro Vorsion 140
e com 352 tokuloc.com lokelec com

a1

The iLO4 Home
page is
displayed. [

System hformatin

Expand A Lt Ll

Information Status

PP Sarver vame oSInAmE+PE08B4RS DI symemnem  Gok
iingreid Nanegement Log Product Name ProLant DL380p Geng. Server Fower @ on
i Mt Syt wo 04EI44-4133- 5355 4534- 303250305042 WDndcae @ uporF
Ciagnosiics. i‘:‘:‘“‘ ezt ;“ﬁ"' TR Stalus Mot resent
Locaton Oiscovery Services u s ot P

(&) iL0 Federniion Backup System ROU owezo13

(5] Remte Conssle egrated Remole Consok NET Java

5] Virultin Ucense Type L0+ Avances

(5] Power Management L0 Frmware Versen 140 Jom 14 2014

(2] newerk  Address 025050248

5] Remote susport Link-Local PvG Agdress  FEBO.BOBS ZFFFFEEEFCO

[&] Administration 0 Hostname: LOUSEATIP398 Iaos nC tekeies. Com Ntk com S5 feksiec. Com tekelec com

Active Sessions

user: =[w

Local User. Adminsirstor 148.6767.168

Loca User. Asmacrstor
) riatname LOUSE G791 i 041 RS GO 0 MARIRO O B4 Ik sle Com Inbec Com

Click on Launch
[] to start the
PMAC iLO4 CLI

Pegrated Vetagement Log Note for Freton wsars: Fratax regures a1 A3.00 19 Bench NIT appicatons. Vist Be Fredin ASG.0n webale 15 Sownioad the et verson of
Actve Mesth Sysiem Leg e icreash NET Framawent Assatant
" - Note for Chrome sners: Chrome regures 87 mxdenton 12 leench NET spplcatons Vint Cic Crvome wedebe 13 nd D atest
Locetion Decovery Servces VATSEn of (e xdenacn. Chepme might bock e B trom Benching # e FIC Tegures & Fuste
rght Agert DTN, see T HP LD & User Gude
3] L0 Federaticn
. Remote Console
Reeetn Cornce
] Virtus Mess .
3) Power Java Remote Console (Java IRC)
* Network
»| Romete Support The Java RC provides remote sccest 12 I wyaiem KV a5 control of Virkasl Power and Meda om » Jave sopiet baked conscle Java RC cog
2] Administratios e avalanaty of Jvia
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Appendix D.2. TVOE iLO4 GUI Access

This procedure contains the steps to access the TVOE iLOM GUI.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step
number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

STEP Procedure Result
#
1
Launch Internet
] Explorer
Navigate to /= Log in - Tekelec Platform Management & Configuration - Windows Internet Explorer
192.168.100.5
(manufacturing e v B 1921681005
default) or
customer IP set
during
installation.
2
Internet Explorer —
D may d|sp|ay a 5’:? ke [@Certiﬁcahe Error: Mavigation Blocked l l
warning
message i . . . . . .
; . There is a problem with this website's security certificate.
regarding the @ P Y
Security
Certificate. The security certificate presented by this website was not issued by a trusted
The security certificate presented by this website has expired or is not yet valig
The security certificate presented by this website was issued for a different we
Security certificate problems may indicate an attempt to fool you or intercept
server.
We recommend that you close this webpage and do not continue to thi
& Click here to close this webpage.
@ Continue to this website (not recommended).
@ More information
3 .
Select the option
[] to Continue to We recommend that you close this webpage and do not continue to this website.
the website
(not & Click here to close this webpage.
recommended) B Continue to this website (not recommended).
@ More information
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4 Oracle RMS: Login to the Oracle rack mount server ILOM:

Login
.

R ——
password: [ |
=

5 Oracle RMS: Navigate to Remote Control -> Redirection

Access the

Remote Console

Select Launch Remote Console

ORACLE" Integrated Lights Out Manager v3.2.4.10

NAVIGATION Redirection

SERTEET Manage the host remotely by redirecting t

@ Usevideo redirection
) Use serial redirection
Power

Launch Remote Console

Cooling

KVMS Ports
ABITITE The following ports are utilized by the t
will be affected and requires a restart.
Firmware Non-secure Port: 80

Secure Port: 443

Open Problems

m Log
2 Remate Control

Redirection
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6
[

Oracle RMS:
Access the
Remote Console

Select OK and open with Java Web Start Launcher

rOpening Jjnlpgenerator:

You have chosen to open:
%] jnlpgenerator?-video

which is: JNLP File
from: https://100.64.152.212

What should Firefox do with this file?

@ Openwith | Java(TM) Web Start Launcher (default) =

@) SaveFile

[] Do this autematically for files like this from now on.

| ok || coneel |

Select Continue and Run for any security warning prompts

Security Warning  © S —— . I

Do you want to Continue?
The connection to this website is untrusted.

/ ! Website: https://100.64.152,212:443

MNote: The certificate is not valid and cannot be used to verify the identity of this website.

More Information

Do you want to run this application?

Name: Remote System Console Plus

‘-:'c.) Publisher: Orade America, Inc.

Location:  https://100.64.152.212:443

This application will run with unrestricted access which may put your computer and personal
information at risk. Run this application only if you trust the location and publisher above.

|| Do not show this again for apps from the publisher and location above

| A
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Appendix E.1. Changing the TVOE iLO Address

This procedure will set the IP address of the TVOE iLO4 to the customer’s network so that it can be
accessed by Oracle support.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step
number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

STEP # Procedure Result

1 HP DL 380: Using the instructions in Appendix D: TVOE iLO/iLOM GUI Access, connect
[ Connect to the | to the iLO4 GUI
TVOE iLO GUI

Expand All iLO Overview
(=] information
| Information
System nformation Server Name GolfA-TVOE
iLO Event Log
Integrated Management Log Product Name ProLiant DL380p Gené
Acive Health System Lap u 304E3944-4133-5355-4534-303250395044
Diagnostics Server Serial Number USE402P9PD
Location Discovery Services Product D DaN03A
Insight Agent System RO P70 1202072013
E] iLO Federation Backup System ROM 09/08/2013
[+] Remote Console Integrated Remote Console .HET Java
[2] Virtual Media License Type L0 4 Advanced
Power Management iLO Firmweare Version 1.40 Jan 14 2014
Network P Address 10.250.50.241
E] Remote Support Link-Local IPvE Address. FES0::BEBS:2FFF FEEC:BESA
E] Administration iLO Hostname ILOUSE402PSPD.labs.nc tekelec.com nc tekelec. com ssz tekelec.com tekelec.com
Active Sessions
[user:
| Local User: Administrator

2 iLO4 GUI: Naviagate to Network ->iLO Dedicated Network Port
Navigate to

[] Network Menu @ iLO 4

ProLiant DL380

Expand Al iLO Dedicated Network Port - IPv4 Settings
E] Information T
Summary  General | IPvd ‘ P SNTP
Overview

System Information
iLO Event Log

Integrated Management Log Enable DHCPv4
Active Health System Log Use DHCPv4 Supplied Gateway
Diagnostics Use DHCPv4 Supplied Static Routes

Location Discovery Services Use DHCPv4 Supplied Domain Name

Use DHCPv4 Supplied DNS Servers
Use DHCPv4 Supplied Time Settings
Use DHCPv4 Supplied WINS Servers

Insight Agent
E] iLO Federation
E] Remote Console
[+] virtual Media
Power Management
[=] Hetwork

iLO Dedicated Network Port IPv4 Address 10.250.50.241
Shared Network Port Subnet Mask [255 2552550

[+| Remote Support

Select the tab for either IPv4 or IPv6
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Appendix E.1. Changing the TVOE iLO Address

3 iLO4 GUL:
[ Change IP Change the IP address, subnet Mask/prefix, and Gateway address to the
information values supplied in the NAPD for the TVOE iLO.

Subnet Mask
and Gateway
IP Address to
the values
supplied in the
NAPD for the
TVOE iLO.

Select Apply.

Note: You will
lose access
after you hit the
Apply button.

IPv4 Address
Subnet Mask

Gateway IPv4 Address

[10.250.50.241

[255.255.255.0

Static Route #1 [0.0.0.0

Static Route #2 [0.0.0.0

[10.250.50.1 |

Destination Mask Gateway
|[0.0.0.0 |[0.0.0.0 |
|[0.0.0.0 |[0.0.0.0 |
|[0.0.00 | [o-0.0.0 |

Static Route #3 [0.0.0.0

Select Submit

Note: You will lose access after you hit the Submit button.

4 Local

] Machine:
Reset PC’s
network
connection.

Using the instructions found in Appendix G: Configuring for TVOE iLO
Access; reset the PC’s network connection replacing the Subnet Mask and
Gateway with those just used for the TVOE iLO.

Use an appropriate IP address for this subnet.

Internet Protocol (TCP/IP) Properties @ Elgl !

General

You can get IP settings assigned automatically if your network, supparts
this capability. Otherwise, you need to ask your network: administratar for

the appropriate |P settings.

() Obtain an IF address automatically
(%) Use the tallowing IP address:

IP address 152 . 168 . 100 . 100
Subnet mask: 266,266 .260 . 0
Diefault gateway: 192 . 168 . 100 . 1|

(%) Use the follawing DNS server addresses:
Freferred DNS server.

Alternate DNS server
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Appendix E.1. Changing the TVOE iLO Address

5 Local

0 Machine: Connect to the TVOE iLO GUI using the instructions in Appendix D: TVOE
Connect to the | iLO/ILOM GUI Access
TVOE iLO GUI

Note: Use the IP address entered in Step 3

iLO 4

HP ProLiant

Fumwaro Vorsion 140
£ 402901 tabs e tokoloc com nc ekl com 532 kel com lekelec. com

[T ——

263|Page E55235-03




Appendix F: Attaching an ISO Image to a Server using the iLO or

ILOM

As an alternative to mounting the 1SO image via USB, the user may also mount the ISO via the iLO or
iLOM for HP and Oracle rack mount servers.

Appendix F.1: HP DL380 Servers (iLO4)

Appendix F.1.1 HP DL380 Servers Mounting the ISO image via iLO4

This procedure describes the steps needed to attach an ISO image to a server using the iLO4 for HP DL

380 servers.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step

number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

STEP # Procedure

Result

1 iLO 4 Web
GUI: Launch

[ Remote

Console

Launch the Java Integrated Remote Console applet.

On the menu to the left navigate to the Remote Console page. Under Java

Integrated Remote Console (Java IRC), click Launch

0 iLO 4
ProLiant DL380p Gend

Expand All

[-] Information

o Overview
System Information
iLO Event Log
Integrated Management Log
Active Health System Log
Diagnostics
Location Discovery Services
Insight Agent

[+] iLO Federation

[-] Remote Console

o Remote Console

+ | Virtual Media

| # | Power Management

| +| Administration

Java Integrated Remote Console (Java IRC)

The Java IRC provides remote access to the system KVW and control of Virtual Power and Media from a Java applet-based console. Java IRC requires the availabilty of Java

264|Page

E55235-03




Appendix F.1.1 HP DL380 Servers Mounting the ISO image viaiLO4

2 iLO 4 Web Acknowledge Security Warning.
[ GUI: Java
Security If a dialog similar to the one below is presented, click Yes to acknowledge
Prompt the issue and proceed
The web ute’s certificate cannot be venled. Do you
Wit bo contrwse?
Hamer BOuS LN
Pubdiiders 1 BOURER ENSTH
[[] ipmirys Bt cortard Foom thes publsbur |
GO
¢, :r:mﬁ:ﬂﬂ::Mdm Criy el N
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Appendix F.1.1 HP DL380 Servers Mounting the ISO image via iLO4

3
[

Click on the Virtual Drives drop down menu. Go to CD/DVD, then click on
Virtual Image

ProlLiant Server -

Power Switch RUGTEN =S
FloppyiUSB-Key P

CD/OVD ’

:I"_'T]'I L |_| _:. Create Disk Image

Navigate to the location of the ISO image file specified by the procedure
which referenced this appendix.

Choote CIVDYD ROM bnage File

Fio e g svEn Mo N Nes 7]

Pt ol g T TE] ] Cancel

Select the desired file and click Open.

Verify Virtual Image Connection.

At the bottom of the remote console window, there should now be a green
highlighted drive icon and Virtual M written next to it.

E VirtualM E None
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Appendix F.2: Oracle RMS Servers (iLOM)

Appendix F.2.2. HP DL380 Servers Mounting the ISO image via iLO4

This procedure describes the steps needed to attach an ISO image to a server using the iLOM for Oracle
rack mount servers.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step
number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

STEP # Procedure Result
1 Oracle RMS: Login to the Oracle rack mount server ILOM:
0 Login

ORACLE"  integrated Lights Out Manager

Please Log In

P HOSIMOME: GRACLESP-1509NM1ONO

ser nams: [
Password

2 Oracle RMS: Navigate to Remote Control -> Redirection
Access the

[ Remote Select Launch Remote Console
Console

ORACLE" Integrated Lights Out Manager v3.2.4.10

NAVIGATION Redirection

S TENTEET Manage the host remotely by redirecting t

@ Usevideo redirection
() Use serial redirection
FPower

Launch Remaote Console

Cooling
Storage KVMS Ports

L EIEIITE The following ports are utilized by the

PCl De ] will be affected and requires a restart.
R Non-secure Port: 80

Open Probler Secure Port: 443

em Log

= Remote Control

Redirection

Storage Device
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Appendix F.2.2. HP DL380 Servers Mounting the ISO image via iLO4

3
[

Oracle RMS:
Access the
Remote
Console

Select OK and open with Java Web Start Launcher

Opening jnlpgenerator2-vi

You have chosen to open:

%] jnipgenerator2-video
which is: JNLP File
from: https://100.64.152.212

What should Firefox do with this file?

Java(TM]) Web Start Launcher (default) -

@) SaveFile

[] Do this automatically for files like this from now on.

| ok || concel |

Select Continue and Run for any security warning prompts

Security Wamning - e — - e (o 52}

Do you want to Continue?
The connection to this website is untrusted.

! Website: https://100.64.152,212:443

MNote: The certificate is not valid and cannot be used to verify the identity of this website.
More Information

:

Do you want to run this application?

Name: Remote System Console Plus

"-:'C.) Publisher: Orade America, Inc.

Location: https:/f100.64.152.212:443

This application will run with unrestricted access which may put your computer and personal
information at risk. Run this application only if you trust the location and publisher above.

|| Do not show this again for apps from the publisher and location above

€Y o momason
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Appendix F.2.2. HP DL380 Servers Mounting the ISO image via iLO4

4
0

Oracle RMS:
Mount the ISO
from the
Remote
Console

Navigate to KVMS
Select Storage

KVMS | Preferences Help
Storage...
Virtual Keyboard...

b XE v2.3.20
e Rl ~013, Intel Corporation

> 10 E@ 70 2F ZD GUID: FFZ000a8 FFFF FFFF FFFF GO10E0702F2C

Hemgrii Contic e proxyDHCP of fers were received.

Tntel Boot Agent.
Intel(R) Boot Agent XE vZ.3.20
Copyright (C) 1997-2013, Intel Corporation

CLIENT MAC ADDR: 00 10 E@ 70 2F 2ZE GUID: FF200000 FFFF FFFF FFFF GO10E@?GZF2C
PXE-ES1: No DHCP or proxyDHCP offers were received.

PXE-MOF : Exiting Intel Boot Agewt.
Intel(R) Boot Agent XE vZ2.3.20
Copyright (C) 1997-2@13, Intel Corporation

CLIENT MAC ADDR: ©0 10 E@ 70 ZF ZF GUID: FFZO00GS FFFF FFFF FFFF 0O16E07GZFZC
DHCP. ./_

Select Add, browse to the ISO located on the local machine.

& Storage Devices [T

[ Path Device Type

Look In: |ﬁ Temp

1 .cpswi

[ {1D9AE4AF-3D54-4219-9E09-1FTCCAS570FF}
[ {2B868367-8666-4BBB-910A-9E9683EDGEF2}
[ {9AF14B75-783F-4905-A025-37CESTBEFCAF}
[ {45D3E29B-F21D-4690-A634-9CBE4AGBCDF1}
3 {051C5231-DT76-411F-A175-578D3ED26348}

[ D

File Name: | \

Files of Type: |AII Files |v|

Click Select

Once the ISO image is selected, now select Connect

Add... | | Connect | | Remove...
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Appendix F.2.2. HP DL380 Servers Mounting the ISO image via iLO4

Change the Next Boot Device by navigating to Host Management -> Host

Oracle RMS:
Control
Change the
Device for Next
In the drop down box, select CDROM
Boot
ORACLE’ Integrated Lights Out Manager v3.2.4.10
NAVIGATION Host Control
D ATIIEET View and configure the host control information. Mext Boot Device
Settings
Memory
- Next Boot Device: | Default (use BIOS setlings) ||
OWEL Default (use BIOS settings)
Save
D Default Hard Drive
Diagnostic Partition
MNetworking BIOS
PCI Devices Floppy/primary removable media
. Reboot the rack mount server to start the install by navigating to Host
Oracle RMS:
Management -> Power Control
Power Cycle

From the drop down box, select Reset

ORACLE" Integrated Lights Out Manager v3.2.4.10

NAVIGATION Power Control

ST TR AT Control the host power from this page. To change tt

attemnpts to bring the O3 down gracefully, then cuts

Summary
Reset reboots the hostimmediately. More details...
Pro
Memaory
Settings
Power
Hostis currently on.
Cooling
— Select Action — ||
— Select Action —
Metworking €
1 Immaediate Power Off
PCID S Graceful Shutdown and Fower Off
. Power On
Firmware Power Cycle

Open Problem
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Appendix G: Configuring for TVOE iLO Access

Appendix G.1 Connecting to the TVOE iLO

This procedure contains the steps to connect a laptop to the TVOE iLO via a directly cabled Ethernet
connection.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step
number.

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

STEP Procedure Result
#
1 Access the laptop Windows XP Windows 7
0 network interface | «  Go to Control Panel e Go to Control Panel.
cards TCP/IP e Double-click on Network e Double-click on Network and
Properties Connections Sharing Center
screen. e Right-click the wired Ethernet Interface | ¢  Select Change Adapter Settings
OTE: For thi icon and select Properties (left menu)
N o or th N e  Select Internet Protocol (TCP/IP) e Right-click the Local Area
step follow the Connection icon and select
instruction specific Properties
to the laptop’s OS . .
(XP or 7) Select Properties Select Internet Protocol Version 4
(TCP/IPv4)
- Local Area Connection Properties 7 (] - Local Area Connection Properties
General | Advanced General | Advanced
Connect using: Connect using
| BB Broadcom Net¥reme Gigabit Etheme | BB Broadcom NetXireme Gigabit Etheme
This connection uses the following items This connection uses the following items:
gﬁle and Printer Sharing for Microsoft Networks ~ .@ File and Printer Sharing for Microsoft Networks ~
SODS Packet Scheduler BQDS Packet Scheduler
L L Intemet Protocol (TCP/IP)
v v
£ > £ b
Description k Description k
Transmission Control Protocol/Intemet Protocol. The default Transmission Control Protocol/Intemet Protocal. The default
wide area network protocol that provides communication wide area network protocol that provides communication
across diverse interconnected networks across diverse interconnected networks.
[[1 Show icon in notification area when connected [[] Show icon in notification area when connected
Notify me when this connection has limited or no connectivity Motify me when this connection has limited or no connectivity
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Appendix G.1 Connecting to the TVOE iLO

2 . Internet Protocol (TCP/IP) Properties ‘ille i —- Local Area Connection Properties
Click Use the — p—
. eheral General | Advanced
] following IP '
‘You can get IP settings assigned automaticaly if your network, supports G ot :
ad d ress this capability. Otherwise, you need ta ask your network. administrator for ormnee ueng
the appropriste |P settings. | ES Broadcom NetXtreme Gigabit Etheme
Set the I P () Obtain an |F address automatically This connection uses the following tems:
ad d ress tO (%) Use the following IP address: - IClient for Microsoft Networks -~

192 . 168 . 100 100 IP address: gDaerrnlnlsllc Metwork Enhancer [ |
g‘.’\«'\r\elass Intermediate Driver

Set the Subnet
mask to

[ Install... ] [ Uninstall ] I Properties I
255 . 255 . 255 . 0 Obtain DMNS server address automatically Description
(%) Use the following DNS server addresses Allows your computer to access resources on a Microsoft
network.

Set the Default

Diefault gateway: 192 168 . 100 . 1

Preferred DNS server:

|

L File and Frinter Sharing for Microsoft Metworks ! e
< >

g at ew ay to ltemnale DS server [] Show icon in notification area when connected
192 . 168 . 100 . 1 Notify me when this connection has limited or no connectivity
oot o
elect .
eoloct Close

from the network
interface card’s
main Properties
screen.

w

Connect the
laptop’s Ethernet
port directly to
the TVOE iLO
port using a
standard Cat-5
cross-over
cable.

) -ol
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Appendix H: SNMP Configuration

The network-wide plan for SNMP configuration should be decided upon before DSR installation proceeds.
This section provides some recommendations for these decisions.

SNMP traps can originate from the following entities in a DSR installation:

o DSR Application Servers (NOAM, SOAM, MPs of all types)
e DSR Auxiliary Components (Switches, TVOE hosts, PMAC)

DSR application servers can be configured to:

1. Send all their SNMP traps to the NOAM via merging from their local SOAM. All traps will
terminate at the NOAMP and be viewable from the NOAMP GUI (entire network) and the SOAM
GUI (site specific) if only NOAM and SOAM are configured as Manager and Traps Enabled
checkbox is selected for these managers on Main Menu > Administration > Remote Servers
>SNMP Trapping screen. This is the default configuration option.

- =1 Main Menu

B & Admin

| H @ Remote S

B Data Export
B DNS Configuration

2. Send all their SNMP traps to an external Network Management Station (NMS). The traps will
NOT be seen at the SOAM OR at the NOAM. They will be viewable at the configured NMS(s)
only if only external NMS is configured as Manager and Traps Enabled checkbox is selected for
this manager on Main Menu > Administration > Remote Servers > SNMP Trapping screen.

Main Menu: Administration -> Remote Servers -> SNMP Trapping

Warning -

Variable Value Description

Aremote manager to receive
address or avalid hostname
case-insensitive, max. 20-chz
SMNMP trap port of 162 will be

Manager 1 |

Wanager 2 See description for Manager ©

Manager 3 See description for Manager *

Manager 4 See description for Manager *

Wanager 5 See description for Manager ©

Selectively enable SNMPv2c, !

SNMPv2c and SNMPv3 .
Enabled Versions SNMPv2c and SNMP! ~ supports both SNMP versior

Manager 1
Manager 2
Traps Enabled Manager 3
Manager 4
Manager 5

Enable or disable SNMP trap
enabled.]

3. Send SNMP traps from individual servers like MPs of all types If Traps from Individual Servers
check box is selected on Main Menu > Administration > Remote Servers > SNMP Trapping
screen.

Traps from Individual Servers Enabled
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Application server SNMP configuration is done from the NOAM GUI, near the end of DSR installation.
See the procedure list for details.

DSR Auxiliary components must have their SNMP trap destinations set explicitly. Trap destinations can
be the NOAM VIP, the SOAM VIP, or an external (customer) NMS.

The recommended configuration is as follows:
The following components:

+  PMAC (TVOE)

«  PMAC (App)

« Applicable Switch types

*+ TVOE for DSR Servers

Should have their SNMP trap destinations set to:
1. The local SOAM VIP
2. The customer NMS, if available

Note: All the entities MUST use the same Community String during configuration of the NMS server.

Note: SNMP community strings i.e. (Read Only or Read Write SNMP community strings) should be same
for all the components like OAM/MP servers, PMACs, TVOEs and external NMS.

Appendix I. Application NetBackup Client Installation Procedures

NetBackup is a utility that allows for management of backups and recovery of remote systems. The
NetBackup suite is for the purpose of supporting Disaster Recovery at the customer site. The following
procedures provides instructions for installing and configuring the NetBackup client software on an
application server in two different ways, first using platcfg and second using nbAutolnstall (push
Configuration)

Please note that at the writing of this document, the supported versions of Netbackup in DSR 6.0/7.0/7.1
are 7.1, 7.5 and 7.6.
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Appendix I.1: NetBackup Client Install using PLATCFG

Appendix I.1. Application NetBackup Client Installation (Using Platcfg)

S | This procedure explains the Netbackup installation using platcfg

T

E | Prerequisites:

P | « Application server platform installation has been completed.

# | « Site survey has been performed to determine the network requirements for the application server,
and interfaces have been configured.
» NetBackup server is available to copy, sftp, the appropriate NetBackup Client software to the
application server.
Note: Execute the following procedure to switch/migrate to having netBackup installed via platcfg
instead of using NBAutolnstall (Push Configuration)
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | Application Login and launch the integrated remote console

M server iLO: SSH to the application Server (PMAC or NOAM) as admusr using the
Login management network for the PMAC or XMI network for the NOAM.
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Appendix I.1. Application NetBackup Client Installation (Using Platcfg)

2 | Application Configure NetBackup Client on application server
server iLO:

N Navigate to | $ sudo su - platcfg |
NetBackup
Configuration | Navigate to NetBackup -> Configuration

nt @ Ucility 3.0 2003 - 2011 T

Pl

NetBackup Configuration Henu

Enable Push of Ne cup C

Verify NecBackup Client Push

Install NetBackup Client

WVerify NecBackup Client Installation
Remove File Transfer User

Exit

3 | Application Navigate to NetBackup Configuration -> Enable Push of NetBackup Client

server iLO:
Enable Push
of NetBackup
Client

Enable Push of Netbackup Client

Do you wish to initialize this server for MNetBackup Client?
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Appendix I.1. Application NetBackup Client Installation (Using Platcfg)

4
0

Application
server iLO:
Enter
NetBackup
password

Enter the NetBackup password:

f ORISR Tsl FA N SR B

Enter netbackup Password

Enter Fassword:
Re-enter Fassword:

Use arrow ke to move between options | <Enter

Select OK

Note: If the version of NetBackup is 7.6.0.0 or greater, follow the instructions
provided by the OSDC download for the version of NetBackup that is being

pushed.
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Appendix I.1. Application NetBackup Client Installation (Using Platcfg)

5 | Application Navigate to NetBackup Configuration -> Verify NetBackup Client Push

server iLO:
[ Verify
NetBackup
Client
software push
is enabled.

Verify list entries indicate OK for NetBackup client software environment.

Select Exit to return to NetBackup Configuration menu.
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Appendix I.1. Application NetBackup Client Installation (Using Platcfg)

6 | NetBackup
server: Push
N appropriate
NetBackup

Client

server

software to
application

Note: The NetBackup server is not an application asset. Access to the NetBackup
server and location path of the NetBackup Client software is under the control of
the customer. Below are the steps that are required on the NetBackup server to
push the NetBackup Client software to the application server. These example
steps assume the NetBackup server is executing in a Linux environment.

Note: The backup server is supported by the customer, and the backup utility
software provider. If this procedural STEP, executed at the backup utility server,
fails to execute successfully, STOP and contact the Customer Care Center of the
backup and restore utility software provider that is being used at this site.

Login to the NetBackup server using password provided by customer:

Navigate to the appropriate NetBackup Client software path:

Note: The input below is only used as an example. (7.5 in the path below refer to
the NetBackup version. If installed a different version (e.g. 7.1 or 7.6), replace 7.5

with 7.1 or 7.6)
| $ cd /usr/openv/netbackup/client/Linux/7.5 |

Execute the sftp_to client NetBackup utility using the application IP address and
application netbackup user:

$ ./sftp_to_client <application IP> netbackup
Connecting to 192.168.176.31
netbackup@l192.168.176.31's password:

Enter application server netbackup user password; the
following NetBackup software output is expected, observe
the sftp completed successfully:

File "/usr/openv/netbackup/client/Linux/6.5/.sizes" not found.
Couldn't rename file "/tmp/bp.6211/sizes" to "/tmp/bp.6211/.sizes": No such file
or directory

File "/usr/openv/NB-Java.tar.Z" not found.

Jsftp_to_client: line 793: [: : integer expression expected
Jsftp_to_client: line 793: [: : integer expression expected
Jsftp_to_client: line 793: [: : integer expression expected
Jsftp_to_client: line 793: [: : integer expression expected
Jsftp_to_client: line 793: [: : integer expression expected
Jsftp_to_client: line 793: [: : integer expression expected
Jsftp_to_client: line 793: [: : integer expression expected
Jsftp_to_client: line 793: [: : integer expression expected
Jsftp_to_client: line 793: [: : integer expression expected
Jsftp_to_client: line 793: [: : integer expression expected
Jsftp_to_client: line 793: [: : integer expression expected
sftp completed successfully.

The user on 192.168.176.31 must now execute the following command:
[$ sh /tmp/bp.6211/client config [-L]. |

Note: Although the command executed above instructs you to execute the
client_config command, DO NOT execute that command, as it shall be executed
by platcfg in the next step.

Note: The optional argument, "-L", is used to avoid modification of the client's
current bp.conf file
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Appendix I.1. Application NetBackup Client Installation (Using Platcfg)

7 | Application

server iLO: Execute the command:

U Install
NetBackup | $ sudo chmod 555 /var/TKLC/home/rssh/tmp/client config |
Client
software on Where NETBACKUP_BIN is the temporary directory where the netbackup client
application install programs were copied in step 5. The directory should look similar to the
server. following: "/tmp/bp. XXXX/"

Navigate to NetBackup Configuration -> Install NetBackup Client

Install NetBackup Client

Do you wish to install the NetBackup Client?

Verify list entries indicate OK for NetBackup client software installation

Select EXxit to return to NetBackup Configuration menu
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Appendix I.1. Application NetBackup Client Installation (Using Platcfg)

8
[

Application
server iLO:
Verify
NetBackup
ClLient
software
installation on
the application
server.

Navigate to NetBackup Configuration -> Verify NetBackup Client Installation.

Verify NecBackup Client Installation
[[OK] - Looks like a 6.5 Client is installed
[oK) - RC script: mbelient

[OK) - Pre-processor script installed
[ OK] - Pre-processor script configured

Verify list entries indicate OK for NetBackup Client software installation.

Select EXxit to return to NetBackup Configuration menu.

Application
server iLO:
Disable
NetBackup
Client
software
transfer to the
application
server.

Navigate to NetBackup Configuration -> Remove File Transfer User

Remove File Transfer User

Do you wish to remove the filetransier user?

Select Yes to remove the NetBackup file transfer user from the application server

10

Application
server iLO:
Exit platform
configuration
utility (platcfg)

Exit platform configuration utility (platcfg)
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Appendix I.1. Application NetBackup Client Installation (Using Platcfg)

11 | Application Verify that the server has been added to the /usr/openv/netbackup/bp.conf file:

server iLO:
N Verify Server Issue the following command:
bp.conf file

$ sudo cat /usr/openv/netbackup/bp.conf
CLIENT NAME = 10.240.34.10
SERVER = NB7lserver
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Appendix I.1. Application NetBackup Client Installation (Using Platcfg)

12 | Application Note: After the successful transfer and installation of the NetBackup client
server iLO: software the NetBackup servers hostname can be found in the NetBackup

N Use platform "lusr/openv/netbackup/bp.conf" file, identified by the SERVER configuration

configuration parameter.

utility (platcfg)

to modify The NetBackup server hostname and IP address must be added to the application
hosts file with | server's host’s file. List NetBackup servers hostname:

NetBackup $ sudo cat /usr/openv/netbackup/bp.conf

server alias. SERVER = nb70server

CLIENT NAME = pmacDev$§

Use platform configuration utility (platcfg) to update application hosts file with
NetBackup Server alias.
$ sudo su - platcfg

Navigate to Network Configuration -> Modify Hosts File

| Configure Hosts |

Address Aliases

localhost poachevd smacweb

oc:
192.168.1.101 secver_ppp0
192.168.1.102 o
192.168.1.103  server “pppl
192.168.1.104 client_pppl
192.168.176.1 ncpserveri

192.168.176.45 no70server

Select Edit, the Host Action Menu will be displayed.

Host Action Menu

Delete Host f§
Add Alias

Edit Alias
Delete Alias
Exit

Select Add Host, and enter the appropriate data

Select OK, confirm the host alias add, and exit Platform Configuration Utility
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13 | Application Copy the notify scripts from appropriate path on application server for given
server iLO: application:
U Create links to
NetBackup $ sudo ln -s <path>/bpstart_notify
client notify /usr/openv/netbackup/bin/bpstart notify
scripts on
application $ sudo 1n -s <path>/bpend notify
server where /usr/openv/netbackup/bin/bpend notify
NetBackup
expects to find An example of <path> is “/usr/TKLC/appworks/sbin”
them.
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Appendix 1.2: NETBACKUP CLIENT INSTALL/UPGRADE WITH NBAUTOINSTALL

Note: Execute the following procedure to switch/migrate to having netBackup installed via NBAutolnstall
(Push Configuration) instead of manual installation using platcfg

Note: Executing this procedure will enable TPD to automatically detect when a Netbackup Client is
installed and then complete TPD related tasks that are needed for effective Netbackup Client operation.
With this procedure, the Netbackup Client install (pushing the client and performing the install) is the
responsibility of the customer and is not covered in this procedure.

Appendix 1.2. Application NetBackup Client Installation (NBAUTOINSTALL)

S | This procedure explains the Netbackup installation with NBAUTOINSTALL
T
E | Prerequisites:
P | « Application server platform installation has been completed.
# | « Site survey has been performed to determine the network requirements for the application server,
and interfaces have been configured.
* NetBackup server is available to copy, sftp, the appropriate NetBackup Client software to the
application server.
Note: If the customer does not have a way to push and install Netbackup Client, then use
Netbackup
Client Install/Upgrade with platcfg.
Note: It is required that this procedure is executed before the customer does the Netbackup Client
install.
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Application Login and launch the integrated remote console.
server iLO:
[ Login SSH to the application Server (PMAC or NOAM) as admusr using the
management network for the PMAC or XMI network for the NOAM.
2 | Application Execute the following command:
server iLO:
U | Enable | $ sudo /usr/TKLC/plat/bin/nbAutoInstall —-enable |
nbAutolnstall
3 | Application Execute the following commands
server iLO:
Create links to $ sudo mkdir -p /usr/openv/netbackup/bin/
NetBackup
client notify $ sudo ln -s <path>/bpstart notify
scripts on /usr/openv/netbackup/bin/bpstart_notify
application
server where $ sudo 1ln -s <path>/bpend notify
NetBackup /usr/openv/netbackup/bin/bpend notify
expects to find
them. Note: An example of <path> is “/usr/TKLC/plat/sbin”
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Appendix I.2. Application NetBackup Client Installation (NBAUTOINSTALL)

4 | Application Open /usr/openv/netbackup/bp.conf and make sure it points to the NetBackup
server iLO: Server using the following command:
N Verify
NetBackup $ sudo vi /usr/openv/netbackup/bp.conf
configuration
file SERVER = nb75server

CLIENT NAME = 10.240.10.185
CONNECT OPTIONS = localhost 1 0 2

Note: Verify that the above server name matches the NetBackup Server, and
verify that the CLIENT_NAME matches the hostname or IP of the local client
machine, if they do not, update them as necessary.

Edit /etc/hosts using the following command and add the NetBackup server:

$ sudo vi /etc/hosts

e.g.: 192.168.176.45 nb75server

Note: The server will now periodically check to see if a new version of Netbackup
Client has been installed and will perform necessary TPD configuration
accordingly.

At any time, the customer may now push and install a new version of Netbackup
Client.
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Appendix 1.3: Create NetBackup Client Config File

This procedure will copy a NetBackup Client config file into the appropriate location on the TPD based
application server. This config file will allow a customer to install previously unsupported versions of
NetBackup Client by providing necessary information to TPD.

Appendix I.3. Create NetBackup Client Config File

S
T | This procedure will copy a NetBackup Client config file into the appropriate location on the TPD
E | based application server. This config file will allow a customer to install previously unsupported
P | versions of NetBackup Client by providing necessary information to TPD.
#
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Application Create the NetBackup Client config file on the server using the contents that were
0 server iLO: previously determined. The config file should be placed in the
Create /usr/TKLC/plat/etc/netbackup/profiles directory and should follow the following
NetBackup naming conventions:
Config File NB$ver.conf
Where $ver is the client version number with the periods removed. For the 7.5
client the value of $ver would be 75 and the full path to the file would be:
/usr/TKLC/plat/etc/netbackup/profiles/NB75.conf
Note: The config files must start with "NB" and must have a suffix of ".conf". The
server is now capable of installing the corresponding NetBackup Client.
The server is now capable of installing the corresponding NetBackup Client.
2 | Application Create the NetBackup Client config script file on the server using the contents that
0 server iLO: were previously determined. The config script file should be placed in the
Create lusr/TKLC/plat/etc/netbackup/scripts directory. The name of the NetBackup Client
NetBackup config script file should be determined from the contents of the NetBackup Client
Config script config file.
As an example for the NetBackup 7.5 client the following
is applicable:
NetBackup Client config:
/usr/TKLC/plat/etc/netbackup/profiles/NB75.conf
NetBackup Client config script:
/usr/TKLC/plat/etc/netbackup/scripts/NB75
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Appendix 1.4: Open Ports for NetBackup Client Software

This procedure will use iptables and ip6tables (if applicable) to open the applicable ports for the
NetBackup client to communicate to the NetBackup Server.

Appendix I.4. Open ports for NetBackup Client Software

S
T | This procedure will use iptables and ip6tables (if applicable) to open the applicable ports for the
E | NetBackup client to communicate to the NetBackup Server.
P
# | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Active NOAM | Establish an SSH session to the active NOAM server. Login as admustr.
[ Server:
Login
2 | Active NOAM
0 Server: Change directories to /usr/TKLC/plat/etc/iptables
Open Ports for
NetBackup | $ cd /usr/TKLC/plat/etc/iptables
Client
Software
Using “vi”, create a file named 60netbackup.ipt
| $ sudo vi 60netbackup.ipt
Insert the following contents into the file:
# NetBackup ports.
#
*filter
-A INPUT -m state --state NEW -m tcp -p tcp --dport 1556 -j ACCEPT
-A INPUT -m state --state NEW -m tcp -p tcp --dport 13724 -j ACCEPT
-A INPUT -m state --state NEW -m tcp -p tcp --dport 13782 -j ACCEPT
Now save and close the file using “wq’
Note: If system servers are to use IPv6 networks for NetBackup client-to-server
communication, then repeat this procedure to create a file named
60netbackup.ip6t, with the same contents as shown above, in the directory
/usr/TKLC/plat/etc/ip6tables.
3 | Standby Repeat Steps 1-2 for the standby NOAM to open ports for NetBackup client
M NOAM: Open | software.
Ports for
NetBackup
Client
Software
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Appendix .4. Open ports for NetBackup Client Software

4 | Active Repeat Steps 1-2 for the active SOAM to open ports for NetBackup client
SOAM: Open | software.

N Ports for

NetBackup

Client

Software

5 | Standby Repeat Steps 1-2 for the standby SOAM to open ports for NetBackup client
SOAM: Open | software.

Ports for
NetBackup
Client
Software

Appendix I.5: Configure PMAC Application NetBackup Virtual Disk

Appendix I.5. Configure the PMAC Application Guest NetBackup Virtual Disk

S
T | This procedure will configure the PMAC application guest NetBackup Virtual Disk.
E
P | Check off () each step as it is completed. Boxes have been provided for this purpose under each
# | step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | PMAC GUI: Open web browser and navigate to the PMAC GUI, Login as PMACadmin user:
M Login

| https://<pmac_network ip> |

ORACLE’

Oracle System Login

Mon Jul 28 21:45:52 2014 UTC

Login
Enter your username and password to log in
Usemame:
Password

Change password

Logln

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 7.0, 8.0,
or 9.0 with support for JavaScript and cookies.

Oracle and logo are registered service marks of Oracle Corporation.
Copyright ® 2013 Oracle Corporation All Rights Reserved.
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Appendix I.5. Configure the PMAC Application Guest NetBackup Virtual Disk

2 | PMAC GUI: Navigate to Main Menu -> VM Management
0 Create
netBackup B & Software
Virtual Disk P L . Software Inventory
L. . Manage Software Images
~
Edit the PM&C application guest to add the "NetBackup" virtual disk.
Click "Edit" and enter the following data for the new NetBackup virtual disk.
* Size (MB): "2048"
* Host Pool: "vgguests"
* Host Vol Name: "<pmacGuestName>_netbackup.img"
» Guest Dev Name: "netbackup”
Virtual Disks Add || Delete
I:Trli Size (MB) Host Pool Host Vol Hame Guest Dev Name
v 51200 vgguests Jetta-PMAC.img PRIMARY
10240 wgguests  Jetta-PMAC_logs.img logs
61440 vgguests PMAC?image‘:TIE:; images
20480 vgguests PMAC_isuimag::::; isoimages
12288 vgguesis Pr.lACinetBackuJ;}::g_ netBackup
Confirm the PMAC application guest edit.
A confirmation dialog will be presented with the message, "Changes to the PMAC
guest :<pmacGuestName> will not take effect until after the next power cycle. Do
you wish to continue?"
Click OK to continue.
3 | PMAC GUI: Confirm the Edit VM Guest task has completed successfully.
Verify
netBackup Navigate to Main Menu -> Task Monitoring
Virtual Disk

g e Status and Manage

| WYrask Monitoring

B Legal Notices

& Help
B Logout

Confirm that the guest edit task has completed successfully.

(1} Task Target Status State Running Time Start Time ng'es
. RMS: Jetta-A Guest editing completed . 2015-06-03
_] 239  VirtAction: Edit Guest: Jetta-PMAC (Jetta-PMAC) COMPLETE 0:00:11 15:20:36 100%
_] 238 Backup PM&C PM&.C Backup successful COMPLETE 0:00:04 0221;_%2_03 100%
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Appendix I.5. Configure the PMAC Application Guest NetBackup Virtual Disk

4
[l

PMAC GUI:
Verify “In-
Progress”
tasks

Navigate to Main Menu -> Task Monitoring

g e Status and Manage

| Prask Monitoring

I Leoal Notices

& Help
B Logout

If any tasks show as in-progress (blue) then wait for the task to complete prior to
going to the next step.

Background Task Monitoring

ID
3 1104
[ 1103
3 1102
3 1101
7} 1100

4

Task

Install 05

Install 05

Install 08

Install 05

Add Enclosure

Target

Wed Nov 07 16:10:13 23
Status Running Time  Start Time Progre
rosmuynr | (OSTOMNMSOLNNO o MO g,
Enc:50201 Bay:5F Timed Out 0:46:00 ii:i.;%“ 83%
Enc:50201 Bay:4F Error starting install 0:00:54 32—:—2{5:{;31 17%
ooz DIGIOMSIOCMN0 gr XN
L |

| Delete Completed || Delete Failed || Delete Selected

Note: If desired, you can delete all of the Complete and Failed tasks using the
“Delete Completed” and “Delete Failed” buttons. This will leave only the in-
progress tasks.
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Appendix I.5. Configure the PMAC Application Guest NetBackup Virtual Disk

5 | Management Using an SSH client such as putty, ssh to the TVOE host as admustr.
Server TVOE
N iLO/ILOM: Login using virsh, and wait until you see the login prompt :
SSH into the
Management $ sudo /usr/bin/virsh list
Server
Id Name State
1 myTPD running
2 PM&C running
$ sudo /usr/bin/virsh console <PM&C>
[Output Removed]
Starting ntdMgr: [ OK ]
Starting atd: [ OK ]
'TPD Up' notification(s) already sent: [ OK ]
upstart: Starting tpdProvd...
upstart: tpdProvd started.
CentOS release 6.2 (Final)
Kernel 2.6.32-220.17.1.el6prerel6.0.0 80.14.0.x86 64
on an x86 64
PM&Cdev7 login:
6 | PMAC:
Shutdown the Assuming no in-progress tasks exists, it is safe to shutdown the PMAC guest.
PMAC Guest Execute the following command:

[admusr@pmac ~]$ sudo /usr/bin/halt -p

Broadcast message from root@pmacDev901l
(/dev/ttyS0) at 11:20

The system is going down for power off NOW!
[admusr@pmac ~]$

Eventually the virsh console session is closed and you are
returned to the TVOE host command prompt:

Halting system...
Power down.
[admusr@tvoe ~]$
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Appendix I.5. Configure the PMAC Application Guest NetBackup Virtual Disk

7 | Management
Server TVOE

U1 iLonLom:

Guest is
shutdown

From the TVOE host command prompt execute the following command:

Verify PMAC

[admusr@Rtvoe ~]$ sudo /usr/bin/virsh list --all
Id Name State

- pmac shut off
[admusr@tvoe ~]$

This should show the guest state as “shut off”.

You will want to be sure all guests are in the shut off state as well.

8 | Management
Server TVOE

iLO/ILOM:

Guest

Start PMAC

Issue the following command to start the PMAC guest:

$ sudo /usr/bin/virsh
virsh # list --all
Id Name State

20 pmacUl4-1 shut off
virsh # start pmacUl4-1

Domain pmacUl4-1 started

virsh # list --all
Id Name State

20 pmacUl4-1 running
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Appendix J: List of Frequently used Time Zones

Table 4. Time Zones

Time Zone Value Description Universal Time Code (UTC) Offset
America/New_York Eastern Time UTC-05
America/Chicago Central Time UTC-06
America/Denver Mountain Time UTC-07
America/Phoenix Mountain Standard UTC-07
Time - Arizona
America/Los_Angeles Pacific Time UTC-08
America/Anchorage Alaska Time UTC-09
Pacific/Honolulu Hawaii UTC-10
Africa/Johannesburg UTC+02
America/Mexico_City Central Time - most UTC-06
locations
Africa/Monrovia UTC+00
Asia/Tokyo UTC+09
America/Jamaica UTC-05
Europe/Rome UTC+01
Asia/Hong_Kong UTC+08
Pacific/Guam UTC+10
Europe/Athens UTC+02
Europe/London UTC+00
Europe/Paris UTC+01
Europe/Madrid mainland UTC+01
Africa/Cairo UTC+02
Europe/Copenhagen UTC+01
Europe/Berlin UTC+01
Europe/Prague UTC+01
America/Vancouver Pacific Time - UTC-08
west British Columbia
America/Edmonton Mountain Time - Alberta, UTC-07
east British Columbia &
westSaskatchewan
America/Toronto Eastern Time - Ontario - UTC-05
most locations
America/Montreal Eastern Time - Quebec - UTC-05
most locations
America/Sao_Paulo South & Southeast Brazil UTC-03
Europe/Brussels UTC+01
Australia/Perth Western Australia - most UTC+08
locations
Australia/Sydney New South Wales - most UTC+10
locations
Asia/Seoul UTC+09
Africa/Lagos UTC+01
Europe/Warsaw UTC+01
America/Puerto_Rico UTC-04
Europe/Moscow Moscow+00 - west UTC+04
Russia
Asia/Manila UTC+08
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Atlantic/Reykjavik UTC+00

Asia/Jerusalem UTC+02

Appendix K: Upgrade Cisco 4948 PROM

Appendix K.1. Upgrade Cisco 4948 PROM

S | This procedure explains the procedure to upgrade the Cisco 4948 PROM
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Virtual Determine if the PROM image for the 4948E-F is on the system.
PMAC: Verify
PROM image | Execute the following command:
is on the
system |$ 1ls /var/TKLC/smac/image/<PROM image file>
Note: If the file exists, continue with the next step. If the file does not exist, copy
the file from the firmware media and ensure the file is specified by the HP
Solutions Firmware Upgrade Pack Release Notes [1]
2 | Virtual Connect serially to the switch by issuing the following command as admusr on the
0 PMAC: Attach | server:
to switch
Console $ sudo /usr/bin/console -M

<management_server mgmt ip address> -1 platcfg

switchlA console

Enter platcfg@pmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]

Press Enter

If the switch is not already in enable mode ("switch#" prompt) then issue the
"enable" command, otherwise continue with the next step.

Switch> enable
Switch#
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Appendix K.1. Upgrade Cisco 4948 PROM

3 | 4948E-F:
Configure

N ports on the

switch

Configure ports on the 4948E-F switch.

To ensure connectivity, ping the management server's management vian ip
<pmac_mgmt_ip_address> address from the switch.

Execute the following commands:

Switch# conf t

Switch (config-if)# switchport mode trunk

Switch (config-if)# spanning-tree portfast trunk
Switch (config-if)# end

Switch# write memory

Now issue ping command:

Switch# ping <pmac_mgmtVLAN ip address>

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to <pmac mgmt ip address>, timeout is 2
seconds:

Success rate is 100 percent (5/5), round trip min/avg/max = 1/1/4 ms

If ping is not successful, double check that the procedure was completed correctly
by repeating all steps up to this point. If after repeating those steps, ping is still
unsuccessful, contact Appendix U: My Oracle Support (MOS).

4 | 4948E-F:
Upgrade
PROM

To upgrade PROM, execute the following commands:

Switch# copy tftp: bootflash:

Address or name of remote host []? <pmac mgmt ip address>
Source filename []? <PROM image file>

Destination filename [<PROM image file>]? [Enter]

Accessing tftp://<pmac_mgmt ip address>/<PROM image file>...
Loading <PROM_image file> from <pmac_mgmt__ip address> (via
Vlan2): !!!11!!t [OK-

45606 bytes]

45606 bytes copied in 3.240 secs (140759 bytes/sec)

Switch#

(¢}

4948E-F:
Reload

Reload the switch, execute the following commands:

Switch# reload

System configuration has been modified. Save? [yes/no]: no
Proceed with reload? [confirm] [Enter]

=== Boot messages removed ===

Note: Type [Control-C] when “Type control-C to prevent autobooting” is
displayed on the screen.

296 |Page

E55235-03




Appendix K.1. Upgrade Cisco 4948 PROM

6 | 4948E-F: Initiate the PROM upgrade by executing the following commands:
[ Initiate PROM
Upgrade rommon 1 > boot bootflash:<PROM image file>

=== PROM upgrade messages removed ===
System will reset itself and reboot within few seconds....

7 | 4948E-F: The switch will reboot when the firmware upgrade completes. Allow it to boot up.
Verify PROM Wait for the following line to be printed:
N Upgrade
Press RETURN to get started!
Would you like to terminate autoinstall? [yes]: [Enter]
Switch> show version | include ROM

ROM: 12.2(31r)SGAl
System returned to ROM by reload

Note: Review the output and look for the ROM version. Verify that the version is
the desired new version. If the switch does not boot properly or has the wrong
ROM version, contact Appendix U: My Oracle Support (MOS).

8 | 4948E-F: Reset switch to factory defaults. Execute the following command:
Reset Switch
Factory Switch# write erase
Defaults Switch# reload

Note: Wait until the switch reloads, then exit from console, enter <ctrl-e><c><.>
and you will be returned to the server prompt.

Note: There might be messages from the switch, if asked to confirm, press enter.
If asked yes or no, type in 'no' and press enter.

Appendix L: Sample Network Element

In order to enter all the network information for a network element, a specially formatted XML file needs to
be filled out with the required network information. The network information is needed to configure both
the NOAM and any SOAM Network Elements.

It is expected that the maintainer/creator of this file has networking knowledge of this product and the
customer site at which it is being installed. This network element XML file is used for DSR deployments
using Cisco 4948 switches and HP Rack Mount servers. The following is an example of a Network
Element XML file.

The SOAM Network Element XML file needs to have same network names for the networks as the

NOAMP Network Element XML file has. It is easy to accidentally create different network names for
NOAMP and SOAM Network Element, and then the mapping of services to networks will not be possible.
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Figure 4. Example Network Element XML File

<?xml version="1.0"?>
<networkelement>
<name>NE</name>
<networks>
<network>
<name>INTERNALXMI</name>
<vlanId>3</vlanId>
<ip>10.2.0.0</ip>
<mask>255.255.255.0</mask>
<gateway>10.2.0.1</gateway>
<isDefault>true</isDefault>
</network>
<network>
<name>INTERNALIMI</name>
<vlanId>4</vlanId>
<ip>10.3.0.0</ip>
<mask>255.255.255.0</mask>

<nonRoutable>true</nonRoutable>

</network>
</networks>
</networkelement>

‘nonRoutable’ Field: By defining a network as ‘nonRoutable’ as seen above for INTERNALIMI, this
means that the network shall not be routable outside the layer 3 boundary. This allows the user to define
the same IP range in each SOAM site, and no duplicate IP check will be performed during server

creation.
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Appendix M: Accessing the NOAM GUI using SSH Tunneling with
Putty

Appendix M.1. Accessing the NOAM GUI using SSH Tunneling with Putty

S | Note: This procedure assumes that the NOAM server you wish to create a tunnel to has been IPM’d
T | with the DSR application ISO
E Note: This procedure assumes that you have exchanged SSH keys between the PMAC and the first
” NOAM server.
Note: This procedure assumes that you have obtained the control network IP address for the first
NOAM server. You can get this from the PMAC GUI’s Software Inventory screen.
That variable will be referred to as <NOAM-Control-IP> in these instructions.
Note: It is recommended that you only use this procedure if you are using Windows XP. There are
known issues with putty and Windows 7 that may cause unpredictable results when viewing GUI
screens through SSH tunnels.
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | Loginto Launch the PuTTY application from your station and open a session to the
M PMAC Server | PMAC’s management address. Login as admusr
using PUuTTY
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Appendix M.1. Accessing the NOAM GUI using SSH Tunneling with Putty

2
[

Create SSH
Tunnel
through the
PMAC in
PuTTY

MNew Session...
Duplicate Session
Saved Sessions

Change Settings...

Cnnv &ll Fa Clinhnard

Click the icon in the upper left hand corner of the PUTTY window to bring down the

main menu.

Select Change Settings

>

Select Connections -> SSH -> Tunnels

2 PuTTY Reconfiguration

Category.

= Session
Logging

= Terminal
Kevboard

Por fonsarding

Options controlling SSH port forwarding

[J Local parts accept connections from other hosts
Bell [ Riemate parts da the same [S5H-2 only

Festures Forwarded perts:
=1 Wfindow
Appearance
Behaviou
Translali
5:';;‘;:" Add new forwarded port
Colours Source port o
- Connection
= 5aH Destination [192.188.1.197:043 |
Kex @ Local © Remote © Dynamic
Turinels @ Buta O IPva O IP6

1. Verify that the “Local” and “Auto” buttons are selected. Leave other

fields blank

2. In Source Port, enter 443
3. In Destination, enter <NOAM-Control-IP>:443

4. Click Add

Forwarded parts:

Remawve

L443 132.168.1.197:443

You should now see a display similar to the following in the text box at the

center of this dialog.

5. Click Apply

6. Connect to the PMAC, and login as admusr
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Appendix M.1. Accessing the NOAM GUI using SSH Tunneling with Putty

3 | Use Local Using your web browser, navigate to the following URL:

Web Browser
[ | to Connect to | https://localhost/ |

GUI

f Home - Windows Internet Ex

@ |+ |3 https:}flacalhost/

You should arrive at the login screen for the NOAM GUI.

Note: If using windows 7 and a blank screen is displayed, enable Compatibility
Mode in IE, or use a different browser (Firefox or Chrome)

Appendix N: Accessing the NOAM GUI using SSH Tunneling with
OpenSSH for Windows

Appendix N.1. Accessing the NOAM GUI using SSH Tunneling with OpenSSH for Windows

S | Note: This procedure assumes that the NOAM server you wish to create a tunnel to has been IPM’d
T | with the DSR application 1ISO
E
P | Note: This procedure assumes that you have exchanged SSH keys between the PMAC and the first
# | NOAM server.
Note: This procedure assumes that you have obtained the control network IP address for the first
NOAM server. You can get this from the PMAC GUI’s Software Inventory screen. That variable will
be referred to as <NOAM-Control-IP> in these instructions.
Note: This is the recommended tunneling method if you are using Windows 7.
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | If Needed, Download OpenSSH for Windows from here.
Download and
[ Install : . . .
Extract the installer from the ZIP file, then run the installer.openssh is now
OpenSSH for | .
Windows installed on your PC.
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http://sourceforge.net/projects/sshwindows/files/OpenSSH%20for%20Windows%20-%20Release/3.8p1-1%2020040709%20Build/setupssh381-20040709.zip/download

Appendix N.1. Accessing the NOAM GUI using SSH Tunneling with OpenSSH for Windows

2
[

Create SSH
Tunnel
Through the
PMAC

Open up a Command Prompt shell

Within the command shell, enter the following to create the SSH tunnel to the 1st

NO, through the PMAC:

admusr@<PMAC_Management IP Address>

> ssh -L 443:<1lst NO Control_ IP Address>:443

(Answer Yes if it asks if you want to continue connecting)

C:\>ssh L 443:192,168.1.14:443 rootE18.248.9.132

The authenticity of host *10.248.9.132 (10.248.9.132)' can’t be estahlished.
REA key fingerprint is e@:f5:2c:bf:70:d?:ab:fd:42:74:83:09:a8:Ya:da:0Bc.

fire you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '10.248.9.132' (RSAY to the list of known hosts.
root(10.248.9.132' s password:

Last login: Sat Mar 23 89:28:0@ 2813 from 18.26.15.162
[rootOpmac-70866 ~14 _

The tunnel to the 1% NOAM is now established.

Use Local
Web Browser
to Connect to
GUI

Using your web browser, navigate to the following URL:
| https://localhost/ |

ﬂ; Home - Windows Internet Ex

Q v 1 htkps:fflocalhoskf

You should arrive at the login screen for the NOAM GUI.
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Appendix O: IDIH Fast Deployment Configuration

The fdc.cfg file contains 8 sections. The following is a list of those sections with a short description:

Section Description
Software Images A list of the TVOE, TPD, and iDIH application versions.
TVOE RMS Includes Hardware Type and ILO address of the Rack Mount Server.
Type Management or Standalone

TVOE Configuration | Contains all ip addresses, hostname and network devices for the TVOE host.

Guest Configurations | The guest sections contain network and hostname configuration for the Oracle,
3) Mediation and Application guests.

Software Images

Be sure to update the software images section based on software versions you intend to install. The
following table outlines typical installation failures caused by incorrect software versions. Use the
“fdconfig dumpsteps —file=" command to produce output of a Fast Deployment Session.

Software Image Element Command Text
TVOE ISO mgmtsrvrivoe IPM Server
TPD ISO Oracle,tpd IPM Server

Mediation,tpd
Application,tpd

iDIH Mediation ISO Mgmtsrvrtvoe,configExt Transfer File
iDIH Oracle 1SO Oracle,ora Upgrade Server
iDIH Mediation ISO Mediation,med
iDIH Application 1SO Application,app
TVOE RMS

The TVOE RMS section contains the ILO ip address and Hardware profile. If the ILO IP address is
incorrect the PMAC will not be able to discover the Rack Mount Server, server discovery must occur
before the installation can begin.
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TYPE

If your IDIH system is to be collocated with a PMAC on the same TVOE host make sure
“Type=Management” is not commented out. It will setup a management network instead of an xmi
network and it will remove the software stanza inside of the TVOE server stanza. If you are setting up a
standalone IDIH then comment out “Type=Management” which will setup an xmi bridge.

TVOE CONFIGURATION

This section defines the hostname, network ip addresses for the TVOE bridges and it defines the network
devices. You can define the devices you intend to use for bonded interfaces and the tagged bonded
interfaces you intend to associate with a bridge.

GUEST CONFIGURATION

These sections contain the hostname, IPv4 addresses, IPv4 netmask, IPv4 gateway, and IPv6
addresses. If you do not intend to configure IPv6 addresses then leave those IP addresses commented

out. The IPv6 netmask is included in the IPv6 address.

Below is FDC configuration template included on the mediation ISO:
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# Software Images

TvoeIso="TVOE-3.0.1.0.0_86.20.0-x86_64"
TpdIso="TPD.install-7.0.1.0.0_86.20.0-OracleLinux6.6-x86_64"

Oralso="oracle-7.1.0.0.0_71.14.0-x86

64"

MedIso="mediation-7.1.0.0.0_71.14.0-x86_64"
AppIso="apps-7.1.0.0.0 71.14.0-x86 64"

# Tvoe Blade OA IP and Bay uncomment
#0al="10.250.51.197"
#0a2="10.250.51.198"

#Bay="15F"

#Hw="ProLiantBL460cGen8"
#Hw="ProLiantBL460cGen6"

if this server is blade #EncId="1401"

# Tvoe RMS Out of Band Management IP and Hw # Comment these lines if server is blade OobIp="10.250.34.24"

Hw="ProLiantDL380pGen8"
#Hw="SUNNETRAX4270M3"

# Comment this line out if server is

# Tvoe Config

#
TvoeName="thunderbolt"
TvoeIp="10.250.51.8"
Mask="255.255.255.0"
Gateway="10.250.51.1"
TvoeNtp="10.250.32.10"
TvoeIp6="2607:£0d40:1002:51::4/64"
TvoeIp6Gw="£fe80::0"

# xmibond
XmiDev="bond0"
XmiEth="eth01, eth02"

# imibond
ImiDev="bondl"
ImiEth="eth03,eth04"

# xmi/management
MgmtInt="bond0.3"
MgmtIntType="Vlan"
MgmtIntVlanid="3"

# imi

ImiInt="bondl.5"
ImiIntType="Vlan"
ImiIntVlanid="5"

# Oracle Guest Config
OraName="thunderbolt-ora"
OralIp="10.250.51.6"
OraMask=$Mask

OraGw=$Gateway
OralIp6="2607:£0d0:1002:51::5/64"
Oralp6Gw="$TvoeIp6Gw"

# Mediation Guest Config
MedName="thunderbolt-med"
MedIp="10.250.51.10"
MedMask=$Mask

MedGw=S$Gateway
ImiIp="192.168.32.11"
ImiMask="255.255.255.224"
MedIp6="2607:£f0d0:1002:51::6/64"
MedIp6Gw="5$TvoeIp6Gw"
ImiIp6="2608:£f0d0:1002:51::6/64"

# Application Guest Config
AppName="thunderbolt-app"
AppIp="10.250.51.11"
AppMask=S$Mask

AppGw=S$Gateway
AppIp6="2607:£0d0:1002:51::7/64"
AppIp6Gw="3$TvoeIp6Gw"

standalone Type="Management"
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Appendix P: DR-NOAM Feature Activation (DSR 6.0/7.0)

Appendix P.1. DR-NOAM Feature Activation (DSR 6.0/7.0)

S | This procedure will activate optional features for DR-NOAM servers.
T
E | Check off (\l) each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | DR-NOAM: If the DR NOAM was configured in Procedure 25 AND MAP-Diameter IWF is
Feature activated, SSH to the active DR-NOAM, login as admusr.
Activation

Execute the following command:

$ cd /usr/TKLC/dsr/prod/maint/loaders/activate
$ ./load.mapinterworkingActivateAsourced

Repeat this step for the standby DR-NOAM.
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Appendix Q: Creating a Bootable USB Drive on Linux

Appendix Q.2. Creating a Bootable USB Drive on Linux

This procedure will create a Bootable USB drive from a .usb file on a Linux Machine

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.

HOM-HW

If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

=

Insert USB Insert the USB Media into the USB Port. It should automatically be mounted under
Media /media

Obtain the path of the USB drive by running:

| $ 1s /media |

The output should be similar to the following:
sdbl

Note down the path without the partition number (in this case, it would be /dev/sdb)

Linux Obtain theTVOE .usb file and copy it onto the local linux machine (e.g. under
Machine Ivar/TKLC/upgrade)
Copy the Use the dd command to copy the .usb file onto the USB drive

.USB file . " . )
onto the USB Note: Make sure you do not use the partition number when copying the file

drive $ sudo dd if=<path_to_usb_image> of=/dev/sdb bs=4M
oflag=direct
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Appendix R: IDIH External Drive Removal

This procedure should only be run if the user intends to do a fresh installation on an existing IDIH.

Appendix R.3. IDIH External Drive Removal

S | This procedure will destroy all of the data in the Oracle Database.

T

E | Warning: Do ot perform this procedure on an IDIH system unless you intent to do a fresh TVOE

P | installation.

#
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each
step number.
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.

1 | PMAC GUI: Open web browser and enter:

M Login

| https://<PMAC Mgmt Network IP>

Login as pmacadmin user:

ORACLE’

Oracle System Login

ue Mar 17 12:49:25 2015 UTC

Log In
Enter your username and password to log in

Username: pmadadmin
Password: esssess|

Change password

Log In

Unauthorized acoess is prohibited. This Oradle system requires the use of Miciosoft Internet Explorer
8.0, 8.0, or 10.0 with suppert for JavaSaipt and cockles

Oracle and Java are demarks of Cracle C: andror its sffiliates.
Other names may be trademarks of their respective owners.

Copyright ® 2010, 2015, Orscle and/or itz affiliates. All nights rezernved.
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Appendix R.3. IDIH External Drive Removal

2 | PMAC GUI: Before a re-installation can be performed, the IDIH VMs must be removed first.
[ Delete VMs if
Needed Navigate to Main Menu -> VM Management
B £ Main Menu
B & Hardware
ystem Inventory
Y7 enagemend
Select each of the IDIH VMs and select the Delete button.
Edit | Delete | | Clone Guest | | Regenerate Device Mapping IS0 |
| Install O3 | | Upgrade | Accept Upgrade Reject Upgrade
3 | IDIH TVOE Establish an SSH session to the TVOE host, login as admusr
HOST: Login
4 | IDIH TVOE Execute the following command to verify the external drive exists:
HOST: Verify )
External Drive HP DL380:
Exists | $ sudo hpssacli ctrl slot=2 Id all show |
Oracle Sun Netra X3-2:
| $ sudo megacli -1ldinfo -11 -a0 | head
The following information should be displayed:
Adapter 0 -- Virtual Drive Information:
Virtual Drive: 1 (Target Id: 1)
Name :
RAID Level : Primary-1, Secondary-0, RAID Level Qualifier-0
Size : 1.633 TB
Mirror Data : 1.633 TB
State : Optimal
Strip Size : 64 KB
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Appendix R.3. IDIH External Drive Removal

5
[

IDIH TVOE
HOST:
Remove the
External Drive
and Volume
Group

Execute the following command to remote the external drive and volume group:

HP DL380:

|$ sudo /usr/TKLC/plat/sbin/storageClean

hpdisk --slot=2 |

Oracle Sun Netra X3-2:

$ sudo /usr/TKLC/plat/sbin/storageClean
--poolName=external3 --level=pv

$ sudo /usr/TKLC/plat/sbin/storageClean
--vgName=external3 --level=vg

$ sudo /usr/TKLC/plat/sbin/storageClean
--poolName=external2 --level=pv

$ sudo /usr/TKLC/plat/sbin/storageClean
--vgName=external2 --level=vg

$ sudo /usr/TKLC/plat/sbin/storageClean
--poolName=externall --level=pv

$ sudo /usr/TKLC/plat/sbin/storageClean
--vgName=externall --level=vg

$ sudo megacli -cfglddel -13 -a0
$ sudo megacli -cfglddel -12 -a0
$ sudo megacli -cfglddel -11 -a0

pool \

pool \

lvm \

pool \

lvm \

310|Page

E55235-03




Appendix S: HP Gen9 Server Hard Disk Drive Locations for IDIH

The following figure shows hard disk drive placement for the HP Gen9 Rack mount servers:

Install the first two 900GB HDD for the
OS in HDD Bay3 Slots 1 and 2.

After installing the 900GB HDD in Bay 3
slots 1 and 2 for the OS Install all the
remaining 900GB HDD in BAY 2 starting
Figure 5: HP Gen9 Server Hard Disk Drive Location for IDIH with slot 1 through slot 4.
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Appendix T: Disable/Enable DTLS

DSR 7.1 ONLY

Oracle is introducing SCTP Datagram Transport Layer Security (DTLS) in DSR 7.1 by enabling SCTP
AUTH extensions by default. SCTP AUTH extensions are required for SCTP DTLS. However, there are
known impacts with SCTP AUTH extensions as covered by the CVEs referenced below. It is highly
recommended that customers installing DSR 7.1 should prepare clients before the DSR connections are
established after installation. This will ensure the DSR to Client SCTP connection will establish with
SCTP AUTH extensions enabled. See RFC 6083. If customers DO NOT prepare clients to accommodate
the DTLS changes, then the SCTP connections to client devices WILL NOT establish after the DSR is
installed.

https://access.redhat.com/security/cve/CVE-2015-1421
https://access.redhat.com/security/cve/CVE-2014-5077

Execute the following procedure to Disable DTLS:

Appendix T.1 Disable DTLS (DSR 7.1 Only)

S | This procedure will Disable DTLS.
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | MP Server: Establish an SSH session to the MP server. Login as admusr.
Login
2 | MP Server: Execute the following command to disable the SCTP Auth Flag:
0 Disable SCTP
Auth Flag Note: It is recommended to copy and paste directly as listed below to avoid errors
|$ sudo sysctl -w net.sctp.auth enable=0 |
3 | MP Server: Execute the following command to verify the SCTP Auth Flag is disabled:
Verify SCTP
Auth Flag is Note: It is recommended to copy and paste directly as listed below to avoid errors
Disabled
$ sudo sysctl -a | grep net.sctp.auth enable
The following output is expected:
net.sctp.auth_enable =0
4 | MP Server: Execute the following command to make the SCTP Auth Flag changes persistent:
Make SCTP
Auth Flag Note: It is recommended to copy and paste directly as listed below to avoid errors
changes
Persistent $ sudo sed -i 's/sysctl -w net.sctp.auth enable=1/sysctl
-w net.sctp.auth enable=0/g' /etc/dpi init
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Appendix T.1 Disable DTLS (DSR 7.1 Only)

5 | MP Server: Execute the following command to verify the SCTP Auth Flag has been disabled:
[] ?:/géﬁi/SAUth Note: It is recommended to copy and paste directly as listed below to avoid errors
Disabled
$ sudo grep net.sctp.auth_enable /etc/dpi_init
The following output should be displayed:
sysctl -w net.sctp.auth enable=0
6 | Additional Repeat for all remaining MP servers.
[ MP Servers:
Repeat
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If DTLS connections are to be configured AFTER DTLS has been disabled as performed in Procedure
T.1, then the procedure below for Enabling DTLS needs to be followed before DTLS connections are
configured.

Appendix T.2 Enable DTLS (DSR 7.1 Only)

S | This procedure will Enable DTLS.
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each
P | step number.
#
If this procedure fails, contact Appendix U: My Oracle Support (MOS), and ask for assistance.
1 | MP Server: Establish an SSH session to the MP server. Login as admusr.
Login
2 | MP Server: Execute the following command to Enable the SCTP Auth Flag:
M Enable SCTP
Auth Flag Note: It is recommended to copy and paste directly as listed below to avoid errors
|$ sudo sysctl -w net.sctp.auth enable=1 |
3 | MP Server: Execute the following command to verify the SCTP Auth Flag changes:
Verify SCTP
Auth Flag Note: It is recommended to copy and paste directly as listed below to avoid errors
changes
$ sudo sysctl -a | grep net.sctp.auth enable
The following output is expected:
net.sctp.auth enable = 1
4 | MP Server:
Make SCTP Execute the following command to make the SCTP Auth Flag changes persistent:
Auth Flag
Changes Note: It is recommended to copy and paste directly as listed below to avoid errors
persistent
$ sudo sed -i 's/sysctl -w net.sctp.auth_enable=0/sysctl
-w net.sctp.auth enable=1/g' /etc/dpi init
5 | MP Server: Execute the following command to verify the SCTP Auth Flag has been disabled:
[] Verify Auth Note: It is recommended to copy and paste directly as listed below to avoid errors

Flag changes

$ sudo grep net.sctp.auth_enable /etc/dpi_init

The following output should be displayed:

sysctl -w net.sctp.auth enable=1

315|Page

E55235-03




Appendix T.2 Enable DTLS (DSR 7.1 Only)

6 | Additional Repeat for all remaining MP servers.
[ MP Servers:
Repeat

Appendix U: My Oracle Support (MOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training

needs. A representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for
your local country from the list at https://www.oracle.com/us/support/contact/index.html.

When calling, there are multiple layers of menus selections. Make the selections in the sequence shown
below on the Support telephone menu:

1) For the first set of menu options, select 2, “New Service Request”. You will hear another
set of menu options.

2) In this set of menu options, select 3, “Hardware, Networking and Solaris Operating
System Support”. A third set of menu options begins.

3) Inthe third set of options, select 2, “Non-technical issue”. Then you will be connected to a
live agent who can assist you with MOS registration and provide Support. Identifiers.
Simply mention you are a Tekelec Customer new to MOS.
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