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1. INTRODUCTION

1.1 Purpose and Scope

This document describes methods utilized and procedures executed to perform an application’s software upgrade on in-
service HLR Router system running on T1200 servers in an HLR Router network, from HLR Router software release
3.0.0-30.11.0 (or 4.0.0-40.x.0) to a later 4.0.x-40.y.0 software release. The audience for this document includes
Oracle’s customers as well as Global Software Delivery. This document provides step-by-step instructions to execute
any HLR Router Release 4.0.x software upgrade on T1200 servers.

The HLR Router software includes all Oracle’s Tekelec Platform Distribution (TPD) software. Any TPD upgrade is
included automatically as part of the HLR Router software upgrade. The execution of this procedure assumes that the
HLR Router software load (ISO file, CD-ROM or other form of media) has already been delivered to the customer’s
premises. This includes delivery of the software load to the local workstation being used to perform this upgrade.

NOTE: The distribution of the HLR Router software load is outside the scope of this procedure.

1.2 References

[1] HLR Router 4.0 Initial Installation and Configuration Guide, UG006354
[2] Database Management: Backup and System Restoration, UG005196

[3] HLR Router 4.0 Disaster Recovery Guide, UG006355

[4] Eagle XG HLR Router, Hardware Verification Plan, VP005230

[5] TEKELEC Acronym Guide, MS005077
[6] Platform 6.x Configuration Procedure Reference, 909-2209-001
[71 HLR Router Network Implimitation Guide, W1006024

1.3 Acronyms

Acronym Meaning

CGBU Communications Global Business Unit

Csv Comma-separated Values

DB Database

DP Database Processor

DR Disaster Recovery

GUI Graphical User Interface

HA High Availability

IMI Internal Management Interface

IPM Initial Product Manufacture

ISO ISO 9660 file system (when used in the context of this document)
MP Message Processing or Message Processor
NE Network Element

NOAMP Network OAM&P

OAM Operations, Administration and Maintenance
OAM&P Operations, Administration, Maintenance and Provisioning
SOAM System OAM

TPD Tekelec Platform Distribution

VIP Virtual IP

VPN Virtual Private Network

XMI External Management Interface

XSl External Signaling Interface

Table 1 - Acronyms
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This section describes terminology as it is used within this document.

Term

Meaning

Upgrade

The process of converting an application from its current release on a System to a
newer release.

Major Upgrade

An upgrade from a current major release to a newer major release. An example of a
major upgrade is: HLRR 3.0.0_30.11.0 to HLRR 4.0.0_40.14.0

Incremental Upgrade

An upgrade from a current build to a newer build within the same major release. An
example of an incremental upgrade is: HLRR 4.0.0_40.5.0 to HLRR 4.0.0_40.14.0.

Software Only Upgrade

An upgrade that does not require a Database Schema change, only the software is
changed.

DB Conversion Upgrade

An upgrade that requires a Database Schema change performed during upgrade that
is necessitated by new feature content or bug fixes. For release 1.0, this is a manual
procedure not performed automatically by software.

Single Server Upgrade

The process of converting an HLR Router server from its current release on a single
server to a newer release.

The process of converting a single HLR Router server to a prior version. This could

Backout be performed due to failure in Single Server Upgrade.

Downgrade The process of converting an HLR Router server frqm its current release to a prior
release. This could be performed due to a misbehaving system.

Rollback Automatic recovery procedure that puts a server into its pre-upgrade status. This

procedure occurs automatically during upgrade if there is a failure.

Source Release

Software release to upgrade from.

Target Release

Software release to upgrade to.

Health Check

Procedure used to determine the health and status of the network. This includes
statuses displayed from the GUI. This can be observed Pre-Server Upgrade, In-
Progress Server Upgrade, and Post-Server Upgrade.

Upgrade Ready

State that allows for graceful upgrade of a server without degradation of service. It is
a state that a server is required to be in before it can be upgraded. The state is defined
by the following attributes:
e  Server is Forced Standby
e  Server is Application Disabled (Signaling servers will not process any
traffic)

ul

User interface. “Platcfg UI” refers specifically to the Platform Configuration Utility
User Interface, which is a text-based user interface.

Table 2 — Terminology

1.5 How to use this Document

When executing this document, there are a few key points which help to ensure that the user understands the author’s

intent. These points are as follows;
1. Before beginning a procedure, completely read the instructional text (it will appear immediately after the
Section heading for each procedure) and all associated procedural WARNINGS or NOTES.

2. Before execution of a STEP within a procedure, completely read the left and right columns including any
STEP specific WARNINGS or NOTES.

3. Ifaprocedural STEP fails to execute successfully or fails to receive the desired output, STOP and contact
Oracle’s Tekelec Customer Service (US: 1-888-367-8552, Intl: +1-919-460-2150) for assistance before
attempting to continue.

E56463 Revision 1.0
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1.5.1 Executing Procedures

The user should be familiar with the structure and conventions used within these procedures before attempting
execution.
Table 3 and the details below provide an example of how procedural steps might be displayed within this document.

Column 1: Step
e Columnlin

e Table 3 contains the Step number and also a checkbox if the step requires action by the user.

e  Sub-steps within a given Step X are referred to as Step X.Y. (See example: Step 1 has sub-steps Steps 1.1 to
1.2).

e Each checkbox should be checked-off in order to keep track of the progress during execution of the procedure.

Column 2: Procedure

e Column2in

e Table 3 contains a heading which indicates the server/IP being accessed as well as text instructions and/or
notes to the user. This column may also describe the operations to be performed or observed during the step.

Column 3: Result

Column 3 in

Table 3 generally displays the results of executing the instructions (shown in column 2) to the user.
The Result column may also display any of the following:

o Inputs (commands or responses) required by the user.

o Outputs which should be displayed on the terminal.

o Mlustrations or graphic figures related to the step instruction.

o Screen captures from the product GUI related to the step instruction.

Procedure XYZ: Verifying Time in GMT

Step

Procedure

Result

lei|

Active NOAMP
VIP (SSH):

1) Access the
command prompt.

2) Log into the

server as the “root”

login as: root
Password: <root password>

NOTE: The password will not appear on the screen as the characters are typed.

user.
Active NOAMP
2. | b (e **% TRUNCATED OUTPUT ***
VPATH=/opt/TKLCcomcol/runcm5.13:/opt/TKLCcomcol/cm5.13
Output similar to RELEASE=5.16
that shown on the RUNID=00
right will appear as | VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpss7:/usr
the server returns /TKLC/exhr
to a command PRODPATH=/opt/TKLCcomcol/cm5.13/prod
prompt. RUNID=00
[root@tks5031304 ~1#
Active NOAMP # date -u
3. VIP (SSH): Thu Mar 20 15:31:06 UTC 2014
#
|:| Verify that the

correct Date &
Time are displayed
in GMT (+/- 4 min.)

THIS PROCEDURE HAS BEEN COMPLETED

Table 3 - Sample Procedure

E56463 Revision 1.0
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1.6 Activity Logging

All activity while connected to the system should be logged using a convention which notates the Customer Name,
Site/Node location, Server hostname and the Date. All logs should be provided to the Oracle’s Tekelec Upgrade
Center for archiving post upgrade.

1.7 Recommendations

No specific recommendations have been identified for the current version of this procedure.

1.7.1 Use of Health Checks

The user may execute the Perform Health Check or View Logs steps freely or repeat as many times as desired in
between procedures during the upgrade process. It is not recommended to do this in between steps within a procedure,
unless there is a failure to troubleshoot.

1.7.2 Large Installation Support

For large systems containing multiple Signaling Network Elements, it may not be feasible to apply the software upgrade
to every Network Element within a single maintenance window. However, whenever possible, Primary and DR
NOAMP Network Elements should be upgraded within the same maintenance window. When multiple maintenance
windows are required, replication may be allowed and provisioning re-enabled between scheduled maintenance
windows.

E56463 Revision 1.0 9 of 126
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2. GENERAL DESCRIPTION
This document defines the step-by-step actions performed to execute a software upgrade of an in-service HLR Router

application (running on T1200 servers) from the source release to the target release.

2.1 Supported Upgrade Paths

The supported HLR Router upgrade path is shown in Figure 1.

Incremental
HLRR Upgrade
4.0.0-40.x.0
Major
HLRR Upgrade

3.0.0-30.x.0

Figure 1: Supported Upgrade Paths

NOTE: Initial installation is not within the scope of this upgrade document. See [1] for initial installation requirements.

E56463 Revision 1.0 10 of 126
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3. UPGRADE OVERVIEW

This section lists the required materials and information needed to execute an upgrade. It also provides a brief timing
overview of the activities needed to upgrade the source release software that is installed and running on an HLR Router
server to the Target Release software. The approximate time required is outlined in Sections 3.3- 3.7. These tables are
used to plan and estimate the time necessary to complete your upgrade.

Timing values are estimates only. They estimate the completion time of a step or group of steps for an experienced
user. These tables are not to be used to execute procedures. Detailed steps for each procedure begin with Procedure 1
in Section 5.

3.1 Upgrade Requirements

The following levels of access, materials and information are needed to execute an upgrade:
e Target-release 1ISO image file (Example: 872-2696-101-4.0.0-40.14.0-x86_64.1iso0)
e VPN access to the customer’s network.
e  GUI access to the HLR Router NOAMP VIP with administrator privileges.

e  SSH/SFTP access to the HLR Router NOAMP XMI VIP as the “root” user.

NOTE: All logins into the HLR Router NOAMP servers are made via the External Management (XMI) VIP
unless otherwise stated.

e  User logins, passwords, IP addresses and other administration information. See Section 3.1.2.

e Direct access to server IMI IP addresses from the user’s local workstation is preferable in the case of a
Backout.

NOTE: If direct access to the IMI IP addresses cannot be made available, then target server access can be
made via a tandem connection through the Active Primary NO (i.e. An SSH connection is made to the Active
Primary NOAMP XM first, then from the Active Primary NOAMP, a 2" SSH connection can be made to the

target server’s IMI IP address).

3.1.1 ISO Image File

You must obtain a copy of the target release 1ISO image file. This file is necessary to perform the upgrade. The HLR
Router 1SO image file will be in the following format:

Example: 872-2696-101-4.0.0-40.14.0-x86_64.iso

NOTE: Actual number values may vary between releases.
Prior to the execution of this upgrade procedure it is assumed that the HLR Router ISO image file has already been
delivered to the customer’s system. The delivery of the ISO image requires that the file be placed on the disk of a PC
workstation with GUI access to the Active Primary NOAMP XMI VIP. If the user performing the upgrade is at a

remote location, it is assumed the 1SO file is has already been transferred to the Active Primary NOAMP server prior to
starting the upgrade procedure.

E56463 Revision 1.0 11 of 126
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3.1.2 Logins, Passwords and Site Information

Obtain all the information requested in the following table. This ensures that the necessary administration information is
available prior to an upgrade. Consider the confidential nature of the information recorded in this table.

While all of the information in the table is required to complete the upgrade, there may be security policies in place that
require secure disposal once the upgrade has been completed.

NE Type NE Name'

Primary NOAM&P

DR NOAM&P

Software Values

Source Release Level:

Target Release Level:

Target Release ISO file name:

Access Information Values

¥ Primary NOAMP XMI VIP (GUI):

1 DR NOAMP XMI VIP:

GUI Administrator Username:

GUI Administrator Password:

Customer VPN Instructions:

Table 4 — Logins, Passwords and Site Information

I,
= t NOTE: The NE Name may be viewed from the Primary NOAMP GUI under this page
= : [Main Menu > Configuration = Network Elements]

),
é i NOTE: The_XMI VIP may be_vieweq from the Primary NOAMP GUI under this page
= : [Main Menu > Configuration > Server Groups]
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3.2 Upgrade Maintenance Windows

IT IS RECOMENDED THAT SOAM SITES CONTAINING MATED
I WARNING I MESSAGE PROCESSORS BE UPGRADED IN SEPARATE
MAINTENANCE WINDOWS IF AT ALL POSSIBLE.

= NOTE: The NE Name may be viewed from the Primary NOAMP GUI under this page
= : [Main Menu - Configuration = Network Elements]

Table 5 - Upgrade Maintenance Windows

e Record the Site NE Name of the Primary NOAMP and the DR NOAMP to be

. ) upgraded during Maintenance Window 1 in the space provided below:
Maintenance Window 1

e “Check off” the associated Check Box as Upgrade is completed for each site.

[

Date: Primary NOAMP:

[l

DR NOAMP:

Record the Site NE Name of each SOAM to be upgraded during Maintenance

. ) Window 2 in the space provided below:
Maintenance Window 2

“Check off” the associated check box as Upgrade is completed for each SOAM

Date:
[] SOAMLI: [] SOAMe:
[] SOAM2: [] SOAMT:
[] SOAMS: [] SOAMS:
[] SOAMA4: [] sOAMo9:
[] SOAMS: [] soAM1o0:

Record the Site NE Name of each SOAM to be upgraded during Maintenance

. . Window 3 in the space provided below:
Maintenance Window 3

“Check off” the associated check box as Upgrade is completed for each SOAM

Date:
[] SOAMI: [] SOAME:
[] SOAM2: [] SOAMT:
[] SOAMS: [] SOAMS:
[ ] SOAMA4: [] SOAMO:
[] SOAMS: [] SOAM10:
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Maintenance Window 4

Date:

O 0O odod

Record the Site NE Name of each SOAM to be upgraded during Maintenance
Window 4 in the space provided below:

“Check off” the associated check box as Upgrade is completed for each SOAM

SOAML1: [ ] SOAME:
SOAM2: [ ] SOAMT:
SOAM3: [] soAMS:
SOAM4: [] soAmo:
SOAMS: [] SOAM1O0:

Maintenance Window 5

Date:

0 I B B A

Record the Site NE Name of each SOAM to be upgraded during Maintenance
Window 5 in the space provided below:

“Check off” the associated check box as Upgrade is completed for each SOAM

SOAML1: [] SOAME:
SOAM2: [] SOAMT:
SOAMS: [] SOAMS:
SOAM4: [] SOAMo:
SOAMS: [] SOAM1O0:

Maintenance Window 6

Date:

I I N O B A

Record the Site NE Name of each SOAM to be upgraded during Maintenance
Window 6 in the space provided below:

“Check off” the associated check box as Upgrade is completed for each SOAM

SOAML1: [] SOAME:
SOAM2: [] SOAMT:
SOAMS: [] SOAMS:
SOAM4: [] SOAMo:
SOAMS5: [] SOAM10:
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3.3 Upgrade Preparation Overview

The pre-upgrade procedures shown in the following table should be executed prior to the upgrade maintenance window
and may be executed outside a maintenance window if desired.

Elapsed Time
Procedure Procedure Title (Hours:hinuies)
Number : ,
This Step Cumulative
1 Required Materials Check 00:15 00:15
2 ISO Administration * *

Table 6 - Upgrade Preparation Procedures

*NOTE: ISO transfers to the target systems cannot be estimated since times will vary significantly depending on
the number of systems and the speed of the network.

These factors significantly affect the total time needed to complete upgrade and therefore require the
scheduling of multiple maintenance windows to complete all activities.

The ISO transfers to the target systems should be performed prior to, outside of, the scheduled maintenance
window. The user should schedule the required maintenance windows accordingly.

3.4 Primary NOAMP / DR NOAMP Execution Overview

The procedures shown in the following table are executed inside a maintenance window.

Elapsed Time
P&%Cn?gg:e Procedure Title (Hours:Minutes)
This Step Cumulative

3 Disable Global Provisioning 00:05 00:20
4 Inhibit DR NOAMP Servers 00:05 00:25
5 Inhibit Primary NOAMP Servers 00:05 00:30
6 Database Backup 01:00 01:30
7 Upgrade DR NOAMP NE 01:00 02:30
8 Upgrade Primary NOAMP NE 01:00 03:30
9 Allow DR NOAMP Servers 00:05 03:35
10 Allow Primary NOAMP Servers 00:05 03:40
11 Enable Global Provisioning 00:05 03:45

Table 7 - Primary NOAMP / DR NOAMP Upgrade Procedures
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3.5 SOAM Upgrade Execution Overview

The procedures shown in the following table should be executed inside a maintenance window.

Procedure : Elapsgd. Time
S Procedure Title - (Hours:Minutes) -
This Step Cumulative
12 Inhibit SOAM Servers 00:05 03:50
13 Upgrade SOAM NE 01:30 05:20
14 Allow SOAM Servers 00:05 05:25

Table 8 - SOAM Upgrade Procedures

*NOTE: Times estimates do not include optional Procedures referenced in Appendix E for manipulation of
Signaling traffic at the MP.

3.6 Upgrade Acceptance Overview
The procedures shown in the following table should be executed inside a maintenance window.

5 . Elapsed Time
roceadure Procedure Title (Hours:Minutes)
Number : .

This Step Cumulative
15 Turn off COMCOL compatibility mode 00:05 05:30
(major upgrade 3.0 to 4.0 only)
16 Accept Upgrade 00:05 05:35

Table 9 - Upgrade Acceptance Procedures

*NOTE: Times estimates do not include optional Procedures referenced in Appendix E for manipulation of
Signaling traffic at the MP.

3.7 Recovery Procedures Overview

Recovery procedures are covered under the Disaster Recovery Guide, [3].

*NOTE: Time estimates do not include optional Procedures referenced in Appendix E for manipulation of
Signaling traffic at the MP.
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4. HLR ROUTER UPGRADE MATRIX

Upgrading the HLR Router product in the customer network is a task which requires multiple procedures of varying

Tekelec HLR Router, T1200 Upgrade Guide

types. The matrix shown below provides a guide to the user as to which procedures are to be performed on which site
types. As always, the user should contact the Oracle’s Tekelec Customer Care Center for assistance if experiencing
difficulties with the interpretation or execution of any of the procedures listed.

NOTE: Primary Provisioning and DR NOAMPs must be upgraded in the same maintenance window.

Site Type 1|2 ]3| 4|5 |6 |7 |8 | 9]|10]|11]12]13]|14
O 8 /| X x
[ ]| soam/mp / / X X XX X X X XX / / /

Table 10 — HLR Router Upgrade Matrix

HLR Router Upgrade: List of Procedures

Procedure | Title : Page No :
No :
1 Required Materials Check 18
2 ISO Administration & Pre-Upgrade Checks 19
3 Disable Global Provisioning 27
4 Inhibit DR NOAMP Servers 31
5 Inhibit Primary NOAMP Servers 34
6 Database Backup (All Network Elements, All Servers) 37
7 Upgrade DR NOAMP NE 40
8 Upgrade Primary NOAMP NE 44
9 Allow DR NOAMP Servers 51
10 Allow Primary NOAMP Servers 54
11 Enable Global Provisioning 54
12 Inhibit SOAM Servers 59
13 Upgrade SOAM NE 64
14 Allow SOAM Servers 68
15 Turn off COMCOL compatibility mode (major upgrade 72
3.0to 4.0 only)
16 Accept Upgrade 73

Table 11 — HLR Router Upgrade: List of Procedures
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5. UPGRADE PREPARATION

This section provides detailed procedures to prepare a system for upgrade execution. These procedures may be executed
outside of a maintenance window.

If upgrade is being performed from HLRR 3.0.0-30.11.0, then execute following
steps on every server in HLRR system:

1. Obtain the tar file “hirr_3.0 _to_4.0_upgrade.tar.bz2” from the repository at:
/export/home/eagle/releases/TPD/prod/EXHR/4.0/UpgradeSupport/

2. Drop this tar file at /tmp directory of the HLRR server (use either SCP or SFTP)

Example:
# scp hlrr 3.0 to 4.0 _upgrade.tar.bz2 root@<server XMI
address>:/tmp/.
Il STOP !!
3. Login to server as root user via SSH connection
ssh <server XMI IP address>

4. Extract the tar file:
# tar -xvjf /tmp/hlrr 3.0 _to_ 4.0 _upgrade.tar.bz2 -C /.

5. Upon completion, remove the tar file:
# rm -rf /tmp/hlrr 3.0 _to 4.0 upgrade.tar.bz2

6. Repeat all above on all remaining servers in HLRR system.

5.1 Required Materials Check

This procedure verifies that all required materials needed to perform an upgrade have been collected and recorded.

Procedure 1: Required Materials Check

Step | This procedure verifies that all required materials are present. Check off (V) each step as it is completed. Boxes have been
provided for this purpose under each step number.
SHOULD THIS PROCEDURE FAIL, CONTACT ORACLE’S TEKELEC TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

Verify all required materials e Materials are listed in Section 3.1: Required Materials. Verify all required
are present. materials are present.

Verify all administration data e Double-check that all information in Section 3.1.2 is filled-in and accurate.
needed during upgrade.

O~ e

5.2 Release Notes

This section contains any release-specific information that might be helpful to complete software upgrade procedure.
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5.2.1 Discrepancies in Primary NOAMP / DR NOAMP Release Levels

When upgrading HLR Router to the target release, the following alarms may be reported on the GUI during the period
of time period when the Primary NOAMP NE is at the new software level and the DR NO Network Element is at the
old software level:

e 31124: A DB replication audit command detected errors
e 31105: The DB merge process (inetmerge) is impaired by a s/w fault

These alarms, if present, will exist for the Active and Standby DR NOAMP servers. They should clear themselves
automatically within 5 minutes, and will cease to be raised once the DR NOAMP NE is upgraded to the same software
level as the NOAMP. To avoid seeing these alarms altogether, the upgrade of the Primary NOAMP and DR NOAMP
NEs should be performed within the same maintenance window.

5.3 Perform Health Check (Upgrade Preparation)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the
HLR Router network and servers. This may be executed multiple times but must also be executed at least once
within the time frame of 24-36 hours prior to the start of a maintenance window.

e Execute HLR Router Health Check procedures as specified in Appendix B.

5.4 Perform Firmware Verification (Upgrade Preparation)

This procedure is part of Software Upgrade Preparation and is used to determine whether a firmware update is
required. If [4] has been provided with the upgrade kit, follow its instructions to verify the firmware on HLR
I:I Router T1200 servers. Execute firmware upgrade procedures if required by[4]:

e Execute firmware upgrade procedures if required by[4].

5.5 I1SO Administration & Pre-Upgrade Checks

ISO transfers to the target servers may require a significant amount of time depending on the number of systems and the
speed of the network. The ISO transfers to the target servers should be performed prior to the first scheduled
maintenance window. Schedule the required maintenance windows accordingly before proceeding.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD ANY STEP IN THIS PROCEDURE FAIL, STOP AND CONTACT ORACLE’S TEKELEC TECHNICAL SERVICES
FOR ASSISTANCE BEFORE CONTINUING!

Procedure 2: ISO Administration & Pre-Upgrade Checks

Step Procedure Result
1 Using the VIP address,

: access the Primary . e .
|:| NOAMP GUI. e Access the Primary NOAMP GUI as specified in Appendix A.
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Procedure 2: 1SO Administration & Pre-Upgrade Checks
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Step

Procedure

Result

2.

[]

Active NOAMP VIP:

Upload ISO file to the
Active NOAMP server

1) Select...
Main Menu

- Status & Manage
- Files

On HLRR 4.0 GUL:

2) Using the cursor, select
the active NOAMP server
from the list tabs.

3) Click on the “Upload”
button,

4) In the pop-up screen
click on the “Browse...”
button

-OR -

On HLRR 3.0 GUL:

2) Using the cursor, select
the active NOAMP server
and click on “List Files”
button

3) Click on the
“Browse...” button.

HLRR 4.0 GUL:

s
ﬂ @ Status & Manage

[l Network Elements

er

B Configuration
i Alarms & Events
I Security Log
H & Status & Manage
L B Network Elements
- |l Server
- |B Replication
- |l Collection
- [l HA
- |l Database
- [ KPIs
- || Processes
5
B Measurements
. EYG D

m

Connected using VIP to pc9000738-no-a (ACTIVE NETWORK DAM&&P)

Main Menu: Status & Manage - > Files

pc9000738-no-a pca000736-no-b nc9000732-50-

File:

|

el

Upload

Main Menu: Status & Manage -> Files -> ©
'tks5031301'

Displaying Entries 1-4 of 4 | | | | Last]

Action Filename Size Time St
Delete TKLCConfigData.ch 21KE  2014-Mar-20 1(
Delete  Zone1_ETS1_NOAMP_A csv 25KB  2014-Mar-20 11
Delete  ugwrap.log 2T7TKB  2014-Mar-19 1t
Delete  upgrade.log 297 KB 2014-Mar-19 1¢

Displaying Entries 1-4 of 4 | | | | |

Utilizing 63 KE (0% of 281.5 GB available.
System utilization: 14.5 GB (5.15%) of 281.5 GB
Choose a file to upload:

Browse. .
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Step Procedure Result
Active NOAMP VIP: ‘2 Choose File to Upload S|
3. @\:}v‘ <« TPD b prod » EXHR b 40 b iso 2|
D A pop-up W|nd0W Organize + Mew folder = - 0 0
“Choose File to Upload” >
ill appear o o home )
will app eclogs £3) 872-2696-101-4.0.0_40.7.0-EXHR-86_
. ELES C3) 872-2696-101-4.0.0_40.7.1-EXHR-86_
1)_ Select the ISO file and ENUM ) 872-2696-101-4.0.0 40.8.0-EXHRB5.
click on the “Open” EPAP £2) §72-2696-101-4.0.0_40.9.0-EXHR-x86.
dialogue button. EXAP £3) §72-2696-101-4.0.0_40.10.0-EXHR-x8¢ hii::ﬁ::w
EXGSTACK C2) 872-2696-101-4,0,0_40.11.0- EXHR-xB¢
4 )\ BXHR £ 572-2696-101 - EXHR-xBE =
On HLRR 4.0 GUI: __‘U,s:vz 2696-101-4.0.0_40.12.0-EXHR-x8€ =
4040 £ §72-2696-101-4.0.0_40.12.1-EXHR-x3¢
2) Click he “Upload” fﬂev £ 872-2696-101-4.0.0_40.13.0- EXHR-1B¢
) ick on the “Uploa iso £3) 872-2696-101-4.0.0 40.14.0-EXHR € ~
dialogue button. o >
OR File name: 872-2696-101-4.0.0_4014.0-EXHA- s r -
) ) [ Open |v] Cancel |
On HLRR 3.0 GUL:
HLRR 4.0 GUL:

2) Click on the “Upload a
File” dialogue button.

NOTE 1: ltis
recommended to access
the ISO file for the target
release from a local hard
drive partition as opposed
to a network or flash drive
location.

NOTE 2: Depending on
network conditions, this
upload may take an
extended period of time
(> 60 secs.).

Alternatively, the 1SO file
can be manually
transferred to the
“/var/TKLC/db/
filemgmt” directory of the
Active NOAMP server
using SFTP.

ain Menu -
B Administration
i Configuration
im Alarms & Events
rity Log

m

Main Menu
B Administration
i Configuration
i Alarms & Events
% i Security Log
= & Status & Manage
[Bj Network Elements
B server
[Bi Replication
[B Collection

B va

[Bj Database

B xPis

[Bj Processes
| Files]

B Measurements

m

b -y

Displaying Entries 1-4 of 4 | | | I I

Dizplaying Enfries 1-4 of 4 | | | | |

Choose a file to uplead: Y \TPD\prod\EXHR\4. D\is

Upload a File

Connected using VIP to pc3000738-no-a (ACTIVE NETWORK OAM&P)

Main Menu: Status & Manage -> Files

File:
Y ATPD\prod\EXHR OVisc | Browse...

(=g >

Cancel

Upload

Main Menu: Status & Manage ->
'tks5031301°'

Action Filename Size Time St
Delete TKLCConfigData.sh 2Z1KE 2014-Mar-20 1
Delete Zone1_ETS1_MNOAMP_A csv 25KB  2014-Mar-20 11
Delete  ugwrap.log 27KB  2014-Mar-19 1!
Delete  upgrade.log 207 KB 2014-Mar-19 1!

Utilizing 68 KB (0% of 281.5 GB available.
System utilization: 14.5 GB (5.15%) of 281.5 GB available.
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Procedure 2: 1SO Administration & Pre-Upgrade Checks
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Step Procedure Result
4 Active NOAMP VIP: HLRR 4.0 GUI:
|:| Click the Timestamp link J
located on the top right of pco000728-no-a pc9000736-no-b pco000734-s0-a pcono07az-s
the right panel. i
File Hame Size pe | Timestamp >
872-2696-101-4.0.0_40.8 0-EXHR-x86_G4.is0 ;BEE'B iso 2013-12-04
upgrade.log 1.2MB log 2013-11-25
ugwrap.log 16KB log 2013-11-25
HLRR 3.0 GUI:
Filename Size TimeStamp
ugwrap.log 2TEE 2014- 3343
upgrade.log 207 KE 2014-Mar-19 19:33:43
Zonel_ETS1_NOAMP_A.csv 25KE 2014-Mar-20 10:21:53
TKLCConfigData.sh 2Z1KE  2014-Mar-20 10:26:4(
872-2696-101-4.0.0_40.14 0-EXHR-x86_64.is0 967 MB  2014-Mar-21 16:54:17
Confrine 14 E af E | | | | |

Active NOAMP VIP: HLRR 4.0 GUI:
The user should be

presented with a reverse-
sorted list of files showing
the newest files at the top.

pca000738-no-a
File Name

The ISO file uploaded in
Step 3 of this procedure

872-2696-101-4.0.0_40.8.0-EXHR-xB6_64.is0

pc90007 36-no-b

pca00073d4-so-a pcO0007 32-51

Size Type Timestamp

iso 2013-12-04

should now appear at the upgrade.log 12MB log 2013-11-25

f?FﬁIL“ﬁﬁa‘rﬁgf'gglmnthe ugwrap.log 16KB log  2013-11-25
HLRR 3.0 GULI:

Filename Size Time Stamp

< 872-2698-101-4.0.0_40.14 0-EXHR-x85_64 iso 167 ME  2014-Mar-21 16:54:

TEL - 21KBE 2014-Mar-20 10:26:4
Zone1_ETS1_NOAMP_A.csv 25KE  2014-Mar-20 10:21:5
ugwrap.log 2TEE  2014-Mar-19 19:33:4
upgrade.log 29T KE  2014-Mar-19 19:33:4
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Procedure 2: 1SO Administration & Pre-Upgrade Checks
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Step Procedure

Result

6 Active NOAMP VIP:

[]

Upload ISO file to the
Standby NOAMP server

Repeat steps 2, 3, 4, 5 of this Procedure to upload ISO file to the Standby

Primary NOAMP server

Active NOAMP VIP
7. (GUI):

Transfer ISO to all HLRR
servers via the GUI
session

a) if NOAMP VIP GUI is
running on HLRR 3.0
release, then select...

Main Menu
= Administration
-2 ISO

-OR-

b) if NOAMP VIP GUI is
running on HLRR 4.0
release, then select...

Main Menu

- Administration

- Software Management
- ISO Deployment

...as shown on the right.

B Administration
i Configuration
i Alarms & Events
i Security Log
-

i@ Measurements

s EAGLE XG Database
m il EAGLE XG HLR Router

- [ Logout

Display Filter: |- None -

Connected using VIP to ths5031302 (ACTIVE NETWORK OAM&P)

Main Menu: Administration -> ISO

[=]

ths5031301
tks5031302
ths5031303
tks5031307
tks5031308
ths5031311
tks5031312

[Transfer IS0O]

o | « Mo IS0 Validate or Transfer in Progress.

Table description: List of Systems for IS0 transfer.

Displaying Records 1-7 of 7 total | | | | |
System Mame ! Hostname

1SO Transfe
Mo fransfer in progress N/A
Mo transfer in progress N/A
Mo fransfer in progress N/A
Mo transfer in progress N/A
Mo transfer in progress N/A
Mo fransfer in progress N/A
Mo transfer in progress N/A

Displaying Records 1-7 of 7 total | | | | |

Active NOAMP VIP:

Click on the

[ Transfer ISO ] link
located in the bottom left
quadrant of the screen.

System Name | Hostname
pco000728-mp-2
pco000730-mp-1
pc000732-s0-b
pco000734-50-a
pco000736-no-b
pco0007 38-no-a

[Transfer 1S0] )

Displaying Records 1-6 of 6 total | | | |

150
Matransferin progress MNiA
Matransferin progress MNiA
Mo transfer in progress MIA
Matransferin progress MNiA
Matransferin progress MNiA
Mo transferin progress MIA

Displaying Records 1-6 of 6 total | | | |

Transfe
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Tekelec HLR Router, T1200 Upgrade Guide

Step

Procedure

Result

9.

[]

Active NOAMP VIP:

The user will be presented
with the [Transfer 1SO]
Administration screen

1) Using the pull-down
menu, select the 1SO file
for the target release.

2) Select all servers to be
upgraded.

NOTE: This may be done
one of two ways:

a) Select All: If all servers
are to be upgraded, they
may be selected by
clicking on the “Select
All” option.

b) Multi-Select: If only a
group of servers are to be
upgraded, they may be
selected by holding down
the [CTRL] key while
using the cursor to click on
the designated servers.

3) Click on the “Perform
Media Validation before
transfer” check box.

4) Click on the “Ok”
dialogue button.

Main Menu: Administration -> ISO [ Transfer ISO]

pgrade.

O

+« NMote: [S0s are located in the connected servers File Management,
Systems Configuration. If GUI connection is to Standalone Semver, |

Select IS0 to Transfer:

B72-2696-101-4.0.0_40.

8.0-EXHR-x86_64.iso -

Select Target System(s):

Select All

Deselect All
pc9000728-mp-2
pc3000730-mp-1
pc3000732-s0-b
pcI000734-s0-a
pc3000736-no-b

nc3000738-no-a

Active NOAMP VIP:

1) The user should be
presented with the ISO
Administration screen.

2) The progress of the
individual file transfers
may be monitored by
periodically clicking on the
[ Click to Refresh ] link.

+« Validate 130 in Progress.. [Cli
50 872-2696-101-4.0.0_40.8.0-

k to Refresh]
_Gd.iso

Table description: List of Systems for 150 transfer.

Displaying Records 1-6 of G total | | | |

System Hame | Hostname
pco000728-mp-2
pca000730-mp-1
pca000732-50-b
pco000734-s0-a
pca000736-no-b
pca000738-no-a

150
Mo transferin progress MIA
Mo transfer in progress MiA
Mo transfer in progress MiA
Mo transfer in progress MIA
Mo transfer in progress MiA
Mo transfer in progress MiA

Transfer Status
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Procedure 2: 1SO Administration & Pre-Upgrade Checks

Step

Procedure

Result

11.

[]

Active NOAMP VIP:

Continue to monitor the
file transfer progress until
a “Transfer Status” of
“Complete” is received
for all selected servers.

i

& Transfer 1530 Complete.
: - =40.0_40.8.0-EXHR-x86_G4.is0

G of 6 Transfers Successful.
0 of G Transfers Failed.

Table description: List of Systems for IS0 transfer.

Displaying Records 1-6 of 6 total | | | | |

System Name / Hostname 150 Transfer |
pcO000728-mp-2 872-2696-101-4.0.0_40.8.0-EXHR-x86_64.is0 Complete
pco000730-mp-1 B72-2606-101-4.0.0_40.8.0-EXHR-x86_64.is0 Complete
pco000732-50-b 872-2696-101-4.0.0_40.8.0-EXHR-x86_64.is0 Complete
pco000734-s0-a 872-2696-101-4.0.0_40.8.0-EXHR-x86_64.is0 Complete
pcO000736-no-b 872-26096-101-4.0.0_40.8.0-EXHR-x86_6G4.iso Complete
pc9000738-no-a 872-2696-101-4.0.0_40.8.0-EXHR-x86_64.is0 Complete

THIS PROCEDURE HAS BEEN COMPLETED

5.6 Perform Health Check (Post ISO Administration)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the
HLR Router network and servers.

e Execute HLR Router Health Check procedures as specified in Appendix B.
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6. PRIMARY NOAMP / DR NOAMP UPGRADE EXECUTION

Call the Oracle’s Tekelec Customer Care Center at 1-888-FOR-TKLC (1-888-367-8552); or 1-919-460-2150
(international) and inform them of your plans to upgrade this system prior to executing this upgrade.

Before upgrade, users must perform the system Health Check Appendix B.

This check ensures that the system to be upgraded is in an upgrade-ready state. Performing the system health check
determines which alarms are present in the system and if upgrade can proceed with alarms.

*k*kk WARNING *khkkkk

If there are servers in the system, which are not in Normal state, these servers should be brought to the Normal or the
Application Disabled state before the upgrade process is started.

The sequence of upgrade is such that servers providing support services to other servers will be upgraded first.
*k*k*k WARNING *kkk*k

Please read the following notes on this procedure:

Procedure completion times shown here are estimates. Times may vary due to differences in database size, user
experience, and user preparation.

Where possible, command response outputs are shown as accurately as possible. EXCEPTIONS are as follows:
e  Session banner information such as time and date.
e  System-specific configuration information such as hardware locations, IP addresses and hostnames.

e ANY information marked with “XXXX” or “YYYY.” Where appropriate, instructions are provided to
determine what output should be expected in place of “XXXX or YYYY”

e Aesthetic differences unrelated to functionality such as browser attributes: window size, colors, toolbars and
button layouts.

After completing each step and at each point where data is recorded from the screen, the technician performing the
upgrade must mark the provided Check Box.

For procedures which are executed multiple times, a mark can be made below the Check Box (in the same column) for
each additional iteration the step is executed.

Retention of Captured data is required for as a future support reference this procedure is executed by someone other
than Oracle’s Tekelec Technical Services.

NOTE: For large systems containing multiple Signaling Network Elements, it may not be feasible to apply the
software upgrade to every Network Element within a single maintenance window. However, whenever
possible, Primary and DR NOAMP Network Elements should be upgraded within the same maintenance
window. If multiple maintenance windows are required, replication may be allowed and provisioning re-
enabled between scheduled maintenance windows.

6.1 Perform Health Check (Pre Upgrade)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the
HLR Router network and servers. This may be executed multiple times but must also be executed at least once
within the time frame of 24-36 hours prior to the start of a maintenance window.

e Execute HLR Router Health Check procedures as specified in Appendix B.
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6.2 Primary NOAMP / DR NOAMP Upgrade

The following procedures detail how to disable Database Audit, disable global provisioning and inhibit replication to
the Primary NOAMP and DR NOAMP sites. This procedure must be executed before these Network Elements can be

upgraded.

Tekelec HLR Router, T1200 Upgrade Guide

WARNING: The Database Audit stays disabled throughout the whole upgrade, until all of the SOAM sites are

upgraded!

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD ANY STEP IN THIS PROCEDURE FAIL, STOP AND CONTACT ORACLE’S TEKELEC TECHNICAL SERVICES FOR

ASSISTANCE BEFORE CONTINUING!

6.2.1 Disable Global Provisioning

Procedure 3: Disable Global Provisioning

Step Procedure

Result

Using the VIP
address, access the
Primary NOAMP
GUI.

lei|

e Access the Primary NOAMP GUI as specified in Appendix A.

Active NOAMP VIP:

THIS STEP MAY
ONLY BE
PERFORMED BY
THE CUSTOMER!

D!\J

Select...

Main Menu

= Administration
- Access Control

B2 L Main Menu
B & Administration

General Options

Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAMEP)

Main Menu: Administration

- Sessions
(HLRR4.0) | A Sess (D Expiration Time
OR- | /—-————— 14 Tue Feb 04 18:51:2
Main Menu | |
_);\ dsrgér;:f)tr:anon ----- B Authornized IPs
(HLRR 3.0) s
...as shown on the
right.
Active NOAMP VIP:
3. THIS STEP MAY S5ess D Expiration Time Lagin Time User Group
|:| ONLY BE 10 T oo Sop 21 10:10:12 2011 EDT  guiadmin admin
PERFORMED BY 13 BT 7o Sep 20 23:21:30 2011 EDT  guisdmin admin
THE CUSTOMER! 14 T i-c Ser 21 08:18:34 2011 EDT  guisdmin admin
In the right panel, the 18 T Vi=d Ser 21 08:28:09 2011 EDT  guisdmin admin
user will be 17 T Vi=c Ser 21 09:24:30 2011 EDT  guiadmin admin
presented with the list 17 I TY=""""2 = Ser 2109:15:04 2011 EDT  guiadmin admin
of Active GUI 18 BT Ve Ser 21 09:24:30 2011 EDT  guisdmin admin
sessions _ConneCted 19 T Vied Sep 21 09:58:02 2011 EDT  guiadmin admin
to the Active NOAMP 20 T Viec Sep 21 10:10:12 2011 EDT  guiadmin admin
server.
20 T =d Sep 21 10:36:44 2011 EDT  guisdmin admin
23 T 7= Sep 20 22:21:30 2011 EDT  guiadmin admin
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Procedure 3: Disable Global Provisioning

Step Procedure Result
4 Active NOAMP VIP:
’ THIS STEP MAY
|:| ONLY BE
PERFORMED BY
THE CUSTOMERI Sess D Expiration Time Login Time User Group TZ Remote IP
10 T iec Ser 21 10:10:122011 EDT  guiadmin admin utc 10.25.80.135
13 TV Tu= Sep 20 23:21:30 2011 EDT  guiadmin admin utc
The User ID and 14 T Vied Sep 21 08:16:34 2011 E admin utc
Remote IP address of 16 T Vied Sep 21 08:36:09 2011 EDT | gores admin utc ey
each session will be 17 =" E V=c Sep 21 09:24:30 2011 EDT  guiadmin admin utc 10.25.60.190
displayed as seen on 17 Y= Ve Sep 21 09:15:04 2011 EDT  guiadmin admin uTC 10.15.26.15
the right. 18 Y= E =< Sep 21 09:24:30 2011 EDT  guiadmin admin ute 10.25.60.190
18 T B Vied Sep 21 09:58:02 2011 EDT  guisdmin admin utc 10.15.26.31
Every attempt should 20 T Vic Sep 21 10:10:12 2011 EDT  guiadmin admin utc 10.25.80.135
be made to contact 20 TV Vied Sep 21 10:26:44 2011 EDT  guiadmin admin utc 10.15.38.43
users not engaged in 23 T o= Seo 20 22:21:30 2011 EDT  guiadmin admin utc 10.25.80.52
this Upgrade activity 24 Y= Viec Sep 21 10:19:28 2011 EDT  guiadmin admin utc 10.15.43.20
24 ETY=""""E VVed Sep 21 14:03:47 2011 EDT  guiadmin admin utc 10.15.43.20
and request that they
discontinue GUI
access until the
upgrade activity has
completed.
5 Active NOAMP VIP: — -
. THIS STEP MAY Sess D Expiration Time Legin Time User
I:' ONLY BE 10 T = S=0 21 10:10:12 2011 EDT  guiadmin
PERFORMED BY 12 BT 7= Ser 20 23:21:30 201 guiadmin
THE CUSTOMER!
14 | HoExpiy = WS LRLREEY guiadmin
If unable to identify or 16 BT = S=- 2108:26:02 200 eUn guiadmin
contact the session —
owners, sessions not 17 BTV Ve Sep 21 09:24:30 2011 EDT  guiadmin
related to the 17 IEETY=""T"E VV=d Sec 21039:15:04 2011 EDT  guisdmin
upgrade activity may
be selected and
deleted as follows:
1) Select the session _ 2
for deletion with the
cursor.
2) In the bottom left .
of the right panel, Message from webpage f‘$_<|
click the “Delete”
dialogue button. 9P )
\\_.\/ Delete user session(s): 147
3) In the pop-up
window, click on the
“OK?” dialogue [ (]9 l [ Cancel ] 3
button.
NOTE: The Session screen prevents users from deleting the session which they are currently
connected to. If attempting to do so by accident, a message may be received in the Banner
area stating “Logout to delete your own session (id=xx)”.

E56463 Revision 1.0 28 of 126




Software Upgrade Procedure Tekelec HLR Router, T1200 Upgrade Guide

Procedure 3: Disable Global Provisioning

Step Procedure Result
Active NOAMP VIP: . _ . .
6. v Main Menu: Administration -> Session
THIS STEP MAY
I:' ONLY BE
PERFORMED BY
THE CUSTOMER! Info _
Legin
The user will receive - Session deleted (id=14). Wed
a confirmation
L Tue £
message in the Info
tab indicating the 18 [ MNoExpiy  WUEE
Sepson IDwhichwas | | Jiz T =" I V=5
deleted.
17 | NoExpiy  WIEE
7 Active NOAMP VIP:
: THIS STEP MAY
|:| ONLY BE
PERFORMED BY . N .
THE CUSTOMER! e Repeat Steps 5-6 of this Procedure for each additional GUI session to be deleted.

Delete any additional
GUI sessions as
needed.

Active NOAMP VIP: Connected using VIP to pc9000632-no-a (ACTIVE NETWORK OAM&P)

8.
THIS STEP TO BE - .

I:I PERFORMED BY Main Menu: Status & Manage -> Database
ORACLE’S
TEKELEC! [ Fiter ~|[ Infio +]
Select. N Network Element Server
Main Menu NOAMP_ME pc9000632-no-a
> Status & Manage NOAMP_NE pcan00632-no-b

- Database
SOAM_ME pcA000632-50-a

...as shown on the SOAM_NE pc9000632-s0-b
right. SOAM NE £c9000630-mo-1

Active NOAMP VIP: y
9. Windows Internet Explorer @
THIS STEP TO BE

D PERFORMED BY . -
ORACLE’S ?r/ Disable provisioning. 2
H-‘-.

TEKELEC! Are you sure?
1) Click on the I O [ — ]
“Disable

Provisioning”
dialogue button in the
bottom left corner of

the right panel. 1

2) In the pop-up Disable Prwisin:ul[ljing
window, click on the U
“OK” dialogue
button.
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Procedure 3: Disable Global Provisioning

Tekelec HLR Router, T1200 Upgrade Guide

Step

Procedure

Result

10.

[]

Active NOAMP VIP:

THIS STEP TO BE
PERFORMED BY
ORACLE’S
TEKELEC!

The user should be
presented with a
confirmation
message (in the
banner area) stating:
“Global
Provisioning has
been manually
disabled”.

NOTE: As a result of
disabling Global
Provisioning,
Warning (Event ID
10008): “Global
Provisioning
Manually Disabled”
will alarm until Global
Provisioning is re-
enabled.

B £ Main Menu
; Administration
1 i Configuration

B B Alarms & Events

B i Security Log

Main Menu: Status & Manage -> Database

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK OAM&P) - Global Provisioning disabled

Network Elem
NOAMP_NE |
NOAMP_NE *
SOAM_NE
SOAM_NE
SOAM_NE
SOAM_NE

e ———

pco000632-s0-a
pco000632-z0-b
pco000630-mp-1
pca000630-mp-2

SYSTEM OAM
SYSTEM OAM
MP
WP

Standby
Active
Active
Active

SH
i
ur
N
N
N
N

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.2

Inhibit DR NOAMP Servers
Procedure 4: Inhibit DR NOAMP Servers

Tekelec HLR Router, T1200 Upgrade Guide

Step

Procedure

Result

]Ij

Using the VIP
address, access the
Primary NOAMP
GUIL.

e Access the Primary NOAMP GUI as specified in Appendix A.

Active NOAMP VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

8, Main Menu
g1 i Administration
g1 i Configuration

g @8 Security Log

B & Status & Manage

Record the name of
the Primary

DR NOAMP NE in
the space provided to
the right.

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK OAME&P)

Main Menu: Status & Manage -> Datal
[ Fiter ~]|| nio ~|

Network Element Server

NOAMP_NE pcan00632-no-a
NOAMP_NE pcan00632-no-b
SOAM_MNE pc9000632-50-3
SOAM_NE pcan00632-so-b
SOAM_NE pcan00630-mp-1
SOAM_NE pcan00630-mp-2

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the name of the DR NOAMP NE in the space provided below:

DR NOAMP&P NE:

Active DR NOAMP
VIP:

From the “Network
Element” filter pull-
down, select the NE
name for the
DR NOAMP.

B & Main Menu
g1 @ Administration
p1 @ Configuration
Il i Alarms & Events
II im Security Log
= & Status & Manage

[l Network Elements

[B Replication

[ Collection

B H

o
. KPIs

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK ODAM&P)

Main Menu: Status & Manage -> Database

i Filter
Metwork Element: I - All - j Reset || |Disp|ay Filter: I_I‘

- All -

SOAM_ME 0632-s0-b 3Y
SOAM_NMNE

SOAM_ME 0630-mp-2 MF

S0OAM_ME pca000632-s0-a 3Y

SOAM_ME pc9000630-mp-1 MF

Active NOAMP VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

Filter

Metwork Element: | NOAMP_MNE |E| Reset |

< Go
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Procedure 4: Inhibit DR NOAMP Servers

Step

Procedure

Result

6.

[]

Active NOAMP VIP:

The user should be
presented with the list
of servers associated
with the DR NOAMP

Main Menu: Status & Manage -> Database (Filtered)

NE Network Element Server Role HA Role
MOAMP_ME pco000632-no-a METWORK OAME&FP  Active
MOAMP_ME pce000632-no-b METWORK OAMEP  Stand
(opt) Active NOAMP
7. VIP: HNetwork Element Server Role HA Role Stat]
|:| Holding the ctrl key, no_rlghnc no-rlghnc-a METWORK OAMEF  Standby Mor
use the cursor to :
select the server no_rlghnc no-righnec-b I &P Active Moar
which displays no_rlghne gs-rlahnc CQUERY SERVER )Mot Applicable Mo
“QUERY SERVER” Q
under the “Role”
column.

Active NOAMP VIP:

Holding the Ctrl key,
use the cursor to
select the server
which displays
“Standby” under the
“Role” column.

Main Menu: Status & Manage -> Database (Filtered)

Filter | Warning »

Hetwork Element Server Role HA Role Status DI

NOAMP_NE pca000632-no-a NETWORK OAMEP  Active Minor 1
‘NOMP_NE ! DCO000B32-n0-b NETWORK OAMEE  Standoy Nomal 1
! :

Active NOAMP VIP:

Holding the Ctrl key,
use the cursor to
select the server
which displays

Main Menu: Status & Manage -> Database (Filtered)

Filter | WWarning =

“Active” under the Network Element Server Role
“Role” column. )
| pca0o0ea3z-no-a NETWORK DANMS&P
MOAMP_ME pca000632-no-b NETWORK OAM&P  Standby
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Procedure 4: Inhibit DR NOAMP Servers

Step Procedure Result
Active NOAMP VIP:
10.
D 1) Click on the prt... Inhibit Replication 1
“Inhibit Replication” @
dialogue button in the
bottom left of the right
panel.
Message from webpage
2) In the pop-up
window, click on the P " _— :
o~y Inhibit replication to serverlist sds-rrsvnc-a,sds-mrswnc-b, gs-mrsvnc-1.
OK?™ dialogue M-"\,/ Are yau sure?
button. 2
(04 l [ Cancel
NOTE: As a result of inhibiting Replication to the server, Minor Alarm (Event ID 31113):
“Replication Manually Disabled” will alarm until Replication is once again allowed.
NOTE: It may take a minute or more for the servers to transmission to “Inhibited” state.
Active NOAMP VIP: ’
11. f

|:| Wait until each ] : S —
m » R ]
server shows as Metwork Element: |dr_dallastx eset Display Filter: |- Mone

inhibited before

proceeding. g
Active NOAMP VIP:
12. Network Element Server Role iday
|:| Verify that all servers
in this Network METWOREK =21
Element now show it | [SoSSImE sds-mrsinc-a OAM&EP 3.484 UTC
is “Inhibited” under NETWORK 21
the “Repl Status” _ | B
column, sds_mrsvnec sds-mrsvnc-b OAM&EP 5 484 UTC
QIUERY =21
sds_mrsvnc qs-mrsvnc-1 SERVER 5 484 UTC

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.3 Inhibit Primary NOAMP Servers
Procedure 5: Inhibit Primary NOAMP Servers

Tekelec HLR Router, T1200 Upgrade Guide

Step

Procedure

Result

]Ij

Using the VIP
address, access the
Primary NOAMP
GUIL.

e Access the Primary NOAMP GUI as specified in Appendix A.

Active NOAMP VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Record the name of
the Primary NOAMP
NE in the space
provided to the right.

8, Main Menu
g1 i Administration
g1 i Configuration

g @8 Security Log

B & Status & Manage

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK OAME&P)

Main Menu: Status & Manage -> Datal
[ Fiter ~]|| nio ~|

Network Element Server

NOAMP_NE pcan00632-no-a
NOAMP_NE pcan00632-no-b
SOAM_MNE pc9000632-50-3
SOAM_NE pcan00632-so-b
SOAM_NE pcan00630-mp-1
SOAM_NE pcan00630-mp-2

Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the name of the Primary NOAMP NE in the space provided below:

Primary NOAMP NE:

Active NOAMP VIP:

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK ODAM&P)

4. = £ Main Menu
I:' From the “Network £1 BE Administration Main Menu: Status & Manage -> Database
Element” filter pull- ; e —
1 B Configuration
down, select the NE : N Filter
B B Alarms & Events
name for the : _ i Filter
Primary NOAMP. K1 @ Security Log :
B & Status & Mana |—E[ — || - e
" MNetwork Element: | - All - Reset Display Filter: | -1
[l Network Elements Al _I I_
B server
= SOAM_NE 0632-s0-b 5y
[B Replication SOAM_NE
. Collection S0AM_MNE 0630-mp-2 MF
- 2CLl 1
. HA S0AM_NMNE pca000632-s0-a SY
. SOAM_ME pc9000630-mp-1 MF
I kPls
5 Active NOAMP VIP: g
I:I Click on the “GO” Reset — G
dialogue button Network Element | no_mrsvnc | Reset || ipispiay Filter: | - None d

located on the right
end of the filter bar.

E56463 Revision 1.0

34 of 126




Software Upgrade Procedure
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Procedure 5: Inhibit Primary NOAMP Servers

Step Procedure

Result

6 Active NOAMP VIP:

[]

The user should be
presented with the list
of servers associated
with the Primary

Main Menu: Status & Manage -> Database (Filtered)

Network Element Server Role HA Role Status
NOAMP NE.
NOAMP_NE ‘pc9000632—n0—a INET‘."'.'DRK OAMEP  Active Minar
NOAMP_NE pco000632-no-b NETWORK OAM&EP  Standby Minar
7 Active NOAMP VIP: | Main Menu: Status & Manage -> Database (Filtered)
I:' Holding the Ctrl key, -
use the cursor to | _Fiter ~[[ nfo ~|
select the server
which displays Network Element Server Role HARole  Status
“Standby” under the
“Role” column. METWORK :
sds_mrsvnc sds-mrsync-a OANEP Active Mormal
METWORK
sds_mrsvnc sds-mrsvnc-b OAMEE nrmal
QAUERY Mot
sds_mrsvnc gs-mravnec-1 SERVER Applicable Marmal
(opt) Active NOAMP
8. VIP: Hetwork Element Server Role HA Role Stal
|:| Holding the ctrl key, No_IMrsvne No-Mmrsvnc-a METWORK O&M&P  Active Mor
use the cursor to
select the server no_mrsvnc no-mrsvnc-b NETWORK OAM&P Standby Mar
which displays no_Mmrevne 0S-Mrsvnc QUERY SERVER Mot Applicable Mar

“QUERY SERVER”
under the “Role”
column.

s

Active NOAMP VIP:

Holding the Ctrl key,
use the cursor to
select the server

Main Menu: Status & Manage -> Database (Filtered)

Info ]

[ Fiter ~]|]

which displays Hetwork Element Server Role HA Role Status
“Active” under the
“Role” column. sds_mrsvnc sds-mrsvnc-a EE;:;ERK rmal
sds_mrswnc sds-mrsvnc-b EE;;;ERK Standby  Mormal
sds_mrsvnc qs-mravnc-1 gllEJIE‘-TEYR .Es;tjlicable Marmal
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Procedure 5: Inhibit Primary NOAMP Servers

Step Procedure Result

10. Active NOAMP VIP:

D 1) Click on the prt... Inhibit Replication 1
I

“Inhibit Replication” @
dialogue button in the

bottom left of the right
panel.

Message from webpage

2) In the pop-up

XV'”df,’Wz click on the 9 Inhibit replication ko serverlist sds-mrsvnc-a, sds-mrsync-b, gs-mrsvnc-1,
OK?” dialogue 5_-(/

Are you sure? 2

(a4 l [ Zancel

button.

NOTE: As a result of inhibiting Replication to the server, Minor Alarm (Event ID 31113):
“Replication Manually Disabled” will alarm until Replication is once again allowed.

NOTE: It may take a minute or more for the servers to transmission to “Inhibited” state

Active NOAMP VIP: .
11. g

I:' Wait until each Reset — G
server shows as Network Element. | no_mrsvnc | Reset || ipisplay Filter: | - None - d

inhibited before -
proceeding. g

Active NOAMP VIP:

12. Hetwork Element Server Role iday

|:| Verify that all servers
in this Network METWORK =21
Element now show it | |SoS—mISvne sds-mrsinc-a OAM&P 3.484 UTC
is “Inhibited” under NETWORK 21
the “Repl Status” _ | B
column, sds_mrsvnc sds-mrsvnc-h OAM&EP 5 484 UTC

QUERY 21
sds_mrsvnc qs-mrsvnc-1 SERVER 5 484 UTC

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.4 Database Backup (All Network Elements, All Servers)

Procedure 6: Database Backup

Step Procedure

Result

Using the VIP
address, access the

1.
D Primary NOAMP
GUL.

e Access the Primary NOAMP GUI as specified in Appendix A.

Active NOAMP VIP:

D!\J

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK OAME&P)

8, Main Menu -
B B Administration Main Menu: Status & Manage -> Datal
o i some vt [Fter ][]
H i Security Log Network Element Server
B & Status & Manage NOAMP_NE pca000632-no-a
. [l Network Elemen NOAMP_NE pCA000632-n0-b
""" SOAM_NE pcI000632-50-3
""" SOAM_NE pca000632-50-b
SOAM_NE pca000630-mp-1
_____ SOAM_NE pca000630-mp-2

Active NOAMP VIP:

|:| Record the names of
all servers.

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the names of all servers to the Servers Worksheet in Appendix C.5 (print or
photocopy additional pages if necessary to accommodate your number of Network
Elements).

Active NOAMP VIP
4. (SSH):

|:| SSH to active

NOAMP server

Use your SSH client to connect to the server (ex. ssh, putty):
Note: You must consult your own software client’s documentation to learn how to
launch a connection. For example:

ssh <server address>

Active NOAMP VIP
(SSH):

Dsn

Login as root user.

Login as “root”:

login as: root
Password: <enter password>

L

NOTE: The following steps provide a full backup of COMCOL run environment. These shall run from
the command line of every server in every Network Element.

Active NOAMP VIP
(SSH):

D.C»

Access each server
on the Server
Worksheet via SSH.

Reference the complete Servers Worksheet in Appendix C.5 for a list of servers. Select the next
server and SSH there from the Active NOAMP.

Note: The Active NOAMP active server, which is our local host now, should be the first server for
backup. No SSH session is required to reach this first server.

# ssh <server name>
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Procedure 6: Database Backup

Tekelec HLR Router, T1200 Upgrade Guide

Step

Procedure

Result

7.

[]

Remote Server
(SSH):

Edit this file
Appworks.db_parts

Note: If logged in as admusr, you must use sudo to execute this command.

# [sudo] vim /usr/TKLC/appworks/etc/exclude parts.d/Appworks.db_parts

[]

Remote Server
(SSH):

Delete lines

Delete all lines after the header comments; the resulting file should look similar to this example:

FHHHH A E A A R R R R
Name: Appworks.db parts
Title: Lists the IDB database parts to be excluded from a full backup
of all COMCOL DB parts.
Author: J Crosson
Description:
This file lists the Comcol IDB parts that are to be excluded from a
pre-upgrade full backup of all COMCOL DB parts.

The utility full backup.pl reads this and any other Application supplied
files named <some filename>.db parts (a db_parts suffix) and located in
the directory /usr/TKLC/appworks/etc/exclude parts.d.

File pattern:

1. Lines with leading # are treated as comments

2. Blank lines are ignored

3. Only ONE part name per line is allowed

NOTE: Ref: TR005672 Section 3.2 for the parts listed below.
Revision History

22-Sep-2011 R Kress remove AppworksSNMPlog from list, table

#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
FHEAAFF AR R R R R R R R R R R R R R R R

# Def parts

Remote Server

Save the file and exit the editor with the command “:wq!”

9 | (ssH):
|:| Save file and exit twq!
10 Remote Server Note: If logged in as admusr, you must use sudo to execute this command.

(SSH):

Run backup utility.

# [sudo] /usr/TKLC/appworks/sbin/full backup
Output similar to the following will indicate successful completion:

Success: Full backup of COMCOL run env has completed.

Archive file
/var/TKLC/db/filemgmt/Backup.EXHR.tks5031311.FullRunEnv.MP.20140324 1450
34 .UPG.tar.bz2 written in /var/TKLC/db/filemgmt.

(Errors will also report back to the command line.)

Remote Server
(SSH):

Mark this server’'s

backup as complete.

Reference the Servers Worksheet in Appendix C.5 and check off the server which just
completed backup.
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Procedure 6: Database Backup

Tekelec HLR Router, T1200 Upgrade Guide

Step

Procedure

Result

12.

[]

Remote Server
(SSH):

Exit from the remote
server to return to the
Active NOAMP
server

Unless you are already on the Active NOAMP active server, exit to return to the Active
NOAMP Server.

# exit
logout

13.

[]

Active NOAMP VIP
(SSH):

Backup all remaining
servers

Repeat Steps 6 - 12 of this Procedure for each additional server in the Servers Worksheet
Appendix C.5.

14.

[]

Active NOAMP VIP
(SSH):

Exit from the the
Active NOAMP
server

# exit
logout

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.5 Upgrade DR NOAMP NE
Procedure 7: Upgrade DR NOAMP NE

Tekelec HLR Router, T1200 Upgrade Guide

Step

Procedure

Result

]Ij

Using the VIP
address, access the
Primary NOAMP
GUIL.

e Access the Primary NOAMP GUI as specified in Appendix A.

I:I!\’

Active NOAMP VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

8, Main Menu
g1 i Administration
g1 i Configuration

g1 i Alarms & Events

g1 @ Security Log

B & Status & Manage

- |l Server
- [l Replication

... |l Network Elemen

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK OAME&P)

Main Menu: Status & Manage -> Datal
[ Fiter ~][ nfo ~|

Network Element Server

NOAMP_NE pcan00632-no-a
NOAMP_NE pcan00632-na-b
SOAM_NE pcan00632-so-a
SOAM_NE pcan00632-so-b
SOAM_NE pcan00630-mp-1
SOAM_NE pcan00630-mp-2

Record the name of
the DR NOAMP
Network Element in
the space provided to
the right.

DR NOAMP Network Element:

Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the name of the DR NOAMP Network Element in the space provided below:

Active NOAMP VIP:

From the “Network
Element” filter pull-
down, select the NE
name for the
DR NOAMP.

Main Menu: Status & Manage -> Database

Filter -

Warning - Info -

Filter

Metwork Element: | - All -

E| F:-‘:setl DisplayFiIter:I-None-

S0AM_ME
S0AM_MNE
S0AM_ME
S0AM_ME

pco000632-50-a SYSTEM OAM
pco000632-50-b SYSTEM CAM
pc9000630-mp-1 MP
pca000630-mp-2 MP

Active NOAMP VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

MNetwork Elernent: |dr_dallastx  +

Display Filter: |- Mone |

=
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Step Procedure Result
Active NOAMP VIP:
6. Network Element Server Role HA Role Status
I:' The user should be
presented with the list no_righnc no-righnc-a MNETWORK OAM&R  Active Mormal
of servers associated | | ng_righne no-righnc-b NETWORK OAM&P  Standby Normal
with DR NOAMP -
Network Element. no_rlghnec gs-rlghnc QUERY SERVER Mot Applicable Marmal

Identify each “Server” and its associated “Role” and “HA Role”.

Active NOAMP VIP:

Record the “Server”
names appropriately

in the space provided
to the right.

e |dentify the DR NOAMP “Server” names and record them in the space provided below:

Query Server:
Standby NOAMP Server:
Active NOAMP Server:

NOTE: Steps 8 - 15 of this Procedure may be executed in parallel.

(opt) Active NOAMP
VIP:

Prepare Upgrade for
the DR NOAMP -
Query Server.

e Prepare Upgrade for the DR NOAMP - Query Server (identified in Step 7 of this
Procedure) as specified in Appendix C.1 (Prepare Upgrade).

Active NOAMP VIP:

Prepare Upgrade for
the DR NOAMP -
Standby Server.

e Prepare Upgrade for the DR NOAMP — Standby NOAMP Server (identified in Step 7 of
this Procedure) as specified in Appendix C.1 (Prepare Upgrade).

(opt) Active NOAMP
VIP:

Initiate Upgrade for
the DR NOAMP -
Query Server.

e Initiate Upgrade for the DR NOAMP - Query Server (identified in Step 7 of this Procedure)

as specified in Appendix C.2 (Initiate Upgrade).

Active NOAMP VIP:

Initiate Upgrade for
the DR NOAMP -
Standby NOAMP
Server.

e Initiate Upgrade for the DR NOAMP — Standby NOAMP Server (identified in Step 7 of this

Procedure) as specified in Appendix C.2 (Initiate Upgrade).

(opt) Active NOAMP
VIP:

Monitor Upgrade for
the DR NOAMP -
Query Server.

e  Monitor Upgrade for the DR NOAMP - Query Server (identified in Step 7 of this
Procedure) as specified in Appendix C.3 (Monitor Upgrade).
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Step Procedure

Result

Active NOAMP VIP:
13.

I:' Monitor Upgrade for
the DR NOAMP -

Standby NOAMP
Server.

e  Monitor Upgrade for the DR NOAMP — Standby NOAMP Server (identified in Step 7 of
this Procedure) as specified in Appendix C.3 (Monitor Upgrade).

(opt) Active NOAMP
14. 1 vip:

Complete Upgrade
for the DR NOAMP -
Query Server.

e Complete Upgrade for the DR NOAMP - Query Server (identified in Step 7 of this
Procedure) as specified in Appendix C.4 (Complete Upgrade).

NOTE: You can ignore this error message "[Error Code 212] - Failed to release server
from Forced Standby."

Active NOAMP VIP:

|:| Complete Upgrade
for the DR NOAMP -

Standby NOAMP

e Complete Upgrade for the DR NOAMP — Standby NOAMP Server (identified in Step 7 of
this Procedure) as specified in Appendix C.4 (Complete Upgrade).

NOTE: You can ignore this error message "[Error Code 212] - Failed to release server

Server. from Forced Standby."
If upgrade is being performed from HLRR 3.0.0-30.11.0 release:
1. Login to Active NOAMP server as root user via SSH connection
ssh <Primary NOAMP VIP IP address>
Il STOP !!
2. Remove from “forced standby” the DR NOAMP — Standby NOAMP Server (identified in
Step 7 of this Procedure by its <hostname>)
# iset -finhibitFlag='S' NodeInfo where "hostName='<hostname>'"
I' WARNING !!  STEPS 8 - 15 MUST BE COMPLETED BEFORE CONTINUING ON TO STEP 16.

Active NOAMP VIP:

Prepare Upgrade for
the DR NOAMP -
Active NOAMP
Server.

(5

e Prepare Upgrade for the DR NOAMP - Active NOAMP Server (identified in Step 7 of this
Procedure) as specified in Appendix C.1 (Prepare Upgrade).

Active NOAMP VIP:

I:' Initiate Upgrade for
the DR NOAMP -

Active NOAMP
Server.

e Initiate Upgrade for the DR NOAMP - Active NOAMP Server (identified in Step 7 of this
Procedure) as specified in Appendix C.2 (Initiate Upgrade).
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Step

Procedure

Result

18.

[]

Active NOAMP VIP:

Monitor Upgrade for
the DR NOAMP -
Active NOAMP
Server.

Monitor Upgrade for the DR NOAMP - Active NOAMP Server (identified in Step 7 of this
Procedure) as specified in Appendix C.3 (Monitor Upgrade).

[]

Active NOAMP VIP:

Complete Upgrade
for the DR NOAMP -
Active NOAMP
Server.

Complete Upgrade for the DR NOAMP - Active NOAMP Server (identified in Step 7 of
this Procedure) as specified in Appendix C.4 (Complete Upgrade).

THIS PROCEDURE HAS BEEN COMPLETED
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Step

Procedure

Result

]Ij

Using the VIP
address, access the
Primary NOAMP
GUIL.

e Access the Primary NOAMP GUI as specified in Appendix A.

I:I!\’

Active NOAMP VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK OAM&P)

B Main Menu -

B @ Administration Main Menu: Status & Manage -> Datal

3 i A & Everts [CFrer ) [Cio_~]

II M Security Log Network Element Server

H @0 Status & Manage MOAMP_NE pco000632-no-a

: : - MNetwork Elements NOAMP_NE pCA000632-n0-b
SOAM_ME pca000632-s0-a
SOAM_NE pcI000632-s0-b
SOAM_NE pcan00630-mp-1
SOAM_NE pcan00630-mp-2

Record the name of
the Primary NOAMP
Network Element in
the space provided to
the right.

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the name of the PRIMARY NOAMP Network Element in the space provided below:

Primary NOAMP Network Element:

Active NOAMP VIP:

From the “Network
Element” filter pull-
down, select the
Network Element
name for the
Primary NOAMP.

Main Menu: Status & Manage -> Database

Filter - Warning -

Filter

Metwork Element; | - All - |Z| Reset | Display Filter: I_
- Al - I
SOAM_NE NOAMP_NE 11 e 3
SOAM_NMNE
SOAM_NE preoUl632-50-b 3
SOAM_NE pco000630-mp-1 [
SOAM_NE pco000630-mp-2 )

Active NOAMP VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

Network Element: | no_mrswnc | Reset

Display Filter: | - Mone [ G':'[
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Procedure 8: Upgrade Primary NOAMP NE

Step Procedure

Result

6 Active NOAMP VIP:

[]

The user should be
presented with the list
of servers associated
with the Primary
NOAMP Network
Element.

Identify each
“Server” and its
associated “Role”
and “HA Role”.

Main Menu: Status & Manage -> Database (Filtered)

Network Element Role
MOAMP_ME pca000632-no-a METWORK OAM&P  Active
MOAMP_ME pca000632-no-b d

METWORK OAM&P  Standby

Active NOAMP VIP:

Record the “Server”
names appropriately

in the space provided
to the right.

e |dentify the PRIMARY NOAMP “Server” names and record them in the space provided
below:

Query Server:

Standby NOAMP:

Active NOAMP:

NOTE: Steps 8 - 15 of this Procedure may be executed in parallel.

(opt) Active NOAMP
VIP:

Prepare Upgrade for
the Primary NOAMP
- Query Server.

e  Prepare Upgrade for the PRIMARY NOAMP - Query Server (identified in Step 7 of this
Procedure) as specified in Appendix C.1 (Prepare Upgrade).

Active NOAMP VIP:

Prepare Upgrade for
the Primary NOAMP
- Standby NOAMP
Server.

e Prepare Upgrade for the PRIMARY NOAMP - Standby NOAMP Server (identified in Step
7 of this Procedure) as specified in Appendix C.1 (Prepare Upgrade).

(opt) Active NOAMP
10. | vip:

Initiate Upgrade for
the Primary NOAMP
- Query Server.

e Initiate Upgrade for the PRIMARY NOAMP - Query Server (identified in Step 7 of this
Procedure) as specified in Appendix C.2 (Initiate Upgrade).

Active NOAMP VIP:

Initiate Upgrade for
the Primary NOAMP
- Standby NOAMP
Server.

e Initiate Upgrade for the PRIMARY NOAMP - Standby NOAMP Server (identified in Step 7
of this Procedure) as specified in Appendix C.2 (Initiate Upgrade).
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Procedure 8: Upgrade Primary NOAMP NE

Step

Procedure

Result

12.

[]

(opt) Active NOAMP
VIP:

Monitor Upgrade for
the Primary NOAMP
- Query Server.

e  Monitor Upgrade for the PRIMARY NOAMP - Query Server (identified in Step 7 of this
Procedure) as specified in Appendix C.3 (Monitor Upgrade).

NOTE: If upgrade is performed in parallel with the Standby NOAMP Server (see previous
STEP), the Upgrade State for the Query server may not show “Success” until after the Standby
NOAMP Server reaches the same state.

Active NOAMP VIP:

Monitor Upgrade for
the Primary NOAMP
- Standby Server.

e  Monitor Upgrade for the PRIMARY NOAMP — Standby NOAMP Server (identified in Step
7 of this Procedure) as specified in Appendix C.3 (Monitor Upgrade).

(opt) Active NOAMP
VIP:

Complete Upgrade
for the Primary
NOAMP - Query
Server.

e Complete Upgrade for the PRIMARY NOAMP - Query Server (identified in Step 7 of this
Procedure) as specified in Appendix C.4 (Complete Upgrade).

Active NOAMP VIP:

Complete Upgrade
for the

Primary NOAMP -
Standby NOAMP
Server.

e Complete Upgrade for the PRIMARY NOAMP — Standby NOAMP Server (identified in
Step 7 of this Procedure) as specified in Appendix C.4 (Complete Upgrade).

If a major upgrade is being performed from HLRR 3.0.0-30.11.0 release, then:

1.

Il STOP !!

Login to Primary NOAMP server as root user via SSH connection

ssh <Primary NOAMP VIP IP address>

Remove the PRIMARY NOAMP — Standby NOAMP Server from “Forced Standby”
(identifiedby <hostname> in Step 7 of this Procedure)

# iset -finhibitFlag='S' NodeInfo where "hostName='<hostname>'"

Move the PRIMARY NOAMP — Active NOAMP Server to “Forced Standby” (it’s hostname
identified in Step 7 of this Procedure)

# iset -finhibitFlag='SH' NodeInfo where "hostName='<hostname>'"

NOTE: At this time, the user’s SSH session will automatically terminate and the
user will be logged out of the NOAMP VIP GUI.

' WARNING !

Steps 8 - 15 MUST BE COMPLETED BEFORE CONTINUING ON TO STEP 16.
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Procedure 8: Upgrade Primary NOAMP NE

Step

Procedure

Result

16.

[]

Active NOAMP VIP:

Prepare Upgrade for
the Primary NOAMP
- Active NOAMP
Server.

Prepare Upgrade for the PRIMARY NOAMP - Active NOAMP Server (identified in Step 7 of
this Procedure) as specified in Appendix C.1 (Prepare Upgrade).

I IMPORTANT !!

NOTE: THIS APPLIES TO INCREMENTAL 4.0 UPGRADE ONLY

ONCE THE USER COMPLETES STEP 5 IN APPENDIX C.1, THEN THE USER
SESSION WILL AUTOMATICALLY TERMINATE AT THIS TIME AND THE
USER WILL BE LOGGED OUT OF THE GUI.

The “Security Alert”
dialogue box shown
to the right may or
may not appear at
this time depending
on “Internet
Explorer” settings.

If experienced, click
the “Yes” dialogue
button to continue.

Otherwise: Select
“Logout” at the top
right of the screen.

Security Alert EI

r.‘r‘l Information wou exchange with this zite cannot be viewed or
?. changed by others. However, there iz a problem with the site's
® sacurty certificate.

v The secunty certificate was issued by a company you have
not chosen to trust, View the certificate to determine whether
wou want bo trust the certifying authority,

@) The securty certificate date is valid.

1. The name on the security certificate is invalid or does nat
match the name of the site

Do pou want to proceed?

I Ves I [ Mo l [ View Certificate ]

Welcome guiadmin [Logout]

@ Help

Active NOAM VIP:

The user’s session
will end and the
screen shown to the
right will appear as
the Standby
NOAMP&P Server
goes through

HA switchover and
becomes the
“Active” server.

= Tekelec System Session Expired - Windows Internet Explorer

=

@ o = |3 https://10.240.251.70/gui/login_expired.htm| v | Il Certifici

: File Edit WView Favorites Tools Help

W 5.5 Tekelec System Session Expired

You are not logged in anymore. Either your login session has expired or an HA switchover has occured

Return to Tekelec System Login

NOTE: Wait at least 30 seconds for the PRIMARY NOAMP — Standby NOAMP Server to transition to the
“Active” NOAMP Server and take control of the VIP address
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Procedure 8: Upgrade Primary NOAMP NE

Step Procedure Result

Active NOAM VIP:
19. You are not logged in anymore. Either your login session has expired or an HA switchover has occured.
I:' Click the Return to )

Tekelec System Return to Tekelec System Login

Login link located on

the top center of the
right panel.

20. Active NOAM VIP: OR : CI Eﬂ
I:' The user should be
presented the login

screen shown on the Oracle System Login
right. Fri Dec 13 15:44:38 2013 EST

Login to the GUI
using the default user

Log In
and password.
passw Enter your username and passward to login

Session timed out at 3:44:37 pm.

LUsername:

Passwaord:

O
Change password

Leg In

Welcome to the Oracle System Login.

Unauthorized acoess is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 7.0,
8.0, or 5.0 with support for JavaScript and cookies.

Orscle and logo are registered senice marks of Orecle Corporation.
Copynight @ 2013 Oracle Corporation Al Rights Fesened.
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Step

Procedure

Result

21.

[]

Active NOAM VIP:

The user should be
presented the HLR
Main Menu as shown
on the right.

Verify that the
message shown
across the top of the
right panel indicates
that the browser is
using the “VIP”
connected to the
Active Network
OAM&P server.

EAGLE XG HLR Router
4.0.0-40.9.0

ORACLE

Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAME&P)
B 42 Main Menu
3 @ Administration
i Configuration
i Alarms & Events
s Security Log
| Status & Manage
i Measurements
[
B & EAGLE XG HLR Router
: i@ Configuration
2 Help
i [ Logout

Main Menu: [Main]

Active NOAMP VIP:

EAGLE XG HLR Router
4.0.0-40.8.0

3 Tekelec

Select... i s e e b b
Connected using VIP to pc2000736-no-b (ACTIVE NETWORK OAM&P)
Main Menu £, Main Menu
_9) gdgﬂnistration B & Administration Main Menu: Administration -> Software Manage
oftware e
Management - - rjlt . z:lrf: IR
> Upgrade 3 & Software Management Server Status Server Role Functi
(HLRR 4.0) OAM Max Network Element
Hostname HA Role
...as shown on the Max Allowed - _
right. HA Role Application Version
Norm Network OAME&P OAME
pc000738-no-a Standby MOAMP_ME
Active 4.0.0-40.8.0
T tietwork OAMEP  DAME
pc3000736-no-b Active NOAMP_NE
Active 4.0.0-40.8.0
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Step Procedure Result
g3, | Active NOAMP VIP: System OAM AN
D 1) Using the vertical pc9000732-s0-b | 005 | | SOAM_NE

scroll bar in the right
panel, scroll to the
row containing the
Primary NOAMP -
Active NOAMP
Server

2) Verify that the
Upgrade State
shows “Ready”.

31.0-31.0_31.13.0

Active NOAMP VIP:

Initiate Upgrade for
the Primary NOAMP
- Active Server.

Initiate Upgrade for the PRIMARY NOAMP — Active NOAMP Server (identified in Step 7
of this Procedure) as specified in Appendix C.2 (Initiate Upgrade).

Active NOAMP VIP:

Monitor Upgrade
for the

Primary NOAMP -
Active NOAMP
Server.

Monitor Upgrade for the PRIMARY NOAMP — Active NOAMP Server (identified in Step 7
of this Procedure) as specified in Appendix C.3 (Monitor Upgrade).

Active NOAMP VIP:

Complete Upgrade
for the

Primary NOAMP -
Active NOAMP
Server.

Complete Upgrade for the PRIMARY NOAMP - Active NOAMP Server (identified in Step
7 of this Procedure) as specified in Appendix C.4 (Complete Upgrade).

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.7 Allow DR NOAMP Servers
Procedure 9: Allow DR NOAMP Servers

Step Procedure Result
Using the VIP

1. address, access the

|:| Primary NOAMP e Access the Primary NOAMP GUI as specified in Appendix A.
GUI.

Active NOAMP VIP: Connected using VIP to pc2000632-no-a (ACTIVE NETWORK OAM&P)

2. 4, Main Menu &
I:' Select... '- Administration Main Menu: Status & Manage -> Datal
Main Menu K1 M Configuration | Fiter ][ Info =]
> Status & Manage B Alarms & Events
- Database i Security Log Network Element Server
...as shown on the = 'S status & Manage L 2 pca000632-no-a
right. [Bj Network Elements NOAMP_NE pCI000632-10-b
S0AM_NE pc9000632-s0-a
""" SOAM_NE pcA000632-50-b
SOAM_NE pco000620-mp-1
..... SOAM_NE pcA0006230-mp-2
3 Record the name of | e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
the Primary record the name of the DR NOAMP NE in the space provided below:

D DR NOAMP NE in

the space provided to
the right. DR NOAMP Network Element:

Active NOAMP VIP: .
4, ctive Main Menu: Status & Manage -> Database

I:' From the “Network

Element” filter pull- Filter =

down, select the NE Filter
name for the
DR NOAMP.
Metwark Element: |- All - v Display Filter: r
|- All - [
'dr dallasbe |
MNETW(
sds_mrsvnc sds_mrswnc  Eyneg
S0 canync DAMER
MNETW(
sds_mrsvnc sds-mrsvnc-b SRR
Active NOAMP VIP: ;

Click on the “GO” | o
I:‘ dialogue button Network Element | no_righnc v Reset Display Filter: | - Mone - A E{\L

located on the right
end of the filter bar. <
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Step Procedure Result
6 Active NOAMP VIP: Main Menu: Status & Manage -> Database (Filtered) @ relf
N Wed Aug 01 10:29:22 2012 EDT|
I:' The user should be [_Fiter_-] waming > [Tinlo =]
presented with the list ! Role HARole  Status DBlevel DB Birthday Repl Status
Of_ servers associated ETS3_NO_NE NO-A NETWORK OAM&P  Standby Minor Unknown  2012-07-23 14:03:00.179 UTC  Inhibited
with the DR NOAMP ETS3_NO_NE NO-B NETWORK OAM&P  Active Minor 7 2012-07-23 14:03:00.179 UTC  Inhibited
NE.
7 (opt) Active NOAMP |  Network Element Server Role HARole Status  DBLevel DB Birthday P
: VIP:
NETWORK : 2012-01-25 o
|:| MNO_RLGHMNC sds-righnc-a OAMER Standby  Minor Unknown 591132 418 UTC Inhibitea
Using the cursor, NETWORK ; : 2012-01-25 -
select the server MO_RLGHNC sds-righnc-b OAMER Active Minor Unknown 511132 418 UTC Inhibitea
which displays one, g QUERY Not . - 2012-01-25 o
“QUERYpSEyRVER” MO_RLGHNC ESdS rlghnc-gs SERVER Applicable Minor Unknown 21-11:32 418 UTC Inhibitea
under the “Role”
column.
8. Active NOAMP VIP: Network Element Server Role HA Role Status DB Leve! DB Birthday gfaptlus
I:I HOldmg the Ctrl key' sds_mrsvnc sds-mrsvnc-a NETWORK s iive Minor 3161244 20_12__02_21 Inhibited
use the cursor to OAMEP 18:20:56.484 UTC
select the server sds_mrsvne sds-mrsvne-b EE;T;?R @ linor Unknawn ‘2131220_%%'?;4 i Inhibited
which displays - e
“Standby” under the sds_mrsvnc gs-mrsvnc-1 SuEn M Minor Unknown 2012-02-21 Inhibited
« ” - SERVER Applicable 18:20:56.484 UTC
Role” column.
9 Active NOAMP VIP: Network Element server Role HARole Status DBLeve DB Birthday e
I:' HOldll?g the Ctrl key, sds_mrsvnc sds-mrsvnc-a EEEQERKinor 3161241 33?‘;&%%1;{1 e Inhibited
use the cursor to ’ U
Sel_eCt the server sdS_Mrsvnc sds-mrsvnc-b EEEQERK Standby Minor  Unknown igjzzu_%%_i; T Inhibited
which displays - B
[13 H ” | _
w A sds_mrsvnc gs-mrsvnc-1 SERVER Applicable Minar Unknown 18:20:56 484 UTC Inhibited
Role” column.
Active NOAMP VIP:
10.
I:' 1) Click on the : ]
“Allow Replication” | [port... | Allow F?.l_nlapln:atmn
dialogue button in the ;{\T}
bottom left of the right 1
panel.
2) In the pop-up
window, click on the
“OK?” dialogue M f b g|
button. ES5dge Trom webDpage |
@ Allow replication ko serverlist sds-mrsvnc-a,sds-mrsync-b, gs-mrsvnc-1,
NOTE: As aresult of H-._.‘/ Are vou surey 2
Allowing Replication
to the server, Minor
Alarm (Event ID oK ] [ Cancel
31113): “Replication
Manually Disabled”
should clear NOTE: It may take a minute or more for the servers to transition from “Inhibited” state to
momentarily. “Allowed” state
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Step Procedure

Result

Active NOAMP VIP:
11.

[]

From the “Network
Element” filter pull-
down, select the NE

Main Menu: Status & Manage -> Database

Filter
name for the
DR NOAMP. ) .
Metwark Element: |- All - hd Display Filter: |_
|- All - [
dr dallaste |
MNETW(
sds_mrsvnc sds_mrswnc  Eyneg
S0 canync OAMEF
MNETWC(
sds_mrsvnc sds-mrsvnc-h OAMEP
S
Active NOAMP VIP:
12.
Click on the “GO” | —
|:| dialogue button Network Element | no_righne v Reset || \pjspiay Filter: | - None - Go
located on the right
end of the filter bar.
13. Active NOAMP VIP: Main Menu: Status & Manage -> Database (Filtered) hday R
Wed tatu
|:| Verify that every Waming» | Info »| Stalus v
. - 2-21
SE?er\r/r?errI]rt] itshfotlvett)\;\g) r:t Network Eler] 2008 Role HAROe  Sams  DBLevel  DBBihday 5484 UTC
ETS3_NO_N m + Senver database replication Alowed | [NETWORKOAM&P  Standby  Normal i 2012-07-23 14:0300

under the “Repl
Status” column.

ETS3_NO_N NETWORK OAMAP  Active

anypuny 221
_ 6434 UTC

Minor kil

. 2-21
G484 UTC

THIS PROCEDURE HAS BEEN COMPLETED
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Procedure 10: Allow Primary NOAMP Servers
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Step Procedure

Result

Using the VIP
address, access the
Primary NOAMP
GUIL.

]Ij

e Access the Primary NOAMP GUI as specified in Appendix A.

Active NOAMP VIP:

2.
|:| Select...
Main Menu
- Status & Manage
- Database

...as shown on the
right.

£ Main Menu

g @ Administration

II B Configuration

II i Alarms & Events

H i Security Log

B & Status & Manage
PoL [l Network Elements

B server
[ Replication
[ Collection

B 1A

Record the name of
3. | the Primary NOAMP
NE in the space
provided to the right.

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK OAM&P)

Main Menu: Status & Manage -> Datal
[ Filter ~|[ o ~]

Network Element Server

NOAMP_NE pca000632-no-a
NOAMP_NE pc8000632-no-b
S0AM_MNE pca000632-50-a
SOAM_NE pca000632-50-b
SOAM_NE pca000630-mp-1
SOAM_NE pca000630-mp-2

record the name of the Primary NOAMP NE in the space provided below:

Primary NOAMP NE:

Active NOAMP VIP:

Click “Filter” pull-
down. From the
“Network Element”
filter pull-down, select
the NE name for the

Main Menu: Status & Manage -> Database

Filter

Primary NOAMP. Metwork Element |sds_mrswnc * | Reset | Display Filter:
- All -
dr_dallastx
METW
sds_mrsvnc 5ds_mrsync S
SO0 carync OAM&t
METW
sds_mrsvnc sds-mrsvnc-b OAM&S
S0_carnnc so-carync-a SYSTE
5 Active NOAMP VIP:
I:' Click on the “GO” —
dialogue button Netwark Element |no_mrswnc % | Reset || Injepiay Fijter: - None GD[

located on the right
end of the filter bar.
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Step Procedure Result
6. Active NOAMP VIP: Hetwork Element Server Role HA Role Status DB Level DB Birthday Efaptlus
I:I The user ShQU|d be_ sds_mrsvnc sds-mrsvnc-a EEMTSRK Active Minor 61435 331526-%11-121 uTe Inhibited
presented with the list =8t
i NETWORK . 2012-01-12 o
Of. servers z_assomated sds_mrsvnc sds-mrsvnc-b OAMEP Standby  Minor Unknown 145651 461 UTC Inhibited
with the Prlmary QUERY Mot 2012-01-12
(1) . -U- P
NOAMP NE. sds_mrsvnc gs-mrsvnc-1 e Applicable Minor Unknown R T Inhibited
7 (opt) Active NOAMP Network Element Server Role HARole Statuss  DBLevel DBBirthday gteapt'us
: VIP:
NETWORK . 2012-01-25 I
|:| MO_RLGHNC sds-rlghnc-a OAMER Standby  Minor Unknown 591132 418 UTC Inhibitea
Using the cursor, NETWORK . . 2012-01-25 o
select the server NO_RLGHNC sds-righnc-b OAMEP Active  Minor  Unknown 51435 418 UTC CHRIEY
which displays one, g QUERY Not . - 2012-01-25 o
“QUERYpSEyRVER” HO-REERNE jsdeTignneas SERVER Applicable MO UMKAOWR 544495 415 UTC SRR
under the “Role”
column.
8. Active NOAMP VIP: Network Element Server Role HARole Status DB Level DB Birthday gfaptlus
I:I Holding the Ctrl key, sds_mrsvnc sds-mrsvnc-a EJEMT\:F?RK Active Minor 3161241 fg;z&%%_ﬂ“ uTC Inhibited
use the cursor to U
sel_ect the server sds_mrsvnc sds-mrsvnec-b EE;T;?R @ linor Unknown 331220_%%'?;4 UTC Inhibited
which displays o i
“Standby” under the } g QUERY Not ' 2012-02-21 o
“Role” C)c/)lumn sds_mrsvnc gs-mrsvnc-1 SERVER Applicable Minar Unknown 189056 484 UTC Inhibited
9 Active NOAMP VIP: Network Element Server Role HARole Status DBLeve DB Birthday gf::us
[] |rouingthe Crlkey. | sonmane  sowmanca  MEONChane o averzsn REEE, - e
use the cursor to A 2430
select the server sds_mrsvnc sds-mrsvnc-b ELE\;\';QPO RK Standby Minor  Unknown 33?‘;&%%’3; suTc  [nhibited
which displays : S
“Active” under the 3 g QUERY Not : 2012-02-21 o
“Role” colurmn sds_mrsvnc gs-mrsvnc-1 SERVER Applicable Minor Unknown 18:20:56 484 UTC Inhibited
Active NOAMP VIP:
10.
I:' 1) Click on the . .
“Allow Replication” | [port... | Allow Replication
I

dialogue button in the
bottom left of the right
panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

NOTE: As a result of
Allowing Replication
to the server, Minor
Alarm (Event ID
31113): “Replication
Manually Disabled”
should clear
momentarily.

1

)

Message from webpage

X%

Bllow replication ko serverlist sds-mrsvnc-a,sds-mrsync-b, gs-mrsvnc-1,
Are wvou sure?

K

l [ Zancel

X]

NOTE: It may take a minute or more for the servers to transition from “Inhibited” state to

“Allowed” state
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Step

Procedure

Result

11.

[]

Active NOAMP VIP:

1) From the
“Network Element”
filter pull-down, select
the NE name for the
Primary NOAMP.

2) Click on the “GO”
dialogue button
located on the right
end of the filter bar.

Main Menu: Status & Manage -> Database

Filter = Info =

Filter
SCOPE:  OAMP_NE -
Role: _All - -
Display Filter: _ oo [ ]

o

Active NOAMP VIP:

Verify that every
server in this Network
Element shows
Allowed under the
“Repl Status”
column.

Main Menu: Status & Manage ]

| Filter ~|| Info

i |

Network Element

NOAMP_NE
NOAMP_NE

Server

pca000738-no-a
pca0007 36-no-b

Tue Feb 04 17:1

OAM Repl 5IG Repl Repl
Status Status Status
Mormal Motdpplicabl Allowed
Marmal Motdpplicabl Allowed

THIS PROCEDURE HAS BEEN COMPLETED

6.2.9 Enable Global Provisioning

Procedure 11: Enable Global Provisioning

Step

Procedure

Result

lei|

Using the VIP
address, access the
Primary NOAMP
GUI.

e Access the Primary NOAMP GUI as specified in Appendix A.

D!\J

Active NOAMP VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

£ Main Menu

B @8 Administration
n B Configuration
II i Alarms & Events
; rity Log

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK OAM&P)

Main Menu: Status & Manage -> Datal

[ Fiter =|[ Info

i |

Network Element
NOAMP_NE
NOAMP_NE
SOAM_NE
SOAM_NE
SOAM_NE
SOAM_NE

Server
pca000632-no-a
pca000632-no-b
pcA000632-s0-a
pco000632-s0-b
pca000630-mp-1
pca000630-mp-2
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Procedure 11: Enable Global Provisioning

Step

Procedure

Result

3.

[]

Active NOAMP VIP:

1) Click on the
“Enable
Provisioning”
dialogue button in the
bottom left corner of
the right panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

Windows Internet Explorer E]
2 Enable provisioning.
*u-"(/ Are you sure? 2

1 | ok RJ[ Cancel |

Enable Pravisioning
11

Active NOAMP VIP:

After re-enabling
Provisioning, the
screen will refresh
and the previous
“Warning Code”
message shown in
the banner area
(Global
Provisioning has
been manually
disabled) will be
removed.

NOTE: As a result of
enabling Global
Provisioning, Minor
Alarm (Event ID
10008): “Provisioning
Manually Disabled”
will be cleared.

Before Provisioning has been re-enabled:
Main Menu: Status & Manage -> Database [Provctl]

i

Thu Jan 26 18:39:!

Network Elel
!
dr_dallastx
UANGE 2230718000
sds mrsvnc sds-mrsvnc-a EET?FE]RK Active Minor 61435 ??1_2:0,1,'1,%, |
After Provisioning has been re-enabled:
Main Menu: Status & Manage -> Database [Provctl]
§
Metwork Elem Btatus DB Level D
= [Databhase Provisioning Enabled
= [Dwrahility Admin Status is: KO Disk. 2
dr_dallast: o Mormal B1435
- = [Dwrahility Operational Status is: MO DRMNO. 1
sds mrsvhc sds-mrsvne-a e TR Active Mormal  B1435 2

THIS PROCEDURE HAS BEEN COMPLETED

6.3 Perform Health Check (Post Primary NOAMP / DR NOAMP Upgrade)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the

|:| HLR Router network and servers.

e Execute HLR Router Health Check procedures as specified in Appendix B.
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7. SOAM UPGRADE EXECUTION

Call the Oracle’s Tekelec Customer Care Center at 1-888-FOR-TKLC (1-888-367-8552); or 1-919-460-2150
(international) and inform them of your plans to upgrade this system prior to executing this upgrade.

Before upgrade, users must perform the system Health Check Appendix B. This check ensures that the system to be
upgraded is in an upgrade-ready state. Performing the system health check determines which alarms are present in the
system and if upgrade can proceed with alarms.

*k*kk WARNING *kkkikk

If there are servers in the system, which are not in Normal state, these servers should be brought to the Normal or the
Application Disabled state before the upgrade process is started. The sequence of upgrade is such that servers
providing support services to other servers will be upgraded first.

*kkk WARNING *khkkkk

Please read the following notes on this procedure:

Procedure completion times shown here are estimates. Times may vary due to differences in database size, user
experience, and user preparation.

Where possible, command response outputs are shown as accurately as possible. EXCEPTIONS are as follows:
e  Session banner information such as time and date.
e System-specific configuration information such as hardware locations, IP addresses and hostnames.

e ANY information marked with “XXXX” or “YYYY.” Where appropriate, instructions are provided to
determine what output should be expected in place of “XXXX or YYYY”

e Aesthetic differences unrelated to functionality such as browser attributes: window size, colors, toolbars and
button layouts.

After completing each step and at each point where data is recorded from the screen, the technician performing the
upgrade must mark the provided Check Box.

For procedures which are executed multiple times, a mark can be made below the Check Box (in the same column) for
each additional iteration that is executed.

Retention of Captured data is required for as a future support reference this procedure is executed by someone other
than Oracle’s Tekelec Technical Services.

NOTE: For large systems containing multiple Signaling Network Elements, it may not be feasible to apply the
software upgrade to every Network Element within a single maintenance window. However, whenever
possible, Primary and DR NOAMP Network Elements should be upgraded within the same maintenance
window. If multiple maintenance windows are required, replication may be allowed and provisioning re-
enabled between scheduled maintenance windows.

7.1 Perform Health Check (Pre Upgrade)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the
HLR Router network and servers. This may be executed multiple times but must also be executed at least once
within the time frame of 24-36 hours prior to the start of a maintenance window.

e Execute HLR Router Health Check procedures as specified in Appendix B.

E56463 Revision 1.0 58 of 126




Software Upgrade Procedure

7.2 SOAM Upgrade

Tekelec HLR Router, T1200 Upgrade Guide

The following procedure details how to upgrade HLR Router SOAM sites.

— NOTE:

When upgrading HLRR system containing multiple SOAM sites, an entire SOAM site
should be upgraded as one before starting up the upgrade on another SOAM site.

While one SOAM site is being upgraded, all traffic should be diverted to another
SOAM site and the MPs cannot be brought into service until all Section 7.2
procedures have been completed for all servers in this SOAM site.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD ANY STEP IN THIS PROCEDURE FAIL, STOP AND CONTACT ORACLE’S TEKELEC TECHNICAL SERVICES FOR
ASSISTANCE BEFORE CONTINUING!

7.2.1 Inhibit SOAM Servers
Procedure 12: Inhibit SOAM Servers

Step Procedure

Result

Using the VIP

1. address, access the

D Primary NOAMP
GUI.

e Access the Primary NOAMP GUI as specified in Appendix A.

Active NOAMP VIP:

Select...

I:I'.\J

Main Menu

- Status & Manage
- Network

Elements

...as shown on the
right.

AGLE XG HLR
0.0-40.8.0

3 Tekelec & @0 @

Connected using VIP to pc9040833-no-a (ACTIVE NETWORK DAM&P) - Global Provisioning digaided

B £ Main Menu R
@ Administration Main Menu: Status & Manage -> Network Elemc

: _ i Tue Dec :
i . v Waring -
3 Network Element Name Customer Router Mon
& Status & Manage E MOAMP_ME Disabled
SOAM_1_NE Disabled
SOAM_2_NE Disabled
NOAMP_DR_NE Disabled

Record the name of
3. the SOAM NE to be

|:| upgraded.

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the name of the SOAM NE to be upgraded in the space provided below:

SOAM Network Element:
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Step

Procedure

Result

4.

[]

Active NOAMP VIP:

From the “Network
Element” filter pull-
down, select the
name for the SOAM
NE.

Main Menu: Status & Manage -> Database |

Filter =

Errar - I hd

Filter

Metwork Element:

S0_Carync |

Reset |

Display Filter: |—

sds_mrsvne

sds_mrsvhc

SO_Caryhc

- Al -

dr_dallastx
sds_mrsvng heeg

S0_carync

sds-mravnc-h

S0-Camnc-a

METWORK
OAMER

NETWORK
OAMER

SYSTEM O,

Active NOAMP VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

Network Element: | 50_carync v | Reset

Display Filter: | - Mone B

E!\L

Active NOAMP VIP:

6. Hetwork Element Server Role HA Role Status
|:| The user should be
presented with the list :
of servers associated S0_camnc So-carync-a SYSTEM OAM  Active Marmal
with the SOAM NE.
SO0_Canne So-canmnc-h STYSTEM OAM  Standby  Marmal
S0_Carhe dp-caryne-1 WP Active Marmal
S0_Carnec dp-cargne-2 i P Active Marrmal
Active NOAMP VIP:
7. Hetwork Element Server Role HA Role  Status
|:| Using the Ctrl key to
I Itipl .
2;23 ?;Cﬂpszrilog:s’ S0_canync SO-carync-a SYSTEM OAM  Active Marmal
which displays “MP”
under the “Role” S0_cannc so-canync-b SYSTEM OAM  Standby  Mormal
column.
dp-carync-1 MP Active  Normal
S0_carync dp-carync-2 MP Active Marmal
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Procedure 12: Inhibit SOAM Servers
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Step Procedure

Result

8 Active NOAMP VIP:

[]

1) Click on the
“Inhibit Replication”
dialogue button in the
bottom left of the right
panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

ot

Inhibit Replication

U

1

Message from webpage

9
2)

Inhibit replication to serverlist dp-carync-1,dp-carync-2,
OFe you sured

£3

l

Ik

l [ Cancel

2

NOTE: As a result of inhibiting Replication to the server, Minor Alarm (Event ID 31113):
“Replication Manually Disabled” will alarm until Replication is once again allowed.

Active NOAMP VIP:

From the “Network
Element” filter pull-
down, select the
name for the SOAM
NE.

Main Menu: Status & Manage -> Database |

Filter -

Error - Info -

Filter

Metwork Element:

S0_Carync (W

Reset |

Display Filter: |

- Al -

dr_dallastx
sds mrsvnc _ METWORK
SN 50 _Carync 4 DAMEP
METWORK
sds_mrsvnc sds-mrevnc-h OAMER
S0_Carne S0-Carync-a SYETEM O,
10. Active NOAMP VIP: ’
I:' Click on the “GO” =
dialogue button Metwark Element: | S0_carync E Display Filter: | - Mone - A E{\L

located on the right
end of the filter bar.

P
P
P
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Step Procedure Result
Active NOAMP VIP: Repl
11. Hetwork Element Server Role HA Ri hday Status
D Verify that all MP —
servers now show SO_canync so-cannc-a SYSTEM OAM  Active 5' AB4UTC
“Inhibited” under the -
“Repl Status™ 50_cannc so-canync-b SYSTEM OAM  Stanc 22
column. _cary -carync- £.484 UTC
L 2=
S0_cannc dp-carynec-1 P Active 6484 UTC
Lo2-21
S0_canync dp-carync-2 P Active 5454 UTC
Active NOAMP VIP: Network Element Server Role HARole Status DB Leve DB Birthday REL
12. Status
I:' Holding the Ctrl key s0_carync S0-canncy SYSTEM OAM Active  Normal 3161241 jg-zu_-sa =
to select multiple T
rows, select the s0_canne S0-caryne-b SYSTEM OAM  Standby Normal 3161241 guw-udzu-? —_—
servers which display —
“SgSTEM gAIM” S0_carync dp-carync-1 MP Active Minar Unknown fgg%%_ﬂ:l uTe Inhibited
under the “Role”
column. s0_carync dp-carync-2 MP Active Minor Unknown fg%gﬁ’i& uTC Inhibited
Active NOAMP VIP:
13.
D 1) Click on the it Inhibit Replication 1
I

“Inhibit Replication”
dialogue button in the
bottom left of the right
panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

)

Message from webpage

9
)

Are you sures

]

Inhikit replication ko serverlist so-carync-a, so-carync-b,

| o

l [ Cancel

NOTE: As a result of inhibiting Replication to the server, Minor Alarm (Event ID 31113):
“Replication Manually Disabled” will alarm until Replication is once again allowed.
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Procedure 12: Inhibit SOAM Servers

Step Procedure Result

Active NOAMP VIP: ]
14. Main Menu: Status & Manage -> Database |

I:' From the “Network

Element” filter pull- Fiter - Errar =

down, select the Fitter
name for the SOAM
NE. —
Metwork Element. |so_carync v Reset | Display Filter: |-
- Al -
dr_dallastx
sds_mrsvnc ) METWORK
sds_mrsvne =0 Carync c-a OAMAP
HETWORK
sds_mrsvne sds-mrsvnc-h OAMEP
sO_cannc S0-caryne-a SYSTEM O,

Active NOAMP VIP:

[ ]| clickon the “co” =
dialogue button Network Element | So_carync v | Reset || \pigpiay Fiter: | - None - GD[

located on the right
end of the filter bar.

Active NOAMP VIP:
16. Network Element Server Role HA Roli ‘hday Repl
|:| Verify all servers in
this Network Element SO_carync SO-cannc-a SYSTEM QAN Active _2'21
now show 36484 UTC
“Inh'b'ted u’r’lder the S0_Canync so-carync-b SYSTEM OAM  Standhb _"2'21
Repl Status i6.484 UTC
column. B
Sa_Canync dp-carync-1 MP Active - ibi
_cary p-caryl v 36 484 UTC Inhibited
: 2-21 g
so_carync dp-carync-2 MP Active
—ean preany 36.484 UTC hibited)

-

THIS PROCEDURE HAS BEEN COMPLETED
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7.2.2 Upgrade SOAM NE
Procedure 13: Upgrade SOAM NE

Tekelec HLR Router, T1200 Upgrade Guide

Step

Procedure

Result

]Ij

Using the VIP
address, access the
Primary NOAMP
GUIL.

e Access the Primary NOAMP GUI as specified in Appendix A.

I:I!\’

Active NOAMP VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

B £ Main Menu
L
II i Configuration
H i Alarms & Events
Il 8 Security Log
B & Status & Manage

[l Network Elements

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK DAM&P)

Main Menu: Status & Manage -> Database

| Fiter ~| Info =]

Network Element Server Role

NOAMP_NE pcan00s32-no-a NETWORK OAM&P
NOAMP_NE Pcan00632-na-b NETWORK QAM&P
SOAM_NE pcan00e32-so-a SYSTEM OAM
SOAM_NE Pcan00632-50-b SYSTEM OAM
SOAM_NE Pcan00e30-mp-1 MP

SOAM_NE pcan00s30-mp-2 MP

Record the name of
the SOAM NE in the
space provided to the
right.

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the name of the SOAM Network Element in the space provided below:

SOAM Network Element:

Active NOAMP VIP:

From the “Network
Element” filter pull-
down, select the
name for the SOAM
NE.

Main Menu: Status & Manage -> Database |

Filter =

Errar - Infa -

Filter

MHetwork Element:

S0_Carync (¥

Reset |

Display Filter: |—

sds_mrsvne

sds_mrsvnc

SO_carync

- Al -

dr_dallastx
sds mrsvnc

SO_carync

sds-mrswn

c-h

SO-camnc-a

METWORK
OAMER

HNETWORK
OAMER

SYSTEM O,

Active NOAMP VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

N

P
P
-

Metwork Element:

S0_carync ¥ ﬁ

Display Filter: | - Mone B

E!\L

-
P
P
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Procedure 13: Upgrade SOAM NE

Step Procedure Result
Active NOAMP VIP: DB
6. Metwork Element Server Role HA Role Status Level |
I:' The user should be !
p;esented with the “Zt S0_CArne SYSTEM 08 i Minar  Unknown
of servers associate
with the SOAM NE.
SO_camnnc so-caryhc-b SYSTEM OAM Standhy  Minor known
Identify each
aiig‘é?;;gﬂfjl{fie” S0_cannc dp-canmnc-1 WP Active  Mormal  dhknown
and “HA Role”. 1
S0_cannc dp-ca P LInknown
7 Using the list of e Identify the SOAM “Server” names and record them in the space provided below:
: servers associated
D with the SOAM NE
shownnthe 8bOVe | gtandby SOAM:
Record the Server Active SOAM:
names of the MPs
associated with the MP1: MPG6:
SOAM Network
Element. MP2: MP7:
MP3: MP8:
MPA4: MP9:
MP5: MP10:
8 Active NOAMP VIP:
Ij Prepare Upgrade for e Prepare Upgrade for the Standby SOAM Server (identified in Step 7 of this Procedure) as
the Standby SOAM specified in Appendix C.1 (Prepare Upgrade).
Server.
9 Active NOAMP VIP:
I:' Initiate Upgrade for e Initiate Upgrade for the Standby SOAM Server (identified in Step 7 of this Procedure) as
the Standby SOAM specified in Appendix C.2 (Initiate Upgrade).
Server.
10 Active NOAMP VIP:
- . e  Monitor Upgrade for the Standby SOAM Server (identified in Step 7 of this Procedure) as
|:| chgnggnLé%%rgdg;wl’ specified in Appendix C.3 (Monitor Upgrade).
Server.
11 Active NOAMP VIP:
- e Complete Upgrade for the Standby SOAM Server (identified in Step 7 of this Procedure)
I:' ]%?T;]Fg%t?agggb?de as specified in Appendix C.4 (Complete Upgrade).
SOAM Server.
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Procedure 13: Upgrade SOAM NE

Step Procedure Result
IT"WARNING I STEPS 8-11 MUST BE COMPLETED BEFORE CONTINUING ON TO STEP 12.
12. Active NOAMP VIP:

Prepare Upgrade for
the Active SOAM
Server.

Prepare Upgrade for the Active SOAM Server (identified in Step 7 of this Procedure) as
specified in Appendix C.1 (Prepare Upgrade).

13.

Active NOAMP VIP:

Initiate Upgrade for
the Active SOAM
Server.

Initiate Upgrade for the Active SOAM Server (identified in Step 7 of this Procedure) as
specified in Appendix C.2 (Initiate Upgrade).

Active NOAMP VIP:

Monitor Upgrade for
the Active SOAM
Server.

Monitor Upgrade for the Active SOAM Server (identified in Step 7 of this Procedure) as
specified in Appendix C.3 (Monitor Upgrade).

Active NOAMP VIP:

Complete Upgrade
for the Active SOAM
Server.

Complete Upgrade for the Active SOAM Server (identified in Step 7 of this Procedure) as
specified in Appendix C.4 (Complete Upgrade).

I'WARNING !  STEPS 12 - 15 MUST BE COMPLETED BEFORE CONTINUING ON TO STEP 17.
E NOTE: Steps 17 - 21 of this Procedure may be executed in parallel for MPs associated with
— " the SOAM NE being upgraded.

(Optional): Divert
traffic away from the
MP prior to upgrade.

NOTE: This activity,
if executed, is to be
performed only by the
customer.

If desired, the customer may now execute the optional procedure in Appendix E.1
(Diverting Signaling Traffic away from the MP).

Active NOAMP VIP:

Prepare Upgrade for
the MP1Server.

Prepare Upgrade for the MP1 Server (identified in Step 7 of this Procedure) as specified
in Appendix C.1 (Prepare Upgrade).

Active NOAMP VIP:

Initiate Upgrade for
the MP1 Server.

Initiate Upgrade for the MP1 Server (identified in Step 7 of this Procedure) as specified in
Appendix C.2 (Initiate Upgrade).
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Procedure 13: Upgrade SOAM NE

Step Procedure

Result

Active NOAMP VIP:
19.

I:' Monitor Upgrade for
the MP1 Server.

e  Monitor Upgrade for the MP1 Server (identified in Step 7 of this Procedure) as specified in
Appendix C.3 (Monitor Upgrade).

Active NOAMP VIP:

|:| Complete Upgrade
for the MP1 Server.

e Complete Upgrade for the MP1 Server (identified in Step 7 of this Procedure) as specified
in Appendix C.4 (Complete Upgrade).

1) Record the Server
names of the MPs
|:| associated with the
SOAM NE (identified
in Step 7 of this
Procedure).

2) Beginning with
MP2, repeat Steps
17 - 21 of this
Procedure for each
MP listed to the right.

3) “Check off” each
Check Box as Steps
17 - 21 are
completed for the MP
listed to its right.

Record the Server name of each MP to be upgraded in the space provided below:
“Check off” the associated Check Box as Steps 17 - 21 are completed for each MP.

X MP1: ] MPe6:
] mp2: O MP7:
O] MP3: O] mMP8:
O MP4: O MP9:
O] MP5: O MP10:

I WARNING !

STEPS 17-21 MUST BE COMPLETED FOR ALL MP SERVERS ASSOCIATED
WITH THE SOAM NE BEFORE CONTINUING ON TO STEP 22.

(Optional): Restore
traffic to the MP post

I:' upgrade.

NOTE: This activity,
if executed, is to be
performed only by the
customer.

IMPORTANT: Execute this step only if Step 16(Diverting Signaling Traffic away from the MP)
of this procedure was executed.

e  The customer may now execute the optional procedure in Appendix E.2 (Restoring
Signaling Traffic to the MP).

THIS PROCEDURE HAS BEEN COMPLETED
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7.2.3 Allow SOAM Servers
Procedure 14: Allow SOAM Servers

Step Procedure

Result

Using the VIP
address, access the
Primary NOAMP
GUI.

]Ij

e Access the Primary NOAMP GUI as specified in Appendix A.

Active NOAMP VIP:

I:I!\’

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

EAGLE XG HLR Router

:r:\'*\i Te ke I €C 5105103160
pe e e

Connected using VIP to NO-A (ACTIVE NETWORK OAM&P)

Main Menu
g1 @ Administration
g1 i Configuration

Main Menu: Status & Manage -> Database

I:l E Alarms & Events | Filter ~ | | o~ |

: Network Element Server Role
ETS3_NO_NE NO-A NETWORK OA
ETS3_NO_NE NO-B NETWORK OA
ETS3_SO_NE S0A SYSTEM OAM
ETS3_SO_NE S0B SYSTEM OAM
ETS3_SO_NE MP-1 MP
ETS3_SO_NE P2 MP

Record the name of
3. the SOAM NE which
was upgraded in
Procedure 13.

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the name of the SOAM NE in the space provided below:

SOAM Network Element:

Active NOAMP VIP:

From the “Network
Element” filter pull-
down, select the
name for the SOAM
NE.

EAGLE XG HLR Router

:r:\'\i Te ke I eC 3.1.0-3.1.0_31.6.0
i

Connected using VIP to NO-A (ACTIVE NETWORK OAM&P)

= 5 Main Menu i
B B Administration Main Menu: Status & Manage -> Database
I! B Configuration ) |—|
I! B Alarms & Events T e~
H ity Log Filter
: Metwork Element: I - All- : Reset ” ‘Display Filter: I - Mone -
e -All-
ETS3_SO_NE ETS3_NO_NE SYSTEM OAM
ETS3 S0O_NE
ETS3_50_NE SYSTEM OAM
' HA ETS3_S0_NE MP-1 P
‘ ETS3_S0_NE MP-2 MP

Active NOAMP VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

~
~

Network Element: | 50_carync v | Reset

Display Filter: | - Mone B

Go

~
~
~
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Procedure 14: Allow SOAM Servers

Step Procedure Result
Active NOAMP VIP: DB
6. Hetwork Element Server Role HA Role Status Level |
I:' The user should be 1
presented with the list S0_rarnhc SO-carnc-a SYSTEM OAM Active tMinar Linknown |
of servers associated _
with the SOAM NE. S0_CANNG S0-carync-h SYSTEM 0AM Standby Minor  Unknown |
S0_carne dp-carnc-1 MP Artive mlarmal  Lnknown
S0_caryne dp-carync-2 MP Active tdinor Lnknown
7 Active NOAMP VIP: Network Element Server Role HARole Status DBLeve DB Birthday ';fapt'us
|:| Holding the Ctrl key, S0_Carnync s0-canync-a Active  Minor  Unknown ﬁg:l20_:l155__4é4 e
select the servers _ T
that display sS0_canync so-carync-b SYSTEM OAM  Standby  Minor Unknown 15:20'56 484 UTC
“SYSTEM OAM” ; " 2012-02-21 o
under the “R0|e” s0_canync dp-carync-1 MP Active Minaor Unknown 18:20'56 484 UTC Inhibited
column. S0_cannc dp-carync-2 MP Active Minor Unknown 321220_%26_?1;4 uTe Inhibited
8 Active NOAMP VIP:
|:| 1) Click on the port...  Allow Replication
I

“Allow Replication”
dialogue button in the
bottom left of the right
panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

U

Message from webpage

2

Allow replication ko serverlist so-carync-a, so-carync-b,
Are you sure?

[ (a4 ] [ Cancel

NOTE: As a result of Allowing Replication to the server, Minor Alarm (Event ID 31113):
“Replication Manually Disabled” should clear momentarily.

Active NOAMP VIP:

From the “Network
Element” filter pull-
down, select the
name for the SOAM
NE.

EAGLE XG HLR Router
3.1.0-3.1.0_31.6.0

75 Tekelec

Connected using VIP to NO-A (ACTIVE NETWORK DAM&P)

= & Main Menu
B B8 Administration Main Menu: Status & Manage -> Database
; Configuration
H - B Filter - Info
Filter
Metwork Element: | - All - E| Reset || |Disp|ay Filter: | - Mone -
— -AN- I
ETS3_S0_NE ETS3_NO_NE SYSTEM OAM
ETS3 _S0_NE
ETS3_S0_NE SYSTEM OAM
. HA ETS3_S0_NE MP-1 MP
. ETS3_S0O_NE MP-2 MP
_
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Step Procedure Result
Active NOAMP VIP:
10.
I:' Click on the “GO” —
dialogue button Network Element: | S0_carync v | Reset || Injepiay Fijter: | - None - GD[
located on the right
end of the filter bar.
Active NOAMP VIP: Repl
11. Network Element Server Role HA day
. Status
|:| Verify that the
servers which display ~ _ 21
“SYSTEM OAM” S0_carync SO-carync SYSTEM OAM  Act 3484 UTE
under the “Role” 21
column now show S0_carync so-carync-b SYSTEM OAM  Ste 25 o, =
blank under the =
“Repl Status” =21 _
column. S0_Ccarync dp-carync-1 MF Act 5424 UTC Inhibited
S0_Ccanne dp-carync-2 MP Ag 721 Inhibited
—cary p-cary 3.484 UTC
12 Active NOAMP VIP:
. ) Hetwork Element Server Role HA Role Status DB Level DB Birthday Rep
D Holding the Ctrl key, Status
select the servers S0_cannc so-cannc-a SYSTEM OAM  Active Normal 3161241 201202-21
Wh|Ch dISplay “MP” - 18:20:56.484 UTC
« ” 2012-02-21
under the “Role so_canne so-cannc-b SYSTEMOAM Standby Normal 3161241 20720241
column.
so_cannc <:::::nu—‘l MP Active T ﬁfg?ﬂgﬁi‘édﬂ'm Inhibited
50_cannc ne-o MP Active Winos own 33:1220_:?5?3_.?418 QAT Inhibited
Active NOAMP VIP:
13.
I:I 1) Click on the port. . Allow Replication
I

“Allow Replication”

dialogue button in the
bottom left of the right
panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

U

Message from webpage

P
"‘1_‘ ‘r”‘

Allowy replication to serverlist dp-carync-1, dp-carync-2.

Are ol sure?

[ ok

l [ Cancel

3

NOTE: As a result of Allowing Replication to the server, Minor Alarm (Event ID 31113):
“Replication Manually Disabled” should clear momentarily.
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Step

Procedure

Result

14.

[]

Active NOAMP VIP:

From the “Network
Element” filter pull-
down, select the
name for the SOAM
NE.

73 Tekelec

EAGLE XG HLR Router
3.1.0-3.1.0_31.6.0

Connected using VIP to NO-A (ACTIVE NETWORK OAM&P)

= 5 Main Menu
g1 @ Administration

Main Menu: Status & Manage -> Database

Filter « Infa -

Filter

Metwork Element: | - All - |Z| Reset || |Disp|ayFiIter: - None -
YT
ETS3_SO_NE ETS3_NO_NE SYSTEM OAM
ETS3_50_NE SYSTEM OAM
. HA ETS3_S0O_NE MP-1 MP
i . ETS3_SO_NE MP-2 MP
15. Active NOAMP VIP:
Click on the “GO” —
|:| dialogue button Network Element: | S0_carync v | Reset || Injepiay Fijter: | - None - GD[
located on the right
end of the filter bar.
Active NOAMP VIP: ’\
16. Hetwork Element Server Role Hy Eem
|:| Verify that all servers
in this Network 1
Element now show S0_cannc so-cannc-a SYSTEM OAM A 34 UTC
blank under the
“Repl Status” S0_cannc sg-canync-b SYSTEM OAM S !
column. 34 UTC
1
S0O_cannc dp-carync-1 MP A
—ca preany ’ 34 UTC
1
So_carync dp-carync-2 MP A
—=an prealy YaauTC
THIS PROCEDURE HAS BEEN COMPLETED
7.3 Perform Health Check (Post SOAM Upgrade)
This procedure is part of Software Upgrade Preparation and is used to determine the health and
] status of the HLR Router network and servers.
e Execute HLR Router Health Check procedures as specified in Appendix B.
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8. UPGRADE ACCEPTANCE

The upgrade needs either to be accepted or rejected before any subsequent upgrades may be performed in the

future.

The Alarm 32532 (Server Upgrade Pending Accept/Reject) will be displayed for each server until one of these two
actions (accept or reject) is performed.

An upgrade should be accepted only after it was determined to be successful as the accept is final. This frees up file
storage but prevents a backout from the previous upgrade.

I WARNING !!

If performing a major upgrade from HLRR 3.0 to 4.0 release, then executing “Accept”
will cause a reboot of the server. Users are cautioned to not select multiple servers
before selecting “Accept” button due to multiple servers rebooting as a result.

Incremental upgrades between HLRR 4.0 releases do not cause a reboot upon
upgrade acceptance.

8.1 Turn off COMCOL compatibility mode (major upgrade 3.0 to 4.0 only)

Database replication between Comcol version 5.14 database (in HLRR 3.0) and version 6.2 database (in HLRR 4.0)
requires a mediation service. Therefore, during the major upgrade servers are placed into a compatibility mode and run
this mediation service. The performance and functionality of data replication is degraded while compatibility mode is
engaged, so it is recommended that the mode be turned off on all servers once the full system has successfully

completed the major upgrade.

This procedure is used to turn off COMCOL compatibility mode on all servers in the topology after a major upgrade from
3.1t0 4.0, and should be executed on the active NOAMP server only.

NOTE:

Once the COMCOL compatibility is turned off, HLRR system will not be allowed
to backout to previous release from which the upgrade was done.

Procedure 15: Turn off COMCOL compatibility mode (major upgrade 3.0 to 4.0 only)

Step Procedure Result
Active NOAMP Use your SSH client to connect to the server (ex. ssh, putty):
VIP (SSH): Note: You must consult your own software client's documentation to learn how to launch a

lei|

SSH to active
NOAMP server

connection. For example:

ssh <server address>

Active NOAMP
VIP (SSH):

Login as root
user.

Login as “root™:

login as: root
Password: <enter password>

Active NOAMP
VIP (SSH):

Turn off
compatibility
mode

Execute the setccupgradecomplete script to turn off compatibility mode:

# /usr/TKLC/appworks/bin/setccupgradecomplete
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Procedure 15: Turn off COMCOL compatibility mode (major upgrade 3.0 to 4.0 only)

Step Procedure Result
4 Active NOAMP e Query the CCUpgCompStatus database table with the command:
’ VIP (SSH): # igt CCUpgCompStatus.1
I:' ) e The output of this query lists each server in the system with an indication of completion in
Verify tha.t. the “Result” field. (Y for complete, No for incomplete). If the Result field is Y’ then the
compatibility

mode has been
disabled on all
servers in
HLRR system

"Timestamp” field will indicate the time when compatibility mode was disabled.

e A few seconds after executing the setccupgradecomplete command the query above
should indicate ‘Y” as the Result for each server in the HLRR system.

Example:
# iqt CCUpgCompStatus.1
part srcNode Hostname Timestamp Result Request_ID
1 tks5031301 tks5031301 03/25/2014 13:33:12 Y 0
1 tks5031302 tks5031302 03/25/2014 13:33:12 Y 0
1 tks5031307 tks5031307 03/25/2014 13:33:12 Y 0
1 tks5031308 tks5031308 ©3/25/2014 13:33:12 Y 0

THIS PROCEDURE HAS BEEN COMPLETED

8.2 Accept Upgrade

NOTE:

Once the upgrade is accepted for a server, that server will not be allowed to
backout to previous release from which the upgrade was done

The following procedure details how to accept a successful upgrade of HLR Router system

Procedure 16: Accept Upgrade

Step Procedure Result
1 Using the VIP
Ij ::r’irig(r:;ss the e Access the Primary NOAMP GUI as specified in Appendix A.
NOAMP GUL.
5 Active p
: NOAMP VIP: = Te kelec EAGLE XG HLR Router
|:| f L@ 4.0.0-40.7.1
Select. .. e 0 R R PR e
Connected using VIP to pe8000738-no-a [ACTIVE NETWORK DAMER)
Main Menu = .
s 8 Main Menu N — N
Administration B & Administration Main Menu: Administration -> Software Managemen!
- Software — AT
Management i General Optian Tasks  ~
> Upgrade o il ess Control _
B & Software Management Server Status Server Hole Function L
...as shown on B Licenses CHRM Max HA Network Element :
the right. 3 - Hostname Role
. e ons Max
. | _15':' Deployment Allowed Application Version L
[ R.iporadsl HA Role
; Network DAMEP  DAMEP
B Configuration poI000TIE-n0-a Active MOAMP_NE
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Procedure 16: Accept Upgrade

Step Procedure Result
3 Active Accept upgrade of selected server(s)
: NOAMP VIP e Select the server on which upgrade is to be accepted.
I:' (GUI): e Click the “Accept” button
Accept h - p— - IJ
upgrade for ain Menu: Administration -> Software Management -> Upgra
selected
server(s) Filter =| Tasks =~
Server Status Server Role Function Uparade State
OAM Max "
Hostname HA Role Network Element Start Time
Max Allowed N i
HA Role Application Version Uparade |50
-_ Metwork OAM&P  OAM&P  Not Ready
pca000738-no-a Active .NDAMF‘ ME
Active 4.0.0-407 1
Marm Metwaork OAMEP OAMEP Mot Ready
pca000736-no-b Standby MOAMP_ME
Active 4004071
Elrrma Cuentmmn TUARA MARd klmt Dmomrdhe
CHFD
IS0 Cleanup ][ Prepare [ Accept ][ Report ]

e A confirmation dialog will warn that once upgrade is accepted, the servers will not
be able to revert back to their previous image states.

Message from webpage

— —

WARNING Selecting QK will result in the selected server being set to
| ACCEPT for its upgrade mode. Once accepted, the server will MOT be
able to revert back to its previous image state,

Accept the upgrade for the following server?

pc000738-no-a (169.254.2.2)

oK ] ’ Cancel

e Click “OK”
The Upgrade Administration screen re-displays.
A pulldown Info message will indicate the server(s) on which upgrade was
accepted.
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Procedure 16: Accept Upgrade

Step Procedure Result
4 Active Accept Upgrade on all remaining servers in the HLRR system:
: NOAMP VIP:
I:' ¢ Repeat all sub-steps of step 3 of this procedure on remaining serevrs until the
Accept upgrade of all servers in the HLRR system has been accepted.
upgrade of
the rest of Note: As upgrade is accepted on each server the corresponding Alarm ID 32532
the HLRR (Server Upgrade Pending Accept/Reject) should be removed.
system
5 Active Check that alarms are removed:
: NOAMP VIP: , . _ ,
I:' ¢ Navigate to this GUI page Alarms & Events > View Active
Verify accept

EAGLE XG HLR Router
4.0.0-40.7.1

75 Tekelec

Connected using VIP to pc2000738-no-a (ACTIVE NETWORK OAMEP)

B £ Main Menu _
B W Administration Main Menu: Alarms & Events -> View
. i Configuration -
Filter =| Tasks =~
2 & woms & v | Fitter ~/
EventID Timestamp g
Seq#
Alarm Text A
14101 20131113 17:02:40.685 EST
1582 _ C
8 Status & Manage Mo Remote Connections ]
BB Measurements
B s EAGLE X
. @ EAGLE XG HLR Ro
S P
o Verify that Alarm ID 32532 (Server Upgrade Pending Accept/Reject) is not
displayed under active alarms on HLRR system
6 Active Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAM&P)
' NOAMP VIP: 8, Main Menu
I:' Y e —. Main Menu: Administration -> Software Management ->
Select... :
Main Menu
> Server Status Server Role Function Upagra
Administration OAM Max
- Software Hostname HA Role Lol =
Management 1
- Upgrade ”:’;2:; Application Version Upgra
_as shown on Norm Metwork OAMEP  OAM&P
the right. pco000738-no-a Standby _________ NOAMP_NE
Active 4.0.0-4010.0
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Procedure 16: Accept Upgrade

Step Procedure Result
7 Active e Select the active Primary NOAMP server
: NOAMP VIP: - - - =
D Main Menu: Administration -> Software Management -> Upgra:
Create backup
for Active Filter ~| Tasks ~
or Act
NOAMP server Server Status Server Role Function Upgrade State
OAM Max .
T HA Role HNetwork Element Start Time
Max Allowed N .
HA Role Application Version Upgrade 150
Morm Metwaork OAMERP DAMER
pca000738-no-a Standby MOAMP_MNE
Active 4.0.0-4010.0
e Click on “Backup” button
A T
= == - -
Backup Report
o When backup completes, server's Upgrade State should change to “Not Ready”
8 Active Create backups on all remaining servers in the HLRR system:
: NOAMP VIP:
I:' e Repeat all sub-steps of step 7 of this procedure on remaining serevrs in HLRR
Create system
backups on
the rest of
the HLRR
system
THIS PROCEDURE HAS BEEN COMPLETED
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9. RECOVERY PROCEDURES

Upgrade procedure recovery issues should be directed to the Oracle’s Tekelec Customer Care
Center. Persons performing the upgrade should be familiar with these documents.

Execute this section only if there is a problem and it is desired to revert back to the pre-upgrade

version of the software.

Do not attempt to perform these backout procedures without first

I WARNING !! contacting the Oracle’s Tekelec Customer Care Center at 1-888-FOR-TKLC
or 1-888-367-8552; or for international callers 1-919-460-2150.
I WARNING !! Backout procedures will cause traffic loss!
These recovery procedures are provided for the Backout of an Upgrade
ONLY! (i.e. for the Backout from a failed target release to the previously
= NOTES: installed release).

Backout of an initial installation is not supported!

9.1 Backout Setup

Identify IP addresses of all servers that needed to be backed out.

PwbdPE

Select Administration - Upgrade (-or- Administration - Software Management > Upgrade)
Based on the “Application Version” Column, Identify all the hostnames that need to be backed out.
Select Configuration = Servers

Identify the IMI IP addresses of all the hostnames identified in step 2.

These are required to access the server when performing the backout.

The reason to execute a backout has a direct impact on any additional backout preparation that must be
done. Backout procedure will cause traffic loss. Since all possible reasons cannot be predicted ahead of
time, contact the Oracle’s Tekelec Customer Care Center as stated in the Warning box above.

NOTE: Verify that the two backup archive files created using the procedure in Section 6.2.4 are
present on every server that is to be backed-out.

These archive files are located in the /var/TKLC/db/filemgmt directory and have different flenames than

other database backup files.

The filenames will have the format:
e Backup.<application>.<server>.FullDBParts.<role>.<date_time>.UPG. tar.bz2
e Backup. <application>.<server>.FullRunEnv.<role>.<date_time>.UPG.tar.bz2
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Procedure 17: Backout of SOAM / MP
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Step Procedure

Result

Using the VIP
address, access the
Primary NOAMP
GUI.

lei|

e Access the Primary NOAMP GUI as specified in Appendix A.

Active NOAMP VIP:

D!\J

Select...

Main Menu

- Status & Manage
- Network

Elements

...as shown on the
right.

3 Tekelec

B Administration
B Configuration

[ ]
& Status & Manage
-
[Bj Server
I He

EAGLE XG HLR
4.0.0-40.8.0

m

Main Menu: Status & Manage -> Network Eleme

Warning ~

Network Element Hame
NOAMP_MNE
SOAM_1_NE
SOAM_2_ME
NOAMP_DR_ME

9020

Tue Dec

Customer Router Mon
Disabled
Disabled
Disabled
Disabled

Record the name of
3. the SOAM Network
Element to be
downgraded (backed
out)

e Record the name of the SOAM Network Element which will be “backed out”

SOAM Network Element:

Active NOAMP VIP:

Select...

Main Menu
- Status & Manage
- Server

...as shown on the
right.

73 Tekelec

B £ Main Menu

iE Administration
i Configuration
M Alarms & Events
i Security Log

B &
. i [l Network Element:

Status & Manage

m

EAGLE XG HLR Router
4.0.0-40.8.0

Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAME&P)

Network Element

NOAMP_NE
NOAMP_NE
SOAM_NE
SOAM_NE
SOAM_NE
SOAM_NE

Main Menu: Status & Manage -> Server

(R

Server Hostname

pc9000738-no-a
pco0007 36-no-b
pca000734-50-a
pca000732-50-b
pca000730-mp-1
pca000728-mp-2
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Procedure 17: Backout of SOAM / MP

Step Procedure Result
5 Active NOAMP VIP: Filter
|:| 1) From the Status & Scope: _ -
Manage - Server SOAM_NE s
filter pull-down, select
the name for the Display Filter: _ _ -
SOAM NE. R
2) Click on the “GO” G
dialogue button
located on the right
end of the filter bar
6. Active NOAMP VIP: | Main Menu: Status & Manage -> Server (Filtered)
I:' The user should be -
presented with the list
of servers associated Reportin
with the SOAMP NE. Network Element  Server Hostname Appl State  Alm DB Staﬁs 9
Identify each “Server SOANM_MNE pc9000734-s0-a  Enabled  Morm  Morm Morm
Hostname” and its SOAM_NE pcO000732-s0-b  Enabled  Norm Norm Morm
associated
“Reporting Status” S0AM_NE pc9000730-mp-1  Enabled  MNorm  MNorm Morm
and “Appl State”. SOAM_NE pco000728-mp-2 Enabled  MNerm MNaerm Norm
7 Using the list of e Identify the SOAM “Server” names and record them in the space provided below:
: servers associated
D with the SOAM NE
shown in the above Standby SOAM:
Step...
Active SOAM:
Record the Server
names of the MPs MP1: MP6:
associated with the
SOAM NE. MP2: MP7:
MP3: MP8:
MP4: MP9:
MP5: MP10:
8 Active NOAMP VIP:
|:| Using the list of
servers recorded in e Inhibit all servers associated with the SOAM NE as specified in Procedure 12
the previous step, (Inhibit SOAM Servers).
inhibit all servers
associated with the
SOAM NE.
I
= NOTE: Steps 9 - 11 of this Procedure may be executed in parallel for MPs associated with the

SOAM site being “backed Out.
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Procedure 17: Backout of SOAM / MP

Step

Procedure

Result

9.

[]

(Optional): Divert
traffic away from the
MP prior to upgrade.

e |f desired, the customer may now execute the optional procedure in Appendix E.1
(Diverting Signaling Traffic away from the MP).

NOTE: This activity, if executed, is to be performed only by the customer.

Active NOAMP VIP:

Referencing the list of
servers recorded in
Step 7 of this
Procedure, execute
Appendix D for the
MP1 Server.

e Backout the target release for the MP1 Server as specified in Appendix D (Backout of a
Single Server).

1) Record the Server
names of the MPs
associated with the
SOAM NE (identified
in Step 7 of this
Procedure).

2) Beginning with
MP2, execute
Appendix D for each
MP Server
associated with
SOAM NE

3) “Check off” each
Check Box as
Appendix D is
completed for the MP
Server listed to its
right.

Record the Server name of each MP to be “Backed Out” in the space provided below:
“Check off” the associated Check Box as Appendix D is completed for each MP.

X MP1: ] MPS6:
] mP2: O MPT:
] MP3: ] MPS:
[] MP4: ] MP9:
] MP5: ] MP10:

(Optional): Restore
traffic to the MPs post
backout.

NOTE: This activity,
if executed, is to be
performed only by the
customer.

IMPORTANT: Execute this step only if Appendix E.1 (Diverting Signaling Traffic away from
the MP) of this procedure was executed in Step 9 of this Procedure).

e  The customer may now execute the optional procedure in Appendix E.2 (Restoring
Signaling Traffic to the MP).

Active NOAMP VIP:

Execute Appendix D
for the Standby
SOAM Server.

e Backout the target release for the Standby SOAM Server as specified in Appendix D
(Backout of a Single Server).

Active NOAMP VIP:

Execute Appendix D
for the Active SOAM
Server.

e Backout the target release for the Active SOAM Server as specified in Appendix D
(Backout of a Single Server).
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Step

Procedure

Result

15.

[]

Active NOAMP VIP:

Allow all servers
associated with the
SOAM NE.

Using the list of servers recorded in step 7, Allow all servers associated with the SOAM

NE as specified in Procedure 14 (Allow SOAM Servers).

[]

Active NOAMP VIP:

Execute Health
Check at this time
only if no other
servers require back
Out. Otherwise,
proceed with the next
Backout.

Execute Health Check procedures (Post Backout) as specified in Appendix B, if Backout

procedures have been completed for all required servers.

THIS PROCEDURE HAS BEEN COMPLETED

9.3 Backout of DR NOAMP NE

Procedure 18: Backout of DR NOAMP NE

Procedure

Result

D
=

Using the VIP
address, access the
Primary NOAMP
GUI.

e Access the Primary NOAMP GUI as specified in Appendix A.

D!\J

Active NOAMP VIP:

Disable Global
Provisioning.

e Execute procedure 4 “Disable Global Provisioning”.

Dw

Active NOAMP VIP:

Select...

Main Menu

- Status & Manage
- Network

Elements

...as shown on the

7“3 Tekelec &

AGLE XG HLR
0.0-40.8.0

@ @

Connected using VIP to pc9040833-no-a (ACTIVE NETWORK OAM&P) - Global Provisioning digstedie gu

B £ Main Menu

i Admi
B Configuration
i Alarms & Events

Main Menu: Status & Manage -> Network Elements

Warning ~

Tue Dac 10 193

right. E i Network Element Name Customer Router Monitoring
B & Status & Manage = NOAMP_ME Disabled
BB ietwork Elements) SOAM_1_NE Disabled
SOAM_2_NE Disabled
MOAMP_DR_MNE Disabled
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Procedure 18: Backout of DR NOAMP NE

Step Procedure Result

4 Record the name of e Record the name of the DR NOAMP NE which will be “Backed out”.
: the DR NOAMP NE

|:| to be downgraded

(backed out) in the
space provided to the
right.

DR NOAMP NE:

Active NOAMP VIP:

v
I:' Select... 'r":;ﬁ Tekelec E?E-LTIJEB};G HLR Router .w I

Main Menu

_— Connected using VIP to pc2000736-no-b (ACTIVE NETWORK OAM&P

-> Status & Manage ] 9 P ( )
> Server -] g;; Main Menu

@ Administration Main Menu: Status & Manage -> Server

...as shown on the @ Configuration .
right. :

i Security Log

. Network Element Server Hostname
= & Status & Manage
. i [l Network Elements MOAMP_NE pcl000738-no-a
o server: NOAMP_NE pcan00736-no-b
E SOAM_ME pca000734-s0-a
SOAM_NE pc9000732-s0-b
SOAM_MNE pc000730-mp-1
..... SOAM_NE pc9000728-mp-2

Active NOAMP VIP: -
6. Filter

I:' 1) From the Status &

Manage > Server L S AMP NE - Reset

filter pull-down, select

the name for the DR

NOAMP NE. Display Filter: . _ -

2) Click on the “GO”
dialogue button Go
located on the right

end of the filter bar

Active NOAMP VIP: .
7. ctive Main Menu: Status & Manage -> Server (Filtered)

|:| The user should be
presented with the list
of servers associated

with the DR NOAMP

NE. Network Element  Server Hostname Appl State Alm DB Efaﬁ':'"g
Identify each “Se_rver NOAMP_NE pco000738-n0-a  Enabled Normm T pom—
Hostname” and its

associated MOAMP_MNE pca000736-no-b  Enabled  [JEI Morm Norm

“Reporting Status”
and “Appl State”.
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Procedure 18: Backout of DR NOAMP NE

Step

Procedure

Result

8.

[]

Using the list of
servers associated
with the DR NOAMP
NE shown in the
above Step, record
the Server names
associated with the
DR NOAMP NE.

Standby DR NOAMP:
Active DR NOAMP:

Identify the DR NOAMP “Server” names and record them in the space provided below:

DR Query Server:

Active NOAMP VIP:

Using the list of
servers recorded in
previous steps,
inhibit all servers
associated with the
DR NOAMP NE

Inhibit all servers associated with the DR NOAMP NE as specified in Procedure 4(Inhibit
DR NOAMP Servers).

10.

Active NOAMP VIP:

Execute Appendix D
for the Standby - DR
NOAMP Server

Backout the target release for the Standby DR NOAMP Server as specified in Appendix
D (Backout of a Single Server).

11.

Active NOAMP VIP:

Execute Appendix D
for the DR Query
Server..

Backout the target release for the DR Query Server as specified in Appendix D (Backout
of a Single Server).

Active NOAMP VIP:

Execute Appendix D
for the Active - DR
NOAMP Server.

Backout the target release for the Active DR NOAMP Server as specified in Appendix D
(Backout of a Single Server).

Active NOAMP VIP:

Using the list of
servers recorded in
previous steps, Allow
all servers associated
with the DR NOAMP
NE/ Primary NOAMP
NE.

Allow all servers associated with the DR NOAMP NE as specified in Procedure 9 (Allow
DR NOAMP Servers).

Active NOAMP VIP:

Execute Health
Check at this time
only if no other
servers require back
Out. Otherwise,
proceed with the next
Backout

Execute Health Check procedures (Post Backout) as specified in Appendix B, if Backout
procedures have been completed for all required servers.

THIS PROCEDURE HAS BEEN COMPLETED
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9.4 Backout of Primary NOAMP NE

Procedure 19: Backout of Primary NOAMP NE

Step

Procedure

Result

lei|

Using the VIP
address, access the
Primary NOAMP
GUI.

e Access the Primary NOAMP GUI as specified in Appendix A.

D!\J

Active NOAMP VIP:

Select...

Main Menu

- Status & Manage
- Network

Elements

...as shown on the
right.

AGLE XG HLR
0.0-40.8.0

7“5 Tekelec E @920

Connected using VIP to pc9040833-no-a (ACTIVE NETWORK OAM&P) - Global Provisioning d
8, Main Menu {
: i@ Administration
BB Configuration
B Alarms & Events
-

H & Status & Manage

Main Menu: Status & Manage -> Network |

T
Filter | Waring ~

Network Element Name Customer Rou

m

NOAMP_NE Disabled
- [ SOAM_1_NE Disabled
SOAM_2_NE Disabled

i lis NOAMP_DR_NE Disabled

: . Database
B

Record the name of
the DR NOAMP NE
to be downgraded
(Backed out) in the
space provided to the
right.

e Record the name of the Primary NOAMP NE which will be “Backed out”.

Primary NOAMP NE:

Active NOAMP VIP:

Select...

Main Menu
- Status & Manage
- Server

...as shown on the
right.

EAGLE XG HLR Router

[ Tekelec ESiEx QW -

i S
Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAM&P)
B £ Main Menu
3 B Administration
i Configuration
i Alarms & Events
B Security Log

Main Menu: Status & Manage -> Server

" Network Element Server Hostname
B & Status & Manage

. i [l Network Elements NOAMP_NE pca000738-no-a
| Server; NOAMP_NE pcA000736-no-b
E SOAM_NE pco0007 34-s0-a
""" SOAM_NE pco000732-s0-b
SOAM_NE pca000730-mp-1

SOAM_NE pca000728-mp-2
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Procedure 19: Backout of Primary NOAMP NE

Step Procedure

5 Active NOAMP VIP:

I:' 1) From the Status &
Manage/Server filter
pull-down, select the
name for the
Primary NOAMP
NE.

2) Click on the “GO”
dialogue button
located on the right
end of the filter bar

Result
Filter
Scope: NOAMP ME - Reset
Display Filter: ., _ -
Go

Active NOAMP VIP:

|:| The user should be

presented with the list
of servers associated
with the Primary
NOAMP NE.

Identify each “Server
Hostname” and its
associated
“Reporting Status”
and “Appl State”.

Main Menu: Status & Manage -> Server (Filtered)

Hetwork Element  Server Hostname Appl State  Alm DB Ezm;tmg
MNOAMP_NE pco000738-no-a  Enabled Morm Morm  Morm
NOAMP_NE pco000726-no-b  Enabled  [JIEL Morm MNorm

Using the list of
servers associated
|:| with the Primary

NOAMP NE shown in
the above Step...

Record the Server
names associated
with the Primary
NOAMP NE.

e Identify the Primary NOAMP “Server” names and record them in the space provided
below:

Standby Primary NOAMP:

Active Primary NOAMP:

Primary Query Server:

Active NOAMP VIP:

|:| Using the list of

servers recorded in
previous steps,
inhibit all servers
associated with the
Primary NOAMP
NE

e Inhibit all servers associated with the Primary NOAMP NE as specified in Procedure 4
(Inhibit DR NOAMP Servers).

Active NOAMP VIP:

|:| Execute Appendix D
for the Standby

Primary NOAMP
Server

e Backout the target release for the Standby Primary NOAMP Server as specified in
Appendix D (Backout of a Single Server).
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Procedure 19: Backout of Primary NOAMP NE

Step

Procedure

Result

10.

[]

Active NOAMP VIP:

Execute Appendix D
for the Primary
Query Server.

e Backout the target release for the Primary Query Server as specified in Appendix D
(Backout of a Single Server).

Active NOAMP VIP:

Execute Appendix D
for the Active
Primary NOAMP
Server.

e Backout the target release for the Active Primary NOAMP Server as specified in
Appendix D (Backout of a Single Server).

Active NOAMP VIP:

Using the list of
servers recorded in
previous steps, Allow
all servers associated
with the Primary
NOAMP NE

e Allow all servers associated with the Primary NOAMP NE as specified in Procedure 9
(Allow DR NOAMP Servers).

Active NOAMP VIP:

Execute Health
Check at this time
only if no other
servers require
backout.

e Execute Health Check procedures (Post Backout) as specified in Appendix B, if Backout
procedures have been completed for all required servers.

Restore the
provisioning
Database backup

e  Follow the restore provisioning Database procedures in [3].

Active NOAMP VIP:

Enable Global e  Execute procedure 12 to Enable Global Provisioning on NOAMP
Provisioning on
NOAMP
16 Using the VIP
" | address, accessthe | o  Access the SOAM GUI as specified in Appendix A.
D SOAM GUI.
17 Active SOAM VIP: e Execute procedure 12 to Enable Global Provisioning on SOAM (from Step 2)

Enable Global
Provisioning on
SOAM

NOTE: Execute this procedure on each SOAM network element recorded in Step 3 of
Procedure 17 (Backout of SOAM / MP)

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX A. ACCESSING THE OAM SERVER GUI (NOAMP / SOAM)

Appendix A: Accessing the OAM Server GUI (NOAMP / SOAM)

Step

Procedure

Result

lei|

Active OAM VIP:

1) Launch Internet
Explorer 7.x or
higher and connect
to the XMl Virtual IP
address (VIP)
assigned to Active
OAM site

2) If a Certificate
Error is received,
click on the link
which states...

“Continue to this
website (not
recommended).”

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or interce
server.

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

'E;i' Continue to this website (hot recommended).

= More information

Active OAM VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default
user and password.

ORACLE

Oracle System Login

Fri Dec 13 15:44:38 20132 EST

Log In
Enter your username and passward to log in

Session timed out at 3:44:37 pm.

Username:

Passwaord:

O
Change password

Wiglcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system reguires the use of Microsoft Internet Explorer 7.0,

8.0, or 8.0 with support for JavaScript and cookies.

Orecle and logo are registered senice marks of Orecle Corporation.
Copyrght & 2093 Cracle Cormporation Al Rights Resened.
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Appendix A: Accessing the OAM Server GUI (NOAMP / SOAM)

Step

Procedure

Result

3.

[]

Active OAM VIP:

1) The user should
be presented the
HLR Router Main
Menu as shown on
the right.

2) Verify that the
message shown
across the top of the
right panel indicates
that the browser is
using the “VIP”
connected to the
Active OAM server.

ORACLE EAGLE XG HLR Router
4.0.0-40.9.0

Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAMEP)

= £ Main Menu

i Administration Main Menu: [Main]

;

B Configuration

BB Alarms & Event:
B Security Log

B Status & Manage
B Measurements

| "BEAGLE XG Database;

& EAGLE ¥G HLR Router

o N WL WL WL WL WL N

B Configuration
i & Help
.- B Logout

NOTE: The message may show connection to either a “ACTIVE NETWORK OAM&P” or a
“SYSTEM OAM” depending on the selected NE.

THIS PROCEDURE HAS BEEN COMPLETED
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This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the HLR
Router network and servers.

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD ANY STEP IN THIS PROCEDURE FAIL, STOP AND CONTACT ORACLE’S TEKELEC TECHNICAL SERVICES FOR
ASSISTANCE BEFORE CONTINUING!

Appendix B: Health Check Procedures

Step

Procedure

Result

1.

[]

Using the VIP address,
access the Primary
NOAMP GUI.

e Access the Primary NOAMP GUI as specified in Appendix A.

n

[]

Active NOAMP VIP:

Select...

Main Menu

- Status & Manage
- Server

...as shown on the right.

£, Main Menu

g1 B Administration
II B Configuration

II B Alarms & Events
H B Security Log

us & Manage

B &t

. |l Network Elements

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK OAMEP)

Main Menu: Status & Manage -> Server

Network Element
NOAMP_MNE
NOAMP_ME
SOAM_ME
SOAM_ME

Server Hostname
pca000632-no-a
pcA000632-no-b
pc000632-s0-b
pco000632-50-a

Active NOAMP VIP:

Main Menu: Status & Manage -> Server

@ Help

3_ Wed Feb 01 15:23:00 2012 UTC

D Verify that a” server HNetwork Element Server Hostname Appl State  Alm Repl Coll DB HA Proc
StatuseS ShOW “Norm” dr_dallastc drsds-dallast-a Enabled Morm Morm Marm Morm Morm Marm
as shown on the r|ght sds_mrsunc sds-mrsvne-a Enabled  Norm Norm Norm Norm Norm Narm

sds_mrsvnc sds-mrsvnc-b Enabled Norm MNarm Norm MNorm Norm Morm

sds_mrsvnc gs-mrsvnc-1 Enabled Morm Morm Morm Morm Morm Morm

S0_cannc so-carync-b Enabled Morm Morm Morm Morm Morm Morm

S0_cannc s0-carync-a Enabled Morm Morm Marm Morm Morm Marm

S0_cannc dp-carync-1 Enabled Morm Morm Morm Morm Morm Morm

S0_cannc dp-carync-2 Enabled Morm Morm Morm Morm Morm Maorm
Active NOAMP VIP:

4_ Network Element Server Hostname J:?aptle Alm Repl Coll 0B HA Proc
If any other server dr_dallastx drsds-dallastx-a Enabled e Morm Marm Marm Maorm Marm
statuses are present, sds_mrsvnc sds-mrsvne-a Enabl orm Morm Maorm Morm Marm
they will appear in a sds_mrsvnc sds-mrsvnc-b Enabled M@ Morm  Nerm  MNorm  Nerm  Norm
colored box as shown on sds_mrsvnc gs-rrsvnc-1 Enabled Morm  Morm  Norm  MNorm  Norm  Morm
the “ght- So_carync so-carync-b Enabled Morm Marm Morm Morm Morm Maorm

h S0_carync so-carync-a Enabled MNorm Morm Morm Morm Maorm Marm

NOTE'_ Other ‘S‘erver so_carync dp-carynec-1 Enabled MNorm Morm Morm Morm Morm Marm
states include “Err,

SO carync dp-carync-2 Enabled Morm Marm Morm Morm Maorm Marm

Warn, Man and Unk”.
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Step

Procedure

Result

5.

[]

Active NOAMP VIP:

Select...

Main Menu

- Alarm & Events
- View Active

...as shown on the right.

B i Administration
g1 i Configuration

Main Menu: Alarms & Events -> View Active

EventIlD Timestamp Severity Produc
Seq#

Alarm Text

31270 2012-07-13 135702822 UTC Platforr
21597 .

Logging Output setto Above Mormal

14101 2012-07-10 13:20:21.713 UTC EXHR
164

Mo remote provisioning clients are connected.

WARNING: If any Alarms are present, STOP and contact Oracle’s Tekelec Customer
Service for assistance before attempting to continue.

Active NOAMP VIP:

Select the “Export”
dialogue button from the
bottom left corner of the
screen.

Report

Export %J [

Active NOAMP VIP:

Click the “Ok” button at

the bottom of the screen.

Schedule Active Alarm Data Export

Attribute

Export
Frequency

Task Name

Description

Minute

Time of Day

Day of Week

Value

90nce
Haourly
Daily
Weekly

|APDE Alarm Export

Sunday
Monday
Tuesday
Wednesday
Thursday
Friday
Saturday

Description

Select how often the data will be written to the export directory. Selecting “Once” will perform the operation immediately. Note that
the Hourly, Daily and Weekly scheduling options are only available when provisioning is enabled. [Default Once]

. Perindic exporttask name. [Required. The length should not exceed 24 characters. Valid characters are alphanumeric, minus
sign, and spaces between words. The first character must be an alpha character. The last character must not be a minus sign.]

Periodic export task description. [Optional. The length should not exceed 255 characters. Valid characters are alphanumeric,
minus sign, and spaces between words. The first character must be an alpha character. The |ast character must not be a minus
sign.]

Selectthe minute of each hour when the data will be written to the export directary. Only if Export Frequency is hourly. [Default=0.
Range =010 59]

Selectthe ime of day when the data will be written to the export directory. Only if Export Frequency is daily or weekly. Select from
15-minute increments, orfill in a specific value. [Default = 12:00 AWM. Range = HH:MM with AW/PNL]

Selectthe day of week when the data will be written to the export directory. Only if Export Frequency is weekly. [Default Sunday]

|§| | Cancel ‘
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Step

Procedure

Result

8.

[]

Active NOAMP VIP:

The name of the
exported Alarms CSV file
will appear in the banner
at the top of the right
panel.

Main Menu: Alarms & Events -> View Active

Tasks

Thu Feb 02 15:54

pyd Tasks
Seq# Ald 1D Hostname Name Task State  Detail Progress
4]0 sds-mrsvnc-a APDE Alarm Export completed s 0 AT 3 100% L
5099 UTC_O.csv F

Mo

Active NOAMP VIP:

Record the filename of
Alarms CSV file
generated in the space
provided to the right.

Example: Alarms<yyyymmdd>_<hhmmss>.csv

Alarms

.CSV

10.

Active NOAMP VIP:

Select the “Report”
dialogue button from the
bottom left corner of the
screen.

Export ] I Report %J

11.

Active NOAMP VIP:

An Active “Alarms &
Events” Report will be
generated and displayed
in the right panel.

Main Menu: Alarms & Events -> View Active [Report]

Main Menu: Alarms & Events -»> View Active [Report]
Wed Jul 18 16:53:51 2012 UIC

TIMESTAME:

NETWORK ELEMENT:

SERVER:

SEQ) NUM:

EVENT NUMBER:

SEVERITY:

PRODUCT :

PROCESS:

TYPE:

INSTANCE:

HAME:

DESCE:

ERR TNFO:

GN WARNING: Program tracing is enabled [ProcWatchMain.cxx:136]
[8200:ProciatchMain, cxx:1371

2012-07-18 16:52:02.821 UIC
S0RM NE

pco000630-mp-1

61422

31270

MINOR

Platform

ProcWatch

SW

Logging Output
Logging Output set to Above Normal
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Step Procedure Result
12. Active NOAMP VIP: File Download gl
I:I 1? Select the “Save” Do you want to open or save this file?

dialogue button from the

bottom/middle of the
right panel.

2) Click the “Save”
dialogue button on the
File Download pop-up
box.

3) Select a directory on
the local disk drive to
store the Active “Alarms
& Events” Report file and
click the “Save”
dialogue button.

1

P d

S

= | While files from the Intemet can be useful, some files can potertially
b,
\a

Mame: ActiveAlarmsReport_2010Jul14_161008_UTC. txt
Type: TextDocument, 1.41KB
From: 10.240.251.70

Open || Save D\g“ Cancel |

harm your computer.  you do not trust the source, do not open or
~ save this file. What's the riglk?

Savein: |« {RlJVEE 0

____J [ Documentum
Recent |Z) DRIVERS
) Program Files

= () Python26
; [ WINDOWS

My Documenits

|
49
Nty Computer

() Documents and Settings

‘_‘] File name: tiveAlamsReport_2010Jui14_161041_UTChd %
My Network Save as type: Text Document w

¥ O 2@

3

Active NOAMP VIP:
13.
Select...

|:| Main Menu

- Configuration
- Network Elements

...as shown on the right.

£ Main Menu -

g1 @ Administration
ﬂ & Configuration

Pretwork Element:

Connected using VIP to pc9000632-no-a (ACTIVE NETWORK OAM&P)

Main Menu: Configuration -> Network Elements

Filter ~
Network Element
] mNOoAMP_NE

] SoAM_NE
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Appendix B: Health Check Procedures

Step Procedure

Result

Active NOAMP VIP:
14.

I:' Select the “Report”

dialogue button from the
bottom left corner of the
screen.

To create a new Metwork Element, upload a valid configuration file:

Browse.. |
Repun[

Insert

Active NOAMP VIP:
15.

I:' A “Network Element
Report” will be

generated and displayed
in the right panel.

Main Menu: Configuration -> Network Elements [Report]

EXHE Network Element Report

Report Generated: Wed Jul 18 17:08:12 2012 UIC
From: Rctiwve NETWORK CAMF on host pc3000632-nmo-a
Report Version: 3.1.0-3.1.0_31.4.0

User: guiadmin

Network Report
NORMF NE

Network VLAN

Hams ID Hetwork ID Hetmask Gateway Type Defaultc
XMI 3 010.250.051.000 255.255.255.000 010.250.051.001 OAM Yes
SORM HE

Network VLAN

Hame ID Hetmask Gateway Type Default

010.250.051.001 OAM Yes

010.250.051.000

255.255.255.000

L ]

Print |Save||Back|
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Step Procedure

Result

Active NOAMP VIP:
16.

[]

1) Select the “Save”
dialogue button from the
bottom/middle of the
right panel.

2) Click the “Save”
dialogue button on the

1

File Download

Do you want to open or save this file?

Type: Text Document

From: 10.240.251.70

Name: MEConfig_2010Jul14_153556_UTC.txt

X]
2

File Download pop-up
box.

3) Select a directory on
the local disk drive to
store the “‘Network

s

£

L.
== save this file. YWhat s the risk ?

Open | | Save R‘J[ Cancel |

While files from the Intemet can be useful, some files can potentially
ham your computer. f you do not trust the source, do not open or

Elements Report”file
and click the “Save”

dialogue button. Save As

_
Recent

F

Deskiop

)

<

Savein:

My Documents

Tty Computer

My Metwork

e Local Disk (C) v ¥

|2 Documents and Settings

|y Documentum

[C3)DRIVERS

() Program Files

|2 Python26

CIWINDOWS

[£] ActiveAlarmsReport_2010Jull4_162752_UTC.bd

File name: MECorfig 2010Jul14 163556 UTC b A
Save as type: Text Document hd

RX

Active NOAMP VIP:

17. Select...

ka5, Main Menu

Main Menu
- Configuration

P il Administration

Connected using VIP to pc3000632-no-a (ACTIVE NETWORK DAM&P)

Main Menu: Configuration -> Server Groups

Weld]

Server Group Name NE Name Level

Servers VIP Addresses

Parent

Fridu

Function

EAGLE XG HLR

18.

Select the “Report”
dialogue button from the
bottom left corner of the
screen.

4

Insert

e L T

Repur{t

9 Server Grou ps ETS3_MP1_8G SOAM_NE c ETS3_S0_8G Router
pcO000B30-mp-1
. EAGLE XG HLR
...as shown on the right. ETeSHFRS6 SOHLIE ° SRR Router
pco000B30-mp-2
Active NOAMP VIP: S0_carync_grp 50_carnync
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Appendix B: Health Check Procedures

Step

Procedure

Result

19.

[]

Active NOAMP VIP:

A “Server Group
Report” will be
generated and displayed
in the right panel.

Main Menu: Configuration -> Server Groups [Report]

EXHER S e rwver G roup Report

Beport Generated: Wed Jul 18 17:13:43 2012 UIC
From: Active HNETWORE OAMEF on host pcS000632-no-a
Report Version: 3.1.0-3.1.0 31.4.0

User: guiadmin

Server Groups Summary

ETS3_NC_SG

HE HName: HOLRME NE

Lewvel: o

Parent: HONE

Function: EAGLE XG HLE Router

Virtual IP Address: 010.250.051.140
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Appendix B: Health Check Procedures

Step Procedure Result
20. Active NOAMP VIP: File Download El
I:I 1) Select the “Save” Do you want to open or save this file?

dialogue button from the 2

bottom/middle of the
right panel.

2) Click the “Save”
dialogue button on the
File Download pop-up
box.

3) Select a directory on
the local disk drive to
store the “Server Group
Report”file and click the
“Save” dialogue button.

Mame: ServerGroupConfig_2010Jull4 164021 LTC, tut
Type: TextDocument, 3.58KB
1 From: 10.240.251.70

Open l [ Save %J [ Cancel l

‘While files from the Intemet can be useful, some files can potertially

.
l\g) harmm your computer. K you do not trust the source, do not open ar
= save this file. What s the risk?

S

Save As

Savein: | % Local Disk (C2) v|

-5 Documents and Settings

() Documentum 3
[ DRIVERS

|2 Program Files

I3 Python26

L3 WINDOWS

£ ActiveAlarmsReport_2010Jull4_162752_UTC.txt

[E MEConfig_2010Jull4_164159_UTC.bdt

= F
PN - ] =) = o
@ v IR iU
P 7~ 8 A
it =

4]

File: name:

My Network Save as type: |Te:d Document v |

21.

Provide the saved files to
the Customer Care
Center for Health Check
Analysis.

e |f executing this procedure as a pre or post Upgrade Health Check
(HC1/HC2/HC3), provide the following saved files to the Customer Care Center for
proper Health Check Analysis:

o Active “Alarms & Events” Report [Appendix B, Step 12]
o Network Elements Report [Appendix B, Step 16]
o Server Group Report [Appendix B, Step 20]
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Appendix B: Health Check Procedures

Step

Procedure

Result

22.

[]

Active NOAMP VIP:

Select...

Main Menu

- Status & Manage
> HA

...as shown on the right.

£ Main Menu -
B @ Administration

Connected using VIP to pc3000632-no-a (ACTIVE NETWORK OAM&P)

Main Menu: Status & Manage -> HA

g5 @ Configuration
B i Alarms & Events

ecurity Log

23.

Active NOAMP VIP:

1) Verify that the “HA
Status” for all servers
shows either “Active” or
“Standby” as shown to
the right.

NOTE: An “HA Status”
of “N/A” is allowed when
Server Role is “QS”.

Hostname HA Status  Mate Hostname N
tatus & Manage
- [lj Network Elements pco000632-no-a Active pco000632-no-b I
- |l Server pco000632-no-b Standby pco000632-no-a M
[l Replication pco000632-s0-a Standby  pc9000632-so-b g
WC pco000632-50-b Active PCO000632-50-a e
pcO000630-mp-1 Active =
Main Menu: Staﬁ Manage -> HA

Hostname HA Status! Mate Hostname Network Element Server R0|

pca000632-no-a Active pca000632-no-b NOAMP_NE Network OAME&P Frovidesve

pco000632-no-b Standby pco000632-no-a NOAMP_NE Network OAM&P HotStandby

pca000632-s0-a Standby | pca000632-so-b SOAM_NE System OAM HotStandby

pcan00632-so-b Active pca000632-s0-a SOAM_NE System OAM ProvideSve

pca000630-mp-1 Active SOAM_NE MP ProvideSvc

pco000630-mp-2 Active SOAM_NE MP ProvideSvc

24.

Active NOAMP VIP:

Repeat Step of this
procedure until the last
page of the [Main Menu:
Status & Manage 2>
HA] screen is reached.

e Verify the “HA Status” for each page of the [Main Menu: Status & Manage 2>

HA] screen, and click “Next” to reach the next page.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX C. UPGRADE OF A SINGLE SERVER

C.1 Prepare Upgrade

Appendix C.1: Prepare Upgrade

Step Procedure

Result

Using the VIP
address, access the
Primary NOAMP
GUI.

]Ij

e Access the Primary NOAMP GUI as specified in Appendix A.

Active NOAMP VIP:

D!\J

Select...

Main Menu
= Administration
- Software
Management

- Upgrade
(HLRR 4.0)

-OR-

Main Menu

= Administration
- Upgrade

(HLRR 3.0)

...as shown on the
right.

5 Tekelec

EAGLE XG HLR Router
4.0.0-40.8.0

Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAM&P)

eneral Options
ontrol
Management

OAM Max
HA Role

Max Allowed
HA Role

Hostname

MNarm
Standby
Active

pca000738-no-a

Active
Active

pca0007 36-no-b

Server Status

T Metwork OAMEP

Main Menu: Administration -> Software Manage

Server Role Functi

Network Element

Application Version

Network OAM&P  OAM&
NOAMP_NE
4.0.0-40.8.0

OAME
NOAMP_NE
4.0.0-40.8.0

Active NOAMP VIP:

1) Using the vertical
scroll bar in the right
panel, scroll to the
row containing the
hostname of the
server to be
upgraded.

2) Verify that the
Upgrade State
shows “Not Ready”.

On HLRR 4.0 GUL:

T system OAN

AN Mot Ready

pc9000734-s0-a Active SOAM_MNE
Active 31.0-31.0_31.13.0
On HLRR 3.0 GULI:
MNOAMP_ME NETWORK DAMER_ Mot Ready

pco000632-no-a

3.1.0-31.0_31.40 DAM&P
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Tekelec HLR Router, T1200 Upgrade Guide

Step

Procedure

Result

4.

[]

Active NOAMP VIP:

1) Using the cursor,
select the row
containing the
hostname of the
server to be
upgraded.

2) Click the
“Prepare” or
“Prepare Upgrade”
dialogue button
located in the bottom
of the right panel.

On HLRR 4.0 GUI:

pca000734-s0-a

Active
Active

Backup || IS0 C-Ieanup&” F'repaD

System OAM

OAM Mot F

3.1.0-3.1.0_31.13.0

b ot
| Accept || Report |

On HLRR 3.0 GUI:

pco000632-no-a

pco000632-no-b

NOAMP_ME
3.1.0-31.0_31.4.0
NOAMP_ME
3.1.0-31.0_31.4.0

NETWORK OAM&P Not Read:
OAMEP Ert]
NETWORK OAM&P Not Read:
OAMEP

|
‘ Prepare Upgrade
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Appendix C.1: Prepare Upgrade

Step Procedure

Result

5.

I:' The user should be
presented with the
Upgrade [Prepare]
_Or-

Upgrade [Make
Ready]
Administration
screen.

Click any “Ok”
dialogue button.

Active NOAMP VIP:

On HLRR 4.0 GULI:

Main Menu: Administration -> Software Management ->
Upgrade [Prepare]

Hostname Action HA Status
Max HA . Standby Spare
Active Mates
pco000732-s0-b  Prepare - | Role Mates Mates
Standby  pce000734-s0-a Mone Maone

0 [l

Tue Dec 10 18:35:51

On HLRR 3.0 GUI:

Main Menu: Administration -> Upgrade [Make Ready]

i

Selected Server: pc3000632-no-b

® Selecting "OK will resultin the selected Server being in Forced Standby and the 4
inhibited.

Ok ] ’ Cancel

Upgrade Ready Criteria Selected Server Status Mate Status

HA Status Standby Active
Critical Alarms 0 0

Major Alarms 0 1

Minor Alarms 2 2
Replication Server Status Man Iian
Collection Server Status  Morm Marm
Database Semver Status  Warn Warn
HAServer Status Warn Warn
Process Server Status  Norm Morm
Application State Enabled Enabled

[ Ok ] [ ) Cancel

A
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Active NOAMP VIP:

1) Using the vertical
scroll bar in the right
panel, scroll to the
row containing the
hostname of the
server to be
upgraded.

2) Verify that the
Upgrade State
shows “Ready”.

NOTE: If the
Upgrade State fails
to show “Ready”, the
user may need to
refresh the screen by
selecting:

Main Menu
- Administration
- Software
Management

- Upgrade
(HLRR 4.0)

-OR-

Main Menu

- Administration
- Upgrade

(HLRR 3.0)

for a 2" time and
repeating sub-steps
1) & 2) associated
with this step.

On HLRR 4.0 GUI:

pco000732-s0-b

On HLRR 3.0 GUI:

3.1.0-31.0_31.13.0

pca000632-no-b

NOAMP_NE
3.1.0-3.1.0_31.4.0

NETWORK OAM&R( Ready
OAMEP

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix C.2: Initiate Upgrade

Step Procedure

Result

7 Active NOAMP VIP:

[]

1) Using the cursor,
select the row
containing the
hostname of the
server to be
upgraded.

2) Click the “Initiate”
or “Initiate
Upgrade” dialogue
button located across
the bottom left of the
right panel.

On HLRR 4.0 GUI:

Main Menu: Administration -> Software Management -> Upi

Server Status Server Role Function Upgrade Sta
OAM Max .
Hostname HA Role Hetwork Element Start Time
Max Allowed o .
HA Role Application Version Upgrade IS0
: EAGLE XG
TMP HLR Ready
pca000730-mp-1 e Router
| 005 | SOAM_MNE
31.0-31.0_3113.0
L L
Lol
@itiate U)Cumplete | Report |
On HLRR 3.0 GUL:
Main Menu: Administration -> Upgrade
Network Element Role Upgrade State
Hostname
Application Version Function Server Status

NOAMP_MNE NETWORK OAM&FP Mot Ready
pca000632-no-a

31.0-31.0_3140 DAMEP Erm]

NOAMP_MNE NETWORK OAM&FP Ready
pco000632-no-b

31.0-31.0_3140 DAMEP [Erm

SOAM_ME SYSTEM OAM Mot Ready
pcA000632-50-a

3.1.0-31.0_31.40 DAM Norm

SOAM MNE SYSTEM OAM Mot Ready

Initiate Upgrade Complete Upgrade

Active NOAMP VIP:

8.

I:' Verify that the
Application Version
shows the

<source_release>.

Hostname
pca000730-mp-1

Hetwork Element
SOAM_ME

Server Group  Application Version

MP_1_group ¢ 3.1.0-3.1.0_31.13.0
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Step Procedure

Result

9 Active NOAMP VIP:

[]

1) Using the pull-
down menu, select
<target_release>.

2) Click the “Start
Upgrade” dialogue
button

872-2696-101-4.0.0 40.9.0-EXHR-x86 64 iso JRail®: N YIRSTEIRT vy L1 >

Active NOAMP VIP:

The user is returned

4.0.0-40.8.0

73 Tekelec

EAGLE XG HLR Router

tothe... Connected using VIP to pc3000736-no-b (ACTIVE NETWORK OAME&P)
. 6. Main Menu [
Main Menu =4 - P -
—_— i Main Menu: Administration -> Software Manage
- Administration tration g
> Software eral Options Filter ~| Tasks ~
Management ontrol
- Upgrade Management Server Status Server Role Functi
(HLRR 4.0) OAM Max
Hostname HA Role s
-OR- ”:)ESIILowe{I Application Version
Main M_en_u _ Morm Metwork OAM&P  OAM&
= Administration pcan0738-no-a Standby NOAMP_NE
HT_)RURpg roade ity Log Active 4.0.0-40.8.0
( -0) Status & Manage =TI tetwork OAMEP  OAME
...screen as shown ork Elements pcan0073E-no-b Active NOAMP_NE
on the right. Active 4.0.0-40.8.0
11 Active NOAMP VIP: On HLRR 4.0 GUI:
I:' 1) Using the vertical
scroll bar in the right EACLE XG : Starti
9 MP HLR Upgrading
panel, scroll to the o 10.2¢
row containing the
hostname of the pc9000730-mp-1 " 00S | 2013-12-13
server to be e 221116

upgraded.

2) Verify that the
Upgrade State
shows “Upgrading”.

On HLRR 3.0 GUI:

NOAMP_ME

pc9000632-no-b
31.0-31.0_3140

NOTE: As a result of the server under going upgrade, several alarms related to inetmerge,
inetrep, inetsync, cmha, raclerk, era etc... (Event IDs 31000, 31101, 31102, 31105, 31106,
31107, 14301, 31202, 31233, 31283) may appear and remain present until the upgrade has

3.1.0-3.1.0_31.13.0

NETWORK OAM

OAMEP

been completed. They will be cleared some time later.

872-2696-101-4.0.0_4
¥B6_64.is0

&F  Upgrading
Er

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix C.3: Monitor Upgrade

Step Procedure Result

12 Active NOAMP VIP: On HLRR 4.0 GUI:

I:' 1) Using the cursor,
select the row tlig?cr:
containing the nk System QAN DAM Upgrading 10241
hostname of the IN PR
server to be | |

pco000732-s0-b
upgraded. 20131213
BT SOMMNE B

2)C(|?gkl:|hL§§M3-?] flil 872-2696-101-4.0.0_40
- onito ¥86_64.iso

Upgrade” dialogue
button located across
the bottom of the
right panel.

Note: To motitor the upgrade process continue to refresh Main Menu 2 Administration 2
Software Management - Upgrade (HLRR 4.0 only)

On HLRR 3.0 GULI:

sds_mrsvnc NETWORK QAM&F Mot Ready
sds-mravnc-h

2.0.0-3.0.0_10.8.0 OAM&P ErT]

sds_mrsvnc QAUERY_SERVER  Uparading
gs-mrsvnc-1

2.0.0-3.0.0_10.8.0 UNDEFINED =

Mnnitnrql.,lpgrade Complete Upgrade

i

Active NOAMP VIP:

The user should be
presented with the
Upgrade [Monitor]
Administration
screen.

The initial values for
the Current Status
/Details fields should
be Upgrading
/UPGRADING.

NOTE: As the
upgrade progresses,
time values will
continue to update
every 30 seconds.

On HLRR 3.0 GUl only:

Main Menu: Administration -> Upgrade [Monitor]

Information [tem Current Status Details

Server Name /1P pc000632-no-b 10.25051.81
Upgrade 150 872-2470-101-3.1.0_31.5.0-EXHR-x86_B4.is0 =

Upgrade Started 2012-Jul-20 17:53:22 UTC 2 min, 45 sec ago

Upgrade: retrieved TPD task state for IP:
10.250.51.81is IN_PROGRESS_STATE

Received at T12-Ju-20 175423 UTC m
Upgrade State porading G

Last Status Response
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Step Procedure

Result

Active NOAMP VIP:

On HLRR 3.0 GUl only:

14.

[]

When the server
initiates a post-
upgrade reboot, the
values for the
Current Status
/Details fields will
change to Upgrading
/UNKOWN.

Main Menu: Administration -> Software Upgrade [Monitor]

@

Fri Jan 27 22:41:46 201Z

Information ltem Current Status Details
169.254.100.13
872-2358-102-3.0.0_10.8.1-SD5x86_64.is0 -

2012-Jan-27 22:38:27 UTC

Uparade: Warn: failed to get TPD task state for IP:
169.2! -

2012-Jan-27 22:41:44 UTC

Server Mame / IP
Upgrade IS0
Upgrade Started

qs-mrsvnc-1

3 min, 19 sec ago

Last Status Response

Received at 2 secago

Upgrade State

Active NOAMP VIP:

On HLRR 3.0 GUI only:

After the post-
upgrade reboot has
been completed, the
values for the
Current Status
/Details fields will
change to
Success/SUCCESS.

Main Menu: Administration -> Software Upgrade [ Monitor]

@

Fri Jan 27 22:51:06 2012

Information Item Current Status Details
169.254.100.13
872-2358-102-2.0.0_10.8.1-3DS-xB6_G4.is0 =

2012-Jan-27 22:38:27 UTC

Upgrade: Task resultfor IP: 169.254.100.13,
S

SUCCESS

Server Name / IP
Upgrade |30
Upgrade Started

qs-mrsvnc-1

12 min, 39 sec ago

Last Status Respaonse

Received at 2012-Jan-27 22:50:00 UTC

Success

Upgrade State

Active NOAMP VIP:

On HLRR 3.0 GUI only:

Click the “Return to
server list” dialogue
button located on the
bottom left of the right
panel.

Return to sewerrJist ]

hg

E56463 Revision 1.0

105 of 126




Software Upgrade Procedure

Tekelec HLR Router, T1200 Upgrade Guide

Appendix C.3: Monitor Upgrade

Step Procedure Result
Active NOAMP VIP:
17. ‘?i Te I(El ec EAGLE XG HLR Router
, 17N 4.0.0-40.8.0
I:' The user is returned
tothe... Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAM&P)
: O Main Menu r-
Nmm—M(.en.u . Y Main Menu: Administration -> Software Manage
- Administration
- Software [ Fiter ]
Filter | Tasks =~
Management -
- Upgrade Server Status Server Role Functi
(HLRR 4.0) OAM Max
Hostname HA Role B
-OR- Max Allowed o )
HA Role Application Version
. : i Remote Server:
Main Menu @8 Configuration Norm Network OAM&FP  DAMS
- Administration fa Alarms & Events pce000738-no-a standby NOAMP_NE
- Upgrade : . Active 4.0.0-40.8.0
(HLRR 3.0)
T etwork OAMEP  DAME
__screen as shown [ Network Elements pco000736-no-b Active MOAMP_NE
on the right. - [ Server Active 4.0.0-40.8.0
18 Active NOAMP VIP: On HLRR 4.0 GUI:

I:' 1) Using the vertical
scroll bar in the right

panel, scroll to the
row containing the
hostname of the
server to be
upgraded.

2) Verify that the
Upgrade State
shows “Success”.

pgrade: Task rest
BT cistem OAN CI.J!-.M e
‘E_ SOAM_NE 2013-12-13 20131213

215746 22:36:43
4.0.0-40.9.0 872-2696-101-4.0.0_40.9.0-EXHR-

pco000732-s0-b

On HLRR 3.0 GUI:

ETS3_NO_NE
31.0-21.0_316.0

NETWORK DAMEP  Success
OAM&EP ErT

NO-B

THIS PROCEDURE HAS BEEN COMPLETED
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C.4 Complete Upgrade
Appendix C.4: Complete Upgrade

Step Procedure Result
19 Active NOAMP VIP: On HLRR 4.0 GUI:
I:' 1) Using the cursor, Server Status Server Role Function Upgrade State Status Me
select the row
containing the OAM Max i - i
hostname of the Ty HA Role Network Element Start Time Fimish Tim
server to be Max Al
upgraded. H:J;lol - Application Version Upgrade IS0
2) Click the :
“Complete” or BT ootk OAM&P OAM&P  Success E]"ggg;aﬁdf;
“Complete . =
Upgrade” dialogue pca000738-no-a 2013-12-13 2013-12-1
button located across Standby NOAMP_NE 20:46:58 213112
the bottom of the
right panel. 4.00-409.0 A72-2696-101-4.0.0_409.0-
= = o 00
Complete Report
P
On HLRR 3.0 GUL:
sds_mrsvnc NETWORK OAMEP Mot Ready
sds-mrsvnc-b
3.0.0-32.00_108.0 QAMEP E
sds_mrsvnc CQUERY_SERVER  Success
gs-mrsvnc-1
2.0.0-3.00_1081 UMDEFIMNED E
Monitor Upgradg Cnmplet%Upgrade
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Appendix C.4: Complete Upgrade

Step

Procedure

Result

20.

[]

Active NOAMP VIP:

The user should be
presented with the
Upgrade [Complete]
-or- Upgrade
[Remove Ready]
Administration
screen.

Click any “Ok”
dialogue button.

On HLRR 4.0 GUI:

Main Menu: Administration -> Software Management ->
Upgrade [ Complete]

ancel

Tue Dec 10

Hostname Action HA Status

el Active Mates Standby Mates 5
pco000732-s0-b  Complete ~ Role

Standby  pcO000734-s0-a  MNone I

NOTE 1: An error message stating “SOAP error while clearing upgrade status of
hostname...” may appear on the GUI after clicking the “Ok” dialogue button. This error
message is expected for the Backout scenario and may be ignored

NOTE 2: An error code 212 stating: “Failed to release server from Forced Standby” may
appear on the GUI after clicking the “Ok” dialogue button. This error code is premature, and
you can ignore it and continue.

On HLRR 3.0 GUI:

Main Menu: Administration -> Upgrade [Remove Ready]

* Selecting 'OK will result in the selected Server's Application being Enabled and Forced Standby removed.

o

Selected Server: NO-B

Ok ” Cancel

Upgrade Ready Criteria Selected Server Status Mate Status

HA Status Forced Standby Active
Critical Alarms 0 0
Major Alarms 0 2
Minor Alarms 3 2

Replication Server Status _ lan

Collection Server Status  Morm Norm
Database Server Status  Warn Warn
HA Server Status Man Warn
Process Server Status ~ Man Norm
Application State Dizabled Enabled

l Ok L[)Cancel]
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Appendix C.4: Complete Upgrade

Step Procedure Result
pp. | Active NOAMP VIP: = Te kElec EAGLE XG HLR Router
, 1A 4.0.0-40.8.0
I:' The user is returned
tothe... Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAM&P)
Main Menu 8 Main Menu f
_— : A drminiatrati Main Menu: Administration -> Software Manage
- Administration B & Administration -
> Software Options [ Fiter ~] Tasks ~
Management Control -
= Upgrade Server Status Server Role Functi
(HLRR 4.0) OAM Max
Hostname HA Role B
-OR- ﬁ:’;gllmu Application Version
Main M(_en_u _ Norm Metwork OAM&P  OAME&
- Administration pco000738-no-a Standby NOAMP_NE
- Upgrade Active 4.0.0-40.8.0
(HLRR 3.0)
T etwork OAMEP  DAME
...screen as shown [l Network Elements pc9000736-no-b Active NOAMP_NE
on the right. I server Active 4.0.0-40.8.0
29 Active NOAMP VIP:
: On HLRR 4.0 GUL:
I:' 1) Using the vertical
scroll bar in the right
anel, scroll to the )
Fow containing the Server Status Server Role Function Upgrade State  5tg
hostname of the OAM Max i )
server to be Hostname HA Role Network Element Start Time Fin
upgraded.
Max Allowed L i
2) Verify that the HA Role Application Version Upgrade |SO
Application Version
now shows the Metwork OAMEP OAMEP Mot Ready
<target_release>. pca000738-no-a MOAMP_ME

3) Verify that the
Upgrade State
shows “Not Ready”.

NOTE: If the
Upgrade State fails
to show “Not
Ready”, the user
may need to refresh
the screen for a 2™
time and repeating
sub-steps 1) thru 3)
associated with this
step.

4.0.0-4090

On HLRR 3.0 GUI:

ETS3_NO_NE

A1.0-31.0_31.6.0

NO-B

NETWORK OAM&P (Mot Ready
OAMEP

NOTE: If the Upgrade State fails to show “Success”, the user may need to refresh this
screen
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Appendix C.4: Complete Upgrade

Step

Procedure

Result

23.

[]

Active NOAMP VIP:

View post-upgrade
status

View post-upgrade status of the server(s):

HLRR system will have the following expected alarm for the upgraded server:
e Alarm ID = 10008 (Provisioning Manually Disabled)

Servers that still have replication disabled will have the following expected alarm:
e Alarm ID = 31113 (Replication Manually Disabled)

You may also see the alarms:
e Alarm ID = 10009 (Config and Prov DB not yet synchronized)
e Alarm ID = 32532 (Server Upgrade Pending Accept/Reject)

Active NOAMP VIP:

Clear browser cache

Javascript libraries, images and other objects are often modified in the upgrade. Browsers can
sometimes cause GUI problems by holding on to the old objects in the built-in cache.

To prevent these problems always clear the browser cache after upgrade:

1. Simultaneously hold down the CTRL+SHIFT+DELETE keys.

2. Select the appropriate type of objects and delete from the cache via the pop-up dialog.
For Internet Explorer the relevant object type is “Temporary Internet Files”. Other
browsers may label these objects differently.

THIS PROCEDURE HAS BEEN COMPLETED
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[] Active Primary NOAMP:

[] Standby Primary NOAMP:

[ 1 Active DR NOAMP:

[J Standby DR NOAMP:

[ ] Active SOAM:

[] Active SOAM:

[ ] Standby SOAM: [] Standby SOAM:
] MP1: ] MP1:
] MP2: 1 MP2:
[ ] Active SOAM: [ ] Active SOAM:
[] Standby SOAM: [] Standby SOAM:
] MP1: ] MP1:
] MP2: ] MP2:
[] Active SOAM: [] Active SOAM:
[] Standby SOAM: [] Standby SOAM:
] MP1: ] MP1:
] MP2: ] MP2:
[] Active SOAM: [] Active SOAM:
[ ] Standby SOAM: [] Standby SOAM:
] MP1: ] MP1:
] MP2: L] MP2:

] Active SOAM:

[] Standby SOAM:

[] MP1:

(] MP2;

] Active SOAM:

[] Standby SOAM:

[] MP1:

(] MP2:
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APPENDIX D. BACKOUT OF A SINGLE SERVER
Appendix D: Backout of a Single Server

Upgrade Guide

Step

Procedure

Result

lei|

Using the VIP
address, access the
Primary NOAMP
GUIL.

e Access the Primary NOAMP GUI as specified in Appendix A.

D!\J

Active NOAMP VIP:

Select...

Main Menu
- Administration
- Upgrade

-OR-

Main Menu
- Administration
- Software
Management

- Upgrade

...as shown on the
right.

EAGLE XG HLR Router
4.0.0-40.8.0

3 Tekelec

Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAM&P)

Main Menu: Administration -> Software Mar
Server Status Server Role
OAM Max
Hostname HA Role e
Max Allowed L .
HA Role Application Version
Morm Metwork QAMEP
pc9000738-no-a Standby MNOAMP_ME
i Security Log Active 4.0.0-408.0
B & Status & Manage =TI etwork OAMSP
¢ i |l Network Elements pco000736-no-b Active MOAMP_NE
- [l Server Active 4.0.0-40.8.0

Active NOAMP VIP:

1) Scroll to the row
containing the
hostname of the
server to be backed-
out.

2) Verify that the
Upgrade State
shows “Not Ready”.

Marm
Active
Active

System OAM
SOAM_MNE
4.00-408.0

pco000y34-s0-a

1

CIAM Mot Ready

2

Active NOAMP VIP:

1) Using the cursor,
select the row
containing hostname
of the server to be
upgraded.

2) Click the
“Prepare” or
“Prepare Upgrade”
dialogue button
located in bottom of
the right panel.

Marm
Standby
Active

System OAM
SOAM_ME
4.0.0-408.0

pca000732-50-b

4 I

Backup || IS0 Cleanup <[| F'reparD

AN Mot Ready

e ad
| Accept || Report |
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Appendix D: Backout of a Single Server

Step

Procedure

Result

5.

[]

Active NOAMP VIP:

The user should be
presented with the
Upgrade [Prepare]
Administration
screen.

Click the “Ok”
dialogue button
located at the bottom
left of the server
status table.

Main Menu: Administration -> Software Management ->
Upgrade [Prepare]

Infa =

Tue Dec 10 18:35:51

Hostname Action HA Status
Max HA . Standby Spare
Active Mates
pcd000732-s0-b  Prepare - | jRote ——— ———
Standby  pc2000734-s0-a MNone Mane

(o omee

Active NOAMP VIP:

The user is returned
to...

EAGLE XG HLR Router
4.0.0-40.8.0

73 Tekelec

Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAM&P)

Main Menu < — -
> Administration ahion Main Menu: Administration -> Software Manage
- Software aneral Options -
Filter ~| Tasks ~
Management ontrol asks
- Upgrade Server Status Server Role Functi
OAMN Max
-OR- Hostname HA Role Network Element
. Max Allowed ADCECation Viarsi
Main Menu HA Role pplication version
%;\%mlq:é;atlon i Configuration Norm Network OAMEP DAME
P9 Arms & Events pcan00738-no-a Standby NOAMP_NE
...as shown on the M| Security Log Active 4.0.0-40.8.0
right. B & Status & Manage BT Vetwork OAMEP  DAM&
i~ [l Network Elements pc9000736-no-b Active NOAMP_NE
e Active 40.0-40.8.0
7 Active NOAMP VIP:
: System OAM CHAM Ready
D 1) Scroll to the row pca000732-s0-b Standby SOAM_NE
containing the
hostname of the 4.00-408.0

server to be backed-
out.

2) Verify that the
Upgrade State
shows “Ready”.

1

Server IMI IP (SSH):

SSH to server

Use your SSH client to connect to the server (ex. ssh, putty):

ssh <server address>

D.@ D.OO

Server IMI IP (SSH):

Login as root user

Login as “root”:

login as: root
Password: <enter password>
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Step Procedure

Result

10, Server IMI IP (SSH):

|:| Execute the backout

1. Find out the state of the server which is going to be backed out. Server shall be in
Standby/Spare. Execute following command to find the HA state:

# ha.mystate
NOTE: If the state of the server is Active then move to step 1 mentioned above.
2. Execute the backout using the ugwrap script:

# screen
# /var/TKLC/backout/reject

NOTE: If backout asks if you would like to continue backout, answer “y”.

Server IMI IP (SSH):

Backout proceeds

Many informational messages will come across the terminal screen as the backout proceeds.

Finally, after backout is complete, the server will automatically reboot.

Server IMI IP (SSH):

BEEE

SSH to server and
login as root user

Use your SSH client to connect to the server (ex. ssh, putty):

ssh <server address>

login as: root
password: <enter password>

Server IMI IP (SSH):

|:| Restore the full DB
run environment for
HLRR 3.0

Execute the backout_restore utility to restore the full database run environment:

# screen
# /var/tmp/backout_restore

NOTE: If asked if you would like to proceed, answer “y”.
If the restore was successful, the following will be displayed:
Success: Full restore of COMCOL run env has completed.

Return to the backout procedure document for further
instruction.

If an error is encountered and reported by the utility, then work with Oracle’s Tekelec
Customer Care Center for further instructions.

Server IMI IP (SSH):

|:| Workaround for major
backout (HLRR 4.0 ->
HLRR 3.0) only

Make sure that that a
mate OAM server
comes up in the
forced Standby state

If the backed out server is Standby NOAMP or SOAM (first NOAMP or SOAM server
to be backed out), then update the Nodelnfo table to make sure the server will not
automatically be active in the OAM pair to enter split brain (Active-Active).

# prod.dbup

Change the inhibitFlag setting of the NO/SO (backed out server) to ‘SH’

# iset —-finhibitFlag='SH’ NodeInfo where
“nodeName=’'<hostname of backedout_server>’'"”

Server IMI IP (SSH):

|:| Reboot the server

Enter the following command to reboot the server. This step can take several minutes
and will terminate SSH session

# init 6
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Procedure

Result

16.

[]

Active NOAMP VIP
(SSH):

Workaround for major
backout (HLRR 4.0 ->
HLRR 3.0) only

NOTE: This is workaround for major backout (HLRR 4.0 -> HLRR 3.0) only and is to
be performed on the active Primary NOAMP server.

If the backed out server is Standby NOAMP or SOAM (first NO or SO to be backed
out), you must cause a switchover by logging in to the active NOAMP and modifying
the Nodelnfo table.

1. Wait until the backed-out server has completely rebooted and came back up
after completing Step 15 of this procedure.

2. Use your SSH client, login to active Primary NOAMP server as root user
ssh <server address>

login as: root
password: <enter password>

3. Change the node capability of active NO/SO server to “Stby”, and change the
node capability of backed out standby NO/SO server to “Active”

# iset —-fnodeCapability='Stby’ NodeInfo where
“nodeName='<hostname of active_server>'"” && iset
—fnodeCapability='Active’ NodeInfo where
“nodeName='<hostname of backedout standby server>’”

Note: This will cause a switchover, so if logged into the VIP then the GUI session will
be logged out. Login back to VIP and continue procedure.

Server IMI IP (SSH):

SSH to backed-out
server and login as
root user

Use your SSH client to connect to the server (ex. ssh, putty):
ssh <server address>

login as: root
password: <enter password>

Server IMI IP (SSH):

Verify services restart

If this is an NOAMP or SOAM server, verify httpd service is running. Execute the command:

# service httpd status

Verify expected output displays httpd is running (the process IDs are variable so the list of
numbers can be ignored):

httpd <process IDs will be listed here> is running...

If httpd is still not running after ~3 minutes, then services have failed to restart.
Contact Oracle’s Tekelec Customer Care Center for further instructions. Execute
following command to gather output :

# syscheck -v

Exit from the command line of backed-out server.
# exit

19.

[]

Using the VIP
address, access the
Primary NOAMP
GUI.

e Access the Primary NOAMP GUI as specified in Appendix A.
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Result

20.

[]

Active NOAMP VIP:

Remove Downgrade
Ready status

1) Select...

Main Menu
- Status & Manage
- Server

...as shown on the
right.

2) Server Status
screen displays

3) If the server just
backed-out shows
“Application State” as
“Enabled”, then
select this server and
press the “Stop”
button.

't:"--
i

£, Main Menu

B Administr.
i Configuration
i Alarms & Events
iE Security Log

ration

H " Status & Manage
. Network Elements

. I EAGLE >
i i EAGLE

Tekelec

Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAMEP)

EAGLE XG HLR Router

4.0.0-40.8.0

Hetwork -
Element

NOAMP_NE
NOAMP_NE
SOAM_NE
SOAM_NE
SOAM_NE
SOAM_NE

m

Server Hostname

pca000738-no-a
pca000736-no-b
pca000730-mp-1
pca000728-mp-2
pcO000734-50-a
pca000732-s0-b

Main Menu: Status & Manage -> Ser

Appl State A

Enabled
Enabled
Enabled
Enabled
Enabled
Enabled

= FiIEZE =

@)Restan || Reboot || NTP Sync || Report |

Active NOAMP VIP:

5 Tekelec

EAGLE XG HLR Router
4.0.0-40.8.0

Select...
. Connected using VIP to pc2000736-no-b (ACTIVE NETWORK OAM&P)
Main Menu A Main M TTTTTTTTTTr,rSrSrSrS,S,SS,STSYTSSSSTST T
A ; £ Main Menu . L. .
> Administration Main Menu: Administration -> Software Manage
- Software
Management -_,:
ilter | Tasks =
- Upgrade
Server Status Server Role Functi
-OR- OAM Max
Hostname HA Role S BT EETTETH
Main Menu IR EUTTED Application Version
= Administration HA Role e
- Upgrade Morm Metwork OAM&P  OAME
pca000738-no-a Standby NOAMP_NE
Active 4.0.0-40.8.0
...as shown on the
right Err Metwark OAMEP OAME
pcl000736-no-b Active NOAMP_NE
Active 40.0-40.8.0
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22.

Active NOAMP VIP:

EAGLE XG HLR Router
4.0.0-40.8.0

5 Tekelec

|:| Select...
Main Menu Connected using VIP to pc2000736-no-b (ACTIVE NETWORK OAME&P)
D Adminictrati B Main Menu . . R
?)éng\,lvrgfératlon B & Administration Main Menu: Administration -> Software Manage
Management : B General Options Tasks
- Upgrade
Server Status Server Role Functi
-OR- OAM Max
Hostname HA Role B BT
Main Menu Max Allowed T
= Administration HA Role pplication Version
- Upgrade @8 Configuration Norm Network OAM&P  OAMS
- Alarms & Events pca000738-no-a Standby MOAMP_NE
as shown on the " ; Active 4004080
;i.g.;ht ' Manage T retwork OAMEP  OAMS
work Elements pcan00736-no-b Active MOAMP_NE
Active 4.0.0-40.8.0
23 Active NOAMP VIP: 1
: i System OAM AN Ready
D 1) S;e'_e_Ct thtﬁ row pco000732-s0-b | Standby SOAM_NE
containing the
hostname of the 4.0.0-408.0
server to be L s
upgraded. -
Py | In|t|atE(” Cl:uranEtED | Report |
2) Click “Complete

Upgrade” -or-

“Complete” dialogue

button located across
the bottom left of the
right panel.

Active NOAMP VIP:

The user should be
presented with the
Upgrade [Complete]
_Or-

Upgrade [Remove
Ready]
Administration
screen.

Click the “Ok”
dialogue button
located at the bottom
left of the server
status table.

Main Menu: Administration -> Software Management ->
Upgrade [ Complete]

Info =

Tue Dec 10

Hostname Action HA Status

Eﬂlx i Active Mates Standby Mates 5
pcono073z-so-b  Complete v RoE

Standby  pc000734-so0-a Mone [

( | 5Cance| |

NOTE: An error message stating “SOAP error while clearing upgrade status of
hostname...” may be received after clicking the “Ok” dialogue button. This error message is
expected for the Backout scenario and may be ignored
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Result

25.

[]

Active NOAMP VIP:

The user is returned
to the...

73 Tekelec

EAGLE XG HLR Router
4.0.0-40.8.0

Connected using VIP to pc9000736-no-b (ACTIVE NETWORK OAM&P)

Main Menu 8 Main Menu f
S Administration s @ Admini Main Menu: Administration -> Software Manage
Vanagement [Fiter ] Tesks -

-> Upgrade Server Status Server Role Functi
OAN Max
-OR- Hostname HA Role B
Max Allowed Anplication Versi
Main Menu HA Role pplication version
= Administration Norm Network OAM&P  OAM&
- Upgrade pPco000738-no-a Standby NOAMP_NE
Active 4.0.0-40.8.0
...screen as shown
on the right & Manage T Metwork OAMEP  OAM&
jork Elements pcg000736-no-b Active NOAMP_NE
Active 4.0.0-40.8.0
Active NOAMP VIP:

26. Morm System OAM CAM Mot Ready

|:| 1) Scroll to the row pcl000734-s0-a3 Active OAM_R
containing the Active 4.0.0-40.8.0

hostname of the
server to be
upgraded.

2) Verify that the
Application Version
now shows the
<backout_release>

3) Verify that the
Upgrade State now
shows “Not Ready”.

1

2

3

NOTE: If the Upgrade State fails to show “Not Ready”, the user may need to refresh the
screen for a 2™ time and repeating sub-steps 1) thru 3) associated with this step.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX E. MANIPULATING SIGNALING TRAFFIC AT THE MP
E.1 Diverting Signaling Traffic away from the MP

When doing maintenance activity such as upgrade or backout on an MP, it is recommended to divert signaling traffic
away from the MP until maintenance activity has completed. Although each MP has a regionally diverse mate, these
steps should eliminate the possibility of traffic loss at the MP which is undergoing maintenance (upgrade or backout).

Appendix E.1: Diverting Signaling Traffic away from the MP

Step | This procedure verifies that all required materials are present.
Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.
SHOULD THIS PROCEDURE FAIL, CONTACT ORACLE’S TEKELEC TECHNICAL SERVICES AND FOR ASSISTANCE.
1 Record the e Record the hostname of the MP undergoing maintenance activity:
: hostname of the MP.
MP hostname:
5 Using the VIP
: address, access the e  Access the SOAM GUI as specified in Appendix A.
SOAM GUI.
3 SOAM VIP: £, Main Menu
|:| I! B Administration
Select... H & Configuration
Main Menu : B Network Elements

-> Configuration
- Server Groups

...as shown on the
right.

I! M Alarms & E\k&nts
I! B Security Log

SOAM VIP:

Record the MP
Server Group.

e Record the name of the MP Server Group:

MP Server Group:

[]°

SOAM VIP:

Select...

Main Menu

- SS7/Sigtran
- Configuration
- Local
Signaling Points

...as shown on the
right.

B £ Main Menu
% M Administration
[
i Alarms & Events
i Security Log
i Status & Manage
@ Measurements

i Transport Manager
B & 557/Sigtran
: B & Configuration
.. [l Adjacent Server Groups
|
B Local SCCP Users
B Remote Signaling Points

E56463 Revision 1.0

119 of 126




Software Upgrade Procedure

Tekelec HLR Router, T1200 Upgrade Guide

Appendix E.1: Diverting Signaling Traffic away from the MP

SOAM VIP:
6.

e Record the True Point Code (TPC) and Capability Point Code (CPC) for the MP Server

I:' Group:
Record the MP True _
Point Code (TPC) MP TPC:
and Capability Point
code (CPC). MP CPC:
7. SOAMVIP: £, Main Menu
|:| Select M Administration
i Configuration
Main Menu : 3 i
- Transport L Alarm.z. & Events
Manager i Security Log

- Configuration
- Transport

...as shown on the

i Status & Manage
i Measurements

H @ Transport Manager

Set the Display Filter
to filter on the MP
Server Hostname.

right. H & Configuration
B Adjacent Node
B Configuration Sets
-l
B Maintenance
SOAM VIP:

Filter

Hetwork Element: | goan ME n

Reset

Display Filter: | MP Server Host Name

=] [=__ [+] lpc9000730-mp-1|

Go

SOAM VIP:

Record the one of the
“Adjacent Node”
entries associated

e Record the 1% entry in the Adjacent Node column:

Adjacent Node:

with the MP
SOAM VIP: onnected using VIP to SO-B (ACTIVE SYSTEM DAM)
lo £, Main Me i i _ ] -
Main Menu: SS7/Sigtran -> Configuration -> 'Adjacent Server Groups'
|:| Select...
Main Menu Display Filter: - None - v = Go | (LIKE wildcard ™

- SS7/Sigtran
- Configuration
- Adjacent
Server Groups

...as shown on the
right.

| Status

mEM e
[l RTransport Managel
B & t

Table Description: The adjacent server groups table provides a means to group adjacent servers that belong to the same|

Displaying Records 1-1 of 1 total | | | | |

Action  Signaling Network Element Name Adjacent Server Group Identifier Adjacent Server Group Member(s)
Edit Delete ETS3_S0_ME lisa_group LISA Ed|
Displaying Records 1-1 of 1 total | | | | |

Flmenrtl

=ignalir

ction
Delete
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11.

[]

SOAM VIP:

Using the “Adjacent
Node” entry recorded
in Step 9 of this
procedure determine
the associated Eagle
STPs.

e Using the “Adjacent Server” entry to cross-reference, determine the associated Eagle
STPs under the “Adjacent Server Group ldentifier” column.

Eagle STP 1:

Eagle STP 2:

The following steps are executed on the Eagle STPs

EAGLE STP 1:

Increase the Route
cost to the MP CPC
high enough to
eliminate signaling
traffic on the route.

e On Eagle STP 1, increase the relative cost of link set to the MP TPC for route to the MP
CPC using “chg-rte” command.

e Wait at least 30 seconds before continuing on to the next Step.

EAGLE STP 1:

Disable the link to the
MP TPC.

e On Eagle STP 1, disable the link going to the MP TPC using the “dact-slk” command.

EAGLE STP 2:

Increase the Route
cost to the MP CPC
high enough to
eliminate signaling
traffic on the route.

e On Eagle STP 2, increase the relative cost of link set to the MP TPC for route to the MP
CPC using “chg-rte” command.

e Wait at least 30 seconds before continuing on to the next Step.

EAGLE STP 2:

Disable the link to the
MP TPC.

e On Eagle STP 2, disable the link going to the MP TPC using the “dact-slk” command.

THIS PROCEDURE HAS BEEN COMPLETED
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E.2 Restoring Signaling Traffic to the MP

When doing maintenance activity such as upgrade on an MP, it is recommended to divert signaling traffic away from
the MP until maintenance activity has completed. Although each MP has a regionally diverse mate, these steps should
eliminate the possibility of traffic loss at the MP undergoing maintenance.

Appendix E.2: Restoring Signaling Traffic to the MP

Step | This procedure verifies that all required materials are present.
Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD THIS PROCEDURE FAIL, CONTACT ORACLE’S TEKELEC TECHNICAL SERVICES AND ASK FOR UPGRADE

ASSISTANCE.

I:I!—‘

Record the
hostname of the MP.

Record the hostname of the MP undergoing maintenance activity:

MP hostname:

-> Configuration
- Server Groups

...as shown on the
right.

Using the VIP
2 address, access the Access the SOAM GUI as specified in Appendix A.
D SOAM GUI.
3 SOAM VIP: [E—
E1 i Administration
|:| Select... B & Configuration
Main Menu 5 B Network Elements

EY B Alarms & Evk::nts
B i Security Log

4 SOAM VIP: Record the name of the MP Server Group:
Record the MP MP Server Group:
Server Group.
5 SOAM VIP: E..‘ Main Menu
Select... = Admmmtramn
[
Main Menu

- SS7/Sigtran
- Configuration
- Local
Signaling Points

...as shown on the
right.

i Alarms & Events
i Securnty Log

i Status & Manage
i Measurements

i Transport Manager
B & S57/Sigtran
. = & Configuration
. i [l Adjacent Server Groups

™ W Local Signaling Pointsi
B Local SCCP Users
B Remote Signaling Points
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SOAM VIP:

6 e Record the True Point Code (TPC) and Capability Point Code (CPC) for the MP Server
. Group:
I:' Record the MP True
Point Code (TPC) MP TPC:
and Capability Point
code (CPC). MP CPC:
SOAM VIP: Connected using VIP to SO-B (AC
. 15
I:' Select... E1 i Administration
Main Menu g1 i Configuration
- Transport
Manager g1 @m Security Log
- Configuration : Stat
> Transport &=
...as shown on the
right.
B & Maintenance
: [l Transport
B & SS7/Sigtran
: B Configuration
SOAM VIP: i
8. Filter

I:' Set the Display Filter
to filter on the MP

server Hostname.

Hetwork Element: | goan ME n

Reset

Display Filter: | \1P Server Host Name

=] [=_ [+] lpc9000730-mp-1|

Go

SOAM VIP:

I:' Record the one of the
“Adjacent Node”
entries associated
with the MP.

Record the 1% entry in the Adjacent Node column:

Adjacent Node:
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SOAM VIP:

10. Main Menu
I:' Select. . [ | A::Irnmmtra?:mn
B Configuration
Main Menu - o
> ss7/sigtran .4 Alarm.:. & Events
- Configuration B Security Log
= Adjacent B Status & Manage
Server Groups
B Measurements
o o & 557/Sigtran
...as shown on the ? .
right. | H Configuration
. [l Adjacent Servers
] d'ﬂcentSe ar Groups|
.. B Local Signaliny Points
B Remote Signaling Points
11 SOAM VIP: e  Using the “Adjacent Server” entry to cross-reference, determine the associated Eagle

I:' Using the “Adjacent
Server” entry
recorded in Step 10
of this procedure
determine the
associated Eagle
STPs.

STPs under the “Adjacent Server Group Identifier” column.

Eagle STP 1:

Eagle STP 2:

The following Steps 12 - 15 are executed on the Eagle STPs

EAGLE STP 1:

|:| Reduce the Route
cost to the MP CPC
to restore Signaling
traffic on the route.

On Eagle STP 1, reduce the relative cost (to the pre-maintenance value) of link set to the
MP TPC for route to the MP CPC using “chg-rte” command.

Wait at least 30 seconds before continuing on to the next Step.

EAGLE STP 1:

13.

|:| Enable the linktothe | ® On Eagle STP 1, enable the link going to the MP TPC using the “act-slk” command.
MP TPC.
EAGLE STP 2:

14.

|:| Reduce the Route
cost to the MP CPC
to restore Signaling
traffic on the route.

On Eagle STP 2, reduce the relative cost (to the pre-maintenance value) of link set to the
MP TPC for route to the MP CPC using “chg-rte” command.

Wait at least 30 seconds before continuing on to the next Step.

EAGLE STP 2:

15.

I:' Enable the link to the
MP TPC.

On Eagle STP 2, enable the link going to the MP TPC using the “act-slk” command.
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SOAM VIP:
16.
I:' Select...
Main Menu
- Transport
Manager

L, Main Menu

g1 e Administration
H BB Configuration
H B Alarms & Events

onnected using VIP to SO-B (ACTIVE SYSTEM OAM)

Main Menu: Transport Manager ->

- Configuration : e s 1
SMaintenance II B Security Log ESlgnaImg Network : MP Server Adapte
STransport psrEllTE | AISATIIE
ETS3_SO_NE MP-1 M3UA
...as shown on the
right. ETS3_S0O_NE MP-1 M3UA
; Configurati
B & Configuration ETS3_SO_NE MP-1 M3UA
B Adjacent Node
B Configuration Sets ETS3_SO_NE WP MSUA
L. [ Transport ETS3_SO_NE MP-1 M3UA
ﬁ & Maintenance
&
. wed
17 SOAM VIP:
|:| Verif-y that all é:g;f:m%:?ﬂ“:om_ ”&f&?ﬂe‘: Adapter Transport Name ;r:::l'igzln Transport Type Slal(; !
Conflg_ureid ETS3_SO_NE MP-1 M3UA AZ SCTP Initiator [+] LisA Enabled Up
ﬁzso_uag?nts a_re ET33_S0_NE MP-1 M3UA a3 1 SCTP Initiator *l LIsA Enabled Up
Enambllned \thi - ETS3_SO_NE MP-1 M3UA a3_2 SCTP Initiatar Enabled
Operational ETS3_S0O_NE MP-1 M3UA a4 SCTP Initiator +l LIsA Enabled Up
Status - Up ETS3_SO_NE MP-1 M3UA a5 SCTP Initiator [+] LisA Enabled Up

Reason = Normal.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX F. ACCESSING ORACLE’S TEKELEC CUSTOMER SUPPORT SITE

Access to the Oracle’s Tekelec's Customer Support site is restricted to current Oracle’s Tekelec customers. This section
describes how to log into Oracle’s Tekelec Customer Support site and how to locate upgrade procedures. Viewing these
files requires Adobe Acrobat Reader.

1.
2.

o o ~ w

Go to Oracle’s Tekelec Customer Support login page at https://support.tekelec.com/index.asp

Enter your assigned username and chosen password and click Login.

Or, if you do not have access to the Customer Support site, click Need an Account?
Follow instructions on the screen.

NOTE: After 20 minutes of inactivity, you will be logged off, and you must repeat this step to regain
access.

After successful login, select a product from the Product Support drop-down menu.
Select a release number from the Product Support Release drop-down menu.
Locate the Upgrade Procedures section.

To open the procedure in the same window, click the procedure name. To open the procedure in a new
window, right-click the procedure name and select Open in New Window.

To download the procedure, right-click the procedure name and select Save Target As.
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