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1. INTRODUCTION

1.1 Purpose and Scope

This document describes methods utilized and procedures executed to perform an application’s software upgrade on in-service
SDS servers and SDS DP blades in an SDS network. Supported paths are major upgrades from SDS 4.0 to SDS 5.0 and minor
upgrades from SDS Software Release 4.0.0-40.x to a later 4.0.y-40.z release. The audience for this document includes Tekelec
customers as well as the SDS group: Global Software Delivery. This document provides step-by-step instructions to execute any
Release 4.0.x software upgrade.

The SDS software includes all Tekelec Platform Distribution (TPD) software. Any TPD upgrade necessary is included
automatically as part of the SDS software upgrade. The execution of this procedure assumes that the SDS software load (ISO file,
CD-ROM or other form of media) has already been delivered to the customer’s premises. This includes delivery of the software
load to the local workstation being used to perform this upgrade. The distribution of the SDS software load is outside the scope of
this procedure.

1.2 References

[1] SDS SW Installation and Configuration Guide, UG006385, Tekelec

[2] Database Management: Backup and System Restoration, UG005196, Tekelec, Current revision.
[3] SDS 4.0 Disaster Recovery Guide, UG006387, Tekelec, Current revision

[4] HP Solutions Firmware Upgrade Pack Release Notes, 795-000-2xx, v2.1.5 (or latest 2.1 version)

[5] Platform 6.x Configuration Procedure Reference, 909-2209-001, v. A or greater, 2012
[6] TPD 6.X PXE Installation Procedure, 909-2244-001, Tekelec, Current revision.

1.3 Acronyms

Acronym Meaning

Csv Comma-separated Values

DB Database

DP Database Processor

DR Disaster Recovery

GA General Availability

GUI Graphical User Interface

HA High Availability

IMI Internal Management Interface

IPM Initial Product Manufacture

ISO ISO 9660 file system (when used in the context of this document)
LA Limited Availability

MOP Method of Procedure

MP Message Processing or Message Processor
NE Network Element

NO or NOAM Network OAM&P

OAM Operations, Administration and Maintenance
OAM&P Operations, Administration, Maintenance and Provisioning
SDS Subscriber Database Server

SO or SOAM System OAM

TPD Tekelec Platform Distribution

ul User Interface

VIP Virtual IP

VPN Virtual Private Network

XMI External Management Interface

XSl External Signaling Interface
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Table 1 - Acronyms

1.4 Terminology

This section describes terminology as it is used within this document.

Term Meaning
The process of converting an application fromits current release on a System to a newer
Upgrade
release.
. An upgrade from a current major release to a newer major release. An example of a major
Major Upgrade

upgrade is: SOME_APPLICATION 1.0.0_10.1.0 to 2.0.0_20.1.0.

Incremental Upgrade

An upgrade from a current build to a newer build within the same major release. An
example of an incremental upgrade is: SOME_APPLICATION 2.0.0_20.1.0to
2.0.0_20.2.0.

Software Only Upgrade

An upgrade that does not require a Database Schema change, only the software is changed.

DB Conversion Upgrade

An upgrade that requires a Database Schema change performed during upgrade that is
necessitated by new feature content or bug fixes. For release 1.0, this is a manual
procedure not performed automatically by software.

Single Server Upgrade

The process of converting an SDS server from its current release on a single server to a
newer release.

The process of converting a single SDS server to a prior version. This could be performed

Backout due to failure in Single Server Upgrade.

Downgrade The process of converting an S_DS server from its current release to a prior release. This
could be performed due to a misbehaving system.

Rollback Automatic recovery procedure that puts a server into its pre-upgrade status. This procedure

occurs automatically during upgrade if there is a failure.

Source Release

Software release to upgrade from.

Target Release

Software release to upgrade to.

Health Check

Procedure used to determine the health and status of the network. This includes statuses
displayed from the GUI. This can be observed Pre-Server Upgrade, In-Progress Server
Upgrade, and Post-Server Upgrade.

State that allows for graceful upgrade of a server without degradation of service. It is a
state that a server is required to be in before it can be upgraded. The state is defined by the

Upgrade Ready following attributes:

e  Server is Forced Standby

e Server is Application Disabled (Signaling servers will not process any traffic)
Ul User interface. “Platcfg UI” refers specifically to the Platform Configuration Utility User

Interface, which is a text-based user interface.

Table 2 - Terminology

1.5 How to use this Document

When executing this document, there are a few key points which help to ensure that the user understands the author’s intent.
These points are as follows;

1) Before beginning a procedure, completely read the instructional text (it will appear immediately after the Section
heading for each procedure) and all associated procedural WARNINGS or NOTES.

2) Before execution of a STEP within a procedure, completely read the left and right columns including any STEP specific
WARNINGS or NOTES.

3) If aprocedural STEP fails to execute successfully or fails to receive the desired output, STOP and contact Oracle’s
Tekelec Customer Care Center (US: 1-888-367-8552, Intl: +1-919-460-2150) for assistance before attempting to
continue.
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1.5.1 Executing Procedures

The user should be familiar with the structure and conventions used within these procedures before attempting execution.
Table 3 and the details below provide an example of how procedural steps might be displayed within this document.

Column 1: Step
e Table 3, Column 1, contains the Step number and also a checkbox if the step requires action by the user.

e  Sub-steps within a given Step X are referred to as Step X.Y. (See example: Step 1 has sub-steps Steps 1.1 to 1.2).
e Each checkbox should be checked-off in order to keep track of the progress during execution of the procedure.

Column 2: Procedure
e Table 3, column 2, contains a heading which indicates the server/IP being accessed as well as text instructions and/or
notes to the user. This column may also describe the operations to be performed or observed during the step.

Column 3: Result
e Table 3, column 3, generally displays the results of executing the instructions (shown in column 2) to the user.
e The Result column may also display any of the following:

e}

O O O

Inputs (commands or responses) required by the user.

Outputs which should be displayed on the terminal.

Illustrations or graphic figures related to the step instruction.

Screen captures from the product GUI related to the step instruction.

Procedure x: Verifying the Time in GMT

Step

Procedure

Result

leil

Active
Provisioning Site
VIP:

1) Access the
command prompt.

2) Log into the
server as the “root”
user.

NOTE: The
password will not
appear on the
screen as the
characters are

typed.

CentOS release 5.7 (Final)
Kernel 2.6.18-274.7.1.el5prerel5.0.0 72.32.0 on an x86 64

sds-mrsvnc-a login: root
Password: <root_ password>

Active
Provisioning Site
VIP:

Output similar to
that shown on the
right will appear as

*** TRUNCATED OUTPUT ***

VPATH=/0opt/TKLCcomcol/runcm5.13:/opt/TKLCcomcol/cm5.13

RELEASE=5.16

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpss7:/usr/TKLC/sds
PRODPATH=/opt/TKLCcomcol/cm5.13/prod

the server returns RUNID=00

to a command [root@sds-mrsvnc-a ~]#

prompt.

Active [root@sds-mrsvnc-a ~]# date -u
3. Provisioning Site Thu Jan 26 16:37:10 UTC 2012

VIP: [root@sds-mrsvnc-a ~]#

Verify that the
correct Date &
Time are displayed
in GMT (+/- 4 min.).

THIS PROCEDURE HAS BEEN COMPLETED

DSR - 5.0 - SDS Software Upgrade Procedure 8
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Table 3 - Sample Procedure

1.6 Activity Logging

All activity while connected to the system should be logged using a convention which notates the Customer Name, Site/Node
location, Server hostname and the Date. All logs should be provided to Oracle’s Tekelec Customer Care Center for archiving
post upgrade.

1.7 Recommendations

No specific recommendations have been identified for the current version of this procedure.

1.7.1 Use of Health Checks

The user may execute the Perform Health Check or View Logs steps freely or repeat as many times as desired in between
procedures during the upgrade process. It is not recommended to do this in between steps within a procedure, unless there is a
failure to troubleshoot.

1.7.2 Large Installation Support

For large systems containing multiple Signaling Network Elements, it may not be feasible to apply the software upgrade to every
Network Element within a single maintenance window. However, whenever possible, Primary and DR Provisioning Site
Network Elements should be upgraded within the same maintenance window. When multiple maintenance windows are required,
replication may be allowed and provisioning re-enabled between scheduled maintenance windows.
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2. GENERAL DESCRIPTION

This document defines the step-by-step actions performed to execute a software upgrade of an in-service SDS from the source
release to the target release.

2.1 Supported Upgrade Paths
The supported SDS upgrade path is shown in Figure 1 and Figure 2.

Incremental
Upgrade

SDS
5.0.0-50.w.x

Figure 1: Supported Upgrade Paths

Major
Upgrade

Figure 2: Supported Upgrade Paths

NOTE: Initial installation is not within the scope of this upgrade document. See [1] for initial installation requirements.
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3. UPGRADE OVERVIEW

This section lists the required materials and information needed to execute an upgrade. It also provides a brief timing overview of
the activities needed to upgrade the source release software that is installed and running on an SDS server to the Target Release
software. The approximate time required is outlined in Sections 3.3- 3.7. These tables are used to plan and estimate the time
necessary to complete your upgrade.

Timing values are estimates only. They estimate the completion time of a step or group of steps for an experienced user. These
tables are not to be used to execute procedures. Detailed steps for each procedure begin with Procedure 1 in Section 5.

3.1 Upgrade Requirements
The following levels of access, materials and information are needed to execute an upgrade:
e Target-release ISO image file (Example: 872-2079-02-5.0.0-50.x.y-x86_64.1iso)
e VPN access to the customer’s network.
e  GUI access to the SDS Network OAM&P VIP with Administrator privileges.
e  SSH/SFTP access to the SDS Network OAM&P XMI VIP as the “root” user.

NOTE: All logins into the SDS Active and DR site servers are made via the External Management (XMI) VIP unless
otherwise stated.

e User logins, passwords, IP addresses and other administration information. See Section 3.1.2.

e Direct access to server IMI IP addresses from the user’s local workstation is preferable in the case of a Backout.

NOTE: If direct access to the IMI IP addresses cannot be made available, then target server access can be made via a
tandem connection through the Active Primary SDS (i.e. An SSH connection is made to the Active Primary SDS XMI first,
then from the Active Primary SDS, an 2" SSH connection can be made to the target server’s IMI IP address).

3.1.1 1SO Image File
You must obtain a copy of the target release 1ISO image file. This file is necessary to perform the upgrade. The SDS ISO image

file will be in the following format:

Example: 872-2079-05-5.0.0-50.8.0-x86_64.iso

NOTE: Actual number values may vary between releases.
Prior to the execution of this upgrade procedure it is assumed that the SDS 1SO image file has already been delivered to the
customer’s system. The delivery of the ISO image requires that the file be placed on the disk of a PC workstation with GUI access

to the Active Primary SDS XMI VIP. If the user performing the upgrade is at a remote location, it is assumed the ISO file is has
already been transferred to the Active Primary SDS server prior to starting the upgrade procedure.
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3.1.2 Logins, Passwords and Site Information

Obtain all the information requested in the following table. This ensures that the necessary administration information is available
prior to an upgrade. Consider the confidential nature of the information recorded in this table. While all of the information in the
table is required to complete the upgrade, there may be security policies in place that require secure disposal once the upgrade has
been completed.

NE Type NE NameJr
Primary Site

DR Site

Software Values

Source Release Level:

Target Release Level:

Target Release ISO file name:

Access Information Values

¥ Primary Site XMI VIP (GUI):

¥ DR site XMI VIP:

GUI Administrator Username:

GUI Administrator Password:

“root” user Password:

iLO user “root” user Password:

Customer VPN Instructions:

Table 4 — Logins, Passwords and Site Information

T NOTE: The NE Name may be viewed from the Primary Site GUI under [Main Menu = Configuration 2 Network Elements].

¥ NOTE: The XMI VIP may be viewed from the Primary Provisioning Site GUI under [Main Menu = Configuration = Server
Groups].
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3.2 Upgrade Maintenance Windows

I WARNING !!

IT IS RECOMENDED THAT SOAM SITES CONTAINING MATED MESSAGE
PROCESSORS BE UPGRADED IN SEPARATE MAINTENANCE WINDOWS IF AT
ALL POSSIBLE.

Table 5 - Upgrade Maintenance Windows

Maintenance Window 1

Date:

NOTE: The NE Name may
be viewed from the Primary
Provisioning Site GUI under
[Main Menu 2>
Configuration = Network
Elements].

e Record the Site NE Name of the Primary Provisioning Site and the DR Provisioning Site to
be upgraded during Maintenance Window 1 in the space provided below:

e “Check off” the associated Check Box as Upgrade is completed for each site.

D Primary Provisioning SDS Site:

] DR Provisioning Site:

Maintenance Window 2

Date:

NOTE: The NE Name may
be viewed from the Primary
Provisioning Site GUI under
[Main Menu >
Configuration = Network
Elements].

e Record the Site NE Name of each SOAM to be upgraded during Maintenance Window 2 in
the space provided below:

e “Check off” the associated Check Box as Upgrade is completed for each SOAM.

[ ] soAM1; [ ] soAMs:
[ ] soam2: [ ] soAMmT:
[ ] soAMm3: [ ] soAms:
[ ] soAm4: [ ] soAmo:
[ ] soAMs: [ ] soAaMm1o:

Maintenance Window 3

e Record the Site NE Name of each SOAM to be upgraded during Maintenance Window 3 in
the space provided below:

e “Check off” the associated Check Box as Upgrade is completed for each SOAM.

Date:
[ ] soAM1; [ ] soAMs:
NOTE: The NE Name may | || SOAM2: [ ] soAmT7:
be vi_e\_/veq from the Primary
e ang e eUender | 7] SOAMS: [] soams:
Configuration > Network
Elements]. [ ] soAm4: [ ] soAmo:
[ ] soAMms: [ ] soAam1o0:
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Maintenance Window 4

Date:

NOTE: The NE Name may
be viewed from the Primary
Provisioning Site GUI under
[Main Menu >
Configuration = Network
Elements].

e Record the Site NE Name of each SOAM to be upgraded during Maintenance Window 4 in
the space provided below:

e “Check off” the associated Check Box as Upgrade is completed for each SOAM.

[ ] soAam1: [ ] soAme:
[ ] soAm2; [ ] soAmT:
[ ] soAM3: [ ] soAwms:
[ ] soAma4: [ ] soAmo:
[ ] soAMS: [ ] soAam1o0:

Maintenance Window 5

Date:

NOTE: The NE Name may
be viewed from the Primary
Provisioning Site GUI under
[Main Menu >
Configuration = Network
Elements].

e Record the Site NE Name of each SOAM to be upgraded during Maintenance Window 5 in
the space provided below:

e “Check off” the associated Check Box as Upgrade is completed for each SOAM.

[ ] soAM1: [ ] soAMs:
[ ] soam2: [ ] soAMmT:
[ ] soAM3: [ ] soAwms:
[ ] soAMm4; [ ] soAmo:
[ ] soAms: [ ] soam1o0:

Maintenance Window 6

e Record the Site NE Name of each SOAM to be upgraded during Maintenance Window 6 in
the space provided below:

e “Check off” the associated Check Box as Upgrade is completed for each SOAM.

Date:
[ ] soAaMm1: [ ] soAwme:
NOTE: The NE Name may D SOAM?2: D SOAMY7:
be vi_e\_/veql fron_1 the Primary
o e cutnder | [T SOAMS: [] soawms:
Configuration = Network
Elements]. [ ] soam4: [ ] soAme:
[ ] SOAMS: [ ] soAM1o:
DSR - 5.0 - SDS Software Upgrade Procedure 14 April 2014




3.3 Upgrade Preparation Overview

The pre-upgrade procedures shown in the following table should be executed prior to the upgrade maintenance window and may
be executed outside a maintenance window if desired.

Elapsed Time
Procedure Procedure Title (Hours:Minutes)
Number : :
This Step Cumulative
1 Required Materials Check 00:15 00:15
2 ISO Administration * *

Table 6 - Upgrade Preparation Procedures

*NOTE: ISO transfers to the target systems cannot be estimated since times will vary significantly depending on the
number of systems and the speed of the network.

These factors significantly affect the total time needed to complete upgrade and therefore require the scheduling of
multiple maintenance windows to complete all activities.

The ISO transfers to the target systems should be performed prior to, outside of, the scheduled maintenance window. The
user should schedule the required maintenance windows accordingly.

3.4 Primary Provisioning / DR Provisioning Execution Overview

The procedures shown in the following table are executed inside a maintenance window.

Elapsed Time
P’r\loucrﬁ%l;e Procedure Title | (Hours:Minutes) '
This Step Cumulative
3 Disable AppProcControl Table Replication 00:05 00:05
4 Terminate User Sessions 00:05 00:10
5 Disable Global Provisioning 00:05 00:15
6 Inhibit DR Provisioning Site Servers 00:05 00:20
7 Inhibit Primary Provisioning Site Servers 00:05 00:25
8 Database Backup 01:00 01:25
9 Upgrade DR Provisioning Site NE 01:00 02:25
10 Upgrade Primary Provisioning Site NE 01:00 03:25
11 Allow Primary Provisioning Site Servers 00:05 03:30
12 Allow DR Provisioning Site Servers 00:05 03:35
13 Enable Global Provisioning 00:05 03:40

Table 7 - Primary Provisioning / DR Provisioning Upgrade Procedures
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3.5 SOAM Upgrade Execution Overview
The procedures shown in the following table should be executed inside a maintenance window.

Elapsed Time
FIBEEITS Procedure Title (Hours:Minutes)
Number , :
This Step Cumulative
14 Inhibit SOAM Servers 00:05 00:05
15 Upgrade SOAM NE (SOAM Servers) 01:30 01:35
16 Upgrade SOAM NE (DP Servers) 00:05 01:40
Appendix F | Disable Hyperthreading 00:05 01:45
Table 8 - SOAM Upgrade Procedures
3.6 Post Upgrade Execution Overview
These procedures are performed only after all sites on network have been upgraded.
b . Elapsed Time
rocedure Procedure Title (Hours:Minutes)
Number : :
This Step Cumulative
Appendix G.1 | Enable AppProcControl Replication 00:05 00:05
Appendix G.2 | Accept Upgrade * *

Table 9 - Post Upgrade Procedures

3.7 Recovery Procedures Overview

These procedures are customized to the specific situation encountered and therefore do not have well established timeframes.

Procedure : Elapsgd_ Time
nclrer Procedure Title | (Hours:Minutes) |
This Step Cumulative
17 Backout DP SOAM NE * *
18 Backout DR SDS NE * *
19 Backout Primary SDS NE * *

Table 10 - Backout Procedures

DSR - 5.0 - SDS Software Upgrade Procedure 16

April 2014



4. SDS UPGRADE MATRIX

Upgrading the SDS product in the customer network is a task which requires multiple procedures of varying types. The matrix
shown below provides a guide to the user as to which procedures are to be performed on which site types. As always, the user
should contact Oracle’s Tekelec Customer Care Center for assistance if experiencing difficulties with the interpretation or

execution of any of the procedures listed.

NOTE: Primary Provisioning and DR Provisioning sites must be upgraded in the same maintenance window.

Query Server

Site Type 1123|465 6 7 18|9(10(11|12|13|14|15|16 | F | G
Primary SDS
Ll orsost (f of f | L | % x| %

NS

\
[ || soam/op |of ‘X X XXX XXXXXX/|/ v v x

Table 11 - SDS Upgrade Matrix

SDS Upgrade: List of Procedures

Procedure No : | Title : Page No :
1 Required Materials Check 18
2 ISO Administration & Pre-Upgrade Checks 19
3 Disable AppProcControl Table Replication 31
4 Terminate User Sessions 33
5 Disable Global Provisioning 36
6 Inhibit DR Provisioning Site Servers 38
7 Inhibit Primary Provisioning Site Servers 41
8 Database Backup 45
9 Upgrade DR Provisioning Site NE 52
10 Upgrade Primary Provisioning Site NE 56
11 Allow Primary Provisioning Site Servers 69
12 Allow DR Provisioning Site Servers 65
13 Enable Global Provisioning 73
14 Inhibit SOAM Servers 78
15 Upgrade SOAM NE (SOAM Servers) 88
16 Upgrade SOAM NE (DP Servers) 93

Appendix F Disable Hyperthreading 166
Appendix G Finalizing Upgrade 166

Table 12 - SDS Upgrade: List of Procedures
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5. UPGRADE PREPARATION

This section provides detailed procedures to prepare a system for upgrade execution. These procedures may be executed outside
of a maintenance window.

5.1 Required Materials Check

This procedure verifies that all required materials needed to perform an upgrade have been collected and recorded.

Procedure 1: Required Materials Check

Step | This procedure verifies that all required materials are present.
Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD THIS PROCEDURE FAIL, CONTACT ORACLE’S TEKELEC CUSTOMER CARE CENTER AND ASK FOR
UPGRADE ASSISTANCE.

Verify amquired

materials are e Materials are listed in Section 3.1: Required Materials. Verify all required materials are
present. present.
Verify all

administration data | e  Double-check that all information in Section 3.1.2 is filled-in and accurate.
needed during
upgrade.

I:I!\’ |:|!—‘

5.2 Release Notes

This section contains any release-specific information that might be helpful to complete the software upgrade procedure.

5.2.1 Discrepancies in Primary / DR Provisioning Sites Release Levels

When upgrading SDS to the target release, the following alarms may be reported on the GUI during the period of time period
when the Primary Provisioning Site NE is at the new software level and the DR Provisioning Network Element is at the old
software level:

e 31124: A DB replication audit command detected errors
e 31105: The DB merge process (inetmerge) is impaired by a s/w fault

These alarms, if present, will exist for the Active and Standby DR Provisioning Site servers. They should clear themselves
automatically within 5 minutes, and will cease to be raised once the DR Provisioning Site NE is upgraded to the same software
level as the Primary Provisioning Site. To avoid seeing these alarms altogether, the upgrade of the Primary Provisioning Site and
DR Provisioning Site NEs should be performed within the same maintenance window.
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[]

5.3 Perform Health Check (Upgrade Preparation)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the SDS network
and servers. This may be executed multiple times but must also be executed at least once within the time frame of 24-36
hours prior to the start of a maintenance window.

e Execute SDS Health Check procedures as specified in Appendix B.

5.4 Perform Firmware Verification (Upgrade Preparation)

This procedure is part of Software Upgrade Preparation and is used to determine the whether a firmware update is
required. If [4] has been provided with the upgrade kit, follow its instructions to verify the firmware on SDS rack mount
servers and SOAM/DP blades. Execute firmware upgrade procedures if required by [4]:

o  Execute Section entitled “Upgrade DL360 or DL380 Server Firmware ” of [5] for SDS rack mount servers.

e Execute Section entitled “Upgrade Blade Server Firmware ” of [5] for SDS blades.

5.5 ISO Administration & Pre-Upgrade Checks

ISO transfers to the target servers may require a significant amount of time depending on the number of systems and the speed of
the network. These factors may significantly affect total time needed and require the scheduling of multiple maintenance
windows to complete the entire upgrade procedure. The ISO transfers to the target servers should be performed prior to the first
scheduled maintenance window. Schedule the required maintenance windows accordingly before proceeding.

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD ANY STEP IN THIS PROCEDURE FAIL, STOP AND CONTACT ORACLE’S TEKELEC CUSTOMER CARE CENTER
FOR ASSISTANCE BEFORE CONTINUING!

Procedure 2: ISO Administration & Pre-Upgrade Checks

Step

Procedure

Result

1|.:|

Using the VIP address,
access the Primary
Provisioning Site GUI.

e Access the Primary Provisioning Site GUI as specified in Appendix A.

mk

Active Provisioning Site
VIP:

Select...

Main Menu

-> Status & Manage
- Files

...as shown on the right.

Connecled using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAMAP)

Main Menu: Status & Manage -> Files

sds-mrsvnc-a sgs-mesanc-d Qs-m

Fée Kame
8§72-2455-001400_40 1 -SDS86_64150

SudMtRemotesuat MSISON 17857349993- 17857350009 2012080301380 report
sudtRamotesudt MSISON 17857840999-17857350009 201208030 14308 report
Bachup sds sds-meswnc-2 Configuraiion NETWORK_OAMP 20120801_021501.41
Bachup 545 sas-meswnc-a Configuraion NETWORK_OAMP 20120802_021501 AN
Bachup 503 $85-mesnc-a Conlguration NETWORK_OAMP 20120803 _021502 AN
BaCiup 543 303-Meswnc-a Configuration NETWORK_OAMP 20120804_021501 AL
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Procedure 2: 1SO Administration & Pre-Upgrade Checks

Step Procedure Result
3 Active Provisioning Site | main Menu: Status & Manage - > Files
: VIP: Tus Aug OF 2080
|:| Fillsr =
1) Verify the hostnamt_a of sds.mrevaca  SOS-MiEWHC-D  ge-miswnc-1  orsds-dallash-a  So-canmc-d  So-cannmc-b Op-Canme-1
the server currently using
the Active Provisioning Fio fame e Ty Timeskme
Site VIP. §72-2489-001-4.0.0_40.1.1-S0G-180_84 ko :1“0 ® lso 20120808 203320 UTC

2) Using the cursor, select
the hostname of the
server from the list tabs.

udiVRemolsAud RSISON 1TEETR4I00D-1TRETAE0000 2012003013830 repon
BudnRemoleAunn MSISON 1TESTBA9000- 17857850000 201 20803014308 repan

A1E repan 2012-08-03 013837 UTC
6708 repon 2012-08-03 014315 UTC
L

Backup sds sds-rmeswnc-a Configuration NETWORK_OaAP 20120801_021501 AUTO tar wp B 20M2-08-01 021503 UTC
3) Click on the “Upload” Backup sd8 Sds-mrsvc-& Coniguration NETWORK_DAMP 20120802_021501AUTO tar 2 tr 2012-08-02 0215:03 UTC
button.
provexport’export RonglmsiOnly.imsi. 201109221800 . csv
Delete = Do
£8.2 GB used (25.10%) of 222.2 GB availatle | System utiliz
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Procedure 2: 1SO Administration & Pre-Upgrade Checks

Step Procedure

Result

Active Provisioning Site
4| vip:

[]

1) Click on the
“Browse...” dialogue
button located in the
bottom left quadrant of the
screen.

2) Select the Drive and
directory location of the
ISO file for the target
release. Select the ISO
file and click on the
“Open” dialogue button.

3) Click on the “Upload a
File” dialogue button.

NOTE 1: ltis
recommended to access
the I1SO file for the target
release from a local hard
drive partition as opposed
to a network or flash drive
location.

NOTE 2: Depending on
network conditions, this
upload may take an
extended period of time
(> 60 min.).

Alternatively, the ISO file
can be manually
transferred to the
“/var/TKLC/db/
filemgmt” directory of the
Active Provisioning Site
server using SFTP.

= File

Cancel

Choose File to Upload

Lok in: | =3 5D5_Upgrade_Files

?x

e

My Fecent
Diocurnents

=
[
Dezktop

)

My Documents

oL

by Computer
My Natwark  File name: |672-2366-103-3.0.0_1081-505-486_6disn 7| Open |
Places
Files of type: |4l Filess ") =l Cancl
File:

F\872-2356-102-3.0.0 10| Browse._J

Cancel
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Procedure 2: 1SO Administration & Pre-Upgrade Checks

Step Procedure Result
5 Active Provisioning Site
i VIP: qs-mrsvnc-1 drsds-dallastx-a so-cannc-a s0-cannc-b dp-carync-1 dp-carmc-2
I:I Click the TimeStamp link Size rv =
located on the top right of | |54 6854MB iso 2012-01-25 16:07:03UTC
the right panel.
1558 log 2012-01-24 224534 UTC
1558 log 2012-01-24 224527 UTC
1558 log 2012-01-24 224517 UTC
35MB xml 2012-01-24 2245.09 UTC
31MB il 2012-01-24 224509 UTC
36MB xml  2012-01-24 22.45:09 UTC
1558 log 2012-01-24 224031 UTC

Active Provisioning Site
VIP:

The user should be

presented with a reverse-
sorted list of files showing
the newest files at the top.

The ISO file uploaded in
Step 4 of this procedure
should now appear at the
top most position in the
“Filename” column.

Main Menu: Status & Manage -> Files

sds-mrsvnc-a sds-mrsvnc-b

File Hame

872-2469-001-4.0.0_40.1.1-5D5-x86_64.i

qs-mrsvnc-1

drsds-dallaste-a

auditRemoteAudit MSISDMN.17857848999-17857850009.20120803013830r
auditRemoteAudit MSIS0DN.ATE57349999-17857350009.20120803014308.r

Backup.sds.sds-mrsvnc-a.Configuration NETWORK_OAMP 20120801_0215

Active Provisioning Site
VIP:

Select...

Main Menu
- Status & Manage
2> HA

HA Role

Mate Hos!

...as shown on the nght sdas-mrsvnc-a Lty Lctve sos-mysw
$05-MesWNC-d Stanady Standdy sds-mrsvt
: . sds-mrsw
qs-mrsvnc-1 Observer  Observer Sk o
arsds-dallast-3 Active Active
30-canmnc-a Standdy Actve $0-Carmc
s0-canme-d Actve Actre $0-Canmnc
gp-canmc-1 At Actve
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Procedure 2: 1SO Administration & Pre-Upgrade Checks

Step

Procedure

Result

8.

[]

Active Provisioning Site
VIP (SSH):

Find the Hostname of the
Standby server by
locating the server
currently using the Active
Provisioning Site VIP
and finding the server with
HA Role “Standby” in
the same Network
Element.

Main Menu: Status & Manage -> HA

Ved Au
Hostname HA Role Max Allowed HA Role Mate Hostname List  Network Element Server Role
3ds-mrsvnc-a Active Active sds-mrsvnc-b Network OAMAP
s Catanaby_Dstanaby sds-mrsvnc-a Network OAMAP
gs-mrswnc-1 Observer Observer :g:'::::nng'g Query Server
drsds-dallast-a Actve Active dor_dallastx Network OAM&P
so-cannc-a Stanaby Active so-carync-b so_canync System OAM
so-carync-b Active Active so-carync-a so_carync System OAM
dp-canync-1 Actve Active $0_cannc e

Active Provisioning Site
VIP (SSH):

Record the Standby
server's name.

e Record the name of the Active Provisioning Site Standby Server, obtained in step 8, in
the space provided below:

Active Provisioning Site Standby Server:

Active Provisioning Site
VIP:

Select...

Main Menu

- Status & Manage
- Files

...as shown on the right.

Connecled using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAMAP)

Main Menu: Status & Manage -> Files
Forer -

sds-mrsvnc-a sSgs-mesanc-D

e Kame
872-2455-001400_40 1 1-SDS86_64150

SuMRemotesuat MSISON 17857349993 17857350003 20120803013830 report
sudtRamotesudt MSISON 17857840999-17857350009 201208030 14308 report
Bachup sds ss-meswnc-2 Configuraiion NETWORK_OAMP 20120801_021501.A1
Bachup 543 sas-meswnc-a Configuration NETWORK_OAMP 20120802_021501 AN
Bachup 543 385-mesnc-a Conlguration NETWORK_OAMP 20120803 _021502 AN
Bachup 5435 503-merswnc-a Configuration NETWORK_OAMP 20120804_021501 ALN

a2
IPTRPRERD
\ " “‘ !

Active Provisioning Site
VIP:

1) Using the cursor, the

Main Menu: Status B Manage -> Files

Filter | 1

Standby server's S04 - ivnc- 2 a8 -rrrivnc: 1 ri a4 -0alaih-a S 0-Cannc-a S0-Canmc-b dp-Canmc-1
hostname (from step 9) in Filr Marmer Size  Type Timéstamp
the top tab bar. B _

2-2489-001-4 40 1 1-805-008_84 is WE
2) Click on the “Upload” 18
button. Ugwrag log kg o9 201207-31 1!

upgrade log ;ig g 201240711
provexport'export RonglmsiCnly.imsi. 201109221800 .csv
Upload
58.3 GB used [25.10%) of 232.3 GB available | System utiliz
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Procedure 2: 1SO Administration & Pre-Upgrade Checks

Step

Procedure

12.

[]

Active Provisioning Site
VIP:

1) Click on the
“Browse...” dialogue
button located in the
bottom left quadrant of the
screen.

2) Select the Drive and
directory location of the
ISO file for the target
release. Select the ISO
file and click on the
“Open” dialogue button.

3) Click on the “Upload a
File” dialogue button.

NOTE 1: ltis
recommended to access
the I1SO file for the target
release from a local hard
drive partition as opposed
to a network or flash drive
location.

NOTE 2: Depending on
network conditions, this
upload may take an
extended period of time
(> 60 min.).

Alternatively, the ISO file
can be manually
transferred to the
“/var/TKLC/db/
filemgmt” directory of the
Standby Provisioning
Site server using SFTP.

Filz

Choose File to Upload

Look in: | ) SD5_Upgrade_Filez

Y

E

iy Recent
Documents

-
[
Degktop

i,

My Documents

%

gL |

y Computer
M N;) k | | i |
b hetwor 872-2355-103-3.0.010.8.1-505#36_Bdiz0 ™ P
Places
j Cancel
File:

F\872-2356-102-3.0.0 10| Browse.._J

Cancel
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Procedure 2: 1SO Administration & Pre-Upgrade Checks

Step Procedure Result
Active Provisioning Site
13. | vip:
I:I . ) . qs-mrsvnc-1 drsds-dallast-a so-carync-a so-carync-b dp-carync-1 dp-carync-2
Click the TimeStamp link
located on the top right of Size T -
the right panel. iso 6854MB iso 2012-01-26 16:07:03UTC
1558 log 2012-01-24 224534 UTC
1558 log 2012-01-24 224527 UTC
1558 log 2012-01-24 224517 UTC
35MB xml  2012-01-24 224509 UTC
31MB ml 2012-01-24 224509 UTC
36MB il 2012-01-24 224509 UTC
1558 log 2012-01-24 2240:31UTC

Active Provisioning Site
VIP:

The user should be
presented with a reverse-
sorted list of files showing

Main Menu: Status & Manage -> Files

the newest files at the top. 4 ;sds-mrsmcva! sds-mrsvnc-b so-carync-a so-carync-b dp-carync-1

The ISO file uploaded in FileName i Size  Typ

Step 4 of this procedure 8058

should now appear at the 872-2469-1 DE“-UD_N‘E‘SDE‘]EE_E‘lﬁ ME ) iso

top most position in the

“Filename” column. 16
ugwrap.log kg 99
uparade log 328 1oq
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Procedure 2: 1SO Administration & Pre-Upgrade Checks

Step Procedure

Result

Active Provisioning Site
15. 1 vip (GuI):

I:I Select...

Main Menu
= Administration
->Software Managment
- 1SO Deployment

...as shown on the right.

NOTE: On 4.0 systems,
select...
Main Menu
- Administration
-2 ISO

Connected using VIP to roma-sds-a (ACTIVE NETWORK OAMEP)

B £ Main Menu

B & Administration

: .. | General Options
BB Access Control

Main Menu: Administration -= ISO

Display Filter:

o -

Table description: List of Systems for IS0 fransfer.

- Mone -
- JSoftware Management

----- ‘ Licenses

Mo 150 Validate or Transfer in Progress.

‘ Versions
o

..... ‘ Upgrade
B Remote Servers

- i Configuration
: BB Alarms & Events

Displaying Records 1-6 of 6 total | | | | |

System Name | Hostname 150 Transfer

: il Security Log roma-dp-1 Mo transfer in progress Mis

g i Status & Manage roma-dr-a Mo transfer in progress i

iE Measurements roma-sds-a Mo transfer in progress MiA
rama-sds-b Mo transferin progress MiA
roma-so-a Mo transfer in progress R4
roma-so-o Mo transferin progress hiA

Displaying Records 1-6 of 6 total | | | | |

[Transfer 120]

Active Provisioning Site
16. | vip:

Click on the

[ Transfer 1SO ] link
located in the bottom left
quadrant of the screen.

g0-Canmc-a Mo transfer in progress MNIA
so-canmc-b Mo transfer in progress MIA
Displaying Records 1-8 of & total | | | |

[Transfer 150]
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Procedure 2: 1SO Administration & Pre-Upgrade Checks

Step

Procedure

Result

17.

[]

Active Provisioning Site
VIP:

The user should be
presented with the
ISO [Transfer 1SO]
Administration screen.

Main Menu: Administration -> ISO [ Transfer 1SO|

®

Wed Aug 08 20:03:14 2012

e Note 1SOs are located in the connected servers File Management Area. Target Systems are
configured via Systems Configuration If GUI connection is 10 Standalone Server, ISO must
be Yansferred 1o solf before Upgrade

Select I1SO 1o Transfer

872-2469-001-4 0 0_40 1 1-SDS-x86_64 iso ~

Perform Media Validation before Transfer

Cancel

Select Target Systemy(s)

Select All
Deselect Al
dp-carync-1
drsds-daliastx-a
gs-mrswc-1
sds-nrswc-a
sds-mrswmc-b
so-carync-a
so-carync-b

Active Provisioning Site
VIP:

1) Using the pull-down
menu, select the I1SO file
for the target release.

2) Select all servers to be
upgraded.

NOTE: This may be done
one of two ways:

a) Select All: If all servers
are to be upgraded, they
may be selected by
clicking on the “Select
All” option.

b) Multi-Select: If only a
group of servers are to be
upgraded, they may be
selected by holding down
the [CTRL] key while
using the cursor to click
on the designated
servers.

3) Click on the “Perform
Media Validation before
transfer” check box.

4) Click on the “Ok”
dialogue button.

Select |50 to Transfer

B72-2469-001-4.0.0_40.1.1-5D5-x86_64.is0 - 1

872-2469-001-4.0.0 40.1.1-SDS-x86 64.iso

Perform Media Validation before Transfer [#] 3

[ Ok R‘J Cancel
4

Select Target Systemis): 2

Deselect All
dp-carynec-1
dp-carync-2
drsds-dallastx-a

qs-mrsvnc-1

sds-mrevne-a
sds-mrsvnc-b
so-carync-a
so-carync-b
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Procedure 2: 1SO Administration & Pre-Upgrade Checks

Step Procedure Result
19, | Active Provisioning Site | Main Menu: Administration -> ISO ©
|:| VIP: Wed Aug 08 20:05:31 2012
The user should be
Display Filter - None - v (LIKE wilacard

presented with the 1ISO
Administration screen.

o

e Transfer ISO In Progress._ [Click to Refresh]
ISO. 872-2459-001-4.0.0_40.1 1-SDS-x86_84.is0

2 of 7 Transfers Successful
0 of 7 Transfers Failed

Table description: List of Systems for ISO transfer

Displaying Records 1-7 of 7 total | | | | |

System Name / Hostname

dp-carync-1
drsds-dailastx-a
gs-mrsvnc-1
Sds-misvnc-a
sds-mysvnc-b
so-carync-a
so-carync-d

1SO Transfer Status

872-2469-001-4.0.0_40.1.1-SDS-x86_64.1s0 Complete

872-2469-001-4.0.0_40.1.1-SDS-x86_64.1s0 In Progress
872-2469-001-4.0.0_40.1.1-SDS-x86_64.1s0 In Progress
872-2459-001-4.0.0_40.1.1-SDS-x86_64.is0 Compiete

872-2459-001-4.0.0_40.1.1-SDS-x86_64.is0 In Progress
872-2459-001-4.0.0_40.1.1-SDS-x86_64.iso In Progress
872-2469-001-4.0.0_40.1.1-SDS-x86_64.1s0 In Progress

Dispiaying Records 1-7 of 7 total | | | | |

[Transfer 1ISO}

Active Provisioning Site
VIP:

The progress of the
individual file transfers
may be monitored by
periodically clicking on the
[ Click to Refresh ] link.

i

#« Transfer 130 In Progress »
150 872-2469-001-4.0.0N40.1.1-5DS5-x36_64.i

2 of 7 Transfers Successful.
0 of ¥ Transfers Failed.

lick to Befresh]

Active Provisioning Site
VIP:

Continue to monitor the
file transfer progress until
a “Transfer Status” of
“Complete” is received
for all selected servers.

Table description: List of Systems for ISO transfer.

Displaying Records 1-7 of 7 total | | | | |

System Name / Hostname ISO Transfer Status
dp-carync-1 872-2469-001-4.0.0_40.1.1-SDS-x86_64.i1so Complete
drsds-dallasix-a 872-2469-001-4.0.0_40.1.1-SDS-x86_64.iso Complete
gs-mrsvnc-1 872-2469-001-4.0.0_40.1.1-SDS-x86_64.iso Complete
sds-mrswnc-a 872-2459-001-4.0.0_40.1.1-SDS-x86_64.is0 Complete
sds-mrswnc-b 872-24659-001-4.0.0_40.1.1-SDS-x86_64.is0 Complete
so-carync-a 872-2469-001-4 0.0_40.1.1-SDS-x86_64.is0 Complete
so-carync-b 872-2469-001-4.0.0_40.1.1-SDS-x86_64.is0 Complete

Displaying Records 1-7 of 7 total | | | | |

— NOTE: If the network has a PXE server as defined in [6] be sure to copy the SDS ISO image
— to each site’s PXE server ISO storage.

THIS PROCEDURE HAS BEEN COMPLETED
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5.6 Perform Health Check (Post ISO Administration)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the SDS network
and servers.

o Execute SDS Health Check procedures as specified in Appendix B.
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6. PRIMARY PROVISIONING SITE / DR PROVISIONING SITE UPGRADE EXECUTION

Call Oracle’s Tekelec Customer Care Center at 1-888-FOR-TKLC (1-888-367-8552); or 1-919-460-2150
(international) and inform them of your plans to upgrade this system prior to executing this upgrade.

Before upgrade, users must perform the system Health Check Appendix B. This check ensures that the system to be
upgraded is in an upgrade-ready state. Performing the system health check determines which alarms are present in the
system and if upgrade can proceed with alarms.

*kkk WARNING *kkkk

If there are servers in the system, which are not in Normal state, these servers should be brought to the Normal or the
Application Disabled state before the upgrade process is started. The sequence of upgrade is such that servers
providing support services to other servers will be upgraded first.

*khkkk WARNING *kkikk*k

Please read the following notes on this procedure:

Procedure completion times shown here are estimates. Times may vary due to differences in database size, user
experience, and user preparation.

Where possible, command response outputs are shown as accurately as possible. EXCEPTIONS are as follows:
e  Session banner information such as time and date.
e  System-specific configuration information such as hardware locations, IP addresses and hostnames.

e ANY information marked with “XXXX” or “YYYY.” Where appropriate, instructions are provided to
determine what output should be expected in place of “XXXX or YYYY”

o Aesthetic differences unrelated to functionality such as browser attributes: window size, colors, toolbars and
button layouts.

After completing each step and at each point where data is recorded from the screen, the technician performing the
upgrade must mark the provided Check Box.

For procedures which are executed multiple times, a mark can be made below the Check Box (in the same column) for
each additional iteration the step is executed.

Retention of Captured data is required as a future support reference if this procedure is executed by someone other than
Oracle’s Tekelec Customer Care Center.

NOTE: For large systems containing multiple Signaling Network Elements, it may not be feasible to apply the software upgrade to
every Network Element within a single maintenance window. However, whenever possible, Primary Provisioning and DR
Provisioning Network Elements should be upgraded within the same maintenance window. If multiple maintenance windows are
required, replication may be allowed and provisioning re-enabled between scheduled maintenance windows.
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6.1 Perform Health Check (Pre Upgrade)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the SDS network
and servers. This may be executed multiple times but must also be executed at least once within the time frame of 24-36
hours prior to the start of a maintenance window.

[]

e Execute SDS Health Check procedures as specified in Appendix B.

6.2 Primary Provisioning Site / DR Provisioning Site Upgrade

The following procedure details how to disable global provisioning and inhibit replication the Provisioning Site and DR
Provisioning Site sites. This procedure must be executed before these Network Elements can be upgraded.

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD ANY STEP IN THIS PROCEDURE FAIL, STOP AND CONTACT ORACLE’S TEKELEC CUSTOMER CARE CENTER FOR
ASSISTANCE BEFORE CONTINUING!

6.2.1 Disable AppProcControl Table Replication
Disable AppProcControl Table Replication Site sites. This procedure must be executed before these Network Elements can be

upgraded.
2 NOTE: Database AppProcControl replication will be re-enabled in Appendix G.1 after the last
— " SOAM site is upgraded.

Procedure 3: Disable AppProcControl Table Replication

Step

Procedure

Result

leil

Active Provisioning
Site VIP (SSH):

1) Access the
command prompt.

2) Log into the server
as the “root” user.

CentOS release 5.7 (Final)
Kernel 2.6.18-274.7.1.el5prerel5.0.0 72.32.0 on an x86 64

sds-mrsvnc-a login: root
Password: <root password>

Active Provisioning
Site VIP (SSH):

Output similar to that
shown on the right
may appear as the
server accesses the
command prompt.

**%* TRUNCATED OUTPUT **%*

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpss7
PRODPATH=/0opt/TKLCcomcol/cm5.13/prod

RUNID=00
VPATH=/opt/TKLCcomcol/runcm5.13:/opt/TKLCcomcol/cm5.13
PRODPATH=

RELEASE=5.13

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpss7:/usr/TKLC/sd
s

PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=0

[root@sds-mrsvnc-a ~]#
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Procedure 3: Disable AppProcControl Table Replication

Step

Procedure

Result

3.

[]

Active Provisioning
Site VIP:

Disable audit.

NOTE: This step is
only needed for a
major upgrade. It
can also be run on
SDS 5.0 without
harm, but note that
the command will fail
because the table no
longer exists.

[root@sds-mrsvnc-a ~]# itrunc RepAuditCmd

Active Provisioning
Site VIP:

Disable replication for
the AppProcControl
table.

[root@sds-chltnc-a ~]# iset -fexcludeTables='AppProcControl' NodeInfo
where "1=1"

=== changed 10 records
[root@sds-chltnc-a ~]#

Active Provisioning
Site VIP:

Enable guiadmin GUI
access.

NOTE: This step is
only needed for a
major upgrade but it
can be run anytime
without harm.

[root@sds-chltnc-a ~]# iset -fuse_remote_auth='0' -fuse_ local auth='l'
user where "username='guiadmin'"

changed 1 records
[root@sds-chltnc-a ~]#

Active Provisioning
Site VIP:

Exit from the server
command line.

[root@sds-mrsvnc-a ~]# exit
logout

THIS PROCEDURE HAS BEEN COMPLETED

DSR - 5.0 - SDS Software Upgrade Procedure 32

April 2014




6.2.2 Terminate User Sessions
Procedure 4: Terminate User Sessions

Step Procedure

Result

Using the VIP address,
access the Primary
Provisioning Site GUI.

e Access the Primary Provisioning Site GUI as specified in Appendix A.

Active Provisioning
Site VIP:

THIS STEP MAY ONLY
BE PERFORMED BY
THE CUSTOMER!

I:IE\’ *

Conmected wing VIF o rome-scdh-s (ACTIVE NETWORK DAFSEF)
[-] : Maim Mcres

[ T — Main Menu: Administration -> Access Control -> Sessions

B =cecral Oplices
B i Ao Conirol

Select... e S 1) Erertas lomm
I'"‘_m"':" 2 Thu Ot 3t 181404 2083 BT
Main Menu [ Corufimis Mamage
- Administration B Aoftond 172
- Access Control e it
- Sessions B i Fomic Sorvcra
B i “onilguraiion
...as shown on the right. e
B i Scourily Loy
O i ol Mamages
B i Mcamscecals
B B Corrmumicallon Sgenl
NOTE: On 4.0 systems,
select...
Main Menu
- Administration
- Sessions
Active Provisioning
3. Site VIP: Sess D Expwaton Tune Login Time User Group
10 Y ec Sep 21 10.10 122011 EDT  guiscmin samin
D THIS STEP MAY ONLY - — - — ——
BE PERFORMED BY H BT 7= Seo 20 232130 2011 EDT guisamin acmin
THE CUSTOMER! 12 T ec Sec 2108 1032 2011 EDT  guisemin aamin
1® T Vec S=o 21083002 2011 EOT  guisamin aomin
In the right panel, the ” YR s Ses 21 052430 2011 DT guiasmin somie
user will be presented
it the | : " BT s Sep 21 051504 3811 £07  gutssmin -
with the list of Active GUI - e ERARPAIE " .
sessions connected to 18 EEETTE"""E oo Sep 21092420 2011 EDT  guisemin aomin
th_e Active Provisioning 12 EEEEETT"""EE e Sec 210358022011 EDT  guiscmin acrmin
Site server. 2 """ vec Se 21 1010122011 EDT  guisdmin admin
2 Y "N Viec Sec 21 1030 44 2011 EDT  guiscmin —
= "N Toc Seo 20222730 2011 EDT guiscmin scemin
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Procedure 4: Terminate User Sessions

Step Procedure Result
Active Provisioning
4. | site vIP:
I:I THIS STEP MAY ONLY
BE PERFORMED BY :“' - - :: nRZINET :a:a- : :C 'Iztt')'
T e e
THE CUSTOMER! " [ meEwn 0 R o ure s e
Sep 2t 38 03¢ 2011 2 ure
The User ID and Remote : — ~— :1-!'.“."@" atets e
IP address of each ™ PECTT R ec Sec 1105 I6 302011 E3T gusemes e e 2200 130
session will be displayed o Wos Sap 2139 1E04 2011 EIT guissmie e urc " eEde e
as seen on the right. " oz Ses 31 D236 30 3911 BT gusscmin - ore w0
™ Weoc Sap 31 SS9 2011 E3T  puimawen 2z ure WrEsey
Every attempt should be | # TN e Seo 313 033300 EST gusene some wre wanw
made to contact users - TN e Ses 31 230442011 ST gusses e we wiEma
not engaged in this -} TueSee 2V 232+ W1 EDT  puintenn »y—r ) MW
Upgrade activity and e PEEEETT"TEE oc Sec 30 72 US3IE 2201 85T puamsee o gre wrtaxn
request that theyy ax TN ee Ses 31 4T3 ETIINEST punene 2om ure wizan
discontinue GUI access
until the upgrade activity
has completed.
Active Provisioning
5. | site VIP:
I:I THIS STEP MAY ONLY
BE PERFORMED BY
THE CUSTOMER!
Sess 1D Expiration Time Login Time User
'Cfo”nqggﬁt}g 's%es';tig‘” 10 Wed Sep 21 10:10:122011 EDT guiadmin
owners, sessions not 13 BT Toe Sep 20 23:2130 2011 EOT  guisdmin
;ec'gtwify’ }g;;igg%;ggfe . 14 Wed Sep 21 08:16.34 2011 EDT  guiasmin
and deleted as follows: 18 T ec Sec 210836052011 EDT  guiscmin
. 17 YN Vec Se 21092420 2011 EDT  guiadmin
1) Select the session for
deletion with the cursor. 7 Wed Sep 21091504 2011 EDT  guiaamin
2) In the bottom left of 1
the right panel, click the
“Delete” dialogue 2
button.
3) In the pop-up window,
click on the “OK”
dialogue button. Message from webpage [zl
NOTE: The Session
screen prevents users \.‘_‘i) Delete user session(s): 147
from deleting the session
which they are currently
connected to. I o ] [ Cancel ] 3
If attempting to do so by
accident, a message
may be received in the
Banner area stating
“Logout to delete your
own session (id=xx)”.
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Procedure 4: Terminate User Sessions

Step

Procedure

Result

6.

[]

Active Provisioning
Site VIP:

THIS STEP MAY ONLY
BE PERFORMED BY
THE CUSTOMER!

The user will receive a
confirmation message in
the Info tab indicating the
session ID which was
deleted.

Main Menu: Administration -> Session

18
17
17

Active Provisioning
Site VIP:

THIS STEP MAY ONLY
BE PERFORMED BY
THE CUSTOMER!

Delete any additional
GUI sessions as needed.

Repeat Steps 5-6 of this Procedure for each additional GUI session to be deleted.

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.3 Disable Global Provisioning and Remote Import

Procedure 5: Disable Global Provisioning and Remote Import

Active SDS VIP:

1 . Connectad wsing VIP to roma-sds-a [ACTIVE NETWORK DAMEP) Wedoome guizd i
|:| B 5 Main Menu i} . : :
Select... W Administration Main Menu: SDS -> Configuration -> Options 2
B Configuration Fri Maw 01 12:45:24 201
Main Menu B Alarms & Events
- SDS W Security Log La.
- Configuration : ErEat 2 Vanabi alus Description
> Options Measurements WWhemer of nof to display
B Communication Sgent SOPTITENICS 30 TespOnEes
) & =os Display Coenmmand Cuspet - 2 GLA when proviskning
...as shown on the right. & Cox LEE
B WiseT o not o aliow
: Allow Cormections = Incoming proviskning
] = e
i WAzl FeTioee of daial
B Destination Map manipultion commEnds p
B Routing Entities hize Transaction Stre COMTENS prpecetion
B Subscribers e B
B Blackizt WheSner ar not 1o log 3l
8 & Maint=nance : Incoeming and cuigoing
B Connections Log Provisioning hessages * provtsloning messges In
B Command Log command 1o
Active SDS VIP: P - - :
2. ORACLE" Communications Diameter Signal Router Full Address Resolution

|:| Disable Remote Import:

1) First, record whether
Remote Import was:

Enabled
D Not enabled

2) Then make sure the
“Remote Import Enabled”
check box is NOT
checked.

3) Click on the “Apply”
dialogue button

500-5017.0

Connected using XMI to roma-sds-a (ACTIVE NETWORK OAM&P)

3, Main Menu
y 8 Administration
Configuration
I Alarms & Events
i Secunity Log
H & Status & Manage
18 B Network Elements
|8 server
B HA
[l Database
B xP1s
| Processes
i Tasks
B Files
ﬁ & Measurements
. B Report
@ Communication Agent
B & SDS
B & Configuration
"
B Connections
B NAI Hosts
B
B Destination Map
Routing Entities
B Subscribers

Main Menu: SDS -> Configuration -> Options

Variable

Display Command Cutput

Allow Connections

Max Transaction Size

Log Provisioning Messages

Transaction Durability Timeout

Remote Import Enabled

Remote Impo

Remote Import Host IP Address

Remote Import User

Value
|
|
50 commands
> -
5 seconds

Fon-Blocking

10.240.39.164

root

De:
Whether or notto display command
provisiening data.
DEFAULT = UNCHECKED
Whether or notto allow incoming pr
DEFAULT = CHECKED
Maximum number of database mar
DEFAULT = 50; RANGE = 1-100
Whether or notto leg all incoming a
the command log
DEFAULT = CHECKED
The amount oftime {in seconds) all
committed and it becoming durable
DURABILITY_TIMEQUT (1024 resg
associated request should be rese
committed
DEFAULT = 5; RANGE = 2-3600
Whether or notimport files are impc
DEFAULT = UNCHECKED
Whether updates are allowed (Non-
provisioning connections while the |
The IP address of the Remote Impc
forimport files.
0-15 CHARACTERS
The user on the Remote Import Ho:
0-255 CHARACTERS
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Procedure 5: Disable Global Provisioning and Remote Import

Active Provisioning
3' Site VIP: Connected using VIP to sds - mrsvnc-a (ACTIVE NETWORK OAMAP)

D THIS STEP TO BE | G Main Menu : -
PERSFSORMEDOBY o M Administration Main Menu: Status & Manage -> Database
TEKELEC! o B Conhguration L - I
Mer w infg w
o B Alarms & Events - -
Secunty Lod
Select... : :lm‘:r 4 = f”“” Network Element Server Role
Main MenU . Nehwork Eiements $ds_nwswc S$A9-MEsSWIC-a Network QAN
- Status & Manage I Server . '
- Database : A sds_meswnc sds-mrswnc-b Network OAl
---as shown on the right. IR kPls sds_mrswmc qs-meswne-1 Query Servel

- Processes

Active Provisioning , ;
4. Site VIP: Windows Internet Explorer @

D THIS STEP TO BE
PERFORMED BY b J Disable provisioning.
TEKELEC! x‘f,/ Are you sure? 2

1) Click on the “Disable I oK [ cancel ]
Provisioning” dialogue 1

button in the bottom left
corner of the right panel.

Disable F"rn:wisinltl]ing
2) In the pop-up window, k]
click on the “OK”
dialogue button.

5 Active Provisioning Main Menu: Status & Manage -> Database [Provctl] & Help
: Site VIP: Thu Jan 26 18:59:22 2012 UTC

|:| THIS STEP TO BE Fillas '-l Waming =/ [ Infa =

PERFORMED BY

TEKELEC! Hetwork Elem ';tea[:us
The user should be dr_dallasts I

presented with a = A& Twse s TanTolC
fﬁ;g’:p}ig‘;gg;ﬁ;ﬂ?ﬂg? sds_mrsvnc sds-mrswnc-a EE,?:ERK Acive  Minor 61435 ﬁg;ﬂ:’_:ﬁ .

ot e ooy ® | smencstsmvsncs  EUIRC sanay vomat stass EOE, e

disabled”.

NOTE: As a result of
disabling Global
Provisioning, Warning
(Event ID 10008):
“Global Provisioning
Manually Disabled” will
alarm until Global
Provisioning is re-
enabled.

THIS PROCEDURE HAS BEEN COMPLETED

DSR - 5.0 - SDS Software Upgrade Procedure 37 April 2014




6.2.4 Inhibit DR Provisioning Site Servers

Procedure 6: Inhibit DR Provisioning Site Servers

Step

Procedure

Result

leil

Using the VIP
address, access the
Primary Provisioning
Site GUL.

e Access the Primary Provisioning Site GUI as specified in Appendix A.

Active Provisioning
Site VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAMAP)
-] 2 Main Menu

g W Admunistration

g B Conhguration

Main Menu: Status & Manage -> Database

o M Alarms & Events L""m 'J (_inf ¥
g W Securty Log
Network Element Server Role
B & Status & Manage
. Network Elements
N sds_nmeswnc SAs-MISWC-A Network OAN
Server
: HA sds_mrswc sds-meswec-b Network QAN
.'A A-‘_. T
. KPls sds_nwswc qs-meswnec-1 Query Servel

B Processes

Record the name of

the DR Provisioning
Site NE in the space
provided to the right.

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)

record the name of the DR Provisioning Site NE in the space provided below:

DR Provisioning Site NE:

Active Provisioning
Site VIP:

From the “Network
Element” filter pull-
down, select the NE
name for the

DR NOAM.

Main Menu: Status & Manage -> Database

Filter

Metwork Element: | All - w
- All -
Go dr dallastx

sds_mrsvnc

Display Filter.

S S0 _carync - OAMEP
METWORK
sds_mrsvnc sds-mrswnc-b OAMEP

Active Provisioning
Site VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

Heszal Display Filter. |- None -

Metwork Element | dr_dallastx

o [E==1

EPL
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Procedure 6: Inhibit DR Provisioning Site Servers

Step

Procedure

Result

6.

[]

Active Provisioning
Site VIP:

The user should be
presented with the list

Main Menu: Status & Manage -> Database (Filtered)

Fiter =|| Info =

Of servers associated HE['HI'OFI. Eleme“l SEI"I'H‘ ROIE HA ROIE Stﬂmﬁ
with the DR
Provisioning Site NO_RLGHNC sds-righnc-a EEHH:E“K Active  Mormal
NE.
NO_RLGHNC sds-righnc-b N Tae < standoy  Nommal
NO_RLGHNC sds-fighnc-gs ggg?gﬂ ::';m spie Mormal
7 g,ct“"\fl;’ro‘/iSiO“ing Main Menu: Status & Manage -> Database (Filtered)
: ite :
I:I Using the cursor, Filter '“ Info '|
select the server
which displays Network Element Server Role HA Role Status
“QUERY SERVER”
under the “Role” HNO_RLGHNC sds-righnc-a giHT: RK Active Mormal
column.
NO_RLGHNC sds-righnc-b mﬂﬁ Standby  Mormal
Marmal

: QUERY Not
NO_RLGHNC : sds-righnc-qs SERVER Applicable

Active Provisioning
Site VIP:

Holding the Ctrl key,
use the cursor to
select the server
which displays
“Standby” under the
“HA Role” or “OAM
Max HA Role”
column.

Main Menu: Status & Manage -> Database (Filtered)
[ Fiter ~|| nfo +|

Network Element Server Role HA Role Status
NETWORK

sds_mrswc sds-mrsvnc-a OAMAP Active Normal
NETWORK

sds_mrswnc sds-mrsvnc-b OAMSP rmal
QUERY Not

sds_mrswnc gs-mrsvnc-1 SERVER Applicable Normal

Active Provisioning
Site VIP:

Holding the Ctrl key,
use the cursor to
select the server
which displays
“Active” under the
“HA Role” or “OAM
Max HA Role”
column.

Main Menu: Status & Manage -> Database (Filtered)

[ Fier ~|| Wl ~»

Network Element Server Role HARole Status
sds_mrswnc sds-mrswnc-a ng;it‘DORK ° ormal
sds_mrswnc sds-mrswnc-b ’C:E;;'SR’\ Standby Normal
sds_mrswnc gs-mrswnc-1 ggg?gn 'Ag);' cable Normal
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Procedure 6: Inhibit DR Provisioning Site Servers

Step Procedure Result
Active Provisioning
10. 1 site viP: — —
[] ort... | Inhibit Replication 1
. M
1) Click on the @
“Inhibit Replication”

dialogue button in the
bottom left of the right
panel.

2) In the pop-up

window, click on the
“OK” dialogue Message from webpage
button.

?/ Inhibit replication ko serverlist sds-mrsvnc-a, sds-mrsync-b, gs-mrsvnc-1,
-
NOTE: As a result of

Are you sure? 2
inhibiting Replication

to the server, Minor 04 l [ Zancel
Alarm (Event ID
31113): “Replication
Manually Disabled”
will alarm until
Replication is once
again allowed.

Active Provisioning
11. | site vIP:

It may take a minute Note: It may take a minute or more for the servers to transition to “Inhibited” state.
or more for servers to
transition to

“Inhibited” state.

Active Provisioning
12. | site vIP:

Wait until each Metwork Element | dr_dallastx ¥  Reset || |Display Filter |- Mone — Go
server shows as ; —
inhibited before
proceeding.

Active Provisioning
13. Site VIP: MNetwork Element Server Role iday

Verify that all servers METWORK 21

in this Network e e OAM&P 5,484 UTC

Element now show it S i

is “Inhibited” under sds_mrsvnc sds-mrsvnc-b B

the “Repl Status” - OAMEP 3484 UTC

column. B
sds_mrsvnc qs-mrsvnc-1 e 21

SERVER id484 UTC

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.5

Procedure 7: Inhibit Primary Provisioning Site Servers

Inhibit Primary Provisioning Site Servers

Step

Procedure

Result

1.

[]

Using the VIP
address, access the
Primary Provisioning
Site GUI.

e Access the Primary Provisioning Site GUI as specified in Appendix A.

[]

Active Provisioning
Site VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

B £ Man Menu

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAMAP)

@ M Administration Main Menu: Status & Manage -> Database

B M Configuration

g M Alarms & Events [_Finer ] oo
[+ ] i Secunty Log
B & Status & Manag Network Element Server Role
< Js A Ve daye
. Network Elements
m sds_meswne sds-MrSWC-A Network OAL
Server
: A sds_nmeswnc sda-meswne-b Network OAK
.’.;..“ !I 4
I KPls sds_nwswc qs-meswne-1 Query Server

. Processes

Record the name of
the Primary
Provisioning Site
NE in the space
provided to the right.

Primary Provisioning Site NE:

Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)

record the name of the Primary Provisioning Site NE in the space provided below:

Active Provisioning
Site VIP:

From the “Network
Element” filter pull-
down, select the NE

Main Menu: Status & Manage -> Database

Filter

name for the
Primary Network Element: |sds_mrswnc ¥ | Resel Display Filter;
Provisioning Site. - All - ]
dr dallastx —
sds_mrswnc 5ds _mrsync . METW
50_canmc OAME
MNETW
sds_mrsvnc sds-mrsvnc-b OAMGI
S0_canme so-carync-a SYSTE
Active Provisioning
Elj Site VIP:
Click on the “GO” Network Element "jdﬁ_mrsxnf w Reset Display Filter F Nore — -

dialogue button
located on the right
end of the filter bar.
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Procedure 7: Inhibit Primary Provisioning Site Servers

Step Procedure Result
Active Provisioning - Shikes e 5 Rept
6. | site vIP: T | St Birtnday St
NETWORK 20120412
sds_meswnc sds-mrsinc-3 At Minor 82435
I:I The user should be OALEP 145651 461UTC
presented with the list | s s OSSN NETWORK  gungey Nomat suas 20120112
of servers associated OAusr 145651461 UTC
with the Primary sas_mrswnc poo— QUERY teot Normal S35  29120%-12
Provisioning Site SERVER Apphcable 145651 481 UTC
NE.
7 gfi“"\flppro"‘sm“ing Main Menu: Status & Manage -> Database (Filtered)
: ite :
|:| Using the cursor, Filter 'H info '|
select the server
which displays Natwork Element Server Role HARole  Status
“QUERY SERVER”
under the “Role” NO_RLGHNC sds-righnc-a m: K Active Mormal
column.
NO_RLGHNC sds-righnc-b NETWORK  gingny  Nomal
OAMEP
NO_RLGHNC Mormal

i QUERY Mot
E sds-righnc-qs SERVER Applicable

Active Provisioning
Site VIP:

Main Menu: Status & Manage -> Database (Filtered)

Holding the Ctrl key, [ Fiter ~|[ Mo |

use the cursor to

select the server Network Element Server Role HARole Status

which displays

“Standby” under the NETWORK

“HA RO|Z" or “OAM sds_mrswic sds-mrsvnc-a OAMAP Active Normal

Max HA Role” NETWORK

column. sds_mrswnc sds-mrsvnc-b OAMSP ormal
sds_mrswnc qs-mrsvnc-1 gggcga ':::)llcablo Normal
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Procedure 7: Inhibit Primary Provisioning Site Servers

Step Procedure Result
Active Provisioning
9. | site VIP: — —
[] ort... | Inhibit Replication 1
. M
1) Click on the @
“Inhibit Replication”

dialogue button in the
bottom left of the right
panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

NOTE: As a result of
inhibiting Replication
to the server, Minor
Alarm (Event ID
31113): “Replication
Manually Disabled”
will alarm until
Replication is once
again allowed.

Message from webpage

=

Inhibit replication ko serverlist sds-mrsvnc-a, sds-mrsync-b, gs-mrsvnc-1,

Are you sure? 2

O l [ Cancel

Active Provisioning
Site VIP:

It may take a minute
or more for servers to
transition to
“Inhibited” state.

e Note: It may take a minute or more for the servers to transition to “Inhibited” state.

Active Provisioning
Site VIP:

Main Menu: Status & Manage -> Database

Using the cursor, | Fiter =|| Info =]
select the server
which displays OAM .
“Active” under the Max Pplicat
“HA Roleu or ‘iOAM HEIWBI’kEIEITIEﬂt SEWET H* H,A Hﬂl HA
Max HA Role” Role ol
column. ; e ~
ied | b amrcea Network )
 Sds_mrswnc sds-mrswnc-a OAMAP S
Network
sds_mrswic sds-mrswnc-b OAMAP Standby O0S
sds_mrswc gs-mrsvnc-1 Query Server  Obsern 003
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Procedure 7: Inhibit Primary Provisioning Site Servers

Step

Procedure

Result

12.

[]

Active Provisioning
Site VIP:

1) Click on the
“Inhibit Replication”
dialogue button in the
bottom left of the right
panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

NOTE: As a result of
inhibiting Replication
to the server, Minor
Alarm (Event ID
31113): “Replication
Manually Disabled”
will alarm until
Replication is once
again allowed.

ort... | Inhibit Repl

ication
(I

W

1

Message from webpage

"{/ Inhibit replication ko serverlist sds-mrsvnc-a, sds-mrsync-b, gs-mrsvnc-1,
-

Are you sure?

O l [ Cancel

Active Provisioning
Site VIP:

It may take a minute
or more for servers to
transition to
“Inhibited” state.

Note: It may take a minute or more for the servers to transition to “Inhibited” state.

Active Provisioning
Site VIP:

Wait until each

server shows as
inhibited before
proceeding.

Hatwork Elemant 'sds_mrsmc ¥ Reset

Display Fitter: |- None - —

Active Provisioning
Site VIP:

Verify that all servers
in this Network
Element now show it
is “Inhibited” under
the “Repl Status”
column.

Hetwork Element

sds_mrsvnc

sds_mrsvnc

sds_mrsvnc

Server

sds-mrsvnc-a

sds-mrsvnc-b

qs-mrsyvnc-1

Role
METWORK
CAMEP

METWORK
OAMEP

QUERY
SERVER

iday
=21
484 UTC

21
i484 UTC

21
id484 UTC

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.6 Database Backup (Provisioning)

Procedure 8: Database Backup

Step

Procedure

Result

1|.:|

Using the VIP
address, access the
Primary Provisioning
Site GUL.

e Access the Primary Provisioning Site GUI as specified in Appendix A.

2|.:|

Active Provisioning
Site VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

[~] _Q Main Menu

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAMAP)

Main Menu: Status & Manage -> Database

g B Admunistration
g W Configuration

o M Alarms & Events Lf.,'!!?'*:,]. info_ ¥
g B Secunty Log
Network Element Server Role
B & Status & Manage
. Network Elements
B sds_nwswnc SA5-MISWNC-a Network OAN
oerver
: e sds_meswnc sds-meswnc-b Network OAL
. KPls sds_mrswnc qs-meswne-1 Query Server

. Processes

Active SDS VIP:

1) Select the name of
the Network OAM&P

Main Menu: Status & Manage -> Database

Filter -r] nfo =

OAM  Application

Active role. Network Element Server Role Max HA MaxHA  Status
Role Role
505 _mrswc sds-mrswic-a 03 Hormal
2) Then click the ]
“Backup...” button. sds_mrswnc sds-mrswc-b Network DAMEFP  Standby 003 Minor
505 _MIswnic gs-mrsvnc-1 Query Server Observer 005 Minor
S0_canmc 50-Canmc-a Systern OAM Standby 003 Hormal
P
Report Allow Replication Bacikup Compare Restore
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Procedure 8: Database Backup

Step Procedure Result

4 Active SDS VIP: Main Menu: Status & Manage -> Database [Backup]

|:| The user will be

present with the

backup form. Database Backup

Fri Gap 07 20007000 20

] Vi Do ripilicen
Server sds miswne a
Selectaatatr < Provsionng Select e ype of Backug o
Haoup < Coniguration padionm
Select T DICRUD T
ComEieg §eon algorihm
Tha follwing Sy sullis wil e
ate Fpphe for e selecied oplion
Compresissn @ pagd o B3GR - GOD COMPINE BN
one * » Roete2 - baipd
COMDIES 0N,
& Raf - N0 COMEpTES N
Mechive Name  Backup sds sds-mrswnd-a ProvessoningAndC onfigurabon NE TWORK_OAJ * m”.” Imwm?
Con - “Mmﬂl‘ﬁlm
Ok Cancedl
5 Active SDS VIP: Database Backup
Fleld Value
I:I 1) Un.CheCk_ Server: sds-mrsvac-a
Configuration so —
data is backed up. backup __Configuration
2) Enter a comment
in the comment field.
3) Click “Ok” button.
gzip
Compression @ bzip2
_nong *
Archive Name Backup sds sds-mrsvnc-a Provisioning NETWORK_OAMP 20121031_11C*
Comment Upgrade 2
3 |Ok| Cancel
6. Active SDS VIP: nfo ~
|:| Wait for the Info tab info

message to indicate
successful backup.

o Note ProgdeioninaAnd(
o Success Provisioning Backup ©

* Durability Operational Status 15 NO Disk

onfiguration Backup on sds-mrswnc-a stalus MAINT _IN_PROGRESS
SAS-MrSWC-a status MAINT _CMD_SUCCESS Success

o o STEsrSeshssgierrRBIOIUP 00 SAS-MWSWC-3 status MANT_CMD_SUCCESS Success
* Durabiity Admin Stalus is None
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Procedure 8: Database Backup

Step Procedure Result
7 1) Record the e Using the worksheet provided in Appendix C.5, record the hostname of each Server
' hostname of‘e?ccl; to be upgraded in the space provided below:
server associate
with the Primary o “Check off” the associated Check Box for each Server as Steps 13 - 25 are
NOAM NE (identified completed.
in Step 3 of
Procedure 7) and . .
the DR NOAM NE [] Primary SDS NO-A:
(identified in Step 3
of Procedure 6). .
» | Primary SDS NO-B:
2) Repeat Steps 13 -
25 of this Procedure .
for each Server listed D P“mary Query Server:
to the right.
3)“Check off” each | [ | DR SDS NO-A:
Check Box as Steps
13 -25are
completed for each |:| DR SDS NO-B:
Server listed to the
right.
[ ] DR Query Server:
8. ORACLE Communications Diameter Signal Router Full Address Resolution

Active Provisioning
Site VIP:

NOTE: If this is a
MAJOR upgrade

B £ Main Menu
B & Administration

2.0.0-50.15.0

Connected using VIP bo di3-sds-a (ACTIVE NETWORK OAMEP)

Main Menu: Administration -> Software Management -> Upagri

| General Options —
Filter =
from 4.x to 5., then B Access Control
Sklp to Step 13. B & Software Manageme Server Status Server Role Function Upgrade 5tat
Otherwise, continue B Versions Hostname OAM Max HA Role Metwork Element Start Time
with this step. ISO Deployment .
IS e e Application Version Upgrade 150
Yooorsad HA Role
i Remote Servers T li=teork DAMEP  DAMEP
Select... B & Configuration dtz3-=d=-3 Active dtsd_sds
. | Metwork Elements Active 5.0.0-50.19.0
Main Menu Cnryicpe
S Administration Il Services Maorm Network QAMEF  OAMER
I Resource Domains  JESCRERN Standby  dts3_sds
- Software Mangment . ¥ i
- Upgrade I Servers Active 5.0.0-50.19.0
Server Groups
B Server Group Maorm Queny Sarver Q5
...as shown on the o P:HLEE L dtsd-qs Observer dts3 sds
right. i Place Associations - 0050450
o i DSCP
i B Metwork Network CAMEF  CAMEF
o e Alarms & Events dts2-drmo-a Active dts3_dmo
O M Security Log Active 5.0.0-50.19.0
B @& Status B Manage Morm Syrstem DAM O
. MNetwork Elements dtz3-s0-3 Active dt=3_zo
S Tmmmme T |
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Procedure 8: Database Backup

Step Procedure Result
Active Provisioning
9. Site VIP: Server Status Server Role Functid Upgrade State Stal
l) Usi A el Hostname OAM Max HA Role Metwork Element : : Fin
sing the vertica Max Allowed S -

. . Application Version Upgrade 150
scroll bar in the right HA Role PR =
panel, scroll to the BT otecr OAMEP  QAMEP
row containing the dts3-sds-3 Active dtzd_sdsz
hostname of the next _ _

- Active 5.0.0-50.19.0
server from the listin
Step 7. Narm Network DAMERP  OAMEP
dte3-sd=b Standby dtsd =ds
2) Verify that the Active 5.0.0-50.18.0
Upgrade State - -
shows “Backup Hamm Susry Server ==
Needed” dtz3-gs- Observer dtsd sds
5.0.0-50.15.0
Metwork OAMEP  OAMEP
dts3-drmo-a Active dtsd_dmo
Active Provisionin Tt T T
10. Site VIP: 9 Active £.0.0-50.19.0
R System DAM O
1) Using the cursor, ydtsZ-so-b 1 p Standby dts2 so
select the row i Active 5.0.0-50.19.0
containing the Marm = D5
hostname of thef n?Xt dtsi-do- Active dts3 so
server from the listin
Step 7.
2) Click the = —
“Backup” dialogue Backup || 150 Cleanup | | Prepare | | Initiate | | Complete
button located across
the bottom left of the 2
right panel.
11 Active Provisioning Active 2.0.0-20.120
. Site VIP: Mo System OAM OAM
dtsd-so-b Standby dts3_so
Select... Active £.0.0-50.19.0
Main Menu
- Administration
- Software Mangment
- Upgrade
When this backup is
finished, verify that
the Upgrade State is
“Not Ready”
Active Provisionin
12. g

Site VIP:

Backup all remaining
servers.

Repeat Steps 8 - 11 of this Procedure for each additional server listed in Step 7. These
operations may be performed in parallel for multiple servers.

When all servers listed in Step 7 have had Upgrade State changed to “Not Ready”, then
this Procedure is completed.
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Procedure 8: Database Backup

Step

Procedure

Result

13.

[]

Active Provisioning
Site VIP (SSH):

1) Access the
command prompt.

2) Log into the server
as the “root” user.

NOTE: This Step and
all remaining Steps
are only for a
MAJOR upgrade
from 4.x to 5.x.

CentOS release 5.7 (Final)
Kernel 2.6.18-274.7.1.el5prerel5.0.0 72.32.0 on an x86 64

sds-mrsvnc-a login: root
Password: <root password>

Active Provisioning
Site VIP (SSH):

Output similar to that
shown on the right
may appear as the
server accesses the
command prompt.

*%*% TRUNCATED OUTPUT **%*

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks: /usr/TKLC/awpss7
PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=00
VPATH=/opt/TKLCcomcol/runcm5.13:/opt/TKLCcomcol/cm5.13
PRODPATH=

RELEASE=5.13

RUNID=00
VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpss7:/usr/TKLC/sds
PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=0

[root@sds-mrsvnc-a ~]#

NOTE: The following Steps 15 - 23 provide a full backup of COMCOL run environment. These shall

run from the command line of every server in the Network Element to be upgraded.

NOTE: The following Steps 15 - 23 may be performed in parallel on each server.

Active Provisioning
Site VIP:

Access each server
on the Server
Worksheet via SSH.

Note: Skip this step for the Active Provisioning Site, Active NO server (which should be
our local host at this point). No SSH session is required to reach this first server.

[root@sds-mrsvnc-a ~]# ssh <server name>

(Answer ‘yes’ if you are prompted to confirm the identity of the server.)

Active Provisioning
Site VIP:

Change directory to
exclude_parts.d/

[root@sds-mrsvnc-a ~]# cd /usr/TKLC/appworks/etc/exclude parts.d

Active Provisioning
Site VIP:

Edit
Appworks.db_parts

[root@sds-mrsvnc-a exclude parts.d]# vim Appworks.db parts
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Procedure 8: Database Backup

Step

Procedure

Result

18.

[]

Active Provisioning
Site VIP:

Delete lines

Delete all lines after the header comments;
look similar to this example:

the resulting file should

FHEHHA AR A A A R A R A R R R R

Name: Appworks.db parts
Title: Lists the IDB database parts to be excluded from a full backup
of all COMCOL DB parts.
Author: J Crosson
Description:

This file lists the Comcol IDB parts that are to be excluded from a
pre-upgrade full backup of all COMCOL DB parts.

The utility full backup.pl reads this and any other Application supplied
files named <some filename>.db_parts (a db_parts suffix) and located in
the directory /usr/TKLC/appworks/etc/exclude parts.d.

File pattern:

1. Lines with leading # are treated as comments

2. Blank lines are ignored

3. Only ONE part name per line is allowed

NOTE: Ref: TR005672 Section 3.2 for the parts listed below.

Revision History
25-Apr-2011
22-Sep-2011

modified in 40.11.0

FHAEH AR R R R R R R R R R R R

Initial version
remove AppworksSNMPlog from list,

J Crosson
R Kress

S S S S R SR SR e SR e R R R e oE e SR R e SE 9k S

table

# Def parts

Active Provisioning

Save and exit:

19. 1 site viP:
|:| Save and exit swq!
20 Active Provisioning [root@sds-mrsvnc-a exclude parts.d]# cd

Site VIP:

Change directory to
root home.

Active Provisioning
Site VIP:

Run backup utility.

[root@sds-mrsvnc-a ~]# /usr/TKLC/appworks/sbin/full backup
Output similar to the following will indicate successful completion:

Success: Full backup of COMCOL run env has completed.
Archive file
Backup.dsr.blade0Ol.FullRunEnv.NETWORK OAMP.20110417 021502.UPG.tar.gz written in

/var/TKLC/db/filemgmt.

(Errors will also report back to the command line.)

22.

[]

Active Provisioning
Site VIP:

Mark this server's
backup as complete.

Reference the listin Step 7 and check off the server which just completed backup.

23.

[]

Remote Server:

Exit from the remote
server to return to the

Unless you are already on the Active Provisioning Site active server,
exit to return to the Active Provisioning Site.

[root@tks5039999 ~]1# exit

Active Provisioning logout
Site.
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Procedure 8: Database Backup

Step

Procedure

Result

24,

[]

Active Provisioning
Site VIP:

Backup all remaining
servers.

e Repeat Steps 15 - 23 of this Procedure for each additional server in Step 7. These

operations may be performed in parallel on multiple servers.

25.

[]

Active Provisioning
Site VIP (SSH):

Exit from the server
command line.

NOTE: Steps 13 - 25
are only for a
MAJOR upgrade
from 4.x to 5.x.

[root@sds-mrsvnc-a filemgmt]# exit
logout

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.7 Upgrade DR Provisioning Site NE
Procedure 9: Upgrade DR Provisioning Site NE

Step

Procedure

Result

1|.:|

Using the VIP
address, access the
Primary Provisioning
Site GUL.

e Access the Primary Provisioning Site GUI as specified in Appendix A.

2|.:|

Active Provisioning
Site VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Connected using VIP to sds - mrsvnc-a (ACTIVE NETWORK OAMAP)

[~ _': Main Menu )
o M Administration Main Menu: Status & Manage -> Database

g B Conhiguration

o M Alarms & Event: |- Pt '-I oy
B B Secunty Log
Network Element Server Role
B & Status & Manage
. Network Elements
B 808_nMrswne $08-MISMC-a Network OAl
Server
I HA sds_mrswc sds-mrswnc-b Network OAl
YDatabase
R KPls sds_nwswc Qs-meswne-1 Query Server

.l'lv_-.,.u,;,.“

Record the name of

the DR Provisioning
Site NE in the space
provided to the right.

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)

record the name of the DR Provisioning Site NE in the space provided below:

DR Provisioning Site NE:

Active Provisioning
Site VIP:

From the “Network
Element” filter pull-
down, select the NE
name for the

DR Provisioning
Site.

Main Menu: Status & Manage -> Database

Filter = | Info v|

Filter

Metwork Element | - All - W Display Filter: |-
|- Al - i

dr dallastx

MNETW(

sds_mrsvnc sds_mrswnc ca
S0 Ccarync OAMER
MNETWI
Sds_mMrsvnc sds-mrsvnc-b i

Active Provisioning
Site VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

Metwork Element | dr_dallastx Has-:ﬂl Display Finer: |- Nong Go
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Procedure 9: Upgrade DR Provisioning Site NE

Step Procedure Result
Active Provisioning | yetwork Element Server Role HARole  Status
6. | sitevip: —
I:I NO_RLGHNC sds-righnec-a SE;;ISR N Acthe Minor
The user should be
presented with the list . . NETWORK "
of servers associated NO_RLGHNG B o OAMA&P e Moy
with the DR Not
Provisioning Site NO_RLGHNC sds-righnc-qs QUERY SERVER Applicable Minar

NE.

Identify each
“Server” and its
associated “Role”
and “HA Role”.

Active Provisioning
Site VIP:

Record the “Server”
names appropriately
in the space provided
to the right.

e |dentify the DR Provisioning Site “Server” names and record them in the space provided

below:

Query Server:
DR Provisioning Site Standby Server:

DR Provisioning Site Active Server:

NOTE: In this Procedure, Steps 10 and 11 (below), to initiate upgrade, may be executed in

parallel.

Active Provisioning
Site VIP:

Prepare Upgrade for
the DR Provisioning
Site Query Server.

e Prepare Upgrade for the DR Provisioning Site - Query Server (identified in Step 7 of
this Procedure) as specified in Appendix C.1 (Prepare Upgrade).

Active Provisioning
Site VIP:

Prepare Upgrade for
the DR Provisioning
Site

Standby Server.

e Prepare Upgrade for the DR Provisioning Site - Standby Server (identified in Step 7 of
this Procedure) as specified in Appendix C.1 (Prepare Upgrade).

Active Provisioning
Site VIP:

Initiate Upgrade for
the DR Provisioning
Site

Query Server.

e Initiate Upgrade for the DR Provisioning Site - Query Server (identified in Step 7 of this
Procedure) as specified in Appendix C.2 (Initiate Upgrade).
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Procedure 9: Upgrade DR Provisioning Site NE

Step

Procedure

Result

11.

[]

Active Provisioning
Site VIP:

Initiate Upgrade for
the DR Provisioning
Site

Standby Server.

e Initiate Upgrade for the DR Provisioning Site - Standby Server (identified in Step 7 of
this Procedure) as specified in Appendix C.2 (Initiate Upgrade).

Active Provisioning
Site VIP:

Monitor Upgrade for
the DR Provisioning
Site

Query Server.

e  Monitor Upgrade for the DR Provisioning Site - Query Server (identified in Step 7 of
this Procedure) as specified in Appendix C.3 (Monitor Upgrade).

Active Provisioning
Site VIP:

Monitor Upgrade for
the DR Provisioning
Site

Standby Server.

e  Monitor Upgrade for the DR Provisioning Site - Standby Server (identified in Step 7 of
this Procedure) as specified in Appendix C.3 (Monitor Upgrade).

Active Provisioning
Site VIP:

Complete Upgrade
for the DR
Provisioning Site
Query Server.

e Complete Upgrade for the DR Provisioning Site - Query Server (identified in Step 7 of
this Procedure) as specified in Appendix C.4 (Complete Upgrade).

Active Provisioning
Site VIP:

Complete Upgrade
for the DR
Provisioning Site
Standby Server.

e Complete Upgrade for the DR Provisioning Site - Standby Server (identified in Step 7
of this Procedure) as specified in Appendix C.4 (Complete Upgrade).

I WARNING !!

STEPS 8-15 MUST BE COMPLETED BEFORE CONTINUING ON TO STEP 16.

Active Provisioning
Site VIP:

Prepare Upgrade for
the DR Provisioning
Site

Active Server.

e Prepare Upgrade for the DR Provisioning Site - Active Server (identified in Step 7 of
this Procedure) as specified in Appendix C.1 (Prepare Upgrade).

Active Provisioning
Site VIP:

Initiate Upgrade for
the DR Provisioning
Site

Active Server.

e |Initiate Upgrade for the DR Provisioning Site - Active Server (identified in Step 7 of this
Procedure) as specified in Appendix C.2 (Initiate Upgrade).
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Procedure 9: Upgrade DR Provisioning Site NE

Step

Procedure

Result

18.

[]

Active Provisioning
Site VIP:

Monitor Upgrade for
the DR Provisioning
Site

Active Server.

Monitor Upgrade for the DR Provisioning Site - Active Server (identified in Step 7 of

this Procedure) as specified in Appendix C.3 (Monitor Upgrade).

Active Provisioning
Site VIP:

Complete Upgrade
for the DR
Provisioning Site
Active Server.

Complete Upgrade for the DR Provisioning Site - Active Server (identified in Step 7 of

this Procedure) as specified in Appendix C.4 (Complete Upgrade).

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.8 Upgrade Primary Provisioning Site NE
Procedure 10: Upgrade Primary Provisioning Site NE

Step

Procedure

Result

1|.:|

Using the VIP
address, access the
Primary Provisioning
Site GUL.

e Access the Primary Provisioning Site GUI as specified in Appendix A.

2|.:|

Active Provisioning
Site VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Connected using YIP to sds-mrsvnc-a (ACTIVE NETWDRKE DAMBP)

;'l Main Manu

a B A2dministration

B B Conhguration

g e Aarms & Events

curnty Log

Elaments

.'_ \laction
I He
fatabase

1= var
. Replication

dr_dallash

S0_tanyne
S0_Carync

S0_Cannc

S0_cannc

sds_mrswmic

sds_mrswnc

Infa =

Server

Main Menu: Status & Manage -> Database |

Hetwork Element

drads-dallaste-a

Eds-mrsvne-a

sds-mrawnc-b

SO-CanNE-a

so-canmc-b

dp-cannc-1
dp-canme-2

Record the name of
the Primary
Provisioning Site
NE in the space
provided to the right.

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the name of the Primary Provisioning Site NE in the space provided below:

Primary Provisioning Site NE:

Active Provisioning
Site VIP:

From the “Network
Element” filter pull-
down, select the NE
name for the

Main Menu: Status & Manage -> Database

Filter - | infa =

Filter

Primary Metwork Element .sds_mrsmn: « | Raset Display Filter:
Provisioning Site. _All - = —_—
dr dallastx
NETW
sds_mrsvnc sds_mrswic__ S
: o
NETW
Sds_mrsvnc gds-mrsvnc-b OAMA]
S0_cannc So-carync-a SYSTE
Active Provisioning
5. | site VIP:
Click on the “GO” Network Element |sds_mrswmc ¥ Reset | |D|5|::Ia:. Filter: |- None — Go
dialogue button A
located on the right
end of the filter bar.
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Procedure 10: Upgrade Primary Provisioning Site NE

Step Procedure

Result

Active Provisioning

—— HA Role  Ststus DB Leved DB Birthaday

6. Site VIP: Wetwork Sement Server

D 54s_mf; S@s-Mrswnc-a

The user should be
presented with the list | L4-\greme SN
of servers associated
with the Primary sds_mrsvne e e-1

NETWORK 2012-01-12
OAMEP NG1451 UTC
NETWORK 20120912
QAMEP 451 UTC
QUERY \ —2012-01-12
SERVER 145651 451 UTC

Provisioning Site
NE.

Identify each
“Server” and its
associated “Role”

and “HA Role”.
7 Active Provisioning | e Identify the Primary Provisioning Site “Server” names and record them in the space
: Site VIP: provided below:

Record the “Server”

in the space provided

names appropriately Query Server:

to the right. Provisioning Site Standby Server:

Provisioning Site Active Server:

— NOTE: In this Procedure, Steps 10 and 11 (below), to initiate upgrade, may be executed in
— parallel.

Active Provisioning
Site VIP:

Prepare Upgrade for
the Primary
Provisioning Site -
Query Server.

8
I:I e Prepare Upgrade for the PRIMARY Provisioning Site - Query Server (identified in Step
7 of this Procedure) as specified in Appendix C.1 (Prepare Upgrade).

Active Provisioning
9. | site viP:

I:I e Prepare Upgrade for the PRIMARY Provisioning Site - Standby Server (identified in

Prepare Upgrade for
the Primary
Provisioning Site -
Standby Server.

Step 7 of this Procedure) as specified in Appendix C.1 (Prepare Upgrade).

Active Provisioning
10. | site vIP:

|:| e Initiate Upgrade for the Provisioning Site - Query Server (identified in Step 7 of this

Initiate Upgrade for
the Primary
Provisioning Site -
Query Server.

Procedure) as specified in Appendix C.2 (Initiate Upgrade).
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Procedure 10: Upgrade Primary Provisioning Site NE

Step

Procedure

Result

11.

[]

Active Provisioning
Site VIP:

Initiate Upgrade for
the Primary
Provisioning Site -
Standby Server.

Initiate Upgrade for the PRIMARY Provisioning Site - Standby Server (identified in
Step 7 of this Procedure) as specified in Appendix C.2 (Initiate Upgrade).

Active Provisioning
Site VIP:

Monitor Upgrade for
the Primary
Provisioning Site -
Query Server.

NOTE: If performed
in parallel with the
Standby Provisioning
Site Server upgrade
(see previous STEP),
the Upgrade State
for the Query server
may not show
“Success” until after
the Standby Server
reaches the same
state.

e Monitor Upgrade for the PRIMARY Provisioning Site - Query Server (identified in Step
7 of this Procedure) as specified in Appendix C.3 (Monitor Upgrade).

Active Provisioning
Site VIP:

Monitor Upgrade for
the Primary
Provisioning Site -
Standby Server.

e  Monitor Upgrade for the PRIMARY Provisioning Site - Standby Server (identified in
Step 7 of this Procedure) as specified in Appendix C.3 (Monitor Upgrade).

Active Provisioning
Site VIP:

Complete Upgrade
for the

Primary
Provisioning Site -
Query Server.

e Complete Upgrade for the PRIMARY Provisioning Site - Query Server (identified in
Step 7 of this Procedure) as specified in Appendix C.4 (Complete Upgrade).

Active Provisioning
Site VIP:

Complete Upgrade
for the

Primary
Provisioning Site -
Standby Server.

e Complete Upgrade for the PRIMARY Provisioning Site - Standby Server (identified in
Step 7 of this Procedure) as specified in Appendix C.4 (Complete Upgrade).

I WARNING !!

STEPS 8 - 15 MUST BE COMPLETED BEFORE CONTINUING ON TO STEP 16.
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Procedure 10: Upgrade Primary Provisioning Site NE

Step Procedure Result
Active Provisioning
16 . 3 Conmsctend wsing VIP to roma-—sds-a [ACTIVE NETWORK OAMEF)
: Site VIP: B
B 5 Main M=nu
|:| & Administration Main Menu: Administration -> Software Management -> Upq
Select... B General Opticns
M Acoe== Control Tasks -
Main Menu B I OAM Max
> Administration : :;mr; e i T i
?)SSftW arde Managmnt B o T — Efﬂ’ﬂl:m Appl Verskon Function
pgrade Ypor=dy
B B R=mote S=nners roma-sds-a ;i i:fi ?ﬁ'.rzrﬂa ;i’.:.&l‘:hﬂv’.h -
...as shown on the M Configuration ’ m — :m" S
i o - by _Toema
right. : 2:::;?& Eent. romE-5ds-b e e i
N Status & T— - Acthe ?ﬁ__mma aﬁj?'n O
[V T — Adihe 50130 [N
- Co scation Agent standby  sos_roma System DAK
- ;D;mun“ il e Acthe 50130 -c::a.w
2 Hel Acihe ds_noma K=
[ ;] Ln;-ut Lot Adihe 50130 SDE
NOTE: On 4.0 - Az dr_roma MEtwork DAKER
systems, select... L SLED Liios
Main Menu
- Administration
- Upgrade
17 ég[tiv\?lgrovisioning A0y Network Element Role Upgrade State
: ite : ostname
|:| Application Version Function Server Status
1) Using the vertical NO_MRSVNC NETWORK OAME# Not Ready
scroll bar in the right 3.0.0-30.0_108.1 OAM&P
panel, scroll to the
row containing the S asnob NO_MRSVNC NETWORK OAM&P Not Ready
Primary 3.00-300_1081 OAMSP 17
Provisioning Site - NO_MRSVNC QUERY_SERVER Not Ready
Active Server sds-mrsvnc-qs
(identified in Step 7 300-300_1081 UNDEFINED
of this Procedure).
2) Verify that the
Upgrade State
shows “Not Ready”.
Active Provisioning
18. Site VIP: Network Element Rote Upgrade State
’ Hostame Server
|:| Apphication Version Function Status
1) Using the cursor, (e IO CAR e
select the row P 1 o it
containing the ' It o
Primary NO_MRSVNC NETWORK OAM&P Not Ready
. . . sas-mrswe-b
Pro_v|5|on|ng Site - 300-300_1081 OAM&P
Aé:tlvi.S;r.veSr . E—— NO_MRSVNC QUERY_SERVER NotReady
(identified in Step 3200-300_1081 UNDEFINED

of this Procedure).

2) Click the “Prepare
Upgrade” dialogue
button located in the
bottom left of the right
panel.

Prepare Upgrade

Yo
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Procedure 10: Upgrade Primary Provisioning Site NE

Step

Procedure

Result

19.

[]

Active Provisioning
Site VIP:

The user should be
presented with the
Upgrade [Make
Ready]
Administration
screen.

Click any “Ok”
dialogue button.

Main Menu: Administration -> Upgrade [Make Ready] <

Fri Feb 03 15:20:40 2012

Selected Server: sds-mrsvnc-a

e Seiacting OF will result in the selected Senver being in Forced Standby and he Application being
Disabled Also e catabase replicaton will automadcally be inhidited

Ok || Cancel |

Upgrade Ready Criteria Selected Server Status Mate Status

HA Status N
Cntical Alarms 0 0
Major Alarms 2 0
Minor Alamms 2 2
Replication Server Status Man Man
Collection Server Status  Norm Norm
Database Server Status  Wam Warn
HA Server Status Wam Wam
Process Server Stalus ~ Norm Norm
Application State Enabled Enabled
Ok || Cancel |

I IMPORTANT !!

THE USER SESSION WILL AUTOMATICALLY END AT THIS TIME AND THE
USER WILL BE LOGGED OUT OF THE GUI.
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Procedure 10: Upgrade Primary Provisioning Site NE

Step Procedure Result

The “Security Alert” i [
20. | dialogue box shown Security Alert E|
|:| to the right may or

may not appear at rirl"l Infarmation you exchange with this site cannat be viewed or

this time depending ?. changed by others. Howewer, there iz a problem with the site's

on “Internet ; gecunty certificate.

Explorer” settings.

v The zecurity certificate wasz izsued by a company pou have
If experienced, click = not chosen to trust. View the certificate to determineg whether
the “Yes” dialogue you wank o trugt the certifping autharnty.

button to continue.

(¥4 The secuty certificate date is valid.

v.  The name on the secunty certificate iz invalid or does not
match the name of the zite

Do pou want o proceed?

Ve I [ Mo ] [‘Jiew Certificate

Otherwise: Select
“_Logout” at the top Welcome guiadmin [Logout]
right of the screen.

& reis

o, | Active oAmviP:

) v L0 Mipsi/50.280.251. 70/ guogin_expked.tm) v o Carficy
|:| The user’s session Me B0t Wew Pusries Tods Mep
will end and the &

53 Twkalec Syetmr Sesman Sxpred
screen shown to the .
right may appear as
the Standby Server
goes through Return to Tekelec System Login
HA switchover and
becomes the
“Active” server.

You are not logged In amymare. Ether your logn session has epired or an HA saichover bas ccowred

Wait at least 30

22. | seconds before e Wait at least 30 seconds for the PRIMARY Provisioning Site - Standby Server to
I:I continuing on to the transition to the “Active” Server and take control of the VIP address.

next Step.

Active OAM VIP:
23. You are not logged in anymore. Either your login session has expired or an HA switchover has occured.
I:' Newer systems skip .

directly to the next Return to Tekelec System Login

step.

On older systems,
click the Return to
Tekelec System
Login link located on
the top center of the
right panel.
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Procedure 10: Upgrade Primary Provisioning Site NE

Step

Procedure

Result

24,

[]

Active OAM VIP:

The user should be
presented a login
screen similar to the
one shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login
Fri Feb 28 16:53:04 2014 EST

Log In
Enter your username and password to log in

Session timed out at 4:53:04 pm.

Username: [guiagmin
Password:

Log In

=oft Internet Explorer 7.0,

Oracle and logo are regisiersd senace marks of Orscle Comporstion.
Coppmght & 2013 Orecle Corporstion A Aights Ressneed.

Active OAM VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

Verify that the
message shown
across the top of the
right panel indicates
that the browser is
using the “VIP”
connected to the
Active OAM server.

NOTE: The message
may show connection
to either a
“NETWORK
OAM&P” or a
“SYSTEM OAM”
depending on the
selected NE.

Connected usina VIP to sds-mrsvnc-a (ACTIVE NETWORK DAMA&P)

SRR o0 b

g & Administration

Main Menu: [ Main |

L
. Lsair Sassitns

g BB Sngle Sign-On
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Procedure 10: Upgrade Primary Provisioning Site NE

Step

Procedure

Result

Active Provisioning
Site VIP:

Select...

Main Menu

- Administration

- Software Managmnt
- Upgrade

...as shown on the
right.

NOTE: On 4.0

systems, select...

Main Menu

- Administration
- Upgrade

Conne-cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

B 5 Main Menu
& Administration Main Menu: Administration -> Software Management -> Upq
B General Options
M Acoe== Control Tasks -
& Software Management
UM Max
: [ L HE Rl Nstwork Elsmant Rods
Versions JOETNamS
Max Allowsd
B IS0 Deployment HA Role App Varsion Function
. : EF‘:ESE: - Azhe 505 roma hietwark QAKIEE
B 78 et Senee o Ache 50130 CANMED
W Configuration — —
m nomE
M Aarms & Events romE-5ds-0 - i i —
ke A 1ak
W Security Log
| Status & Manage romE-E0-2 Ache B0%_roma TyEEm QAN
M Measurements Acthe i AN
B Communication Sgent roTE-z-n Stznoby  eos_romE Systemm QAR
. =05 ke 50130 M
. il =
= Help roenz-da-1 e i E .
B Logout Adhe 50130 D5
cihe dr_roenz Nitwark QAKIER
roemE-ar-a =
cihe 50130 CAKER

Active Provisioning
Site VIP:

1) Using the vertical
scroll bar in the right
panel, scroll to the
row containing the
Primary
Provisioning Site -
Active Provisioning
Site Server
(identified in Step 7
of this Procedure).

2) Verify that the
Upgrade State
shows “Ready”.

sds_mrsvnc NETWORK OMJ
3.0.0-3.0.0_10.9.0 OAMER 2

Active Provisioning
Site VIP:

Initiate Upgrade for
the Primary
Provisioning Site -
Active Server.

e |Initiate Upgrade for the PRIMARY Provisioning Site - Active Server (identified in Step
7 of this Procedure) as specified in Appendix C.2 (Initiate Upgrade).

Active Provisioning
Site VIP:

Monitor Upgrade for
the Primary
Provisioning Site -
Active Server.

e Monitor Upgrade for the PRIMARY Provisioning Site - Active Server (identified in Step
7 of this Procedure) as specified in Appendix C.3 (Monitor Upgrade).
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Procedure 10: Upgrade Primary Provisioning Site NE

Step

Procedure

Result

30.

[]

Active Provisioning
Site VIP:

Complete Upgrade
for the

Primary
Provisioning Site -
Active Server.

e Complete Upgrade for the PRIMARY Provisioning Site - Active Server (identified in
Step 7 of this Procedure) as specified in Appendix C.4 (Complete Upgrade).

Active Provisioning
Site VIP (SSH):

1) Access the active
server command
prompt.

2) Log into the server
as the “root” user.

CentOS release 5.7 (Final)
Kernel 2.6.18-274.7.1.elbprerel5.0.0_72.32.0 on an x86_ 64

sds-mrsvnc-a login: root
Password: <root password>

Active Provisioning
Site VIP (SSH):

Change a ComAgent
setting.

[root@sds-mrsvnc-a ~]# iset -fvalue=0 LongParam where
"name='CAConnectToCLevel'"
=== changed 1 records ===

[root@sds-mrsvnc-a ~]#

Active Provisioning
Site VIP (SSH):

Exit from the server
command line.

[root@sds-mrsvnc-a filemgmt]# exit
logout

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.9 Allow Primary Provisioning Site Servers
Procedure 11: Allow Primary Provisioning Site Servers

Step

Procedure

Result

leil

Using the VIP
address, access the
Primary Provisioning
Site GUL.

e Access the Primary Provisioning Site GUI as specified in Appendix A.

Active Provisioning
Site VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Connected using VIP to sds-mrsvnc-b (ACTIVE NETWORK OAMEP)

B 8 Main Menu
B W Administration Main Menu: Status & Manage -> Database

[ Fiter =][ mi =

Metwork Element Server Roke
sds_mrs\rnt ................ sds-mrswne-a Mabwark DAK
Sd4_misvnc 3dg-mrsnc-b Mabaork DAk
S0_Canmnc So-cannc-a Systemn OAM
50_canmc so-carync-b System DAM
S0_canne dp-carync-1 WP
dr_dallastx drsds-dallaste-b Mebwork DAk

Record the name of
the Primary
Provisioning Site
NE in the space
provided to the right.

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the name of the Primary Provisioning Site NE in the space provided below:

Primary Provisioning Site NE:

Active Provisioning
Site VIP:

Click “Filter” pull-
down. From the
“Network Element”
filter pull-down, select
the NE name for the
Primary
Provisioning Site.

Main Menu: Status & Manage -> Database

Filter - | Infa =

Filter
Matwork Element 'gds_mrs'mn: % | Reset Display Filtar:
- Al -
dr dallastx
sds_mrsvnc sds_mrswnc S NETW
L
NETW
Sds_mrsvnc S0S-mrsvnc-o OAMA]
S0_canne s0-Cannc-a SYSTE

Active Provisioning
Site VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

MNetwork Element |sds_mrswnic ¥ Reset ||DI5D|:15 Fitter: | - None — Go
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Step Procedure Result
Active Provisioning Repl
6. Site VIP- Network Element Server Role HARole Ststus DBLlevel DB Birthday ol
NETWORK 2012:01-12
|:| The user should be 58s_mrsvnc sds-mrsnc-a ORISR Adve  Minor 61435 SUUS o Inhibed
presented with the list | ge mrsme sos-msncd DETWORK  sndby Minor  Unmmown J0ieoriz . inhibted
of servers associated e i 20'12 o= '12
with t_hg Pr_lmary 545_mrgvne qs-mrswc-1 SERVER Applicable Minor  Unkmown S e et uTe Inhidited
Provisioning Site
NE.
Active Provisioning OAM ooicatk
7. Site VIP: Network Element Server Role Max  yaxMA Stats DB OAMRepl
|:| HA Role Level Status
. Roke
Using the cursor,
select the server sds_mrswnc $08-Mrewmc-a gm’ @os Normal 683064 Normal
which displays
:‘g;tli\;/i/’l, Ungir the sds_mrsvne 805-MSWC-b m Standdy 00S  Normal 883084 Normal
¢ ax
Role” column. sds_mrsvnc qs-mrswnc-1 Query Server  Observe 008 Normal 883064 Normal
8 Active Provisioning
- Site VIP:
D 1) Click on the port...  Allow Replication

“Allow Replication”

dialogue button in the
bottom left of the right
panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

NOTE: As a result of
Allowing Replication
to the server, Minor
Alarm (Event ID
31113): “Replication
Manually Disabled”
should clear
momentarily.

1@

Message from webpage

&

CIE

l [ Cancel

Allow replication to serverlist sds-mrsvnc-a,sds-mrsync-b, gs-mrsync-1,
OFe you sured

Active Provisioning
Site VIP:

It may take a minute
or more for servers to
transition from
“Inhibited” state.

e Note: It may take a minute or more for the servers to transition from “Inhibited” state.

10 Active Provisioning Network Element servec Roie WARole Status  DBLevel DB Birthday m.
: Site VIP:
NETWORK 201201-2%
I:I NO_RLGHNC 8ds-nghnc-3 -3 Standby  Minof Unknown 5 a2 $18 UTC Intudited
Using the cursor, NETWORK 2012-01-25
select the server el l"' it OAMAP Adve  Minot  Umknown 544132418 UTC Mibiey
WhICh dISplayS NO _RL GHNC : J5-righnc-qs @ "l:v":' ! Minor Unknown 2 ': 1‘3‘ J.‘- ;:H ur ntubireq
“QUERY SERVER” : PO s bl
under the “Role”
column.
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Procedure 11: Allow Primary Provisioning Site Servers

Step Procedure Result

11. gictteiv\;enf:rovisioning Network Element Server Role WARole Status DB Leve DB Birthday sl

|:| Holding the Ctrl key, ads_mrenc SOR-MrRWC-a m Active Minos 3161241 ig‘;;g%i;‘ ure ntudired
szzfef;??hceu;seor\';et? sds_mrswnc sds-mrswnc-b '\:E':::R finor Unknown ‘:: 1:20"125 ‘;;‘ ure nhitured
which displays sds_mrswne Qs-mravne-1 3.({_':?{'53 r“g;“um‘ Minos Unknown 531;‘29':‘;.»‘1‘84 uTe nhubarodt

“Standby” under the
“OAM Max HA
Role” column.

Active Provisioning
Site VIP:

1) Click on the
“Allow Replication”
dialogue button in the
bottom left of the right
panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

NOTE: As a result of
Allowing Replication
to the server, Minor
Alarm (Event ID
31113): “Replication
Manually Disabled”
should clear
momentarily.

port...  Allow Replication

1@

? y Allov replication to serverlist sds-mrswnc-a, sds-mrsvnc-b, gs-mrsync-1.
“‘-/ Are you sure’? 2

Ik l [ Cancel

Active Provisioning
Site VIP:

It may take a minute
or more for servers to
transition from
“Inhibited” state.

e Note: It may take a minute or more for the servers to transition from “Inhibited” state.
e Note: You may be required to log back in to the Active Provisioning Site VIP.

Active Provisioning
Site VIP:

From the “Network
Element” filter pull-
down, select the NE
name for the
Primary
Provisioning Site.

Main Menu: Status & Manage -> Server

Filter =
Filter
Metwork Elament: I - All - - Resat Display Filter:
— _ -All- -
dr_dallash dr_dallasix drsds-dallast-b
sds_mrsvnc sds-mrsvnc-a
sds_mrsvnc 1 50_Ccalyae sds-mrsvnc-b
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Procedure 11: Allow Primary Provisioning Site Servers

Step

Procedure

Result

15.

[]

Active Provisioning
Site VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

Metwork Element |sds_mrswnc v Reset J Display Filter: | - Nona — Go

Active Provisioning
Site VIP:

Verify that every
server in this Network
Element is now blank
under the “Repl
Status” column.

Network Element Server Role
NETWORK
sds_mrsvnc sds-mrsvnc-a OAMSP
NETWORK
sds_mrsvnc sds-mrswnc-b OAMSP
QUERY
sds_mrsvne gs-meswnc-1 SERVER

H Birthday
2-02-21
A 2058 484 UTC

2-02-21
8 20.56.484 UTC

N 2-02-21
A20:56. 484 UTC
g

THIS PROCEDURE HAS BEEN COMPLETED
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6.2.10 Allow DR Provisioning Site Servers

Procedure 12: Allow DR Provisioning Site Servers

Step

Procedure

Result

1|.:|

Using the VIP
address, access the
Primary Provisioning
Site GUL.

e Access the Primary Provisioning Site GUI as specified in Appendix A.

mk

Active Provisioning
Site VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Connected using VIP to sds-mrsvnc-b (ACTIVE NETWORK OAMAP)

8 £ Man Menu

g I Admnistration
g M Configuration

B & Status & Manage
. Network Elements

Server

Main Menu: Status & Manage -> Database
[ Fier ~]|[ Info ~

‘Network Element server

sds_mrsvnc sds-mrswc-a

$ds_nwrsvnc s$ds-mrswc-d

so_cannc S0-carync-a

$0_carmnc so-carync-b

$0_cannc dp-carync-1

dr_dallastx drsds-dallaste-b

Role
Network OAN
Network QAk
System OAM
System OAM
MP

Network Oak

Record the name of
the Primary

DR Provisioning
Site NE in the space
provided to the right.

DR Provisioning Site NE:

Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the name of the DR Provisioning Site NE in the space provided below:

Active Provisioning
Site VIP:

Main Menu: Status & Manage -> Database

From the “Network Fiter « [ Info =]
Element” filter pull- Filter
down, select the NE
name for the — =
DR Provisioning Metwork Element | - All - W Display Filter. |-
Site. |- All - i —
dr dallastx
NETW{
sds_mrsvnc sds_mrswnc c-a
S0 Ccanync QAMEP
NETW{
SA5_mMrsvnc sds-mrsvnc-b OAM&P
Active Provisioning
5. | site VIP:
Click on the “GO” Metwork Element | dr_dallastx ~ | Resst I Display Filter. |- Nong — Go

dialogue button
located on the right
end of the filter bar.
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Procedure 12: Allow DR Provisioning Site Servers

Step Procedure Result
Active Provisioning | weswers sement Servor Roke WARcle Ststus DB Level OB Birihday poac
6. | site viIP: B S
|:| NO_RLGHNC 533-0ghNC-3 NETWORK Sandty  Mincr Uninown % InADvted
QMR 211122418 UTC
The user should be NETWORK SRR
presented with the list NO_RLGHNC 2d3-Aghnc-b 0AMSP Acthe Whnoe Uninown - 32 418 UTC Intudared
of servers associated QUERY »ot 201201.2%
with the DR ok i e s SERVER Applicale WROr  Unminown o e 22 318 UTC —
Provisioning Site
NE.
; Active Provisioning | metwork slement Server Roie WARole Status DB Level DB Birihday o
: Site VIP:
I:I NO_RLGHNG sds-nghnc-a stnddy Minor  Unknown 29'2012% ntibited
Using the cursor, 2012-01-28
select the server Ntz S Adwe  Minor  Unknown oy.11.32418UTC o
\‘,‘VQhEEg$pslaEy;VER” NO_RLGHNC g: j5-righnc-qs L‘;;hmbc Minar Lnknown "::1“‘2(3'11“?1.:;11!!! o ntubired
under the “Role”
column.
Active Provisioning Repl
) Metwork Element Server Role MARole Status DB Leve DB Birthday
8. | site VIP: Status
|:| NETWORK 2012.02.21
. 8ds_mrenc sd8-mravc-a Active  Minor 318124t <2 Intudited
Holding the Ctrl key, OAMsP 18:2056.484 UTC
use the cursor to , y NETWOR 2012-02-21
celect the server sds_mrswnc sds-mrswnc-b OAMAP finoe Unknown 182058, 484 UTC nhitured
i i QUERY Not 2012-02:21
\‘,‘vshtlgg g tl)syF’)!?Jyr?der the e Y SERVER  Apphcapi N UNRMOWR Lo onssapsutc MARaed
“OAM Max HA
Role” column.
Active Provisioning Rept
) Network Element Setver Role HARole Status DB Leve DB Birthday
9. | site ViIP: status
I:' NETWORK 2012-02-21
Sds_miswnc sds-mwswnc-a inod Jis1241 Inhdited
Holding the Ctrl key, O4usp ° 18:20:56 484 UTC
use the cursor to Sds_fmiswnc sdsrEnc-d "IEY\‘- DeaC Standly Minor Unknown ;'L"'_‘:_"I:';‘ 5 Inhdvred
select the server O RSN
i i QUERY ot 201202:21
Xv:éi?vgl’?ﬂﬁﬁr the - Pri— SERVER  Applicable 1o UMROWN S oossapsutc MRAed
“OAM Max HA
Role” column.
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Step Procedure Result
Active Provisioning
10. | site vIP:
D 1) Click on the port... = Allow Rl_nlaplicatinn
“Allow Replication” @
dialogue button in the 1
bottom left of the right
panel.

2) In the pop-up

window, click on the )
“OK” dialogue Message from webpage E|

button.
Py allow replication to serverlist sds-mrsvnc-a,sds-mrsync-b, gs-mrsvnc-1,
‘*—'\/ Are you sure? 2
NOTE: As a result of
Allowing Replication
to the server, Minor Ok, l [ Cancel
Alarm (Event ID

31113): “Replication
Manually Disabled”
should clear
momentarily.

Active Provisioning
11. | site vip:

It may take a minute e Note: It may take a minute or more for the servers to transition from “Inhibited” state.
or more for servers to
transition from
“Inhibited” state.

Active Provisionin .
12. | site VIP: g Main Menu: Status & Manage -> Database

From the “Network Filtar = | Info = |
Element” filter pull- Fi
iter
down, select the NE
name for the ] )
DR Provisioning Network Element |- Al - v || |DispiayFitter. |-
Site. - Al - | E—
dr dallastx
MNETW(
sds_mrsvnc sds_mrswnc c-a
50 Ccanync OAMER
MNETWI
sds_mrsvnc sds-mrsvnc-b OAMAP

Active Provisioning
13. | site vIP:

Click on the “GO” Metwork Element .dr_dallailx ¥ | Resat II Display Filter [- None — Go

dialogue button
located on the right
end of the filter bar.
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Procedure 12: Allow DR Provisioning Site Servers

Step Procedure Result
Active Provisioning R
ﬁ Site VIP: Network Element Server Role HA Rok day
Verify that every meome > g NETWORK .. -2 e
server in this Network sds._ e OAMBP 1484 UTC
Element is now blank NETWORK 21
under the “Repl sds_mrsvnc sds-mrsvnc-b OAMSP Standb|, 400 UTC Allowed
Status” column. pr— o =
mrsvnc . B lowed
sds.. S SERVER  Applica 484 UTC
THIS PROCEDURE HAS BEEN COMPLETED
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6.2.11 Enable Global Provisioning and Remote Import
Procedure 13: Enable Global Provisioning and Remote Import

Active PrOVISIOﬂIng Connected using VIP to sds - mrsvnc-a (ACTIVE NETWORK OAMAP)

I:I!—‘

Site VIP:
[~} :’-1 wn Menu = s
o M Administration Main Menu: Status & Manage -> Database
Select... g B Conhguration
[+ ] - Alarms & Events WJ info Y
Main Menu o M Secunty Log
- Status & Manage B @ Status & Manage Network Element Server Role
- Database - Network Elements
. sds_nwswc $08-MISWMC-a Network OAN
. Server
...as shown on the right.
sds_meswnc sds-mrswc-b Network OAN
sds_nwswc Qs-meswne-1 Query Servel

Active SDS VIP: 1
2. Windows Internet Explorer EJ

I:I 1) Click on the “Enable
Provisioning” dialogue 1 P Enable provisioning. 2

button in the bottom left x‘/ Are you sure?

corner of the right panel.

Enable Provisioning
2) In the pop-up window, Ll I 0K, L\\\J [ Cancel ]
click on the “OK”

dialogue button.

3 Active Provisioning Before Provisioning has been enabled:
: Site VIP:

I:I Main Menu: Status & Manage -> Database [ Provctl]
After re-enabling This Jan 26 1859

Provisioning, the screen Waming =/ | Info =

will refresh and the
previous “Warning Code” Natwork Elenl
message shown in the

banner area (Global !

Provisioning has been dr_dallaste — — |
manually disabled) will

be removed. sds_mrswnc sds-mrswnc-a NETWORK active  Minor 61425 20120112

After Provisioning has been enabled:

NOTE: As a result of

enabling Global Main Menu: Status & Manage -> Database [ Provctl])
Provisioning, Minor b
Alarm (Event ID 10008): : 1
“Provisioning Manually i :
Disabled”will be cleared. | Info
Network Eler I | - - atus DB Level D
L] ilabase Frovmsioning enabled
# Dwrability Admin Status is: NO Disk 2
d'_da"asﬂ ‘ o « Dwrability C perational Slatus i NO DRNC l.'lfﬂ'lal 51‘35 1
| L J
WETYVOE .
sds_mrsvwnc sds-mrswic-a o Active Normal 61435 2
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Procedure 13: Enable Global Provisioning and Remote Import

Active Provisioning
Site VIP:

Select...

Main Menu
-> SDS
- Configuration
- Options

...as shown on the right.

5 Main Menu
W Administration
W Configuration
| Alarms & Events
W Security Log
W Status & Manage
N Measur=ments
B Communication Sgent
& 505
& Configuration
Options|
Connections
MAI Homst=
Dee==tinations
De=tination Map
Routing Entities
Sube=cribers
Blackii=t
B & Maint=nano=
l Commections
l Command Log

Conne-cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

Wedoome guizd i

Main Menu: 5D5 -> Configuration -> Options &
Variabls Valus Dascription

Whemer ar not fo dispiay
COMMENGE 3N responEes

Dispiay Command Cutput o e GUI when provisioning

iy = miat B0 alk

Allow Connextions & Incoming proviskoning

ez Transaction Skze £ COMMands

Log Provisloning Messages ‘ ':.;.,'.gx,-;-; messages n

COMmImEnd g

Active Provisioning
Site VIP:

Re-enable Remote
Import:

1) If the “Remote Import
Enabled” check box was
checked before the
upgrade (Step 2 on page
36), then check it now.

2) Click on the “Apply”
dialogue button

ORACLE

5.0.0-50.17.0

£ Main Menu
im Administration
i Configuration
im Alarms & Events
@ Secunty Log
B & Status & Manage
i [l Network Elements
[l server
BHA
[l Database
i PIs
[ Processes
im Tasks
; B Files
ﬁ & Measurements
... B Report
i Communication Agent
B & sbs
B & Configuration
Connections
B NAI Hosts
Destinations
B Destination Map
Routing Entities
B Subscnbers
B Blacklist
B & Maintenance
j Connections
B Command Log

Connected using XMI to roma-sds-a (ACTIVE NETWORK DAM&P)

Communications Diameter Signal Router Full Address Resolution

Main Menu: SDS -> Configuration -> Options

@ 0

Apply
Variable

Display Command Cutput

Allow Connections

Max Transaction Size

Lag Provisioning Messages

Transaction Durability Timeout

Remaote Impaort Enabled

Remote Import Host IP Address

Remaote Import User

Remote Import Password

Remaote Import Directory

Value
7
"
50 commands
"
] seconds
"

flon-Blocking

1024039164

root

War TKLC/db/filemgmt/rer

Descriptior
Whether or notto display commands and re
provisioning data.
DEFAULT = UNCHECKED
‘Whether or notto allow incoming provisionir
DEFAULT = CHECKED
Maximum number of database manipulatior
DEFAULT = 50; RANGE = 1-100
Whether or notto log all incoming and outge
the command lag
DEFAULT = CHECKED
The amount oftime (in seconds) allowed be
committed and it becoming durable. If Trans
DURABILITY_TIMEQUT (1024) response is
associated request should be resent to ens
committed.
DEFAULT = 5; RANGE = 2-3600
‘Whether or notimport files are imported fror
DEFAULT = UNCHECKED
Whether updates are allowed (Mon-Blocking
provisioning connections while the remote il
The IP address of the Remote Import Host £
forimport files
0-15 CHARACTERS
The user on the Remote Import Host.
0-255 CHARACTERS
Password to exchange ssh keys with the rel
from this table once the keys have been exc
0-255 CHARACTERS
The directory in which import files exist on th
0-255 CHARAC

Wl mbm e e dmtns men allasnd (lnm Olaelbie s

Active Provisioning
Site VIP:

Select...

Main Menu

- Configuration
- Services

...as shown on the right.

WErs

ErVEr Groups

. Places

Nama
QAN
Replication
Signaling

& Priman

Main Menu: Configuration -> Services

Intra-NE Netwaork

L]
]

Unspacified
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Procedure 13: Enable Global Provisioning and Remote Import

Check Services.

If there are no Services (other than Signaling) listed as “Unspecified,” skip the remainder of this
procedure. Otherwise, continue with the next step.

Active Provisioning
Site VIP:

1) The user will be
presented with the
“Services” configuration
screen as shown on the
right.

2) Select the “Edit”
dialogue button.

Main Menu: Configuration -> Services @
Tus Oct L6 19:36:11 2012

Name Intra-ME Network Inter-ME Network

DAM 1M A

Replication LA bt

Signaling Unspeafied Unspeafied

HA_Primary I8N i

Ha Tarnncdars I Inamerfiad I Inamarfiad
nmunication Agent
¥ = EatlRenart
E Logout I._LII'..I. .='|'.'Il.'ll1 J
Active Provisioni . . . . .
stewip: Main Menu: Configuration -> Services [Edit] 4

1) Leave “Signaling”
set to “Unspecified”
and set the other
services values so all
Intra-NE Network traffic
is directed across IMI
and all Inter-NE
Network traffic is across
XMI.

2) Select the “Apply”
dialogue button.

NOTE: These are
recommended names.
Service names may vary
according to those used
during installation.

Mon Oct 22 20028:20 20:

Services

Name Intra-NE Network Inter-NE Network
1AM [l w Al v
Replication [ v =Ml hd
Signaling Unspecified b Unspecified v
HA_Secondary [ v =Ml hd
Ha_MP_Secondary [l v =Ml hd
Replication_MP [l v =Ml hd
ComAgent (Ml b Al it

@] Cancel
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Procedure 13: Enable Global Provisioning and Remote Import

Active Provisioning
Site VIP:

1) The user should be
presented with a banner
information message
stating “Data
committed”

2) Select the “Ok”
dialogue button.

ZMI

Tue Ok 16 13:3b:33 2012

Inter-HE Network
XMI -

1

Unspecified -

Main Menu: Configuration -> Services [ Edit] <o
Infa =~
|
Info
0 ‘ « Data committed!
eet-NE Metwork

OAM M -
Replication Ml -

Signaling Unspecified -
HA Primary IMI -

XM -

Active Provisioning
Site VIP:

The user will be
presented with the
“Services” configuration
screen as shown on the
right

Main Menu: Configuration -> Services

Name

DAM

Replication
Signaling
HA_Secondary
HA_MP_Secondarny
Replication_mMP
ComaAgent

Intra-NE Network
[l

[l

LInspecified

]

[l

[l

M

& H

Mon Oct 22 20;19:23 Z012 L

Inter-NE Network
=il

il

Linspecified

Hhl

=l

=il

Ml

THIS PROCEDURE HAS BEEN COMPLETED

6.3 Perform Health Check (Post Upgrade of Primary / DR Provisioning Sites)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the SDS network

and servers.

e Execute SDS Health Check procedures as specified in Appendix B.

NOTE: As aresult of disabling Global Provisioning, Minor Alarm (Event ID 10008): “Provisioning Manually
Disabled” will alarm until Global Provisioning is re-enabled. It may be ignored for this Health Check.

NOTE: For major upgrade only: As a result of operating NO and DP layers at different software versions, Minor
Alarm (Event ID 31216): “SysMetric configuration error” may alarm for each sublevel DP until the entire SDS network

has been upgraded. It may be ignored for this Health Check.
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6.4 SOAM Upgrade Execution

Call Oracle’s Tekelec Customer Care Center at 1-888-FOR-TKLC (1-888-367-8552); or 1-919-460-2150
(international) and inform them of your plans to upgrade this system prior to executing this upgrade.

Before upgrade, users must perform the system Health Check Appendix B. This check ensures that the system to be
upgraded is in an upgrade-ready state. Performing the system health check determines which alarms are present in the
system and if upgrade can proceed with alarms.

*khkk WARNING *hkkikk

If there are servers in the system, which are not in Normal state, these servers should be brought to the Normal or the
Application Disabled state before the upgrade process is started. The sequence of upgrade is such that servers
providing support services to other servers will be upgraded first.

*khkkk WARNING *hkkikk

Please read the following notes on this procedure:

Procedure completion times shown here are estimates. Times may vary due to differences in database size, user
experience, and user preparation.

Where possible, command response outputs are shown as accurately as possible. EXCEPTIONS are as follows:
e  Session banner information such as time and date.
e  System-specific configuration information such as hardware locations, IP addresses and hostnames.

e ANY information marked with “XXXX” or “YYYY.” Where appropriate, instructions are provided to
determine what output should be expected in place of “XXXX or YYYY”

o Aesthetic differences unrelated to functionality such as browser attributes: window size, colors, toolbars and
button layouts.

After completing each step and at each point where data is recorded from the screen, the technician performing the
upgrade must mark the provided Check Box.

For procedures which are executed multiple times, a mark can be made below the Check Box (in the same column) for
each additional iteration that is executed.

Retention of Captured data is required as a future support reference if this procedure is executed by someone other than
Oracle’s Tekelec Customer Care Center.

NOTE: For large systems containing multiple Signaling Network Elements, it may not be feasible to apply the software upgrade to
every Network Element within a single maintenance window. However, whenever possible, Primary and DR Provisioning Site
Network Elements should be upgraded within the same maintenance window. If multiple maintenance windows are required,

replication may be allowed and provisioning re-enabled between scheduled maintenance windows.
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D 6.5 Perform Health Check (Pre Upgrade)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the SDS network
and servers. This may be executed multiple times but must also be executed at least once within the time frame of 24-36
hours prior to the start of a maintenance window.

e Execute SDS Health Check procedures as specified in Appendix B.

6.6 SOAM Upgrade
The following procedure details how to upgrade SDS SOAM sites.

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD ANY STEP IN THIS PROCEDURE FAIL, STOP AND CONTACT ORACLE’S TEKELEC CUSTOMER CARE CENTER FOR
ASSISTANCE BEFORE CONTINUING!

6.6.1 Inhibit SOAM Servers and Perform Server Backup
Procedure 14: Inhibit SOAM Servers

Step Procedure Result
1 Using the VIP
Ij g?i%i?b?éigsi’zgihneg e Access the Primary Provisioning Site GUI as specified in Appendix A.
Site GUL.
Active Provisioning
2' Slte VIP: Tonnected using ¥IP to sds-mrsvnc-a {AI'T'['H' HETWIDRE I'IAHE.-P'}
|:| l']. Main Manu )
Select... Main Menu: Status & Manage -> Database
Main Menu Info =
- Status & Manage
- Database Hetwork Ebement Server
L dr_dallastk drsds-dallaste-a
...as shown on the rk Elaments
right. sds_mrsvnc sds-mrsYne-a
I Replication sds_mrswnc sds-mrsvne-b
B collection S0_caryne §0-CANNE-3
R S0_Canyne S0-CANNE-b
] &0_Carynt dp-canne-1
| L S0_CARYNG dp-canme-2
3 Record the name of e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
i the SOAM NE to be record the name of the SOAM NE to be upgraded in the space provided below:

|:| upgraded.

SOAM NE:
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Procedure 14:

Inhibit SOAM Servers

Step

Procedure

Result

4,

[]

Active Provisioning
Site VIP:

From the “Network

Main Menu: Status & Manage -> Database |

Element” filter pull- Filter_ = Error ¥ e =
down, select the Filter
name for the SOAM
NE. Metwork Element | so_carync % | Reset | Display Filter;
- All -
dr_dallastx B
METWORK
sds_mrsvne s05_Mrsc _ he.g
S0_Ccarync OAMEP
METWORK
sds_mrsvn sds-mrsync-b OAMEP
S0_caryne S0-CANNC-3 SYSTEM 0,
Active Provisioning
5. | site VIP:
Click on the “GO” Network Element | 50_carync v | Reset || |pjspjay Fiter- |- None [ Gﬂr
dialogue button
located on the right
end of the filter bar.
6 Active Provisioning
|':| Site VIP: Network Element Server Rile HA Role  Status
The user should be
presented with the list S0_canmc S0-Canne-a SYSTEM OAM  Active Mormal
of servers associated
with the SOAM NE. s0_canme s0-canync-b SYSTEM OAM  Standby  Normal
s0_canmec dp-canne-1 MP Aclive Mormal
S0_canmc dp-canyne-2 P Aclive Marmal
Active Provisioning
7. Site VIP: Network Element Server Role HA Role Status
I:I Using the Ctrl key to
select multiple rows, so_cannc so-canmnc-a SYSTEM OAM  Active Normal
sel_ect e_ach server
which displays “MP” | ‘g5 canne so-cannc-d SYSTEM OAM Standby Normal
under the “Role”
column.
50_cannd dp-carync-1 MP Active  Normal
$0_carync dp-carync-2 MP Active Normal
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Procedure 14:

Inhibit SOAM Servers

Step

Procedure

Result

8.

[]

Active Provisioning
Site VIP:

1) Click on the
“Inhibit Replication”
dialogue button in the
bottom left of the right
panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

NOTE: As a result of
inhibiting Replication
to the server, Minor
Alarm (Event ID
31113): “Replication
Manually Disabled”
will alarm until
Replication is once
again allowed.

ort. ...

Inhibit Replication

W

1

Message from webpage

&

Inhibit replication to serverlist dp-carync-1,dp-carync-2,
AOre you sures

l

(04 l [ Cancel

3

Active Provisioning
Site VIP:

From the “Network

Main Menu: Status & Manage -> Database |

Filter = Errar = I -
Element” filter pull- o il e
down, select the Filter
name for the SOAM
NE. Metwork Elament |so_carync % | Reset | Display Filter:
- Al -
dr_dallastx R
MNETWORK
st5_mrsvne sS_MISWIC e g
S0_carync OAMER
Sds_mrsyn sds-mrsync-b gﬂ?ﬁ RK
S0_Canne S0-cannc-a SYSTEM 0.
Active Provisioning
10. | site viIP:
Click on the “GO” Network Element: | So_carync | Reset || \picn i piger | - None - GUI

dialogue button
located on the right
end of the filter bar.
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Procedure 14: Inhibit SOAM Servers

Step Procedure Result
Active Provisioning Repl
11. Site VIP: Network Element Server Role HA R hday S
|:| Verify that all MP $0_carync so-carync-a SYSTEM OAM  Aciive 22
servers now show e
“Inhibited” under the -
“Repl Status” s0_carync so-carync-b SYSTEM OAM  Stand 5.484 UTC
column.
so_canync dp-carync-1 P
s0_carnync dp-canync-2 P
Active Provisioning Network Element  Server Roke WARGle Status DB Leve DB Birthday Rt
12. | site VIP: S
|:| 80_canne 80-Carync STEMOAM Actve  Nomal 3161241 40 5% ~
Holding the Ctrl key :B e ' :8‘ i
to select multiple 20_canne 30-cannc-d SYSTEMOAM Standty Nermad 3181241 2912 ”j J&UIC
rows, select the . ;2 -
servers which d|sp|ay 0_cannc dp-canmnc-1 MFP Ao Munor Unknown '.20’56"“ ure nhidired
“SYSTEM OAM” ———
under the “Role” so_canne dp-canync-2 e Actrve Minoe Uninown 18.20 56 484 UTC nndited
column.
Active Provisioning
13. | site VIP: — —
[] it Inhibit Replication 1
1) Click on the @
“Inhibit Replication”

dialogue button in the
bottom left of the right

panel.
2) In the pop-up Message from webpage [5_<|
window, click on the —
“OK” dialogue
button 9 ¥ | Inhibit replication to serverlist so-carvnc-a,so-carync-b,
’ “‘-'Q/ Are you sure’? 2

NOTE: As a result of [ oK ] [ cancel
inhibiting Replication
to the server, Minor
Alarm (Event ID
31113): “Replication
Manually Disabled”
will alarm until
Replication is once
again allowed.
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Procedure 14:

Inhibit SOAM Servers

Step

Procedure

Result

14.

[]

Active Provisioning
Site VIP:

From the “Network

Main Menu: Status & Manage -> Database |

Element” filter pull- Filter_ = Error ¥ e =
down, select the Filter
name for the SOAM
NE. Metwork Element | so_carync % | Reset | Display Filter;
- All -
dr_dallastx B
METWORK
sds_mrsvne s05_Mrsc _ he.g
S0_Ccarync OAMEP
METWORK
sds_mrsvn sds-mrsync-b OAMEP
S0_caryne S0-CANNC-3 SYSTEM 0,
Active Provisioning
ﬁ Site VIP:
C_"Ck on the “GO” Network Element | 50_carync v | Reset || |pjgpjay Filter- |- None - [ Gor
dialogue button
located on the right
end of the filter bar.
Active Provisioning R
16. Site VIP: Network Element Server Role HA Roli hday
I:I Verify all servers in $0_cannc so-cannc-a SYSTEM OAM Adive 2-21
this Network Element #6.484 UTC
now show 2-21
“Inhibited” under the | = s e SYETERONS. e S anaiiTe
“Repl Status” 2.21
0 c canync-1 wP Active =
column. $0_cann -canm 16.484 UTC
S0_cannc dp-carync-2 MP Acive 221
= 6484 UTC
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Procedure 14:

Inhibit SOAM Servers

Step

Procedure

Result

17.

[]

1) Record the
hostname of each
server associated
with the SOAM NE
(identified in Step 3 of
this Procedure).

2) Repeat Steps 24 -
34 of this Procedure
for each Server listed
to the right.

3) “Check off” each
Check Box as Steps
24 - 34 are completed
for each Server listed
to the right.

e Using the worksheet provided in Appendix C.5, record the hostnames for each

server (SO, DP) associated with the SOAM NE to be upgraded.

e “Check off” the associated Check Box for each server as backup is completed

by executing Steps 24 - 34 shown below.

SOAM-A:

SOAM-B:

DP1:

DP2:

DP3:

DP4:

Active Provisioning
Site VIP:

NOTE: If this is a
MAJOR upgrade
from 4.x to 5., then

ORACLE

5.0.0-50.15.0

8 £ Main Menu
B & Administration
i General Options
B B Access Control

Communications Diameter Signal Router Full Address Resolution

Conneched using VIP o dbs3-sds-a (ACTIVE NETWORK OAMEF)

Main Menu: Administration -> Software Management -> Up

Tasks =

Skip to Step 23. B & Software Manageme Server Status Server Role Function Upgrade §
Otherwise, continue B Versions Hostname O&M Max HA Role Network Element Start Time
with this step. ISO Deployment ,
: H: AL ”?Rﬂ::.'”d Application Version Upgrade |
pgrade
@ B Remote Servers TR ticteork OAMER  DAMEPR
Select... B & Configuration dtz3-=d=-3 Active dtsd_sds
Main M i Metwork Elements Active 5.0.0-50.19.0
aln vienu Canicas
S Administration B Services Meaormn Metwork QAMEP  OAMEP
B Resource Domains dts3sdsb Standb dts3_sds
- Software Mangment N i =
> Upgrade W Servers Active 5.0.0-50.15.0
Server G 5
b .:r:!r\ el Maoirm Queny Saerver Q5
...as shown on the =z . dts3-3= Dhbserver dtsd_sds
right. IEiCCElt=sosloons 5.0.0-50.19.0
o i DSCP
T — Network OAMEP  OAMER
o @ Alarms & Events dts3-drmo-a Active dts3_drno
O M Security Log Active 5.0.0-50.15.0
B & Status B Manage Miorm System DAM DAl
' MNetwaork Elements dtsi-so0-2 Active dtsd =0
S R - |
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Procedure 14:

Inhibit SOAM Servers

Step Procedure Result
Active Provisioning
19. Site VIP: SBerver Status Eerver Role Functid Upgrade State Etal
|:| l) Usi " ical Hostname OAM Max HA Rele Metwork Element : - Fin
sing the vertical Max Allowed S -
. . Application Version Upgrade 150
scroll bar in the right HA Role PR =
panel, scroll to the =TI Netoork OAMEP  OAMEP
row containing the dts3-sds-3 Active dtzd_sdsz
hostname of the next : -
L L Active 5.0.0-50.19.0
server from the listin
Step 17. Mearm Matwork OAMEP  OAMEP
dt=3-=d=b Standby dt=3_sds
2) Verify that the Active 5.0.0-50.15.0
Upgrade State _ =
shows “Backup e SobiE 23
Needed” dts3-gs- Obsarver dtsd_sds
£.0.0-50.19.0
Metwork OAMEP  QAMEP
dts3-drmo-a Active dtsd_dmo
Active Provisionin T T T
20. Site VIP: g Active 5.0.0-50.15.0
D T T e System DAM OAM
1) Using the cursor, tdts3-s0-b 1 0 Standby dtsd_so
select the row L Active 5.0.0-50.19.0
containing the Marm = D5
hostname of thef n?Xt dtz3-dp-1 Active dts3d =0
server from the listin
Step 17.
2) Click the e — -
“Backup” dialogue Backup | | 150 Cleanup || Prepare | | Initiate | | Complete
button located across
the bottom left of the 2
right panel.
21 Active Provisioning Active 5.0.0-30.13.0
. Site VIP: Morm System DAM DA
|:| dtsd-so-b Standby dts3_so
Select... Active 5.0.0-50.19.0
Main Menu

= Administration
- Software Mangment
- Upgrade

When this backup is
finished, verify that
the Upgrade State is
“Not Ready”

Active Provisioning
Site VIP:

Backup all remaining
servers.

Repeat Steps 18 - 21 of this Procedure for each additional server listed in Step 17. These
operations may be performed in parallel for multiple servers.

When all servers listed in Step 17 have had Upgrade State changed to “Not Ready”, then

this Procedure is completed.
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Procedure 14:

Inhibit SOAM Servers

Step

Procedure

Result

23.

[]

Active Provisioning
Site VIP:

1) Access the
command prompt.

2) Log into the server
as the “root” user.

NOTE: This Step and
all remaining Steps
are only for a
MAJOR upgrade
from 4.x to 5.x.

CentOS release 5.7 (Final)
Kernel 2.6.18-274.7.1.el5prerel5.0.0 72.32.0 on an x86 64

sds-mrsvnc-a login: root
Password: <root password>

NOTE: The following Steps 24 - 34 provide a full backup of COMCOL run environment. These

i shall run from the command line of every server in the SOAM Network Element to be upgraded.

NOTE: The following Steps 24 - 34 may be performed in parallel on each server.

Server to be
Upgraded (SSH):

1) Access the
command prompt.

2) Log into the server
as the “root” user.

CentOS release 5.7 (Final)
Kernel 2.6.18-274.7.1.elb5prerel5.0.0 72.32.0 on an x86 64

sdsSO-carync-a-a login: root
Password: <root password>

Server to be
Upgraded (SSH):

Output similar to that
shown on the right
may appear as the
server accesses the
command prompt.

*** TRUNCATED OUTPUT ***

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpss7
PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=00
VPATH=/0opt/TKLCcomcol/runcm5.13:/opt/TKLCcomcol/cm5.13
PRODPATH=

RELEASE=5.13

RUNID=00
VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpss7:/usr/TKLC/sd
s

PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=0

[root@sdsSO-carync-a-a ~]#

Server to be
Upgraded (SSH):

Change directory to
“‘exclude parts.d”.

[root@sdsSO-carync-a-a ~]# cd /usr/TKLC/appworks/etc/exclude parts.d

Server to be
Upgraded (SSH):

Edit file
“Appworks.db_parts”.

[root@sdsSO-carync-a-a exclude parts.d]# vim Appworks.db_parts
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Procedure 14:

Inhibit SOAM Servers

Step

Procedure

Result

28.

[]

Server to be
Upgraded (SSH):

Delete lines

Delete all lines after the header comments; the resulting file should
look similar to this example:

FHEH A R A R A R A A A R A R A

Name: Appworks.db parts
Title: Lists the IDB database parts to be excluded from a full backup
of all COMCOL DB parts.
Author: J Crosson
Description:

This file lists the Comcol IDB parts that are to be excluded from a
pre-upgrade full backup of all COMCOL DB parts.

The utility full backup.pl reads this and any other Application supplied
files named <some filename>.db parts (a db_parts suffix) and located in
the directory /usr/TKLC/appworks/etc/exclude parts.d.

File pattern:

1. Lines with leading # are treated as comments
2. Blank lines are ignored
3. Only ONE part name per line is allowed

NOTE: Ref: TR005672 Section 3.2 for the parts listed below.

Revision History
25-Apr-2011
22-Sep-2011

modified in 40.11.0

FHEH A R R R R R R R 1 4

#

Initial version
remove AppworksSNMPlog from list, table

J Crosson
R Kress

S HE S S S S SR SE SR oE SR S o SE o SE o o 3F o 3F o o 3

# Def parts

Server to be

Save and exit:

29. Upgraded (SSH):
[:] :wq!
Save and exit
30 Server to be [root@sdsSO-carync-a-a exclude parts.d]# cd /root/

Upgraded (SSH):

Change directory to
root home.

Server to be
Upgraded (SSH):

Run backup utility.

[root@sdsSO-carync-a-a ~]# /usr/TKLC/appworks/sbin/full backup

Output similar to the following will indicate successful completion:

Success: Full backup of COMCOL run env has completed.

Archive file
Backup.dsr.bladeOl.FullRunEnv.NETWORK OAMP.20110417 021502.UPG.tar.gz
written in /var/TKLC/db/filemgmt.

(Errors will also report back to the command line.)

32.

Server to be
Upgraded (SSH):

Exit from the server
command line.

[root@sdsSO-carync-a-a filemgmt]# exit
logout
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Procedure 14:

Inhibit SOAM Servers

Step

Procedure

Result

33.

[]

Server to be
Upgraded (SSH):

Mark this server’'s
backup as complete.

Reference the list in Step 17 and check off the server which just completed
backup.

34.

[]

Active Provisioning
Site VIP:

Backup all remaining
servers to be
upgraded.

NOTE: Steps 23 - 34
are only for a
MAJOR upgrade
from 4.x to 5.x.

Repeat Steps 24 - 33 of this Procedure for each additional server in the SOAM
NE to be upgraded referencing the list in Step 17. These operations may be
performed in parallel on multiple servers.

THIS PROCEDURE HAS BEEN COMPLETED
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6.6.2 Upgrade SOAM NE (SOAM Servers)

NOTE:

Be sure to run Appendix F ( Disable Hyperthreading) on each DP of this SOAM NE if
hyperthreading has not been disabled there during installation or prior upgrade.

Procedure 15: Upgrade SOAM NE (SOAM Servers)

Step

Procedure

Result

1.

[]

Record the name of
the SOAM NE in the
space provided to the
right.

e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
record the name of the SOAM NE in the space provided below:

SOAM NE:
5 Using the VIP
' ad_dress, access t_he Access the Primary Provisioning Site GUI as specified in Appendix A.
I:I Primary Provisioning
Site GUL.
3 Active Provisioning

Site VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

onnected using XMI to so- caryn

£ Main Menu
o M Admur
B W Config
0 M Alarms &
o ms
B & Status & Manage

tration

cuy Log

» (STANDBY SYSTEM OAM)

Main Menu: Status & Manage -> Database (Filtered)

L Filter v! warning> | Into w
i Network Element Server Robe HA Role  Status ll):‘vol
80_canne SO-CAnmC-a SYSTHM Standby Normal 0
OAM
s0_canmne so-cannc-b gmm“ NA Unknown Unknow

Active Provisioning
Site VIP:

From the “Network

Main Menu: Status & Manage -> Database |

Element” filter pull- Filter = Error = Infa =
down, select the Filter
name for the SOAM
NE. Metwork Element |so_carync % | Reset | Digplay Filter;
- Al -
dr_dallastx E—
ETWOREK
sds_mrsvne sds_MISNC  heog N
S0_carync QAMEP
METWORK
sis_mrsvne sds-mrsync-b OAMEP
S0_Canmne S0-Cannc-a SYSTEM O,
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Procedure 15: Upgrade SOAM NE (SOAM Servers)

Step

Procedure

Result

5.

[]

Active Provisioning
Site VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

Network Element: | 50_carync v | Reset || ;e 4 Filter: -MNone G':'[

Active Provisioning
Site VIP:

Record the names of
the Standby and
Active SOAM in
Step 7 below.

Main Menu: Status & Manage -> Database (Filtered)

| Fiter ~|| Infio = |

i : OAM  Applicat

' Network Element ' Server Role Max HA Max HA Stat

i 1 Role Role
S0_carync so-carync-a System OAM / Active Q03 Marr
S0_Carync so-carync-b System OAM\_ Standby 003 Marr
SO_carync dp-carync-1 MP Active 00s Marr

Using the list of
servers associated
with the SOAM NE
shown in the above
steps...

Record the Server

names of the SOAM
Servers associated
with the SOAM NE.

e [dentify the “SOAM” Server names and record them in the space provided below:

Standby SOAM:

Active SOAM:

Active Provisioning
Site VIP:

Prepare Upgrade for
the Standby SOAM
Server.

e Prepare Upgrade for the Standby SOAM Server (identified in Step 7 of this Procedure) as
specified in Appendix C.1 (Prepare Upgrade).

Active Provisioning
Site VIP:

Initiate Upgrade for
the Standby SOAM
Server.

e Initiate Upgrade for the Standby SOAM Server (identified in Step 7 of this Procedure) as
specified in Appendix C.2 (Initiate Upgrade).

Active Provisioning
Site VIP:

Monitor Upgrade for
the Standby SOAM
Server.

e  Monitor Upgrade for the Standby SOAM Server (identified in Step 7 of this Procedure) as
specified in Appendix C.3 (Monitor Upgrade).

Active Provisioning
Site VIP:

Complete Upgrade
for the Standby
SOAM Server.

e Complete Upgrade for the Standby SOAM Server (identified in Step 7 of this Procedure)
as specified in Appendix C.4 (Complete Upgrade).
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Procedure 15: Upgrade SOAM NE (SOAM Servers)

Step Procedure Result
I"WARNING ! STEPS 8-11 MUST BE COMPLETED BEFORE CONTINUING ON TO STEP 12.
12 Active Provisioning

Site VIP:

Prepare Upgrade for
the Active SOAM
Server.

e Prepare Upgrade for the Active SOAM Server (identified in Step 7 of this Procedure) as
specified in Appendix C.1 (Prepare Upgrade).

Active Provisioning
Site VIP:

Initiate Upgrade for
the Active SOAM
Server.

e |Initiate Upgrade for the Active SOAM Server (identified in Step 7 of this Procedure) as
specified in Appendix C.2 (Initiate Upgrade).

Active Provisioning
Site VIP:

Monitor Upgrade for
the Active SOAM
Server.

e  Monitor Upgrade for the Active SOAM Server (identified in Step 7 of this Procedure) as
specified in Appendix C.3 (Monitor Upgrade).

Active Provisioning
Site VIP:

Complete Upgrade
for the Active SOAM
Server.

e Complete Upgrade for the Active SOAM Server (identified in Step 7 of this Procedure) as
specified in Appendix C.4 (Complete Upgrade).

I WARNING !!

STEPS 12 - 15 MUST BE COMPLETED BEFORE CONTINUING ON TO STEP 16.

Active Provisioning
Site VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Connected using YIP to sds-mrsvnc-a (ACTIVE NETWORE DAMBP)

B £ Main Menu
g B Administration
g B Conhguration
g im Alarms &
u - =eCunty Log
B @ Status & Mar

. Sarver
.F'-.-'LI|I.=|.II.-I|
. Caollachian
I He
™foatabase

Wi
&

Events

4] k Elaments

Hetwork Element
dr_dallash
sds_mrewnc
sds_mrswmc
S0_Canne
S0_Cannc
S0_Cannc
S0_CAanmne

Main Menu: Status & Manage - > Database

Lol

drsds-dallaste-a

sds-mrsvnc-a
sds-mrsvne-b
sO-CANNC-8
so-canme-b
dp-canmec-1
dp-canmnc-2
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Procedure 15: Upgrade SOAM NE (SOAM Servers)

Step

Procedure

Result

17.

[]

Active Provisioning
Site VIP:

From the “Network
Element” filter pull-
down, select the
name for the SOAM
NE.

Main Menu: Status & Manage -> Database

Filter = Errar = Infa =
Filter
Metwork Element |so_carync % | Feset | DigplavFiIter:[
- All-
dr_dallastx —
METWIORK
sds_mrsvne 5ds_MIswnc b g
SO_carync OAMEP
METWORK
sds_mrsvne s0s-mrsvnc-h OAMEP
S0_Ccanne S0-CAMNC-3 SYSTEM O

Active Provisioning
Site VIP:

Click on the “GO”
dialogue button
located on the right
end of the filter bar.

Metwork Element | S0_carync % RESEt|

Display Filter: | - Mone - [

| GD"L
la

Active Provisioning

19. | arovip: Network Element  Server Role HARole Status o |
The user should be so_canyne so-carync-a SYSTEM OAM Active  Minor  Unknown
presented with the list
of servers associated
with the SOAM NE. £0_carync so-canmc-b SYSTEM OAM Standby Minor LInknown

S0_tanme dp-carync-1 MP Active Mormal  Unknown
£0_carync dp-canmc-2 MP Active hinor Linknown
Active Provisioning | network Element Server Role HARole Status DBLleve DB Birthday -

20. | site vIP: - .

I:I 50_carync so-cannc-a SYSTEMOAM Actve  Minor  Unknown <o o o~ — mhibited
Holding the Ctrl key, e
select the servers that | so_canne so-canmc-b SYSTEM OAM Standby Minor  Unknown 2020227 =" mhidited
display “SYSTEM
OAM?” under the $0_cannc dp-carync-1 e Active Minor Uninown ?3‘2%:";3;‘ uTe mnhdited
“Role” column. R

S0_carync dp-carync-2 1 Active Minor Unknown 182055 484 UTC Inhibreed
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Procedure 15: Upgrade SOAM NE (SOAM Servers)

Step Procedure Result

Active Provisioning
21. | site vIP:

[]

1) Click on the port... | Allow ngpllcatlnn 1
“Allow Replication” @

dialogue button in the

bottom left of the right
panel.

2) In the pop-up

window, click on the g
“OK” dialogue Message from webpage E|
button.
? | Alow replication to serverlist so-carync-a,so-carync-b,
NOTE: As a result of *-."\r/ Are you sure? 2
Allowing Replication
to the server, Minor
Alarm (Event ID l ok l [ Cancel

31113): “Replication

Manually Disabled”
should clear
momentarily.
Active Provisioning
22. | sjte VIP: ~
|:| ' Main Menu: Status & Manage - Database
From the “Network
Element?” filter pull- Fiter = Error Infa 'I
down, select the Filter
name for the SOAM
NE.
Metwork Element |so_carync % | Reset || Display Filter:
- All -
dr_dallastx B
sds_mrsyne sds _MISWC__he.g EAER:F? RK
sds_mrsync sds-mrsvnc-b EEM! ME EDHK

Active Provisioning
23. | site vIP:

Click on the “GO” Metwork Element | So_carync v | Reset || Inicq iy Fitter- | - Nane B Gor

dialogue button

located on the right
end of the filter bar.

Active Provisioning

24. Site VIP: Network Element Server Role HA Role gﬁus

Verify that the servers -
which display S0_carync sSo-carync-a SYSTEM OAM Active Allowed

Ic
“SYSTEM OAM”

under the “Role” $0_carnnc so-canync-b SYSTEM OAM Standby rc Allowed
column now show

“Allowed” under the

“Repl Status” BO_CarRC dp-canync-1 P Adive . Inhibited

column.

THIS PROCEDURE HAS BEEN COMPLETED
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6.6.3 Upgrade SOAM NE (DP Servers)
Procedure 16: Upgrade SOAM NE (DP Servers)

Step Procedure Result
1 Active Provisioning
. Site VIP: Tonnected using ¥IP to sds-mrsvnc-a {AI'T'['H' HETWIDRE I'IAHE.-P'}
|:| H- Main Manu )
Select... Selrd it i Main Menu: Status & Manage -> Database |
a B c2dministration g
. g B Conhguration
Main Menu ) . [ Fiter ] o
- Status & Manage ms & Events
- Database Hetwork Ebement Server
Manage dr_dallashi drsds-dallaste-a
...as shown on the ! Elamants
right. B server sds_mrsvnc sds-mrsYne-a
W ;'__Ll'"_ on sds_mrswnc sds-mrsvne-b
B collection S0_caryne §0-CANNE-3
R S0_Canyne S0-CANNE-b
] S0_Carynt dp-cannc-1
W KFis S0_CARYNG dp-canme-2
2 Record the name _Of e Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information)
: the SOAM NE which record the name of the SOAM NE in the space provided below:
I:' was upgraded in
Procedure 15.
SOAM NE:
3 Active Provisioning
'D Site VIP: Main Menu: Status & Manage -> Database |
From the “Network - - —|_
Element” filter pull- Filter Error Infa
down, select the Filter
name for the SOAM
NE. Metwork Elament |so_carync % | Reset | Display Filter:
- All -
dr_dallastx E—
sds_mrsync sOS_MISWC he g B
OAMER
METWOREK
sis_mrsvne sd5-mrsync-b OAMEP
S0_canne s0-cannc-a SYSTEM 0.

Active Provisioning
4. | site VIP:

Click on the “GO” Network Element: | 50_carync v | Reset || \picniay Filter -MNone G':'[

dialogue button

located on the right
end of the filter bar.
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Procedure 16: Upgrade SOAM NE (DP Servers)

Step Procedure Result
Active Provisioning DB
S. Site VIP: Network Element Server Role HA Role Status e |
The user should be S0_canne S0-Cannc-a SYSTEM OAM Active  Minor  Unknown
presented with the list
of servers associated
with the SOAM NE. g0_cannc so-canync-b SYSTEM OAM Standby Minor Linknown
S0_canme dp-carync-1 MP Active Mormal  Linknown
g0_cannc dp-canme-2 MP Active Minar Linknown

Active Provisioning
Site VIP:

Record the names of
each DP Server
(Role = MP) in Step 7
below

Main Menu: Status & Manage -> Database (Filtered)

| Fiter ~]|| Info ~|

' Network Element ' Server
50_carync so-carync-a
s0_carync so-carync-b
S0_Carync dp-carync-1

OAM
Raole Max HA
Role
System OAM  Active
System OAM  Standby
Active

Applicat

Max HA Stah
Role

oos Marr
005 Marr
o0s Marr

Using the list of
servers associated
with the SOAM NE
shown in the above
steps...

Record the Server

names of the DPs

associated with the
SOAM NE.

e |dentify the “DP” Server names and record them in the space provided below:

DP1:

DP2:

DP3:

DP4:

DP5:

DP6:

DPY:

DP8:

DP9:

DP10:
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Procedure 16: Upgrade SOAM NE (DP Servers)

[ step |

Procedure

Result

I WARNING !!

Steps 8 - 11 of this Procedure may only be executed in parallel for up to % of
the DP Servers associated with the SOAM NE being upgraded.

Active Provisioning
Site VIP:

Prepare Upgrade for
the DP1Server.

e Prepare Upgrade for the DP1 Server (identified in Step 7 of this Procedure) as specified in
Appendix C.1 (Prepare Upgrade).

NOTE: If executing upgrade for multiple DPs in parallel, repeat this “Prepare Upgrade” step for
the other DPs before continuing to the next Step.

Active Provisioning
Site VIP:

Initiate Upgrade for
the DP1 Server.

e Initiate Upgrade for the DP1 Server (identified in Step 7 of this Procedure) as specified in
Appendix C.2 (Initiate Upgrade).

NOTE: If executing upgrade for multiple DPs in parallel, DPs can be multi-selected using the
[CTRL] key.

Active Provisioning
Site VIP:

Monitor Upgrade for
the DP1 Server.

Monitor Upgrade for the DP1 Server (identified in Step 7 of this Procedure) as specified in
Appendix C.3 (Monitor Upgrade).

Active Provisioning
Site VIP:

Complete Upgrade
for the DP1 Server.

Complete Upgrade for the DP1 Server (identified in Step 7 of this Procedure) as specified in
Appendix C.4 (Complete Upgrade).

I WARNING !!

STEPS 8 - 11 MUST BE COMPLETED BEFORE CONTINUING ON TO STEP 12
OF THIS PROCEDURE.

Active Provisioning
12. 1 site vIP: :
. Connected using YIP to sds-mrsvne-a (ACTIVE NETWDRE DAMBP)
|:| -1 ﬂ Mairn Manu )
Select... B M Administration Main Menu: Status & Manage -> Database
Main Menu g B Conhguration
—_— Filt Inufi
- Status & Manage L
- Database Metweork Element Server
as shown on the dr_dallast drsds-dallastea
right. B } sds_mreswnc sds-MrsYnc-a
B ;.:;_..n- R sds_mrswnc SdS-MISVnc-b
I Collection SO_Canynt S0-CANNE-3
B He S0_CAnync S0 CANNC-b
m B0_tanne dp-canme-1
B kPls S0_CANNC dp-canni-2
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Procedure 16: Upgrade SOAM NE (DP Servers)

Step

Procedure

Result

13.

[]

Active Provisioning
Site VIP:

From the “Network

Main Menu: Status & Manage -> Database

Element” filter pull- Fllter = Eror = e~
down, select the Filter
name for the SOAM
NE. Metwork Element |so_carync % | Reset | Display Filter;
- All -
dr_dallasty N
METWORK
sds_mrsvne sds_MISC__he.g
S0_Carync OAMEP
METWOREK
sis_mrsvne sd5-mrsync-b OAMEP
S0_carne S0-CaryNC-3 SYSTEM O
Active Provisioning
ﬁ Site VIP:
Click on the “GO” Network Element | So_carync ¥ | Reset || |micn iy Fiter |- Mone - Gor
dialogue button
located on the right
end of the filter bar.
Active Provisioning DB
ﬁ Site VIP: Network Element Server Role HARole Status == |
The user should be. S0_canmc §0-cannc-a SYSTEM OAM Active  Minor  Unknown
presented with the list
of servers associated
with the SOAM NE. s0_cannc so-cannc-b SYSTEM OAM Standby Minor Linknown
S0_Canmc dp-canmc-1 MP Active Mormal  Unknown
S0_cannc dp-canmc-2 MP Active himoor Unknown
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Procedure 16: Upgrade SOAM NE (DP Servers)

Step Procedure Result
Active Provisioning
16. | site vIP: _—
I:I ’ Notwork Eloment Server Roke HARole Status D8 Leve DB Birthday Stat
Holding the Ctrl key, o8 Conie 06-CONNOS SYSTEM OMI A Normal 318124y 91290221
select the “MP” = 182086 4p4uTC  Alowed
servers which 2012021
$0_canmnc so-carnc-b SYSTEMOAM Standty Normal 3161241 1820 %8 484 UTC Allowed
completed upgrade
) _ 20120221
during Steps 8 - 11. w Woor  Uminown 20120228 arp—
CAUTION: w Ahy Wnor  Uninown 20120221 ied

If upgrading in
phases (e.g. 1/2 of
the installed MPs
during each phase),
then the user
should be careful to
select only those
MPs which
completed upgrade
during the current
phase.

1820 56 484 UTC

Active Provisioning
Site VIP:

1) Click on the
“Allow Replication”
dialogue button in the
bottom left of the right
panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

NOTE: As a result of
Allowing Replication
to the server, Minor
Alarm (Event ID
31113): “Replication
Manually Disabled”
should clear
momentarily.

Allow Replication

i

Message from webpage

=

Are you sures

Allaw replication o serverlist dp-carync-1,dp-carync-2,

[ (8] 4 l [ Cancel

3
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Procedure 16: Upgrade SOAM NE (DP Servers)

Step

Procedure

Result

18.

[]

Active Provisioning
Site VIP:

Main Menu: Status & Manage -> Database |

From the “Network - - —|'
Element” filter pull- Filter Error Info
down, select the Filter
name for the SOAM
NE. Metwork Element | so_carync % | Reset | Display Filter;
- All -
dr_dallastx B
ETWORK
sds_mrsvne S0S_MISWC__he.g N
S0_Ccarync OAMEP
METWORK
sds_mrsvne sds-mrsvnc-b OAMEP
S0_caryne S0-CANNC-3 SYSTEM 0,
Active Provisioning
ﬁ Site VIP:
Click on the “GO” Network Element | 50_carync v | Reset || |pjgpjay Filter- |- None - [ G':'r
dialogue button
located on the right
end of the filter bar.
Active Provisioning
ZIEI Site VIP: Network Element Server Role y Efalfus
Verify that all servers 1
in this Network s0_carync S0-carync-a SYSTEM OAN 34 UTC Alfowed
Element now show 1
“Allowed” under the . o
“Repl Status” SO_cannc so-carync-b SYSTEM QAN 34 UTC Alfowed
column. 1
SO_canync dp-carync-1 MP 34 UTC Alfowed
_ y | Allowed
S0_canyno dp-carync-2 MP 34 UTC

Active Provisioning
Site VIP:

Select...

Main Menu
- Communication Agent
- Maintenance
- Connection Status

...as shown on the
right.

Connected using VIP to sds-mrsvnc-b (ACTIVE NETWORK OAMEP)

= £ Main Menu

BB Administration

i Configuration

B Alarms & Events

e Security Log

i Status & Manage

B Measurements

H & Communication Agent

i@ Configuration

H & Maintenance

B Yoo cion Scatus

[l Routed Services St

[l HA Services Status

ilm sDs

Main Menu: Communical

Server Name

+]

dp-carync-1

4]

dp-carync-2

]

malnclidsri2dpa

4]

mo1nc02dsriZdpa
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Procedure 16: Upgrade SOAM NE (DP Servers)

Step

Procedure

Result

22.

[]

Active Provisioning
Site VIP:

Verify that all
expected
“comAgent”
Connections for the
DPs “Allowed” in
Steps 16- 20 of this
procedure are
present before
continuing to the next
step.

Main Menu: Communication Agent -> Maintenance -> Connectior

Server Name Automatic Connections Count Configured Connections Count
[+] dp-carync-1 1 of 1 In3enice 1 of 2 In3envice
[+] dp-carync-2 1 of1InSenvice 1of 2 InSemvice
[+] moincD1dsr02dpa 1of1InService 2 of 2 InSemvice
[+]  mo1nc02dsr02dpa 10f1InSenice 2 of 2 InSenvice

1. Verify that the “Automatic Connections Count” shows “x of x” for all entries
(i.e. matching numbers).

2. Active/Active MPs: Verify that the “Configured Connections Count” shows
“y of y” for all entries (i.e. matching numbers).

3. Active/Standby MPs: Verify that the “Configured Connections Count” shows
“1 of 2” for all entries.
1) Transfer the e Transfer the Server names of each DP recorded in Step 7 in the space provided below:
23. |'g f th :
ervernames ol the | o  «Check off” the associated Check Box as Steps 8 - 22 are completed for each DP.

DPs associated with
the SOAM NE
(identified in Step 7
of this Procedure).

2) “Check off” each
Check Box as Steps
8 - 22 are completed
for the DP listed to
the right.

] DP1: [ ] pPe:
[ ] ppP2: [ ] ppP7:
[ ] pP3: [ ] pps:
[ ] pP4: [ ] pPo:

[ ] DPs: [ ] pbrP1o:

Active Provisioning
Site VIP:

Perform SW Upgrade
for the remaining DP
Servers.

Repeat Steps 8 - 23 of this procedure for the remaining DP Servers associated with the
SOAM NE being upgraded.

THIS PROCEDURE HAS BEEN COMPLETED
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Procedures in Appendix G ( Finalizing Upgrade) should only be executed
111 WARNING 1 after all SOAM sites/servers on the network have been upgraded to the
target release.

6.7 Perform Health Check (Post SOAM Upgrade)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the SDS network
and servers.

e  Execute SDS Health Check procedures as specified in Appendix B.
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7. RECOVERY PROCEDURES

Upgrade procedure recovery issues should be directed to Oracle’s Tekelec Customer Care Center. Before executing any
of these procedures, contact Oracle’s Tekelec Customer Care Center at 1-888-FOR-TKLC (1-888-367-8552); or 1-919-
460-2150 (International). Persons performing the upgrade should be familiar with these documents.

Execute this section only if there is a problem and it is desired to revert back to the pre-upgrade version of the software.

Warning

Do not attempt to perform these backout procedures without first contacting Oracle’s Tekelec Customer
Care Center at 1-888-FOR-TKLC or 1-888-367-8552; or for international callers 1-919-460-2150.

Warning

Backout procedures WILL cause traffic loss.

NOTE: These recovery procedures are provided for the Backout of an Upgrade ONLY! (i.e. Backout from a
failed target release to the previously installed release). Backout of an initial installation is not supported.

The reason to execute a backout has a direct impact on any additional backout preparation that must be done. Backout procedure
WILL cause traffic loss. Since all possible reasons cannot be predicted ahead of time, contact Oracle’s Tekelec Customer Care
Center as stated in the Warning box above.

NOTE: Verify that the two backup archive files created using Procedure 8 in Section 6.2.6 “Database Backup
(Provisioning)“ are present on every server that is to be backed-out. These archive files are located in the
/var/TKLC/db/filemgmt directory and have different filenames than other database backup files. The filenames will have the
format

Backup.<application>.<server>.FullDBParts.<role>.<date_time>.UPG.tar.bz2
and

Backup. <application>.<server>.FullRunEnv.<role>.<date_time>.UPG.tar.bz2

7.1 Backout DP SOAM NE
Procedure 17: Backout DP SOAM NE

Step Procedure Result
Using the VIP
1. address, access the
I:' Primary Provisioning e Execute Procedure 3 “Disable AppProcControl Table Replication”

Site Active NO
command prompt.

5 Using the VIP
: address, access the
I:' Primary Provisioning e Access the Primary Provisioning Site GUI as specified in Appendix A.
Site GUI.
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Procedure 17: Backout DP SOAM NE

Step

Procedure

Result

Active SDS VIP:

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK ODAME&P)

Select... B £ Main Menu
B B Administration Main Menu: Status & Manage -> Database
Main Menu conf
Yy ver 'y [+ ] B Configuration
- Status & Manage P Fitet ~|[ Info |
B B Alarms & Events
- Database e
Hetwork Element Sa Role
...as shown on the . e
right.
sds_mrsvnc S05-MISWC-a Metwork OAM,
sds_mirsvnc sds-mrswnc-o Heatwork 04N,
4 Record the name of | @  Record the name of the DP SOAM NE which will be “Backed out”.
: the DP SOAM NE to
|:| be downgraded
(Backed out) in the DP SOAM NE:
space provided to the
right.
5 Active SDS VIP: Main Menu: Status & Manage -> Database (Filtered)
I:I From the “Network Filler = Wt -
Element” filter pull- | Faer
down, select the
name for the DP Nelwork Element | sds_mirswnc Display Filler | - None -
SOAM NE.
prg— e RETIWORK
S5 _ MG QUERY SERVER
6 Active SDS VIP:
. Fiter
[ ]| click the “co”
button located on the Network Element | 50_canmc ¥ | Rget I| |E|5p-|a. Filer: | - None b Go
right end of the filter
bar.
7 Active SDS VIP: Notwork Elament Sorver Role HARole Status  DBLevel DB Birthday ;‘:‘u
I:I The user should be sa_carme so-canmc-3 820 56 484 UTC
presented with the list S R .
of servers associated X H4UTC
\’,\|th the DP SOAM §0_carmc dp-cargnc-1 4UTC
80_carmne dp-carmnc-2 ‘6-24 uTe
Identify each
“Server” and its
associated “Role”
and “HA Role”.
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Procedure 17: Backout DP SOAM NE

Step

Procedure

Result

8.

[]

Using the list of
servers associated
with the DP SOAM
NE shown in the
above Step 7.

Record the Server
names of the DPs
associated with the
DP SOAM NE.

e [dentify the DP SOAM “Server” names and record them in the space provided below:

Standby DP SOAM:

Active DP SOAM:

DP1: DP6:
DP2: DP7:
DP3: DP8:
DP4: DP9:
DP5: DP10:

Active SDS VIP:

Click the “Logout”
link on the server
GUI.

Welcome guiadmin [Logout]

Fri Nov 18 14:43:32 2011 UTC

be = A 1-32-character string.
At least one alpha and must

10.

Using the VIP
address, access the
System OAM GUI.

Access the System OAM GUI as specified in Appendix A.

System OAM GUI:

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAMEP)

Select... B & Main Menu
B B Adminis Main Menu: Status & Manage -> Database
Main Menu 0 [Fier ~]
- Status & Manage B i slarms & Events i | o _~» |
- Database B M Security Log
B @ Status & Manage Network Element Server Role
...as shown on the ) re
right. Elements
sds_nwsvnc $05-Mrsmc-a Natwork DAl
sds_mirsvnc sds-mrswnc-b Hetwork CAM,
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Procedure 17: Backout DP SOAM NE

Step

Procedure

Result

12.

[]

System OAM GUI:

1) Click on the
“Disable Site
Provisioning”
dialogue button in the
bottom left corner of
the right panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

1

Disable Site Provisioning

R

Disable provisioning

Arg you sura?

0K

Cancel |

2

System OAM GUI:

The user should be
presented with a
confirmation
message (in the
banner area) stating:
“Site Provisioning
has been manually
disabled”.

NOTE: As a result of
disabling Site
Provisioning,
Warning (Event ID
10008): “Provisioning
Manually Disabled”
will alarm until Site
Provisioning is re-
enabled.

Main Menu: Status & Manage -> Database (Filtered)

Hetwork Elem

S0_CARYNC| |

System OAM GUI:

Click the “Logout”
link on the server
GUL.

Welcome guiadrain [Logout]

Fri Nov 18 14:43:32 2011 UTC

he = A 1-32-character string.
ht least one alpha and must

Using the VIP
address, access the
Primary Provisioning
Site GUI.

Access the Primary Provisioning Site GUI as specified in Appendix A.

DSR - 5.0 - SDS Software Upgrade Procedure

104




Procedure 17: Backout DP SOAM NE

Step Procedure Result

Active SDS VIP:
16.

D Using the list of

servers recorded in Inhibit all servers associated with the DP SOAM NE (listed in Step 8) using instructions
step 8, inhibit all specified in Steps 2 - 16 of Procedure 14 (Inhibit SOAM Servers and Perform Server Backup).
servers associated
with the DP SOAM
NE.

— NOTE: Steps 17 and 18 of this Procedure may be executed in parallel for DPs
= associated with the DP SOAM NE being Backed Out.

Active SDS VIP:
17.

I:' Referencing the list of Backout the target release for the DP1 Server as specified in Appendix D ( Backing out a
servers recorded in Single Server).

Step 8, backout the
DP1 Server.

18 1) Record the Server | @  Record the Server name of each DP to be “Backed Out” in the space provided below:

names of the DPs e “Check off’ the associated Check Box as Appendix D is completed for each DP.
|:| associated with the

DP SOAM NE

2) Beginning with
DP2, backout each
DP Server.

DP1: [ ] DPe:

3) “Check off” each DP2: |:| DP7:
Check Box as
backout is completed
for the DP Server

listed to its right.

DP3: [ ] DPs:

O O K

DP4: [ ] ppo:

[ ] DPs: [ ] pp1o:

Active SDS VIP:
Backout the target release for the Standby DP SOAM Server as specified Appendix D
Backout the Standby | ( Backing out a Single Server).

DP SOAM Server.

Active SDS VIP:
Backout the target release for the Active DP SOAM Server as specified in Appendix D
Backout the Active ( Backing out a Single Server).

DP SOAM Server.

DB D.«“o

Using the VIP
21. address, access the

|:| System OAM GUI. Access the System OAM GUI as specified in Appendix A.
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Procedure 17: Backout DP SOAM NE

Step

Procedure

Result

System OAM GUI:

dialogue button in the

|:| Select... Main Menu: Status & Manage -> Database (Filtered)
Main Menu Fiter =
- Status & Manage Ntaor Flomamt — Rinks
- Database i
S0_CARYNC adaS0-canne-a EYSTEM 0AM
...as shown on the
; S0_CARYNG sdsS0-cannc-b SYSTEM OAM
right.
S0 _CARYMC dp-canmc-1 (*1=]
SO_CARYNC dp-canync-2 uP
System OAM GUI: |
23. |~ -
i Enable prowisianing.
D 1) Click on the 1 i ATE you Sure?
“Enable Site
Provisioning”
I O Cancel

bottom left corner of
the right panel.

2) In the pop-up
window, click on the
“OK?” dialogue
button.

Enable Site Provisioning

System OAM GUI:

Click the “Logout”
link on the server
GUI.

Welcome guiadrain [Logout]

Fri Mov 18 14:43:32 2011 UTC

be = A 1-32-character string.
ht least one alpha and must

Using the VIP
address, access the
Primary Provisioning
Site GUI.

Access the Primary Provisioning Site GUI as specified in Appendix A.

Active SDS VIP:

Using the list of
servers recorded in
step 8, Allow all
servers associated
with the DP SOAM
NE.

Allow all servers associated with the DP SOAM NE (listed in Step 8) using instructions as

specified in:

e Steps 16 - 24 of Procedure 15 “Upgrade SOAM NE (SOAM Servers)”, and

e Steps 12 - 20 of Procedure 16 “Upgrade SOAM NE (DP Servers)”.
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Procedure 17: Backout DP SOAM NE

Step Procedure Result

Active SDS VIP:
27.

|:| Execute Health

Check at this time
only if no other
servers require Back Execute Health Check procedures (Post Backout) as specified in Appendix B, if Backout
Out. procedures have been completed for all required servers.

Otherwise, proceed
with the next
Backout.

THIS PROCEDURE HAS BEEN COMPLETED
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7.2 Backout DR SDS NE
Procedure 18: Backout DR SDS NE

Step Procedure Result
6 Using the VIP
' ad_dress, access t_he e Access the Primary Provisioning Site GUI as specified in Appendix A.
I:I Primary Provisioning
Site GUL.
7 Active SDS VIP:

[]

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAME&P)

B £ Main Menu
B e Admimstration

B Configurati
. . —r . Filter = |

Main Menu: Status & Manage -> Database

o~ |

Hetwork Element Server Raole
S05_mirsvnc Sdg-mrswnc-a Wabwork Ol
sds_mirsvnc sds-mrsvnc-b Hatwork CAM,

B e e 4 Fiimrs Banor

Active SDS VIP:

Record the name of
the DR SDS Network
Element.

e Record the name of the DR SDS NE which will be “Backed out”.

DR SDS NE:

Active SDS VIP:

From the “Network
Element” filter pull-
down, select the
name for the DR SDS
NE.

Main Menu: Status & Manage -> Database (Filtered)

Filler - | Irifa -rl

Filter

Metwork Element | ads_mesvnc « | Reget I| |I:||5.|:|Iar Filter; |- Mone -
—_—
All |

F‘ d|EE|1I THETWORE
s i ads_mrsvnc Pcl OAMEF
545 MIEMCc Icm_lﬁhllgmi'm:d QUERY 3ERVER
Active SDS VIP:
10. _—
Filtisr
[ ]| click the “co” . . I
button located on the toitwonk Elemant T T L tl ~ Flirfil I Doigplay Fillgr | - Fond v 50
right end of the filter , :
bar.
11 Active SDS VIP: Network Element o8 08 Birthday lsl::m

The user should be

presented with the list
of servers associated
with the DR SDS NE.

Identify each
“Server” and its
associated “Role”
and “HA Role”.

NETWORK
OAMEP

NETWORK
OAMAP

QUERY Not
SERVER Applicabl

sds_mrsnc SAs-MIsvnc-a Stanaty Normal 3164095
3164095 2012-02-0n

182050484 UTC

20221
18:2056 484 UTC

S0s_mrswnc Sas-mrsvnc-b Active Normat

sas_mrenmc e Nomal 31
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Procedure 18: Backout DR SDS NE

Step

Procedure

Result

12.

[]

Using the list of
servers associated
with the DR SDS NE
shown in the above
Step 11.

Record the Server
names associated
with the DR SDS NE.

Standby DR SDS:

Identify the DR SDS “Server” names and record them in the space provided below:

Active DR SDS:

Query Server:

Active SDS VIP:

Select...

Main Menu
-> SDS
- Configuration
- Options

...as shown on the
right.

5 Main Menu

3 B Administration

3 I Configuration

1 B Alsrmes B Events

1 M Secwrity Log

3 N Statu= & Manage

1 W Messurements

3 I Communication Agent

& Configuration

| Boctizr
l Commections
B MAI Ho=ts
B Destinations
l De=tination Map
B Routing Entities
B Subscribers
B Blacki=t

B & Maint=nanc=
l Commections
l Command Log

Conne-cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

Main Menu: 5D5 -> Configuration -> Options

Variabis

Dispiay Command Cutput

Allorw Connections

kax Trarsaction Skze

Log Provisioning Messages

Valua Description

‘Whetner ar noft to disp
COMIMENCE: and nespor
e LA winen provisio
data

‘ihetner ar not o ally
Incoming proviskoning

COMIMENdS

WWhetner ar not o log :
Incoming and cusgalny
provisloning message
command kog

Active SDS VIP:

Disable Connections:

1) Un-check the
“Allow Connections”
check box.

2) Click on the
“Apply” dialogue
button.

‘Conne-cted ucing VIP to roma-sde-a [ACTIVE NETWORK OAMEF)

B 5 Main Menu

3 I Adminiztration
3 I Configuration
3 M Alnrms B Events
1 M Secwrity Log
3 I Statu= & Manage
3 I Measzurements
g I Communication Agent
& 505
B & Confliguration
: Boctizrs
l Comnections
B MAT Hosts
B Destinations

l De=tination Map

Dispilay Command Cutput

Allow Comnections
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Procedure 18: Backout DR SDS NE

Step

Procedure

Result

Active SDS VIP:

The user should be
presented with a
confirmation
message (in the
banner area) stating:
“Update
Successful”.

NOTE: As a result of
not allowing
connections, Critical
(Event ID 14100):
“‘Interface Disabled”
will alarm until
Connections are
Allowed again.

Connectad wsing VIP to roma-sds-a [ACTIVE NETWORK DAMEP) Wieloome §

B 5 Main Menu
i B Administration Main Menu: SDS -> Configuration -> Options

3 I Confliguration Fritav a1 1

l Wimw Bctiee
l Wiew History

B & Alsrms & BEvents
o SuccasEl

B Vi=w Trap Log
1 M Secwrity Log
B & Statu= & Manage
B Network EBlements

Varabis valus Descript!
=S=wcr WSS or niot 0 dlsg
s and nesponsss on e
Dispitay Command Cutput v 2 2200t
B Databas= : provtsioning data
B = DEFALILT = UINCHECS
i WiEENET ar niot 10 3k
. Processes Allgw Cormections
0 Tasks
| Active Tasks
L Schduled Tasks hizx Trarsaction Size £ commEngs  TETIPUIERN SommaEn

transaction

" W Files

Active SDS VIP:

Using the list of
servers recorded in
step 12, inhibit all
servers associated
with the DR SDS NE.

Inhibit replication to all servers associated with the DR SDS NE (listed in Step 7) as specified
in Procedure 6 (Inhibit DR Provisioning Site Servers).

NOTE: Steps 17 and 18 of this Procedure may be executed in parallel.

Active SDS VIP:

Backout Standby -
DR SDS Server.

Backout the Standby - DR SDS Server as specified in Appendix D ( Backing out a Single
Server).

18.

Active SDS VIP:

Backout Query
Server.

Backout the Query Server - DR as specified in Appendix D ( Backing out a Single Server).

19.

Active SDS VIP:

Backout Active - DR
SDS Server.

Backout the Active - DR SDS Server as specified in Appendix D ( Backing out a Single
Server).

Active SDS VIP:

Using the list of
servers recorded in
step 12, Allow all
servers associated
with the DR SDS NE.

Allow replication to all servers associated with the DR SDS NE (listed in Step 7) as specified in
Procedure 12 (Allow DR Provisioning Site Servers).

Using the VIP
address, access the
Primary SDS GUI.

Access the Primary SDS GUI as specified in Appendix A.
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Procedure 18: Backout DR SDS NE

Step

Procedure

Result

Active SDS VIP:

Select...

Main Menu
-> SDS
- Configuration
- Options

...as shown on the
right.

B 5 Main M=nu
B Adminiztration
3 M Configuration
W Alarms & Events
M Security Log
W Status & Manage
B Measur=ments
3 B Communication Agent
& 505
8 & Configuration
- Jostions
B Connections
B NAI Hosts
B D=tinations
B Destination Map

Conmacted using VIP to roma-sds-a [ ACTIVE NETWORK OAMEF) Wi

Main Menu: 5D5 -=> Configuration -> Options

[ Apphy |

Variabia

Cisplay Command Cutput

Allow Comnediions

e i

Active SDS VIP:

Enable Connections:

1) Check the “Allow
Connections” check
box.

2) Click on the
“Apply” dialogue
button

5 Main Menu

3 B Administration

3 I Configuration

1 B Alsrmes B Events

1 M Secwrity Log

3 N Statu= & Manage

1 W Messurements

3 I Communication Agent

& Configuration

| Boctizr
l Commections
B MAI Ho=ts
B Destinations
l De=tination Map
B Routing Entities
B Subscribers
B Blacki=t

B & Maint=nano=
. Conmections
l Command Log

Active SDS VIP:

The user should be
presented with a
confirmation
message (in the
banner area) stating:
“Update
Successful”.

NOTE: As a result of
again allowing
connections, Critical
(Event ID 14100):
“Interface Disabled”
will be cleared.

= 5 Main Menu

3 I Adminiztration

3 I Confliguration

B & Alnrms B Events
B View Active
l Wiew History
B Vi=w Trap Log

1 M Secwrity Log

B & Statu= & Manage
B Network EBlements
. Senver
B Ha
B Databas=
B vri=
. Proce=ses
W Taszks
| Brtive Tasks

Schveduled Taxks

B Fil=s

Varkabis Valug Description
Wineghar oF nok io disg
CORIIENGS 3 12500
Cilsplay Comenand Cuipt « 2 U when provisio
Allw Conmeciions ¥
™ FRITIDRT of
KN GORTITEN:
Wiz Traresaction Stze ¢ SoeTITENdS 2
Whether of not b bog :
Incaming and ousgaly
Log Provisioning hessages * provisioning message
comemEnd g

Conne-Cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

Main Menu: S

Weloome §

D5 -= Configuration -> Options

Dispilay Command Cutput

Allorw Connections

ki Trarsaction Skze

Varkabis

Az rraminer of ¢

2 commzngs METIDUIENRE comTET

RramEaciion

Note: Minor Alarm 31100 {DB replication process (inetsync) is impaired by a s/w fault} may
raise on each server until all NOAM servers are also backed out to the original release. There

is no functional impact. (PR 220871)
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Procedure 18: Backout DR SDS NE

Step Procedure Result

Active SDS VIP:
25.

|:| Execute Health

Check at this time

only if no oth_er Execute Health Check procedures (Post Backout) as specified in Appendix B, if Backout
servers require Back

out procedures have been completed for all required servers.

Otherwise, proceed
with the next
Backout.

THIS PROCEDURE HAS BEEN COMPLETED
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7.3 Backout Primary SDS NE
Procedure 19: Backout Primary SDS NE

Step

Procedure

Result

leil

Using the VIP
address, access the
Primary Provisioning
Site GUI.

e Access the Primary Provisioning Site GUI as specified in Appendix A.

[]

Active SDS VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Connected using VIP o sds-mrsvac-a [ACTIVE NETWORK DAM&P )

[ Fiter =][ it

Hetwork Element

sds_mrswc

S05_mrswnc

S35_mrswnc

Main Menu: Status & Manage -> Database

Sarver

S43-Mrswc-a

Sa5-mrane-b

GS-mrsvng:1

Rolg

Mebwork DAMAF

Nebwork DAMAF

Query Server

Active SDS VIP:

To preserve
provisioning changes
made since the
upgrade, continue
with Steps 3 - 6.

Otherwise, skip to
Step 7.

1) Select the name of
the Network OAM&P
Active role.

2) Then click the
“Backup...” button.

Main Menu: Status & Manage -> Database

Filter = ] nfo

sds_mrswic
sds_mirswnc

SdE_MIEVnC

S0_canmc

Role

+ SOS-mMrswnc-a

OAM  Applicatio

Max HA Max HA

Role Role

detwork DAMAP  Aclive 0S

sds-mirswnc-b Network DAMEF  Standby 0035
g&-misnc-1 Oiary Senser Obzarvet 00S
50-Canmc-a Systern OAM Standby 003
7 -
Report Allow Replication Bacikup Compare

Status

Mormal 1
Minor

Minor

Hormal

Restore
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Procedure 19: Backout Primary SDS NE

Step

Procedure

Result

4,

[]

Active SDS VIP:

The user will be
present with the
backup form.

Main Menu: Status B Manage -> Database [Backup] ‘

Fri Gap 07 21 03 20

Database Backup

] Vi Do ripilicen
Server sds mrswne a
Setectastatr Y Prowssorng Select e ype of Backug o
bacup 4 Conlguralion pariorm
Selecd e SARUD Ifcheee
COmETRE §on algorthm
Tha folkwing Big suli wil by
o 00D bor The Selecied opton
Compresissn @ pagd o B2 - GOD COMpINEEon
one - » Roete2 - baipd
=
# 1ar - no Ccompression
Archive Nam  Backup sds sds-mrswnc-a ProvissonngndConbguration NE TWORK_OAS * mwmm?
Mgy nol conlaen Tee llowing
Comement darariars ** §

Active SDS VIP:

Database Backup

i Field Value
I:I 1) Uncheck the Server: sds-mrsvnc-a
Configuration box ] E—
so only Provisioning ::LTE datator . Provisioning
data is backed up. P Configuration
2) Enter a comment
in the comment field.
3) Click “Ok” button.
‘ozip
Compression @bzip2
'none *
Archive Name  Backup sds sds-mrsvnc-a.Provisioning NETWORK_OAMP 20121031_11C*
Comment Backout 2
3. 0k| [Cancel
6. Active SDS VIP: info v
|:| Wait for the Info tab info

message to indicate
successful backup.

0 « Durability Admin Status is None

« Durability Operational Status 15 NO Disk
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Procedure 19: Backout Primary SDS NE

Step

Procedure

Result

Active SDS VIP:

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAME&P)

Select... B 4 Main Menu
@ B Administration Main Menu: Status & Manage -> Database
Main Menu Confouration
- Status & Manage I W Conguration Filter ~|[ Info =]
- Database
Hetwork Element Sal Role
...as shown on the . e
right.
sds_mrsvnc S05-MISWC-2 Metwork OAM,
sds_mirsvnc sds-mrswnc-o Hatwork CAM,
8 Record the name of | e  Record the name of the Primary SDS NE which will be “Backed out”.
: the Primary SDS NE
|:| to be downgraded .
(Backed out)inthe | Primary SDS NE:
space provided to the
right.
9 Active SDS VIP: Main Menu: Status & Manage -> Database (Filtered)
I:' From the “Network _Fmer - [ oo
Element” filter pull- Filter
gg\g’]g‘fsoilﬁfet E:ﬁmary Flabwork Elemant |ﬂ| dallagix » | Reaal |I:I|5|.'-I.]. Fllar Mane
SDS NE. I ar datastx D RETHORK
- 5d5 _mrswnc DAKLAP
sd5 MIsWc -,-'J_rari'ﬂcus_ HvmeC-1 QUERY SERVER
Active SDS VIP:
10. ;
lter
I:' Click the “GO” - =
Metwork Element | ads_mrawmec ¥ | Reset Display Filter: |- None o
button located on the - | ” |
right end of the filter
bar.
Active SDS VIP: o8 Repl
11. Network Element 08 Birthday i
, NETWORK 2:21
|:| ;—Feesgzteédsa?tljhl?ht)eelist sas_mrswnc SA5-MISVNC-a OAMER Stanaby Normal 3164095 B4 UTC
i NETWORK 2012-02-
\(l)\fitshetrf;/gr;r?r?wsa.?‘gllated sds_mrswnc sas-mrsvnc-b il Acve  Nommal 3164095 Jo g ire
: , QUERY ot 2402:21
SDS NE. SR pvane 004 SERVER  Applicaby "0 _J1B458"0 20 66 484 UTC
Identify each
“Server” and its
associated “Role”
and “HA Role”.
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Procedure 19: Backout Primary SDS NE

Step Procedure

Result

Using the list of
servers associated
with the Primary
SDS NE shown in the
above Step 11.

12.

[]

Record the Server
names associated
with the Primary
SDS NE.

e |dentify the Primary SDS “Server” names and record them in the space provided below:

Standby Primary SDS:

Active Primary SDS:

Query Server:

Active SDS VIP:

13 Conms-ched wsing VIP to roma-sds-a [ ACTIVE NETWORK UM EP) Weloome gumd
B 5 Main Menu i} . : :
Select... 4 B Adminiztration Main Menu: SDS -> Configuration -> Options
3 I Configuration F Himem
Main Menu 3 B Alsrms & Events o
> SDS 3 M Security Log _——
- Configuration o HEE B Vanabis Valus Deseription
- Options o WieheT or ot 0 disp
3 I Communication Agent COPMITENIGS 30 espor
:!S:I'nc'l:.' Command Cuspu ¥, e LI when provisio
...as shown on the & Configuration e
right. 1 e et 3
: :;-ur:':'lmm Allow Connecions - Incoming provisioning
B Destination=
l De=tination Map
B Routing Entities Wi Tranzaction Sizs B CEPTITENGS
B Subscribers .
B Blackizt s T e g :
= & Maint=namno= Incoeming and cusgoiny
B Connections og Provisioning Messages 4 provisloning message
. SommEnd g
l Command Log TP P
. . 0000000000000 00000 b b b e Al bbb bbb bbb bbb bbbttt ]
14 Active SDS VIP: Connechad wsing VIP to roma-sds-a [ACTIVE NETWORK OAMEF) Wi
B 5 Main Menu ) . : :
|:| Disable Connections: 4 B Adminiztration Main Menu: SDS -> Configuration -> Options
' 3 I Configuration F
3 M Alnrms B Events <
‘1‘) Un-check th_e ) o Apply |
Allow Connections I — — —
check box. 3 I Measzurements et
3 I Communication Agent o
2) Click on the & SD5 DCisplay Command Cutput o mec
7 3 i & & Configuration P
Apply” dialogue o E%E! DR
button. ~Y— i
e Allew Cormections i
B MAT Hosts W
B De=tination= -
. 1=
B De=tination Map i Tz
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Procedure 19: Backout Primary SDS NE

Step

Procedure

Result

Active SDS VIP:

The user should be
presented with a
confirmation
message (in the
banner area) stating:
“Update
Successful”.

NOTE: As a result of
not allowing
connections, Critical
(Event ID 14100):
“Interface Disabled”
will alarm until
Connections are
Allowed again.

Conmsscted wsing VIP to roma-—sds-a [ACTIVE NETWORK OAMEF)
= 5 Main Menu

3 W Adminiztration

3 I Confliguration

B & Alnrms B Events

Main Menu: SDS -= Configuration -= Options

Weloome §

l Wimw Bctiee
l Wiew History
B Vi=w Trap Log

o Succassl

B Security Log
B & Statu= & Manage
B Network EBlements

Varabis valus Descript
B Server Wiaer ar nat o disg
i Ditsplay Command Cutput - 2] rEEpaTEeE 0N TR
B Databas= : BT provtsioning data
B vri= DEFAULT = UNCHED
) Whether ar nat io i
. Proce=ses Allgw Cormections
W Taszks 1
| Active Tasks Wi Framiner of ¢
: Scheduled Tasks Kz Transaction Size 50 commands | MEnipuistion comrcn
tranEaction

" W Files R

Active SDS VIP:

Inhibit all non-active
servers across all
network elements.

Inhibit only non-active servers (whether standby or query server) across all network elements
as specified in:

e Procedure 6 (Inhibit DR Provisioning Site Servers),
e Procedure 7 (Inhibit Primary Provisioning Site Servers), and

e Using instructions specified in Steps 2 - 16 of Procedure 14 (Inhibit SOAM Servers
and Perform Server Backup).

Active SDS VIP:

Inhibit all active
servers across all
network elements.

Inhibit all remaining (ie, active) servers across all network elements as specified in:

e Procedure 6 (Inhibit DR Provisioning Site Servers),
e Procedure 7 (Inhibit Primary Provisioning Site Servers), and

e Using instructions specified in Steps 2 - 16 of Procedure 14 (Inhibit SOAM Servers
and Perform Server Backup).

NOTE: Steps 18 and 19 of this Procedure may be executed in parallel.

18.

Active SDS VIP:

Backout Standby -
Primary SDS
Server.

Backout the target release for the Standby - Primary SDS Server as specified in Appendix D
(Backing out a Single Server).

Active SDS VIP:

Backout Query
Server.

Backout the target release for the Query Server as specified in Appendix D (Backing out a
Single Server).

I WARNING !! STEPS 18 and 19 MUST BE COMPLETED BEFORE CONTINUING.
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Procedure 19: Backout Primary SDS NE

Step

Procedure

Result

20.

[]

Active SDS VIP:

Backout Active -

Backout the target release for the Active - Primary SDS Server as specified in Appendix D

(Backing out a Single Server).

Primary SDS
Server.
21 Using the VIP
~_ | address, access the | Access the Primary SDS GUI as specified in Appendix A.
I:I Primary SDS GUI.
Active SDS VIP: e -
22. Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAM&P)

[]

Select...

Main Menu
- Status & Manage
- Files

...as shown on the
right.

£ Main Menu

=

g B Adminsstration
Configuration

s & Events

[ Database

. KPIs

. Processes
B REES

a =

sds-mrsvnc-a

File Name

Backup.sds. sds-mrsvne-

Backup.sds. sds-mrsvne-

Backup.sds.sds-mrsvnc-

sds-mrswnc-b

qs-mrsvnc-1 $0-

872-2469-103-4.0.0_40 5.1-SDS-x86_64 1s0

auditRemoteAudit MSISDN. 17857849999-17857850009 201

a.Configuration NETWORK_OAMP20120828_021501 AUTO

a Configuration NETWORK_OAMP 20120822 021501 AUTO

Active SDS VIP:

1) Click the
Timestamp header
so the black arrow
points downward, to
sort in reverse
chronology.

1) Find your backup
which should start
with Backup with
.MAN. extension and
exhibit a recent
timestamp encoded
after the OAMP text.

Main Menu: Status & Manage -> Files

Files —]

sdsanrsvnc-a

Filo Kame
Backup 545 sds-mrswc-

Qs -miswnc-d

a ProvsioningAnaConfiguration NETWORK_OAMP20120907_213703 MAN tarbz2  MB

provexporVexpon _borsBpatch sl 201209071950 cev

provesportiexpon_bonss all 201209071835 cev

File Name

sds-mrswnc-

a ProvisioningAndConfiguration NETWORK CQAMP 20120907

- N anfisesine MCTIAMDY AAMDAMAMNAIN AT4ENT AL TN
e rp 2012
Teane-1 so-Cwwnc-a 20-Cayne-b ap-caryne-1 drads-caliashr-a
Siue Typs |Timestomp v
28w 20120907 214218UTC
f‘; v 20120807 185002 UTC
;B’ csv 20120807 13:3508 UTC
i
Size T
28 g
13?0@@ M
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Procedure 19: Backout Primary SDS NE

Step

Procedure

Result

24,

[]

Active SDS VIP:

If you found the
backup, continue to
the next step.
Otherwise, click on
the Standby server's
tab and repeat step
23 above.

If you found the backup, continue to the next step. Otherwise, click on the
Standby server’s tab and repeat step 23 above. If the Standby server has the backup
file, you will need to set the Active server's Max Allowed HA Role to Standby in the
next 3 steps (instead of the Standby server as shown).

Main Menu: Status & Manage -> Files <@
o S O 32OL A9 DL
; Filler = ]
sdsanrsvnc-a Qe-reavne-1 so-Cwnc-a 0-Carync-b ap-caryne- drads-dallash-a
Filo Name Sue  Type [Timestamp S
Backup 8988 ds-mienc- 28w 20120007 214218UTC

a ProvsioningAnaComhiguration NETWORK_OCAMP20120907 213703 MAN tardz2  MB

proverporespon_borsbipstch sil 201209071950 cev

provesporiexpon_bonss all 201209071935 cev

:g o 20120807 195003 UTC

22
2]

Aa

Cov 2012-09-07 19:35:08 UTC

Active SDS VIP:

Connected using VIP to sds-mrevic-a (ACTIVE NETWORK OAMEP)

lect... .
Selec Main Menu: Status & Manage -> HA
Main Menu — "|
- Status & Manage o e Alarms L
> HA B i Security | T LOAM  Apglicatic Max
— | Hostname CMox HA  Max WA Allowed I.I:I- —|]
...as shown on the e Erk Bl : iRole  Role HiA Role
right. gdg-mrgwnc-a Acive 008 Acive  pds-megwncd
gdg-magnc- Standby 008 Actiog gdg-megnc-a |
06, | ActiveSDSVIP: A 1OAM  Applicatic Max  pe
|:| 1) Identifv th ‘Hostname iMaxHA MaxHA Allowed & Netw
) ldentify the : 'Role  Role  HARole
Standby server. e eebwase i iauvaerouas J
2) Click the Edit sds-mrsvnc-a Active 00S8 Active sds-mrswnc-b sds_
button
@nc-b Standby S Active  sds-mrsvnc-a  sds_
gs-mrsvnc-1 Observer 00S Observer Sds-mrswc-a sds_
sds-mrswnc-b
so-carync-a Standby OO0S Active so-carync-b 80_¢
s0-carync-b Active 008 Active so-carync-a 80_¢
dp-carync-1 Active 008 Active S0_C
drsds-dallastx-a Unavailat Unavailat dr_d
o0
‘ Edit
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Procedure 19: Backout Primary SDS NE

Step

Procedure

Result

27.

[]

Active SDS VIP:

1) Using the drop
box, set the Max
Allowed HA Role for
the Standby server to
Standby.

2) Click the Ok button

Main Menu: Status & Manage -> HA [ Edit]

Hostname Max Allowed HA Role Description

S05-MIsnc-a Active - The mammum desired Ha Role for s4s-mrswnc-a
sds-mrswnc-b Actve - The maximum desired HA Role for sds-mrswnc-b
gS-mrswnic-1 The mammum desired Ha Role for gs-mrswnc-1
so-Canmnc-a The maximum desired HA Role for so-Canmc-a
S0-Canmc-b The mammum desired HA Role for so-canmc-b
dp-cannc-1 Active .4 The maximum desired HA Role for dp-cannc-1
drsds-dallast-a Actve - The maximum desired HA Role for drsds-dallast-a

Ok | Cancel

Active SDS VIP:

Select...

Main Menu
- Status & Manage
- Database

...as shown on the
right.

Connected using VIP Lo sds-mrsvic-a (ACTIVE NETWORK DAMEP )

Main Menu: Status & Manage -> Database

Filler = || niag -

-1

] ] o8

 Hetwork Ebement | Server Roke ::

' ' Fiod
MNetwork

d ds- ool Act
EOE_MiIrssnc Ed5-MIEYyNc-a P
Metadark

5d5_mirswnc sds-Mmrswnc-b CAMAP Stz

Active SDS VIP:

1) Select the name of
the current Active
server

2) Click the
“Restore” button.

Main Menu: Status & Manage -> Database

| Filter | info |
Max  Apomcat:
Network Element Sener Rl HA Max HA Status
Role
....................... | m—
S35_miswnd 1 sds-misvnc-a OAMEP Adive 0035 Maimal |
Metwork :
. - |
S48 _MIrswnc sds-mrsvnc-b OAMAP Standby 00S Minor
-2 2
Allow Replication Backup... Compare... Restare. .

DSR - 5.0 - SDS Software Upgrade Procedure 120 April 2014




Procedure 19: Backout Primary SDS NE

Step Procedure Result
Active SDS VIP: Database Restore
30. Select archive to Restore on server: sds.mrsvnc-a
Backup. 50 sds-mrsync-a Configurabon NETWORK_OAMP20120828_021501AUTO tar
|:| 1) Select your backup ' Badwpm $05-mrswnc-a Prowisioning NETWORK_OAMP20120828_031501 AUTO tar
from the list. " Backup s0s 0s-mrsync-a ProvisioningAndConfiguration NETWORK_OAMP20120828_205625 MAN tar

' Backup.sds sds-mrsvnc-a.Configurabion NETWORK_OAMP.20120829_021501 AUTO tar
Backup sas $ds-mrswnc-a Provisioning NETWORK_OAMP20120829_031501 AUTO tar

2) Click the “Ok” ' Backup.s0s.sds-mrswnc-a. Configurabon NETWORK_OAMP20120830_021502 AUTO tar
' Backup 505 5d5-mrsvnc-a Provisioning NETWORK_OAMP.20120830_031501 AUTO tar
button. ' Backup sds 50s-mrswnc-a. Configuration NETWORK_OAMP20120831_021502 AUTO tar

' Backup.50s.505-mrswnc-a. Provisioning NETWORK_OAMP20120831_031502 AUTO tar
' Backup.sds. sas-mesvnc-a. Configurabon NETWORK _OAMP 20120%01_021502 AUTO tar
Backup.sas.sds-mrsvnc-a. Provisioning NETWORK_OAMP20120801_031502.AUTO tar

_ Backup $0s sds-mrswnc-a Configuration NETWORK_OAMP20120802_021502 AUTO tar Selecthe

.| Backup.s0s sds-niswnc-a Provisioning NETWORK_OAMP20120202_031502 AUTO tar archive 1o

Backup.sds sds-mrsvnc-a Configuraion NETWORK_OAMP.20120903_021501 AUTO tar restore on
Backup s03 203-Mrsvnc-a Provisioning NETWORK_CAMP.20120203_031501 AUTOQ tar sds-mIswe-a,

_ Backup.s0s.sds-mrswnc-a.Configuraion NETWORK_OAMP.20120804_021501 AUTO tar

' Backup 05 $d5-mrsvnc-a Provisioning NETWORK_OAMP20120804_031501 AUTO tar
Backup.s0s.sds-mrsync-a. Configurabon NETWORK_OAMP20120805_021501 AUTO tar
Backup.s0s sds-mrswnc-a Provisioning NETWORK_OAMP20120005_031501 AUTO tar
Backup SDS sds-mrsvnc-a FullDBParts NETWORK _OAMP 20120905 _193804 UPG lardz2

' Backup.SOS sds-mrsvnc-a. FullRUNEmyNETWORK_OAMP.20120905_193804 UPG tar bz2

Backup 508 208-mrswnc-a. Configuraion NETWORK _OAMP.20120906_021501 AUTO tar

' Backup.sds.sas-Mrsync-a. Provisioning NETWORK_OAMP20120906_031501 AUTO tar
Backup 505 sds-meswnc-a Configuration NETWORK_OAMP20120907_021502 AUTO tar
Backup 503 sds-nwswnc-a Provsioning NETWORK_OAMP20120907_031501 AUTO tar

1 ® Backup 505 50s-mrswnc-a ProvisioningAndConfiguration NETWORK_OAMP.20120007_213703 MAN tar bz2 *

2 0Ok || Cancel |

31. Active SDS VIP: Database Restore Confirm
|:| Note: A green color Compatible Database

and the message

“Compatible

Database” will The =melected databass came from sds-mre=voc-a oo 03/07/2012 st 21:42:11 EDT and contains

indicate a database

that is suitable to
restore. Archive Contents

FrovisioningAndConfiguration data
Database Compatibility

Click the Ok button.

- [ L3
Confirm archive “Backup. 545 sd's-mrsync A ProvisioningAndC onfiguraton METWORK _OAMP.201 20907 213703 MAN tarba 2™ io
Resiore on server sds-mrswmc-a
Farce Restore? __Force Force resiore on sds-mirswnc-a. despile cOMpans efrors.

O/ Cancel|

TETI WP V7 L4974V aVIE VN

Active SDS VIP:

32 Info ~
I:' Wait for the Info tab Info
to show Restore « Success ProvisioningAnaConhgutation Backup on sds-mrsvnc-a status MAINT_CMD_SUCCESS

Success. . s.mmmemonsmnmw CMD_SUCCESS. Success
guration Backup on sds-mrsvnc-a stalus MAINT_CMD_SUCCESS. Success
status MAINT_IN_PROGRESS.

DWMODOHINMSB NO Disk
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Procedure 19: Backout Primary SDS NE

Step

Procedure

Result

33.

[]

Active SDS VIP:

Allow replication by
the following order to
all servers.

Using the similar procedural steps specified in:

Perform the following actions:

o e

Procedure 11 (Allow Primary Provisioning Site Servers),

Procedure 12 (Allow DR Provisioning Site Servers).

Steps 16 - 24 of Procedure 15 “Upgrade SOAM NE (SOAM Servers)”, and
Steps 12 - 20 of Procedure 16 “Upgrade SOAM NE (DP Servers)”.

Allow replication to the Active SDS.
Allow replication to the Standby SDS and SDS QS.
Allow replication to the Active DR SDS.
Allow replication to the Standby DR SDS and DR QS.
FOREACH Signaling network element:
a. Allow replication to Active DP SOAM
b. Allow replication to Standby DP SOAM
i. FOREACH DFP:
1. Stop application software running on DP using GUI:
a. MainMenu->Status&Manage->Ser ver
b. Select DP
c. Press Stop button
2. Allow replication to DP
3. Restart application software running on DP using GUI:
a. MainMenu->Status&Manage->Ser ver
b. Select DP
c. Press Restart button
ii. DONE
c. DONE.

Active SDS VIP:

Conne-cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF) Welcome guiad

B 5 Main Menu

Select... 4 B Adminiztration Main Menu: 5D5 -> Configuration -> Options
3 I Configuration F Himem
Main Menu 1 B Alsrmes B Events —
- SDS 1 M Secwrity Log L
- Configuration , HEEm s Varizbds Valus Description
- Options i & Meazur=ments YWheer of not 1o disp
p 3 I Communication Agent COPMITENIGS 30 espor
& sos Dilsplay Command Ousout - e G wihe proutsha
...as shown on the & Confliguration 'Ea;a S el
right. | Boctizr Whehar or ot 1o alky
B Connections e st ” Incoming provisioning
B NAD Hosts o
B Destinatiors e st
B Detination Map : i mEnipulEtion CommaEnt
B Routing Entities hize Transaction Stre COMTENS prpecetion
B Subxcibers DEFALLT = 50; RANG
B Blackizt WineeT o nok B0 kg 2
= & Maint=namno= Incoming and outgaing
[ n—— Log Proviskoning Messages r proviskaning message
l Command Log ?:T'“E-‘_: ,:';_ ity
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Step

Procedure

Result

Active SDS VIP:

Enable Connections:

1) Check the “Allow
Connections” check
box.

2) Click on the
“Apply” dialogue
button

B 5 Main Menu
3 I Adminiztration
3 I Configuration
3 M Alnrms B Events
W Security Log
3 N Statu= & Manage
3 W Measzurements

3 I Communication Agent

& Configuration
0 B
l Commections
B MAT Hosts
B Destinations

l De=tination Map
l Routing Entities

B Subscribers
B Blacki=t

B & Maint=nanc=
l Commections

l Command Log

Active SDS VIP:

The user should be
presented with a
confirmation
message (in the
banner area) stating:
“Update
Successful”.

NOTE: As a result of
again allowing
connections, Critical
(Event ID 14100):
“Interface Disabled”
will be cleared.

B 5 Main Menu

3§ I Adminiztration

3 I Confliguration

B & Alnrms B Events
l Wimw Bctiee
l Wiew History
B Vi=w Trap Log

1 M Secwrity Log

B & Statu= & Manage

B Network Blements

l Serner

B Ha

B Databas=

B vri=

. Procesmes

0 Tazk=

| Active Tasks

Schveduled Taxks

B Fil=s

Conne-cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

Main Menu: 5D5 -> Configuration -> Options

Conne-Cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

Varkabdes Valus Dascription
'Wheher or not fo disp
COMMENds and respor
Display Command Cutput v e GUI when provisko
Allorw Connections o
Max Transaction Size - COMMENGs
Whether or not io log :
Incoming and oulgainy
Log Provisloning Messages v proviskoning message
commznd log
Weloome §
Main Menu: SD5 -> Configuration -> Options
o Succassl
Varabis valus Descript!
Whether or not i disg
Dilsplay Comemand Cuiput . i et
; proviskoning data
'Whether or not fo 2l
Allow Connections proviskoning connectl
Ml rmiber of ¢
hax Transaction Sioe Ly commands | Manipulation comman

ira

saction

Active Provisioning
Site VIP:

Select...

Main Menu
- Status & Manage
2> HA

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAM&P)

B £ Main Menu
B W Administration
B M Conhguration

B M Alarms & Events

B M Secunty Log

Main Menu: Status & Manage -> HA

OAM Max Applicatior Max

= & Status & Manage iNosmame HA Role ::;:”A m
...as shown on the B Network Elements R e
right. . T sds-mrswnc-a Active 00S Active
BT sds-mrswc-b Standdy 0O0S Standbdy
Il Database gs-mrswnc-1 Observer 008 Observer
. KPIs
Active Provisioning
38. | site VIP:
D Click the “Edit” | Egit
dialogue button
located on the bottom
left of the right panel.
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Procedure 19: Backout Primary SDS NE

Step

Procedure

Result

39.

[]

Active Provisioning
Site VIP:

The user will be
presented with a list
of servers. Find the
server with Max
Allowed HA Role set
to “Standby.”

Main Menu: Status & Manage -> HA [Edit]

sds-misvnc-a
sds-misvne-b
gs-mrswne-1
So-Carync-a
sg-canmc-b
dp-cannc-1
drsds-dallaste-a

Max Allowed HA Role
Active -
Observer -
Active -
Active -
Active -

._ Actve -

Description

The maximum desired HA Role for sds-miswnc-a

The maximum desired HA Role for sds-mrswnc-b

The maximum desired HA Role for gs-mrswnc-1

The mazimum desired HA Role for so-carync-a

The maximum desired HA Role for so-carync-b

The maximum desired HA Role for dp-carync-1

The maximum desired HA Role for arsds-dallaste-a

k| [Cancel

Active Provisioning
Site VIP:

1) Using the drop
box, change the Max
Allowed HA Role to
“Active.”

2) Click the “Ok”
button.

Main Menu: Status & Manage -> HA [Edit]

Hostname
sds-mrsvnc-a

sds-mwsvnc-b
gs-mrswnc-1
$0-Cannc-a
so-cannc-b
dp-carync-1
drsds-daliastx-a

Max Allowed HA Role
Active v
Standby v 1
Standby
Spare
Observer
00S
Active v
|Actve -
Ok Cancel

Description

The maximum desired HA Role for sds-mrswnc-a

The maxumum desired HA Role for sds-mrswnc-b

The maximum desired HA Role for gs-mrswnc-1

The maximum desired HA Role for so-cannca

The maximum desired HA Role for so-carync-b

The maximum desired HA Role for dp-caryne-1

The maximum desired HA Role for drsds-dallaste-3

2

Active Provisioning
Site VIP:

Confirm the Max
Allowed HA Role is
now “Active.”

Main Menu: Status & Manage -> HA

angedess m HA m :_‘;:' Hosthame o twork Element
Active 00s Adive Sds-mesvne-b $45_mrsvne
Standoy 008 @m 3ds_mesync
Observer 00S Observer ::—mm sds_mrsvnc
Standty 003 Adive  So-canmcd so_canne

Active 00s Active so-canme-a so_cannc

Active 008 Active 50_cannc
Unavailadbl Unavastabl dr_dallastx

Fri Sap

Server Role

Network OAMEP
Network OAMEP

Query Server

System OAM
Systern OAM
WP

Network OAMEP
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Procedure 19: Backout Primary SDS NE

Step Procedure Result
— Note: Minor Alarm 31100 {DB replication process (inetsync) is impaired by a s/w fault} may
- raise on each server until all NOAM servers are also backed out to the original release. There
-

is no functional impact. (PR 220871)

Active SDS VIP:

I:I Execute Health

Check at this time
only if no other - _ _
servers require Back | Execute Health Check procedures (Post Backout) as specified in Appendix B, if Backout
Out. procedures have been completed for all required servers.

Otherwise, proceed
with the next
Backout.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX A. ACCESSING THE OAM SERVER GUI (NOAM / SOAM SITES)

Appendix A: Accessing the OAM Server GUI (NOAM / SOAM Sites)

Step

Procedure

Result

leil

Active OAM VIP:

1) Launch Internet
Explorer 7.x or
higher and connect
to the XMl Virtual IP
address (VIP)
assigned to Active
OAM site using data
in Table 4

2) If a Certificate
Error is received,
click on the link
which states...

“Continue to this
website (not
recommended).”

@; - |E] https://10.240.251.68/

ﬁ "{Qf [ @Certiﬁmte Error: Mavigation Blocked

[

@

There is a problem with this website's security certificate.

The security certificate
The security certificate

Security certificate problems may indicate an attempt to fool you or interce

server,

We recommend that you close this webpage and do not continue to
@ Click here to close this webpage.

'@:‘ Continue to this website (not recommended].

presented by this website was not issued by a trust
presented by this website was issued for a different

@ More information

Active OAM VIP:

The user should be
presented a login
screen similar to the
one shown on the
right.

Login to the GUI
using the default
user and password.

ORACLE

Oracle System Login

Fri Feb 28 16:53:37 2014 EST

Enter your

LogIn
username and password to log in

Username: |quiadmin|

Password: [sesssse

[ Change password

| Log In

Welcome to the Oracle System Login.

Unautharized access is prohibited. This Cracle system requires the use of Microsoft Internet Explorer 7.0, 8.0,
or 9.0 with support for JavaScript and cookies.

Oracle and logo are registered service marks of Oracle Corporation.
Copyright © 2013 Oracle Corporation All Rights Reserved.
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Appendix A: Accessing the OAM Server GUI (NOAM / SOAM Sites)

Step

Procedure

Result

Active OAM VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

Verify that the
message shown
across the top of the
right panel indicates
that the browser is
using the “VIP”
connected to the
Active OAM server.

NOTE: The message
may show
connection to either
a “NETWORK
OAM&P” or a
“SYSTEM OAM”
depending on the
selected NE.

/~ https://10.250.55.125/ - Windows Internet Explorer

—

G-k

10.250.55,125

File Edit  View Favorites Tools  Help

0| a8 https://10.250,55. 125

Find: | alarm Previous  Mext 7 | Optlons -

Communications Diameter Signal Router Full Address Resolution
500-50.19.0

ORACLE

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAMEP)

B & Main Menu
g B Administration
g e Configuration
g B Alarms & Events

Main Menu: Status & Manage -> S«

Bl sarm s Pl memd

B I Security Log

P v B s s s e

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX B. HEALTH CHECK PROCEDURES

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the SDS network and
servers.

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD ANY STEP IN THIS PROCEDURE FAIL, STOP AND CONTACT ORACLE’S TEKELEC CUSTOMER CARE CENTER FOR
ASSISTANCE BEFORE CONTINUING!

Appendix B: Health Check Procedures

Step Procedure Result

1 Using the VIP address,
) access the Primary

=S L ) e Access the Primary Provisioning Site GUI as specified in Appendix A.
i:i Provisioning Site GUI.

Active Provisioning

n

Site VIP: Connected using VIP to sds-mrsvnc-b (ACTIVE NETWORK OAMEP)
| soes- o B .
o W Administratio Main Menu: Status & Manage -> Server
Main Menu Configur:
- Status & Manage f [ Fiter -]
2Server 000 | ETEELE— 000 e :
MNetwork Ebsmend . Server Hosiname
...as shown on the right. dr_dalastx drade-dellsshi-a
dr_dallastx drsds-dallast-b
sds_mirsvnc sds-mrswnc-b
[ Database sds_miswnc sds-mrsvnc-a
Active Provisioning Main Menu: Status & Manage - > Server e .
3. Site VIP: - e
D e W R N R . . ] . P
Verify that all server 3 e Ante detesds o Ensted Mo “ vorn o tegem .
statuses show “Norm” >5a_mrsen L Cratied  Mow f— o -
as shown on the right. e e SNiNNg- S : ; .
3 _meen e LT o Pos- tewrmr (e o 14w™
LW [TV 2 } It 14w
»2_im Bcans e frabes = tem faasm: [[== e 15
»e_cw 8- Iretwe oo
30_carye Sannc? frates o= You— Towrre [ o= Y
4 Active Provisioning
' Site VIP: Main Menu: Status & Manage -> Server @ Help

D Tue Aug 21 11121151 2012 EOT
If any other server [Fier ~

statuses are present,

they will appear in a 'Network Element Server Hostname ws:m Alm b8 zmr:mu Proc

colored box as shownon | ! cevev

the right. dr_dallastx drsds-dallastx-b Enabled Norm Norm Norm Norm
ar_dallasix drsds-dallaste-a Enadbled  Norm Norm Norm Norm

NOTE:_ Other ierver s45_mrswc sds-mrsvne-b Enadbled N Norm Norm Norm

states include “Err,

Warn. Man and Unk” sds_nwswc Sd5-mrsvnc-a Enabled dorm Norm Norm
$0_canne so-cannc-a Enabled Norm Norm Norm Norm
$0_canmc so-carync-b Enabled Norm Norm Norm Norm
$0_cannc dp-carync-1 Enadled Norm Norm Norm Norm
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Appendix B: Health Check Procedures

Step Procedure Result
5 g\,‘;teivvelgm‘”sioning " Connected using VIP to sds-vzwCore-a (ACTIVE NETWORK OAM&P)]
: i :

Select = £ Main Menu . .
D i Administration Main Menu: Communicg

Main Menu

Main Menu e Configuration -
-> Communication Agent '

- Maintenance @ Alarms & Events
- Connection Status B Security Log

_ i Status & Manage Server Name
...as shown on the right. B

i Measurements [+] dpvawCore-1
B & Communication Agent
' i@ Configuration [+ dpzwCore-2
B & Maintenance [+] dpvawCore-3
Con,
‘ [+] dpvzwCore-4

[ Routed Se.h:'ices St

- . HA Services Status
i sDs

Active Provisionin . . . .
6. Site VIP: 9 Main Menu: Communication Agent -> Maintenance

I:I Verify that all

“Connections Counts”
show equivalent counts

("n” of “n” InService, ey Automat_ic Cunﬂgur_ed
"y” of “y” InService) as Connections Count Connections Count
shown to the right.

g [+] dp-vzwCore-1 3 of 3 InService 7 of 7 InSenice
NOTE: Active/Standby : :
MPs will show a [+] dpvawCore-2 3 of 3 InSenvice 7 of 7 InSenvice
“Configured
Connections Count” of [+] dp-vzwCore-3 3 of 3 InService 7 of 7 InService
"1 of 2 InService”.
This is normal and can [+] dp-vzwCore-4 3 of 3 InService T of 7 InSenvice

be ignored.

Active Provisioning
7. Slte VIP Connacted using VIPF 1o sds-mrsvnc-a (ACTIVE NETWORK OAMAF)

I:I Select...

Main Menu: Alarms & Events -> View Active

Main Menu Filler v| Tasks v
- Alarm & Events e -
. . I3 UV | Sove Progec
- View Active SO e ——— - ’
Alarm Text

...as shown on the right. 188 2012-08-21 112258 435 EDY

S08
T2
Tha PDB Relay feature i3 snabéed but the connechion 1o the HLRR |
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Appendix B: Health Check Procedures

Step

Procedure

Result

8.

[]

Active Provisioning
Site VIP:

View Alarm Status in the
right panel.

When viewing Pre-Upgrade Status:

If any Alarms are present, STOP and contact Oracle’s Tekelec Customer Care
Center for assistance before attempting to continue.

When viewing Post-Upgrade Status:

Active NO server may have the following expected alarms:
Alarm ID = 10075 (Application processes have been manually stopped)
Alarm ID = 10008 (Provisioning Manually Disabled)

Servers that still have replication disabled will have the following expected alarm:
Alarm ID = 31113 (Replication Manually Disabled)

You may also see alarms:
Alarm ID = 10010 (Stateful database not yet synchronized with mate database)
Alarm ID = 32532 (Server Upgrade Pending Accept/Reject)

Active Provisioning
Site VIP:

Select the “Export”
dialogue button from the
bottom left corner of the
screen.

Report

Export %J [

10.

Active Provisioning
Site VIP:

Click the “Ok” button at
the bottom of the screen.

Schedule Active Alarm Data Export

Altribute Valve Descrpton
9 Once Select how oflen e data will be wrillen 10 he export Sraciony Selecting “Once”
Expont Hourly will perform the operaton immediately. Note that the Hourty, Daily and Weeldy
Fraguency Dady scheduling options are ondy avallable when Prowisioning 13 enadied [Detault
Weeny Once
Penodic eporttask name [Required The length should not exceed 24
TaskName [APDE Alarm Exbort , Characiers Valid characiers are aiphanumenc, minus sign and spaces
s = between words. The first characier must be an Jipha character The last
charadier must not be 3 minus sign |
Penodic sxport task descripbon [Optional The lengih should not exceed 255
Desariot characters. Vabd characiers are alphanumenc. minus sign. and spaces
belween words The first characier mus! bé an alphs characier The last
characier must not be 3 minus sign |
" A Seled he minute of each hout when the cata will De wrillen 10 the expont
= dreciory Ondy f Export Frequency is hourly [Detault = 0. Range = 0% 59]
Seleci he Ime of Cay when the Sata will D¢ wrillen 10 tThe export direciory. Only #
Time of Day Export Frequency s dally or weeidy Select from 15-minute ncrements, or fill in
a specific value. [Default = 1200 A Range = HiH MM with AMPUL |
Sunday
Woncay
Tuesaay
Select the Say of week when the Sata will be wrilien 10 the export Girectory Only ff
DayoiWeek Wednesday Export Frequency is weeldy {Default Sunday]
n v L l
Friday
Saturday
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Appendix B: Health Check Procedures

Step Procedure

Result

Active Provisioning
11. | site vIP:

[]

The name of the
exported Alarms CSV file
will appear in the banner
at the top of the right
panel.

Main Menu: Alarms B Events -> View Active

Filtar 'l Tasks =

Thu Fab 03 13:34

Ew Toshs
an LA [ Hisstimron Mt Task State  Dutail Progrnss
14 i} s08-mrsvac.-a BPDE Alamm Expord complabed H;m_IIJ'IJDIDI-HEH 100%
2090 e

M

Active Provisioning
12. | site vIP:

Record the filename of
Alarms CSV file
generated in the space
provided to the right.

Example: Alarms<yyyymmdd>_<hhmmss>.csv

Alarms

.CSV

Active Provisioning
13. | site vIP:

Select the “Report”
dialogue button from the
bottom left corner of the
screen.

[ Export ] I Report QJ

Active Provisioning
14. | site vIP:

An Active “Alarms &
Events” Report will be
generated and displayed
in the right panel.

Main Menu: Alarms & Events -> View Active [ Report]

Alarnzs & Eventz -> View A

Thu Feb 02 15:59:31 2012

Main Menu:

TINESTANE:
HNETWORK_ELEMENT :
SERVER :
SEQ_NUN:
EVENT_HUMBER :
SEVERITY:
PRODUCT :
PROCESS :
TYPE:
INSTANCE:
HAME :

DESCR :

FRR TUEM

2012-02-02 15:36:05.350 UTC
HO_HMRESVNC

sds-nrsvnc—a

2099

14101

MAJOR

=1 1=

2ds=

FROV

Ho XHL client connection

No Remote Connections

Ho remote provisioning clients are connect
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Appendix B: Health Check Procedures

Step Procedure Result

Active Provisioning - :

15. | site vIP: File Download X
Do ant this file?

|:| 1) Select the “Save” you want to open or save this file 2

dialogue button from the
bottom/middle of the
right panel.

2) Click the “Save”
dialogue button on the
File Download pop-up
box.

3) Select a directory on
the local disk drive to
store the Active “Alarms
& Events”Report file and
click the “Save”
dialogue button.

MName: ActiveAlarmsReport_2010Jul14_161008_UTC.txt
Type: Text Document, 1.41KB
1 From: 10.240.251.70

Open | | Save D&“ Cancel |

s d

Print = N | While files from the Intemet can be useful, some files can potertially
k @ harm your computer. i you do not trust the source, do not open or
k..

~ save this file. What's the righk?

Save As Elgl
Sevein: | < (RN v @& m
= Documents and Settings

F,_JI ) Pocumentum 3

Recen C3DRIVERS
) Program Files

- =) Python26
"'j L WINDOWS
Dbt

My Documents

o

My Computer

‘ File name live AlmeneReapedt_ 201 00ul14_1610471_UTChd |# Save

My Mebwark  Save as type: Tet Documant w [ Cames

16.

Active Provisioning
Site VIP:

Select...
Main Menu
- Configuration
- Network Elements

...as shown on the right.

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK DAMA&P)

-] _I'L Main Menu
g M Administration Main Menu: Configuration

B @ Configuration

 Network Element

] sds_mrswnc

rce Domains

B Server Groups ] dr_dallast
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Appendix B: Health Check Procedures

Step

Procedure

Result

17.

[]

Active Provisioning
Site VIP:

Select the “Report”
dialogue button from the
bottom left corner of the
screen.

To create a new Metwork Element, upload a valid configuration file:

| | Browse... |

Insert

18.

Active Provisioning
Site VIP:

A “Network Element
Report” will be
generated and displayed
in the right panel.

Main Menu: Configuration -> Network Elements [ Report ]

L L L L L L L L L L L L L L L L L e L LR

sds Network Elenent Report

Report Generated: Wed Fab 01 15:45:11 2012 UTC
From: aActive HETWORK_OAMP on host sds-arsvnc-a
Report Version: 3.0.0-3.0.0_10.8.1

User: guiadmin

Hetwork Elements Summary

HE Hame: sds_MnISvhc

HE Hame dr_dallastx
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Appendix B: Health Check Procedures

Step Procedure Result
Active Provisioning : !
. File Download
19. | site vIP: Tl 3
|:| Do you want to open or save this file?
1) Select the “Save” 2

dialogue button from the
bottom/middle of the
right panel.

2) Click the “Save”
dialogue button on the
File Download pop-up
box.

3) Select a directory on
the local disk drive to
store the “Network
Elements Report”file
and click the “Save”
dialogue button.

1

Name: MEConfig_2010Jul14_153556_UTC.txt
Type: TextDocument
10.240.251.70

From:

Ead

£

Open || Save D\\J[ Cancel |

While files from the Intemet can be useful. some files can potentially

I@' harm your computer. f you do not trust the source. do not open or
= save this file. What's the risk?

Save As

_
Recent

Desktop

My Documents

-
s
Ity Computer

e

My Network

Save in:

PIX

= Local Disk (C3) w ) ¥ e -

I2) Documents and Settings

|2y Documentum

[ DRIVERS 3
|2)Program Files

) Python26

CYWINDOWS
[£] ActiveAlarmsReport_20101ul14_162752_UTC.txt

File name: NEConfig_2010ul14_163556_UTC b v
Save as type: Text Document “

Active Provisioning

20. | site vIP:
|:| Select... Main Menu: Configuration -> Servers
Main Menu el
- Configuration et
- Servers Hostname Fole Sen
...as shown on the right. S s -
B TR Foabwod DAMAR #ds
Active Provisioning
21. | site vIP:
|:| Insert elate Export Report |
Select the “Report”
dialogue button from the
bottom left corner of the
screen.
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Appendix B: Health Check Procedures

Step Procedure

Result

Active Provisioning

22. | sjte VIP:

[]

A “Server Report” will
be generated and
displayed in the right

Main Menu: Configuration -> Servers [Report]

Main Menu: Configuration -> Servers [Report)
Fri Aug 03 21:08:29 2012 UTC

panel.

id:

hostname:
location:
role:

interfaces:

0

sexrverGroupld: 0
serverGroupiame:
nectworkElemencid:
nectworkElementName:
profileName:

sds _mrsvnc_grp

0

sds_mrasvnc
/var/TKLC/appworks/profiles/HF_Rackmount .xml
sds-mravnc-a

Morrisville NC

roleNOAMP

Active Provisioning
23. | site VIP:

1) Select the “Save”
dialogue button from the
bottom/middle of the
right panel.

2) Click the “Save”
dialogue button on the

1

File Download pop-up
box.

3) Select a directory on
the local disk drive to
store the “Server Group

S

Report”file and click the

“Save” dialogue button. SRS

File Download

Do you want to open or save this file?

2

Mame: ServerGroupConfig_2010Jull4 164021 LUTC, txt
Type: TextDocument, 3.88KB
From: 10.240.251.70

COpen ] [ Save %J [ Cancel l

‘While files from the Intemet can be useful, some files can potentially

|® harmm your computer. i you do not trust the source, do not open ar
= save this file. What s the risk?

3

|

Sawve in: | % Local Disk (C)

O E-

) DRIVERS

I3 Python2e

-2 Documents and Settings
(=) Documentum

[ Frogram Files
CWINDOWS

[£] ActiveAlarmsReport_2010Jull4_162752_UTC.bt
[£] NEConfig_20101ul14_164159_UTC.bt

3

My Computer
. File: name: [ Save
My Network | Sawve as type: |Te:d Document ~ | [ Cancel
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Appendix B: Health Check Procedures

Step Procedure

Result

Active Provisioning
24. | site vIP:

I:I Select...

Main Menu
- Configuration
- Server Groups

Main Menu: Configuration -> Server Groups

Server

DU Hams Lewel Parent Fumnction Seve

...as shown on the right. dp_canme_1_ge C socamcom SOS so_o
drsds_dallaste grp A MONE 505 ar_da
ar_da
Active Provisioning S0 ca
¢ _carync_arp S0_carync
25. | site VIP:
|:| ) ) o —
Select the “Report
dialogue button from the Insert Repo
bottom left corner of the - l—p%
screen.
Active Provisionin . . . . . .
26. Site VIP: 9 Main Menu: Configuration -> Server Groups [ Report]
I:I A “Server Group
Report” will be NN NN N
generated and displayed T e T T
in the right panel. Feport Generated: Ved Feb 01 15:47:01 2012 UTC
From: Active NETWORK_OAHF on host sds-mrsvnc-a
Report Version: 3.0.0-3.0.0_10.8.1
User: guiadmin
Campymy |:1:|||I|'-\. SumRmAat v
sds_nrsvnc_grp
HE Hame sds_mnrsvnc
Level &
Parent HONE
Function SD
Virtual IF Address: 010.250.055.125
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Appendix B: Health Check Procedures

Step Procedure

Result

Active Provisioning

27. | site VIP:

[]

1) Select the “Save”
dialogue button from the
bottom/middle of the
right panel.

2) Click the “Save”
dialogue button on the

1

File Download

File Download pop-up
box.

3) Select a directory on
the local disk drive to

A

.
7]
“

k-

store the “Server Group
Report”file and click the

“Save” dialogue button. Save As

=) s

m‘,_".' &

“\.. Zz 1! 9 \ i
" -] ;._

My Documents

5 -
} =]

=4

o

Wy Metwork

Do you want to open or save this file?

3
2

Mame: ServerGroupConfig_2010Jul14 164021 LTC. txt
Type: TextDocument, 3.88KB
From: 10.240.251.70

COpen ] [ Save %J [ Cancel l

‘While files from the Intemet can be useful, some files can potentially
harmm your computer. i you do not trust the source, do not open ar
save this file. What's the risk?

Savein: | we@ Local Disk (C)

I Documents and Settings

(L) Documentum
) DRIVERS

[ Program Files
I Python2e
CWINDOWS

[£] ActiveAlarmsReport_2010Jull4_162752_UTC.bdt
E] MEConfig_2010Jull4_164159_UTC.bdt

File: name:

[ Save

Save as type:

|Te:d Document

5

[ Cancel

Provide the saved files to
Oracle’s Tekelec
Customer Care Center
for Health Check
Analysis.

28.

@)
@)
@)

Active “Alarms & Events” Report
Network Elements Report
Server Group Report

If executing this procedure as a pre or post Upgrade Health Check
(HC1/HC2/HC3), provide the following saved files to Oracle’s Tekelec Customer
Care Center for proper Health Check Analysis:

[Appendix B, Step 15]
[Appendix B, Step 19]
[Appendix B, Step 23]
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Appendix B: Health Check Procedures

Step

Procedure

Result

29.

Active Provisioning
Site VIP:

Connected using VIP to sds - mrsvnc-a (ACTIVE NETWORK OAMAP)

I:I Select... | G Main Menu ) )
o M Administrabon Main Menu: Status & Manage -> HA
Main Menu g M Configuratior ’
- Status & Manage @ B Alarms & Events [_Finer_~]
> HA AR '
o : . Hostname | HA Role ::‘:Alowodm :::
. =] Status & Manage 4 3
...as shown on the right. I Network Elements R o - -
I Server 805-mrswnc-b Standby  Standby 808
m
:(h ' qs-mrsvnc-1 Observer  Observer :g:
database
B <P drsds-aallaste-a Active Active
i Proce 80-CanNC-a Standby  Active 80
Active Provisioning
30. Site VIP: Main Menu: Status & Manage -> HA

1) Verify that the “HA
Role” for all servers
shows either “Active” or
“Standby” as shown to
the right.

NOTE: An “HA Status”
of “Observer” is allowed
when Server Role is
“Query Server”.

lnll RSt Network Element  Server Role Active VIPs
S35 MHSINCD 843_meswnc Network OAMAP  10.250 55 125
s@s-MYSWnNC-3 sd5_miswnc Network OAMAP
sds-mrswnc-d oa
$a3-MISWC-3 o
o_dallast Network OAMAP
so-cannc-d so_cannc System OAM
SO-CHyNC-a 30_cannc System OAM 1024039 152
$0_cannc o

31.

Active Provisioning
Site VIP:

Repeat Step 30 of this
procedure until the last
page of the [Main Menu:
Status & Manage 2>
HA] screen is reached.

e Verify the “HA Role” for each page of the [Main Menu: Status & Manage = HA]
screen, and click “Next” to reach the next page.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX C. UPGRADE OF A SINGLE SERVER

C.1 Prepare Upgrade
Appendix C.1: Prepare Upgrade

Step

Procedure

Result

leil

Using the VIP
address, access the
Primary Provisioning
Site GUL.

Access the Primary Provisioning Site GUI as specified in Appendix A.

2.
B 5 Main Menu
& Administration Main Menu: Administration -> Software Management -> Upq
Select... B G=n=ral Options
M Acoe== Control Tasks -
Main Menu & Software Management T
> Administration B Loerees o, i
B versions Hostnams
- Software Mangment 2 Max Allowad
B IS0 Deployment HA Riod Appd Version Function
= Upgrade A T :
| e Azhe Sd5_noma Ntk CANMED
o N Remote Servers TomE-E0E-2 A 430 CRMER
...as shown on the @ Configuration ; m —— Sm—
right. B Aarms & Events rorE-5ds-0 e nany - Frf;“a pp—
W Security Log — == ~ ;
M Status & Manage S A ?u:&s__rc-'ua a;aj\?'no\.ﬂ.h
[ — Adihe 50130 [N
B Communication Sgent roTE-z-n stanoby =g _roma FyzaEm QAN
M =0 cihe 50130 s
. ke =
< Help e L ?u:&s__rc-'ua E .
B Logout Adihe 50130 SDE
Azihe dr_roenz Nitwark QAKIER
e cihe 50130 CAKER
NOTE: On 4.0
systems, select...
Main Menu
- Administration
- Upgrade

Active Provisioning
Site VIP:

Conne-cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

Active Provisioning
Site VIP:

1) Using the vertical
scroll bar in the right
panel, scroll to the
row containing the
hostname of the
server to be
upgraded.

2) Verify that the
Upgrade State
shows “Not Ready”.

\ 8ds_mirsvnc

1 4.0.0-40.0_4042

overv_server CotResa)

as

2
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Appendix C.1: Prepare Upgrade

Step Procedure Result
Active Provisioning
4. Site VIP: drsas-gallaste-a ar_dgallast NETWORK CAMSF Not Ready
|:| 400400_4042 CAMEP Norm
1) Using the cursor, SRS A s Ay * sds_mrswnc 1 QUERY_SERVER  NotReady
select the row Ecxs-mrsch 400400 4042 Qs S
containingthe | rrrrremeememeememeeeeeees ’ -
hostname of the
server to be
upgraded. Prepare Upgrade

2) Click the “Prepare “{_n,]
Upgrade” dialogue 2
button located in the
bottom left of the right
panel.

Site VIP:

5 Active Provisioning | Main Menu: Administration -> Upgrade [Make Ready] @ <
|:| = Thu Aug 23 10:05:38 2012 EDT

The user should be

presented with the ® Seiecting 'OK will result in the selected servers Max HA Capability being sat
Upgrade [Make to ‘Standby’, ‘Observer for query servers, and its applications being disabled
Ready]
Administration
screen.

Selected Server: gs-mrsvnc-1

Click any “Ok” \

dialogue button. Ok || Cancel |

Upgrade Ready Criteria Selected Server Status Mate Status

Max HA Role Observer Standby
Critical Alarms 0 0

Major Alarms 0 0

Minor Alarms 0 0
Database Server Status Norm Norm
HA Server Status Norm Norm
Procass Server Status Norm Norm
Application State Enabled Enabled
L Ok | Cancel |
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Appendix C.1: Prepare Upgrade

Step

Procedure

Result

6.

[]

Active Provisioning
Site VIP:

1) Using the vertical
scroll bar in the right
panel, scroll to the
row containing the
hostname of the
server to be
upgraded.

2) Verify that the
Upgrade State
shows “Ready”.

NOTE: If the
Upgrade State fails
to show “Ready”, the
user may need to
refresh the screen by
selecting...

Main Menu

- Administration

- Software Managmnt
- Upgrade

..for a 2™ time and
repeating sub-steps
1) & 2) associated
with this step.

1

sds_mrswnc
400-400_4042

as

un..nsm_sew%a

THIS PROCEDURE HAS BEEN COMPLETED
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C.2 Initiate Upgrade
Appendix C.2: Initiate Upgrade

Step Procedure Result
1 Active Provisioning
. S|te VIP Conmected using VIP to roma-sds-a [ACTIVE NETWORK DAMEF])
B 5 Main Menu
& Administration Main Menu: Administration -> Software Management -> Upq
Select... B General Options
M fcoe=s Control Tasks -
Main Menu e CAMME e beor Bement Rods
- Administration : L= . HA Role
- Software Managmnt L Max Aligwad
> Upgrade 9 B IS0 Deployment Hfﬂnb Appd Version Function
b : E:ESE: - Acthe 2ds_romz Nastwark CAMER
S S e Acie 50130 CAMER
...as shown on the B Configuration e el
right. B Alarms & Events roemz-s0-1 hvf’rmt@ i’:ﬁ;rf“a ;fﬂ";mw”j
B Security Log —
W Statu= & Han-:gc - Adihe s-:&s_rcma 3_.‘5-‘.&'11{:'\.".?('
s e Acthe 50430 CAM
W Communication Sgent roTE-z-n sanoby  soE_roma EpEiam DAL
™ =os Acthe 50130 CAM
& Help Acthe ds_noma K=
B Logout . Acthe 50430 505
NOTE: On 4.0 - cihe dr_roenz Metwork CAMER
systems, select... Acthe i3 SANER
Main Menu
- Administration
- Upgrade
o | Active Provisioning dr_daliasty NETWORK OAM&P Not Ready
Site VIP: drsds-daliastx-a
400-400_4042 OAMAP Norm

1) Using the cursor,
select the row
containing the
hostname of the
server to be
upgraded.

2) Click the “Initiate
Upgrade” dialogue
button located across
the bottom left of the
right panel.

.“_‘k,_,‘.;:k;..[h-— Read

Initiate Upgrade

Y2

Complete Upgrade

Active Provisioning

3. Site VIP: Hostname Hetwork Element Server Group Apphcation Version
|:| ge-mirswnc-1 sds mirswnc sds mMIsvwic_ogrp 400400 404
Verify that the
Application Version
shows the
<source_release>.
Active Provisioning
4. | site VIP: ~ select - =
|:| —select -

Using the pull-down
menu located at the
bottom left of the right
panel, select the
<target_release>.

872-2469-102-4.0,0_40 4 2-505-x86_64 is0
872-2469-102-4.0.0_40.4.3-SDS-x86_64.150
= (4] gy = i 5 -
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Appendix C.2: Initiate Upgrade

Step

Procedure

Result

5.

[]

Active Provisioning
Site VIP:

Click the “Start
Upgrade” dialogue
button located on the
bottom left of the right
panel.

872-2469-102-4.0.0_404 3-SDS-x86_B4iso ~

Cancel

Stant Upgrade

Active Provisioning
Site VIP:

Conne-cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

B 5 Main Menu

& Administration Main Menu: Administration -> Software Management -> Upy

The user is returned [ cmm—
iplicns
to the... M fcoe=s Control Tasks -
& Software Management
LM M

Main Menu B Licens= HuRo  Networs Eemsnt e
-~ .. B versions Hostnams
> Administration B s ik Efﬂnu:m Appt Verston S
- Software Managmnt o ! o
- Upgrade e Upgrade o Acthe £35_roma NEawark SAKER

O B Remote Servers B Aot 50130 CAMER

W Configuration
...screen as shown M Snms & Events roma s e e ANEs
on the right. B Security Log e shia0 e

W Statu= & Man:ge - AChE ?-:&s__rc-'ua a,-a:?'nc-.ﬂ.h

[V T — Adihe 50130 [N

W Communication Sgent roTE-z-n Stznoby  eos_romE SyEEm QAN

™ =0 Acthe 50130 CAM
NOTE: On 4.0 5 Help Athe 205 _romz kP
systems, to... B Logout Lol Acthe 50130 ]
Main Menu ” Acthe dr_roma Metwork QAMER
- Administration Azihe 5013.0 CAMER

- Upgrade
7 Active Provisioning

Site VIP: sds_mrsvne QUERY_SERVER

1) Using the vertical
scroll bar in the right
panel, scroll to the
row containing the
hostname of the
server to be
upgraded.

2) Verify that the
Upgrade State
shows “Upgrading”.

NOTE: As a result of
the server
undergoing upgrade,
several alarms
related to “DB
Replication” (Event
IDs 31101, 31102,
31106, 31107) may
appear and remain
present until the
upgrade has been
completed.

400-400_4042

as

Upgrading

THIS PROCEDURE HAS BEEN COMPLETED

DSR - 5.0 - SDS Software Upgrade Procedure

143

April 2014



C.3 Monitor Upgrade
Appendix C.3: Monitor Upgrade

Step Procedure Result
Active Provisioning
1 Site VIP: Conmected using VIP to roma—sds-a [ACTIVE METWORK OAM &P}
B 5 Main Menu
& Administration Main Menu: Administration -> Software Management -> Upq
B General Options
On 5.0 Active NOAM: e T -
Select... & Softwars Manag=ment|
T pRmar Metwors Elsment Rok
. B versions Hostnamsa
Main Me‘nu ) B IS0 Deployment Efﬂ’ﬂl:m Appi Version Function
- Administration "Ypgrade
- Software Managmnt L G B Acthe £dg_roma e DAMER
- Upgrade M Configuration Acthe 50130 CAMER
_ M Alsrms & Events roma-5ds-0 hﬂmmt@ 5’:51-":;“3 ;fh"‘;":‘_m”‘g”j
NOTE: Then skip to M Security Log ke 5043 o
Step 3 | Status & Manage OTE-E0-2 e ?ﬁ—_rc:'lrﬂa gfh‘.E"rIOv’.h'
B Meas t Acthe 30134 A
[ E::l-:l:r:n":n:mn Agerit e Sanoby  so=_romE Sysem OAM
. m s0os Azhe 50130 AR
On 4.0 Active NOAM: 5 telp s T T
Select... . Logout Lot Acthe 50130 505
Adihe dr_roema Netwark DARNES
. roemE-dr-a -
Main Menu Az 50130 CHMER
- Administration
- Upgrade
Then continue to
Step 2.
2 Active Provisioning dr_dallastx NETWORK OAMSP Not Ready
' stte VIP: Sty 400-400_4042 OAMSP N
I:I NOTE: Only run this - i
step if on an SDS 4.0 S sds_mrswnc . QUERY_SERVER Upgrading
NOAM. Otherwise, kil 14.0.0-4.0.0_40.4.2 108 1
skip this step. '
1) Using the cursor, :
select the row Monitor Upgrade ~ Complete Upgrade
containing the f
hostname of the 2 @
server to be
upgraded.
2) Click the “Monitor
Upgrade” dialogue
button located across
the bottom left of the
right panel.
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Appendix C.3: Monitor Upgrade

Step Procedure Result
3 Active Provisioning Main Menu: Administration -> Upgrade [Monitor] @ reip
: Site VIP: The Aug 23 10:17:31 2012 €OV
The user should be mu Current Statas Detads
presented with the S st s s AL et e
Upgrade [Monitor] Server Name /P qs-meswnc-1 169.254 100 12
Administration Upgrade ISO B72-2469-102-400_4043-830S288_S41s0 .
screen. Upgrade Stared 2012-A03-23 101631 EDT 1 min, 0 seC 390
1SO Validaton: Task result for P 169254 100 13,
The initial values for | =% Ss Respense SUCCESS
the Current Status Recenea at 2012-Aug-23 101702 EOY 29 sec ag0
/Details fle_lds should 0 o Siale UPGRADNNG
be Upgrading
/UPGRADING.
NOTE: As the

upgrade progresses,
time values will
continue to update
every 30 seconds.

Active Provisioning
Site VIP:

When the server
initiates a post-
upgrade reboot, the
values for the
Current Status
/Details fields will
change to Upgrading
/UNKOWN.

0 Hel

Thu Aug 23 10:22:11 2012 B0

Main Menu: Administration -> Upgrade [Monitor]

i mommnom _______________________________ J Current Status Details

Server Name /P qs-mesvnc-1 169.254.100 13
Upgrade ISO 872-2469-102-4.0.0_40 4 3-SDS-x86_64.is0 -

Upgrade Started 2012-Aug-23 1016:31 EOT 5 min, 40 sec ago
Last Satus Response 168254 100 13 sonercoukdbe revoctng.

Received at

Upgrade State < Upgraagmg w

Active Provisioning
Site VIP:

After the post-
upgrade reboot has
been completed, the
values for the
Current Status
/Details fields will
change to
Success/SUCCESS.

o Help

Thu Aug 23 10:32:31 2012 EOT

Main Menu: Administration -> Upgrade [ Monitor]

Information ftem  Current Status Dotails

Setver Name /IP qs-mesvnc-1 100.254 100.13
Upgrade IS0 87224601024 00_40 4 3-SDS-485_64 180

Upgrade Started 2012-A00-23 101631 EDY 16 min_ 20 sec ago
Last Status Response Upgrade Task result for IP: 169254 100 13,

Received at == < oC 300
Upgrade State &l SUCCE

Active Provisioning
Site VIP:

NOTE: Only run this
step if on an SDS 4.0
NOAM. Otherwise,
skip this step.

Click the “Return to
server list” dialogue
button located on the
bottom left of the right
panel.

Return to sewerhlist ]

&3
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Appendix C.3: Monitor Upgrade

Step

Procedure

Result

Active Provisioning
Site VIP:

The user is returned

Main Menu
& Administration
B General Options

Conne-cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

Main Menu: Administration -> Software Management -> Upq

B
to the... M fcoe=s Control Tasks -
& Software Management
Main Menu [ ra—— ﬁi';::x Nstwork Exsmant Rods
S A eteat: 3 3 Hostnams
> Administration B versions M Allowsd
> Software Managmnt B 150 Deployment HiRols PP Version FLiEl
- Upgrade | B FIEEE Acthe sd5_roma hiEtwark CARER
o N Remote Servers TomE-E0E-2 A 430 CRMER
W Configuration —
...screen as shown B Marme & Events romg-eds-b Stanoby  ede_roma haztwork OAMER
on the rlght - rity Log e 50130 OBRES
W Statu= & Man:gc - ACThE ?L‘-S__I'CI"I'I& a,ﬁ:?'n{:-.ﬂ.h'
[V T — Adihe 50130 [N
W Communication Sgent roTE-z-n Stznoby  eos_romE SyEEm QAN
™ =0 che 50130 CAM
o= Hclp —— ACThE S-L'F-S_I'CI"I'I& (L=
B Logout Acke 50130 0%
NOTE: On 4.0 i ol ar_noma Mistwork CAMER
systems, to... e cthe 51130 DAMER
Main Menu
- Administration
- Upgrade
Active Provisioning QUERY SERVERC S
8 Site VIP: sds_mrswnc 2 W UCCEass D

1) Using the vertical
scroll bar in the right
panel, scroll to the
row containing the
hostname of the
server to be
upgraded.

2) Verify that the
Upgrade State
shows “Success”.

1

400-400_4043

Qs

2

THIS PROCEDURE HAS BEEN COMPLETED
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C.4 Complete Upgrade

Appendix C.4: Complete Upgrade

Step

Procedure

Result

Jlil

Active Provisioning
Site VIP:

1) Using the cursor,
select the row
containing the
hostname of the
server to be
upgraded.

2) Click the
“Complete
Upgrade” dialogue
button located across
the bottom left of the
right panel.

ar_dallastx
400400 4042

NETWORK OAM&P Not Ready
OAM&P

‘QUERY_SERVER Success
s

drsds-dallaste-a
Norm

gs-mrsvwnc-1

Qs

Monitor Upgrade Cnmplet%Up-grade

Y9

Active Provisioning
Site VIP:

The user should be
presented with the
Upgrade [Remove
Ready]
Administration
screen.

Click any “Ok”

Main Menu: Administration -> Upgrade [Remove Ready] -
Th Aug I3 10:34:59 2012 EOT
® Seiecting Ok will result n the sedected seners apphcaion being enatisd and the Max HA Capabilty of
Al Sel Dhgeneel s 3ol fof Queny 3efvels

Salected Server: ga-mrewec-1

Ok Cancel

Upgrade Ready Critena Selecied Server Status Mate Status

dialogue button. Lax HA Riole Onzener Stanany
Crlical Alarms 0 0
Major Alarms 0 o
Lnor Alams 1 o
Datatase Server Status Morm Horrn
HA Sarver Stabus Norm Mormn
Process Server Stats  Mam Horm
Apphcabon Stale Cnsabled Enabled

Ok Cancel
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Appendix C.4: Complete Upgrade

Step Procedure Result
Active Provisioning
3. S|te VIP Conmsctend wsing VIP to roma-—sds-a [ACTIVE NETWORK OAMEF)
’ = 5 Main Menu
& Administration Main Menu: Administration -> Software Management -> Upq
The user is returned B General Options
to the... B Acce=x Control Tasks -
& Software Management
) M Max
Main Menu : R . HARole | Metwork Element Rk
.. . SIS
- Administration R Max Allowad Bt o o
- Software Managmnt o m' HA Rolk
- Upgrade L o .;: ;ﬁ}rﬁuﬁ ;i::.:;rio.a.h in
W Configuration .
...screen as shown B8 Ao & Event= T Standby 505 roma MeEnork DAMER
. B e 50130 OaMER
on the right. M Security Log - :
W Status & Manage FofmE-G0-a Acthe 205 _Toma System QAN
[V T — Adihe 50130 [TV
- Co cation A=t stanoby  sds_roma SyEtem DAN
™ Snzmun“ e sEee Azthe 50130 AR
o= Hclp —— Adihe s-:&s_rc-'ua (L=
B Logout Adihe 50130 SDE
NOTE: On 4.0 ” cihe dr_roena hietwork QAKES
systems, to... e Azihe 50130 CAKER
Main Menu
- Administration
- Upgrade
NOTE: Wait for the screen to refresh and show the Upgrade Ready State is Not
— Ready and the Upgrade action is disabled. It may take up to 2 minutes for the
= Upgrade Ready State to change to Not Ready.
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Appendix C.4: Complete Upgrade

Step

Procedure

Result

4,

[]

Active Provisioning
Site VIP:

1) Using the vertical
scroll bar in the right
panel, scroll to the
row containing the
hostname of the
server to be
upgraded.

2) Verify that the
Application Version
now shows the
<target_release>.

3) Verify that the
Upgrade State
shows “Not Ready”.

NOTE: If the
Upgrade State fails
to show “Success”,
the user may need to
refresh the screen by
selecting...

Main Menu

- Administration

- Software Managmnt
- Upgrade

...fora 2" time and

repeating sub-steps

1) thru 3) associated
with this step.

sds_mrswnc QUERY_SERVER @

Server to be
Upgraded (SSH):

1) Access the
command prompt of
the server being
upgraded.

2) Log into the server
as the “root” user.

CentOS release 5.7 (Final)
Kernel 2.6.18-274.7.1.el5prerel5.0.0 72.32.0 on an x86 64

sds-mrsvnc-a login: root
Password: <root password>

Server to be
Upgraded (SSH):

Output similar to that
shown on the right
may appear as the
server accesses the
command prompt.

*** TRUNCATED OUTPUT ***

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpss7
PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=00
VPATH=/opt/TKLCcomcol/runcm5.13:/opt/TKLCcomcol/cm5.13
PRODPATH=

RELEASE=5.13

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpss7:/usr/TKLC/sd
s

PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=0

[root@sds-mrsvnc-a ~]#
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Appendix C.4: Complete Upgrade

Step Procedure Result
Server to be [root@sds-mrsvnc-a ~]# df -B M

7. Upgraded (SSH):

[:] Filesystem 1M-blocks Used Available Use% Mounted on
1) Verify existence of | /dev/mapper/vgroot-netbackup lv
the netbackup 2016M 692M 1223M 37% /usr/openv

logical volume.

Examine the output of the above command to find a filesystem named
“vgroot-netbackup 1v” as above.

Server to be
Upgraded (SSH):

If you DID NOT find a
netbackup partition
in the previous Step
then execute
Appendix H for this
server.

Otherwise, SKIP this
Step and continue
forward.

Execute Appendix H “ Create new Logical Volume for NetBackup Client”.

Server to be
Upgraded (SSH):

Exit from the
upgraded server’'s
command line.

[root@sds-mrsvnc—-a ~]# exit
logout

Root console of
upgraded server:

Step 7 or Step 8 must be completed successfully before running this Step.

This is a convenient point to run Appendix | (Resize Shared Segments and Logical
Volumes), which must be run for each server, but only for a MAJOR upgrade (4.x to
5.X).

THIS PROCEDURE HAS BEEN COMPLETED
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C.5 Server Worksheet

Primary NO Site Name:

[] Active NOAMP:

[] Standby NOAMP:

[l Query Server:

DR NO Site Name:

[] Active NOAMP:

[] Standby NOAMP:

[l Query Server:

SOAM Site Name:

[ ] Active SOAM:

[ ] Standby SOAM:

[] DP1:

[] DP2:

[] DP3:

[] DP4:

SOAM Site Name:

[ ] Active SOAM:

[ ] Standby SOAM:

[] DP1:

[] DP2:

[] DP3:

[] DP4:

SOAM Site Name:

[ ] Active SOAM:

[] Standby SOAM:

[] DP1:

[ ] DP2:

[ ] DP3:

[] DP4:

SOAM Site Name:

[ ] Active SOAM:

[] Standby SOAM:

[] DP1:

[] DP2:

[ ] DP3:

[] DP4:

SOAM Site Name:

[ ] Active SOAM:

[ ] Standby SOAM:

[] DP1:

[] DP2:

[] DP3:

[] DP4:

SOAM Site Name:

[ ] Active SOAM:

[ ] Standby SOAM:

[] DP1:

[] DP2:

[] DP3:

[] DP4:
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SOAM Site Name:

[ ] Active SOAM:

[] Standby SOAM:

[] DP1:

[] DP2:

[ ] DP3:

[] DP4:

SOAM Site Name:

[ ] Active SOAM:

[] Standby SOAM:

[] DP1:

[] DP2:

[] DP3:

[] DP4:

SOAM Site Name:

[ ] Active SOAM:

[ ] Standby SOAM:

[] DPL1:

[ ] DP2:

[] DP3:

[] DP4:

SOAM Site Name:

[ ] Active SOAM:

[ ] Standby SOAM:

[] DP1:

[] DP2:

[] DP3:

[] DP4:

SOAM Site Name:

[ ] Active SOAM:

[ ] Standby SOAM:

[] DP1:

[] DP2:

[ ] DP3:

[] DP4:

SOAM Site Name:

[ ] Active SOAM:

[] Standby SOAM:

[] DP1:

[] DP2:

[] DP3:

[] DP4:
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APPENDIX D. BACKING OUT A SINGLE SERVER
Appendix D: Backing out a Single Server

Step

Procedure

Result

Using the VIP
address, access the
Primary SDS GUI.

e Access the Primary SDS GUI as specified in Appendix A.

I:IN *

Active SDS VIP:

Select...

Main Menu

- Administration

- Software Managmnt
- Upgrade

e e e e T e e P e e e e e e e
:'T:-i Tekelec EEy:au:ri:erIZfl:at:az:aae Server

-] Main Memwu

Conne-cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

Main Menu: Administration -> Software Management -> Upq

B
& Administration
B General Options
C _“ Taghs -
...as shown on the : '&‘n “";t"" : -
. wane Mansgemen
right. B Lcerses ot aaX histwor Elsment Rol
B Versions Hostnams
Max Aligwad
B 50 Deployment HiRole PP Version Bk
| MUpgrad- 5
i Acthe 5ds_roma Network CAMER
! = roE-SEE-E e
: ! ?crnu:i&nrcr' Acthe 50130 CAMER
Connil uraison
P < i Standby  sds_roma Network QAMER
L s e DTE-ECED
B Sty Ly Actke 50130 CAMER
rity =
M Stati= & Manage S A £0E_TomE System OAM
M Measurements R, i £
B Communication Sgent roTE-E0-1 SLATKIDY . 5 AN
o — Actke 50130 CAM
" e r
NOTE: On 4.0 s S W i .
Logout AN 2013k SDE
sys_tems, select... . P ar_roma Nstwark OAMES
Main l\/‘Ie‘nu ‘ L Acthe 50130 CAMER
- Administration
- Upgrade
Active SDS VIP: sds_mrsvnc

1) Using the vertical
scroll bar in the right
panel, scroll to the
row containing the
hostname of the
server to be backed
out.

2) Verify that the
Upgrade State
shows “Not Ready”.

3.0.0-3.0.0_10.10.0

QUERY_SER IR@
UNDEFINED

2

Active SDS VIP:

1) Using the cursor,
select the row
containing the
hostname of the
server to be
upgraded.

2) Click the “Prepare
Upgrade” button

located in the bottom
left of the right panel.

gs-mrswnc-1

drsds-dallast-a

3.0.0-3.0.0_10.10.0
sis_mirswnc
J.0.0-3.00_10.10.0

dr_dallastx

OAMEF
QUERY_SERVER
UNDEFINED

NETWORK OAMEF Mot Ready

]

Mot Ready

v

F'reparel_:Upgrade

Y2
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Appendix D: Backing out a Single Server

Step

Procedure

Result

5.

[]

Active SDS VIP:

The user should be
presented with the
Upgrade [Make
Ready]
Administration
screen.

Click either “Ok”
button.

NOTE: If backing
out the Active
Primary SDS server
you will need to log
back into the GUI.

Main Menu: Administration -> Upgrade [ Make Ready)

Selected Server: gs-mrsvnc-1

Setecing OK will result i the selected Sarver beng in Forced Standby

IMADASE rephcation will automancally be inhibited

| Ok |

J\

Cancel

Upgrade Ready Criterla Selected Server Status Mate Status

HA Status Forced Standby [T
Cntical Alarms 0 ]

Magor Marms 1 0

Minor Alarms 0 0

Replcation Server Status Norm [0
Collection Server Status  Norm [V —
Database Server Status  Norm 147+ S
HA Server Status Norm [ B
Process Server Status  Norm [V
Application State Enabled _

| Ok || Cancel ]

Active SDS VIP:

1) Using the vertical
scroll bar in the right
panel, scroll to the
row containing the
hostname of the
server to be backed
out.

2) Verify that the
Upgrade State
shows “Ready”.

sds_mrswnc
300-300_10.100

QUERY_SERVER\ Ready
UNDEFINED

1 2

Execute Steps 7 - 26 of this procedure for the appropriate server being backed out:

e Server Console (iLO):
e Server Console (virsh console):
e Server Console:

NOAMSs, Query Servers & DP blades
SOAMs only
All servers

Server Console
(iLO):

1) Access the
server's iLO IP via
Mssh ”.

2) Enter Virtual Serial
Port mode (VSP) as
shown on the right.

NOTE: Do not
attempt to “ssh”
from\thru another
server in the SDS
topology. Backout
requires a direct
connection to the
server iLO.

User:root logged-in to ILOUSE205TEW1. (10.240.240.131)
iLO 2 Advanced 2.12 at 15:13:25 Jul 16 2012

Server Name: gs-mrsvnc-1

Server Power: On

</>hpiLO-> vsp

Starting virtual serial port.
Press 'ESC (' to return to the CLI Session.

</>hpiLO-> Virtual Serial Port active: I0=0x03F8 INT=4

<ENTER>

CentOS release 6.3 (Final)
Kernel 2.6.32-279.5.2.el6prerel6.0.1 80.31.0.x86 64 on an x86 64

gs-mrsvnc-1 login:
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Appendix D: Backing out a Single Server

Step

Procedure

Result

8.

[]

Server Console
(virsh console):

Access the TVOE
host via “ssh”.

CentOS release 6.3 (Final)
Kernel 2.6.32-279.5.2.el6prerel6.0.1 80.31.0.x86 64 on an x86 64

cslab-SO-a-tvoe login: root
Password: <root password>

[]

Server Console
(virsh console):

List the VMs present
on the TVOE host.

[root@cslab-SO-a-tvoe ~]# wvirsh list

virsh console Id Name State
1 cslab-ATTdsrSO-a running
2 gs-mrsvnc-1 running

[root@cslab-SO-a-tvoe ~]#

10.

[]

Server Console
(virsh console):

Access the console
of the VM to be
backed out.

[root@cslab-SO-a-tvoe ~]# wvirsh console 2

11.

Server Console:

Log into the server as
the “root” user.

CentOS release 6.3 (Final)
Kernel 2.6.32-279.5.2.el6prerel6.0.1 80.31.0.x86 64 on an x86 64

gs-mrsvnc-1 login: root
Password: <root password>

Server Console:

Output similar to that
shown on the right
will appear as the
server access the
command prompt.

**%* TRUNCATED OUTPUT **%*

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpss7
PRODPATH=/0opt/TKLCcomcol/cm5.13/prod

RUNID=00
VPATH=/opt/TKLCcomcol/runcm5.13:/opt/TKLCcomcol/cm5.13
PRODPATH=

RELEASE=5.13

RUNID=00
VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpss7:/usr/TKLC/ex
hr

PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=0

[root@gs-mrsvnc-1 ~]1+#

Server Console:

Execute the Backout
script as shown to the
right.

[root@gs-mrsvnc-1 ~]# /var/TKLC/backout/reject

The runlevel transition complete RC file was created as
/etc/rc3.d/S99TKLCsnmp_notify runlevel transition complete.
Changing to run-level 3...

hokkkkkkkkkkkkhkhkkkkkkhkkkkkkkkkkkkkkkkkk kkkkkk % kk*

* Waiting for run level 3 transistion to finish *
khkhkhkhkhkhkkhkhkhkhkhkhkkhkhkhkhkhkhkhkhkhhkhkhkhkhkhkhkhkhkkhkhkhkhkhkkxkhhkkkhkxkkx*k

Server Console:
Answer “y” when
prompted to
“Continue backout?”.

Verifying that backout is possible.
Checking for stale RPM DB locks...
Current platform version: 6.0.0-80.21.0
Continue backout? [y/N]: y

Server Console:

Backout proceeds

Many informational messages will come across the terminal screen as the backout proceeds:

Finally, after backout is complete, the server will automatically reboot.
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Appendix D: Backing out a Single Server

Step Procedure Result

Server Console: CentOS release 4.6 (Final)

16. Kernel 2.6.18-128.4.1.el5prerel4.0.0 70.32.0 on an x86_ 64

|:| 1) Wait for the reboot
to return to the gs-mrsvnc-1 login: root

command prompt. Password: <root password>

2) Log into the server
as the “root” user.

Server Console: Examine the upgrade logs in the directory /var/TKLC/log/upgrade and verify that no errors were reported:
|:| Verify the backout # grep -i “[*-_Jerror[~-_]1” /var/TKLC/log/upgrade/upgrade.log

1. Examine the output of the above commands to determine if any errors were reported.
Note: The following error can be ignored:

DEBUG: 'igt' command failed (is IDB running?)
and/or

ERROR: createVolumes needs logical volume objects passed in.

ERROR: There was a problem creating Logical Volumes.

ERROR: Check log for error relating to exitCode: 6.

ERROR-{HA: :Mgr}: No Clusternode found for resource entry, (tklc-ha-
active)!

ERROR-{HA: :Mgr}: Failed to initialize ResourceConf!

ERROR: generateTest did not return an object!

ERROR: Should not happen!

and/or:

1382972756: :syscheck: unrecognized service
1382972757 : :ERROR: failed to restart syscheck
1382972757 :: If using syscheck, it must be restarted manually

Note: The grep will also find many lines similar to these, which are not errors:
1382721861:: 9901 EvError StatClerk A Single Simple 30min..
and/or:

1382721864:: 31109 DB Topology Config Error .. comcolTopErrorNotify..
1382721864:: 31128 REPL ADIC Found Error..comcolDbADICErrorNotify..
1382721864:: 32302 PLAT Server RAID Disk Error - tpdRaidDiskError..
1382721864 :: 32305 PLAT ****k*xk*kkkxkkkkk*kx**x*x**x tpdPlatProcessError ..

2. If the backout was not successful because other errors were recorded in the logs, then contact
Oracle’s Tekelec Customer Care Center for further instructions.

3. If the backout was successful (no errors or failures), then continue with the remaining steps.

Server Console: Execute the backout_restore utility to restore the full database run environment:

I:I Restore the full DB # /var/tmp/backout_restore
run environment.

NOTE: If asked if you would like to proceed, answer “y”.
If the restore was successful, the following will be displayed:

Success: Full restore of COMCOL run env has completed.
Return to the backout procedure document for further
instruction.

If an error is encountered and reported by the utility, then work with Oracle’s Tekelec Customer Care
Center for further instructions.
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Appendix D: Backing out a Single Server

Step Procedure Result
19 Server Console: Enter the following command to reboot the server:
: # init 6
Reboot the server.
This step can take several minutes and will terminate the SSH session.
Server Console: CentOS release 4.6 (Final)
20. Kernel 2.6.18-128.4.1.el5prereld.0.0 70.32.0 on an x86 64
1) Wait for the reboot
to return to the gs-mrsvnc-1 login: root
command prompt. Password: <root password>
2) Log into the server
as the “root” user.
Server Console: [root@gs-mrsvnc-1 ~]# uptime
21. 19:28:43 up 1 min, 1 user, load average: 0.89, 0.29, 0.10
[:] 1) Verify the server [root@gs-mrsvnc-1 ~]+#

“uptime”.

2) Repeat this Step
until the “uptime”
value shows “5 min”
or higher.

Server Console:

Verify that the “httpd”
service is now
running.

NOTE: Ifthe “httpd”
service fails to start
contact Oracle’s
Tekelec Customer
Care Center for
assistance.

[root@gs-mrsvnc-1 ~]# service httpd status
httpd (pid 6524) is running...
[root@gs-mrsvnc-1 ~]#

e Skip to step 25 of this Procedure if the server you are backing out is an SO or DP.

Server Console:

Open
prov_ctiBsource
table and change
“Disable” to “Enable”
as shown.

NOTE: This step can
be removed when PR
215531 is fixed.

[root@gs-mrsvnc-1 ~]# ivi prov_ctlBsource

+igt "-s|" -p -h -a prov_ctlBsource
#!/bin/sh

iload -ha -xU -fprov_status prov ctlBsource \
<<ty

Disable

.... becomes ...

#!/bin/sh
iload -ha -xU
<<rirrne
Enable

e

-fprov_status prov_ctlBsource \
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Step Procedure Result
Server Console: Twq

24. APPLY THE CHANGES [yn]? y

|:| Write and save
changes LOADED OK

NOTE: This stepcan | [root@gs-mrsvnc-1 ~]#
be removed when PR
215531 is fixed.

Server Console: [root@gs-mrsvnc-1 ~]# exit
25. Logout
I:I 1) Exit from the
server command line. | gs-mrsvnc-1 login:
iLO: <ESC - Shift - (> (ESC then hold Shift and hit 9 in close succession)
2) Exit from the Virsh Console: < CTRL -]> (Hold CTRL and hit the Right bracket “ J”in close succession)
console.
26 Server Console: > exit
I:I Exit from the iLO or or
TVOE host. # exit
27 Using the VIP
address, access the Access the Primary SDS GUI as specified in Appendix A.
I:I Primary SDS GUI.

Active SDS VIP:

28.
Conmsctend wsing VIP to roma-—sds-a [ACTIVE NETWORK OAMEF)
Select... R
B 5 Main M=nu
& Administration Main Menu: Administration -> Software Management -> Upq
Main Menu B General Opti
-_ e iplions
- Administration W foce=s Control Tasks -
- Software Managmnt & Softwar= Mansgement
M Max
- Upgrade B Liczn=ex HmaT Hetwors Elsmant Fods
3 " Hostnams
R Max Allowed
as shown on the & =0 Deployment HA Rods Appd Version Function
right. i :Em” = Acthe s05_moma Netwark CAMER
= i Acihe 50130 CAMER
e standby :dsaruna Negwark CARER
: 'ﬂﬁ ":::‘Ee"b Azhe 50130 CAMER
M Status & Manag= romE-E0-2 i ?’5—_":"“3 S.‘&?EI'HO\.".I\.'
N Meazursments e aaa DAL
B Communication Sgent fanoby  eds_roma SyEtEm AN
™ =os ramE-2a Aotk 50130 DM
o= Hclp —— ACThE s-:&s_rc-'ua (L=
¥ Logout Acihe 50130 SOS
NOTE: On 4.0 ” Acthe dr_roena hietwork QAKES
systems, select... e Acthe 50130 CAMER
Main Menu
- Administration
- Upgrade
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Appendix D: Backing out a Single Server

Step

Procedure

Result

29.

[]

Active SDS VIP:

1) Using the vertical
scroll bar in the right
panel, scroll to the
row containing the
hostname of the
server to be backed
out.

2) Verify that the
Upgrade State
shows “Not Ready”
or “Success”.

sds_mrswnc
300-3.00_10.100

1

QUERY_SER
UNDEFINED

Mot Ready

NOTE: If Upgrade State shows Not Ready, skip ahead to Step 33 of this procedure.

Active SDS VIP:

NOTE: If Upgrade
State in step 29
shows “Success”:

1) Using the cursor,
select the row
containing the
hostname of the
server to be
upgraded.

2) Click the
“Complete
Upgrade” button
located in the bottom
left of the right panel.

T 3.0.0-3.0.0_10.10.0 OAMBP Erm
sds_mrswnc QUERY_SERVER Mol Ready
gQs-mrswnc-1
3.0,0-3.0.0_10.10.0 UNDEFINED E v
dr_dallasty NETWORK OAMSP Mot Ready

drsds-dallast-a

1

Monitor Upgrade

Cnmplet%Upgrade

]

Active SDS VIP:

NOTE: If Upgrade
State in step 30
shows “Success”:

The user should be
presented with the

Main Menu: Administration -> Upgrade [Remove Ready]

Selectied Server: ge-mrevnc-1

Upgrade [Remove Ok Cancel
Ready] .
Administration Upgrade Ready Criteria Selected Server Sialus Mate Status
screen. Max H4 Role Obserer Stanany
Criical Alarms o o
Uapor Mams 0 o
Click any “Ok” A L i
dialogue button Dratabase Senmer Stabus Norm M
’ HA Server Stalus Horm Morm
Process Server Stalus  Han Mo
Applicalion Stale Dizabled Enabled
D Cancel
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Appendix D: Backing out a Single Server

Step Procedure Result
Active SDS VIP:
32. Conneched wsing VIP to rema-sde-a [ACTIVE NMETWORK OAMEF)
= 5 Main Menu
|:| NOTE: If Upgrade & Adminiztration Main Menu: Administration -> Software Management -> Upqy
State in step 30 B Geneml Option=
shows “Success”: M fcoe=s Control Tasks -
& Software Management
OAM Max
. a o Nstwork Elsmant Rods
The user is returned : :;“: e L]
to the... B IS0 Deployment Efﬂﬁ’:lgm Appl Version Function
| Wiipgrads P -
Main Menu B M Remots Servers romE-E0E-2 e ;’iﬁm ;ﬁ'&tqﬁ'h -
> Administration B Configuration — .
- Software Managmnt B Alarme & Events TTE-E2E-D ,,:amw iﬁﬂm ;:iﬁmh&p
> Upgrade B Security Log - - :
= — - Acthe sd5_roma SpetEm DAl
o e St Acke 50130 CAM
...screen as shown P Stangby  sds_rom= Sysem Al
on the right. o — e e 50130 M
o= Hclp —— Adihe S-ﬁS-_I'CI"ﬂ& (L=
B Logout Acke 50130 0%
che dr_roma Nactwork QAMER
NOTE: On 4.0 TR e 50130 OBRES
systems, to...
Main Menu
- Administration
- Upgrade
ganis NOTE: Wait for the screen to refresh and show the Upgrade State is Not Ready and
— the Upgrade action is disabled. It may take up to 2 minutes for the Upgrade State to
= change to Not Ready.
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Appendix D: Backing out a Single Server

Step Procedure Result

33. Active SDS VIP: 505 _mrswnc QUERY_SERVER @
I:' 1) Using the vertical o e
scroll bar in the right 1 3

panel, scroll to the
row containing the
hostname of the
backout server.

2) Verify that the
Application Version
now shows the
<target_release>.

3) Verify that the
Upgrade State
shows “Not Ready”.

NOTE: If the
Upgrade State fails
to show “Not
Ready”, the user
may need to refresh
the screen by
selecting...

Main Menu

- Administration

- Software Managmnt
- Upgrade

...fora 2" time and

repeating sub-steps

1) thru 3) associated
with this step.

e Skip the remaining step of this Procedure if the server you are upgrading is a
Query Server.

Active SDS VIP:
34.
I:I Lift Standby Lift the Standby restriction as specified in Appendix E ( Lifting Standby Restriction).
restriction on the
server.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX E. LIFTING STANDBY RESTRICTION

Appendix E: Lifting Standby Restriction

Step

Procedure

Result

1|.:|

Using the VIP
address, access the
Primary SDS GUI.

e Access the Primary SDS GUI as specified in Appendix A.

mk

Active SDS VIP:

Connected using VIF to sds- mrsvnc-a (ACTIVE NETWORK DAM&FP) - Global Provisioning disabled

Select... Main Menu: Status & Manage -> HA
—Main Menu Filller = | Wamning -
- Status & Manage N
> HA Applic.ation Max
nage Hostname m::x Max HA  Allowed ::‘tl:eHc-!
...screen as shown Bements o Em—
on the right. sds-mrsmc-a Achrve 005 Actree Hd5-MirG
sds-mesncb Standby 0OS sn
Unless the backout pp—
server shows HA it Obtoner 008 OWoenwr o rm
Status as “Max ——— ) s an
Allowed HA Role” as
“Standby” (shown in
the example to the
right), this procedure
is not required to be
run.
Active SDS VIP:
3. Edi
D Click the “Edit”
dialogue button in the
bottom right panel
4 Active SDS VIP: 450 450 H _
. sds30- sds30- . & Mmaximui
|:| For the server vzwCore-io Staﬁdb‘_-; vowCore-o Active E vowCore-b
backed out, change Active
the “Max Allowed dp-vzwCore-4 h dp-vzwCore-4 Active |E| The maximuy
HA Role” to Spare
“Active” and click Obsarver Cancel
the “OK” button. 00S %
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Appendix E: Lifting Standby Restriction

Step Procedure

Result

Active Provisioning
5 | site VIP:

Conne-cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

= 5 Main Menu
Select & Administration Main Menu: Administration -> Software Management -> Upq
elect... B General Options
M fcoe=s Control Tasks -
Main Menu & Softwar= Mansgement T
- Administration : Licenses e Mo Rpw  Networs Elsment Ros
Versions
388fév;il;22/lanagmnt B IS0 Deployment Efﬂﬂ:m Appd Version Function
| Wiipgrads B -
B B Remote Servers roTE-ETE-E '::f.; ;‘iﬁ'ﬂa ;ea'::.:oario.a.h &P
...as shown on the W Configuration . -";_;a T B s
i Al - naby o2 2
right. : ;ﬂ;z:;?&genL romE-EgEn e g i
N ot & Manag= - Aoihe ?u:&s__rc-'ua sf.-aj\?'n OAM
[V T — Adihe 50130 [N
- Co cation A=t Standby  sds_romE System CAN
- SD;mun“ il e Acthe 50130 CAK
< Help Acthe sds_roma (T
B Logout Lot Adihe 50130 SDE
NOTE: On 4.0 A dr_noena astwark QAMER
systems, select = SERE SLED B
Main Menu
- Administration
- Upgrade
6. Active SDS VIP: Main Menu: Administration -> Upgrade
M 1
I:' 1) Using the cursor,
select the row
containing the Network Element Role Upgrade State
hostname of the Hostname
backout server. Application Version Function Server Status
& hnavis sds_mrswnc NETWORK OAMAF Not Ready
SGs-mr -
2a) If the Upgrade 4004091 OAMSP g 11
State shows “Not
Readyu then Sklp to SAEIOD sas_mrswc NETWORK OAMAP  Not Ready
Step 9 of this 4004091 DAMAP Nor
procedure. sds_mrswnc QUERY_SERVER  Not Ready
gs-mrsvnc-1
4004091 Qs
2b) If the Upgrade | ar_caslastx 1 NETWORK OAMSP Ready
arsds-cGallast-a {
State shows 140.0-409.0 OAMSP 1
« » | R e
thze‘?ggmtpr)]lzrt]edmk hamca $0_canmnc SYSTEM OAM Not Ready
Upgrade” button 40.0-4091 OAM N
located in the bottom $0_carnmc SYSTEM OAM Not Ready
of the right panel and SO-CHNGS 400409 1 OAM Mo
continue to the next
Step. ‘ 2
o
nitiate Upgrade ple
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Appendix E: Lifting Standby Restriction

Step

Procedure

Result

7.

[]

Active Provisioning
Site VIP:

The user should be
presented with the
Upgrade [Remove
Ready]
Administration
screen.

Click any “Ok”
dialogue button.

Main Menu: Administration -> Upgrade [ Remove Ready]

Selected Server: drsds-dallastx-a
Ok Cancel

Upgrade Ready Criteria Selected Server Status
Max HA Role Standby

Critical Alarms R
Major Alarms 0
Minor Alarms 3

Database Server Status Wam
HA Server Status
Process Server Status Man

Application State Disabled

Morm

Ol Cancel

Active Provisioning
Site VIP:

Conne-cted wcing VIP to roma-sds-a [ACTIVE NMETWHORK DAMEF)

B 5 Main Menu
& Administration Main Menu: Administration -> Software Management -> Upq
The user is returned B General Options
to the... B Acoe=s Control Tasks -
& Software Management
O4M Max
. B Lioer==x HE Rl Nstwork Elsmant Rods
Mam—N.Ie.nu . B versions Hostnams 0
-Z)gdfmtv:,ms”a“on t B IS0 Deployment Efﬂﬂ:m Appd Version Function
oftware Managmn !
- Upgrade | B [FTITE Acthe 505 _roma Network OAMES
P9 B B R=mote S=nners romE-sde-a
8 ot = Azhe 50130 CAMER
oniguraiiom
...screen as shown M Alarms & Events roma-s¢s-0 standby _ sda_foma A GRS
on the right. B Security Log Aethe SEL i
W Statu= & Han-:gc - Adihe S-L'F-E-_I'CI'TIB a_.“é-‘.ETQ".h'
e e Azhe 50130 A
W Communication Sgent roTE-z-n Sanoby  so=_romE Systemm QAR
M =0 Az 50130 A
& Help Ahe ds_noma (1)
B Logout . Azhe 50130 ]
NOTE: On 4.0 - Az ar_roma MWK CAMER
systems, to... whe 20z OAMER
Main Menu
- Administration
- Upgrade
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Step Procedure Result
Active Provisioning
9. Site VIP: Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK OAMAP) - Global Provisioning disab
|:| . Sessions -l . > ANE
Select... Main Menu: Status & Manage -> HA
g W Single Sign-On
Main Menu B Authonzed IPs Filter ~| Waming ~
- Status & Manage B Options
> HA l SNMP OAM Apphicati Max Ma
Hosthame Max HA MaxHA Allowed Lis
...screen as shown R 150 Role Role HA Role
on the right. B Upgrade
B Software Vers sds-mrsync-a Active 008 Active sa
B Export Server
Verify the backout sds-mrswnc-d Standby 008 Active sa
- B W Configuration
server is now
“Active” under 8 @ Alarms & Events gs-mrsvne-1 Observer OOS  Obsarver :g
“Application Max g M Secunty Log ]
HA Role” @ & Status & Manage drsds-dallaste-a Adive  00S
Network Elements
so-carync-a Standby 008 Active 80
so-carync-b Active 008 Active $0-
ap-carync-1 Active 008 Active

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX F. DISABLE HYPERTHREADING

This section is to be run only once on each DP; the configuration stays across future upgrades. If hyperthreading was disabled
during installation, it is not be required to be executed again.

NOTE: Disable hyper threading applies only to DP servers.

Appendix F: Disable Hyperthreading

Step

Procedure

Result

1.

[]

DP Server XMl IP
(SSH):

1) Access the
command prompt via
the server's XMl IP

2) Log into the server
as the “root” user.

NOTE: The XMI IP
address may be
viewed by locating
the server hostname
under...

Main Menu
- Configuration
- Servers

CentOS release 4.6 (Final)
Kernel 2.6.18-128.4.1.elbprereld4.0.0 _70.32.0 on an x86 64

dp-carync-1 login: root
Password: <root password>

DP Server XMl IP
(SSH):

Output similar to that
shown on the right
will appear as the
server access the
command prompt.

*** TRUNCATED OUTPUT **%*

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpss7
PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=00
VPATH=/opt/TKLCcomcol/runcm5.13:/opt/TKLCcomcol/cm5.13
PRODPATH=

RELEASE=5.13

RUNID=00
VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpss7:/usr/TKLC/ex
hr

PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=0

[root@dp-carync-1 ~1#

DP Server XMl IP
(SSH):

Check the number of
expected CPUs. If
the number is greater
than 20, then this
procedure has not
been run before.

# syscheckAdm system cpu --get --var='EXPECTED_CPUS'
39

NOTE: If the number of CPUs is reported as 20, this procedure has already
been run for this DP. You may return to the calling section.
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Appendix F: Disable Hyperthreading

Step

Procedure

Result

4,

[]

DP Server XMl IP
(SSH):

Set the number of
expected CPUs to
the number of
physical CPUs (20 for
BL360 hardware).

# syscheckAdm system cpu --set --var='EXPECTED CPUS' --val='20'

DP Server XMl IP
(SSH):

Verify the set number
of expected CPUs.

# syscheckAdm system cpu --get --var='EXPECTED_CPUS'
20

DP Server XMl IP
(SSH):

Restart sycheck
service.

# stop syscheck
syscheck stop/waiting

# start syscheck
syscheck start/running, process 48790

NOTE: On SDS 4.0 systems, run this instead:

# service syscheck restart
Stopping syscheck: [ OK ]
Starting syscheck: [ OK ]

DP Server XMl IP
(SSH):

Verify the number of
CPUs recorded at OS
installation.

NOTE: If a “No such
file or directory”
response is received,
then skip to Step 10
of this procedure.

# cat /usr/TKLC/awpcommon/prod/bin/NumOriginalCpus

40

DP Server XMl IP
(SSH):

Modify the number of
CPUs recorded at OS
installation to “20”.

# echo 20 > /usr/TKLC/awpcommon/prod/bin/NumOriginalCpus

DP Server XMl IP
(SSH):

Verify the number of
CPUs has been
updated to “20”.

# cat /usr/TKLC/awpcommon/prod/bin/NumOriginalCpus

20
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Appendix F: Disable Hyperthreading

Step

Procedure

Result

10.

[]

DP Server XMl IP
(SSH):

Exit from the server
command line.

Note: If you are on
the console, you
may instead type
reboot here in
preparation for Step
11 below.

[root@dp-carync-1 ~]# exit
logout

Access the Server
BIOS

Reboot the server. This can be achieved by pressing and holding the power button until the
server turns off, then after approximately 5-10 seconds press the power button to enable
power.

As soon as you see F9=Setup in the lower left corner of the screen, press [F9] to access the
BIOS setup screen. You may be required to press [F9] 2-3 times. The F9=Setup will change to
F9 Pressed once it is accepted. See example below.

- Press F9
when you

Press o_n'z' ‘:cy 10 xiew-Opfion .' see this @ e
M

Boot Menu

Expected Result:

e ROM-Based Setup Utility is accessed and the ROM-Based Setup Utility menu will be
displayed.
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Appendix F: Disable Hyperthreading

Step Procedure Result
12 Select System Scroll to System Options and press [ENTER]
: Options

[]

ROM-Based S
Copyright 1

KEnter> to ViewModify Systen Specific Options

(174> for Different Selection; <IAB> for More Info; <ESC)> to Exit Utility

Select Processor

Options . .
I:' P Select Processor Options option and press [ENTER]
ROM-Based S . 11
ICopyright 19 11 Heuwlett-Packard ent Conpany, L.P
or Options
(Enter> to Display Processor Specific Options
(174> for Different Configuration Option; <ESC)> to Close Menu
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Appendix F: Disable Hyperthreading

Step Procedure Result
14 Select Select Intel® Hyperthreading Options option and press [ENTER].
: Hyperthreading
|:| Options
ROM-Based S
Copuright 1
{Enter> to Modify Intel(R) Hyperthreading Status; <F1> for Help
Set hyperthreading to | Select Disabled option and press [ENTER].
15. | pisabled.

(174> Changes Configuration Selection
{Enter> Saves Selection; <ESC> to Cancel
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Appendix F: Disable Hyperthreading

Step

Procedure

Result

16.

[]

Save Configuration
and Exit

Press [F10] to save the configuration and exit. The server will reboot

[ROM-Based Setup Utility, Version 3.88
ICopyright 1982, 2818 Hewlett-Packard Developnent Company, L.P.

Expected Result:
Settings are saved and server reboots.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX G. FINALIZING UPGRADE

G.1 Enable AppProcControl Replication

111 WARNING 11 once after all sites/servers on the network have been upgraded to the

Procedures in Appendix G ( Finalizing Upgrade) are to be executed only

target release.

Appendix G.1: Enable AppProcControl Replication

Step

Procedure

Result

IJiI

Active Provisioning
Site VIP (SSH):

1) Access the
command prompt.

2) Log into the server
as the “root” user.

CentOS release 5.7 (Final)
Kernel 2.6.18-274.7.1.el5prerel5.0.0 72.32.0 on an x86 64

sds-mrsvnc-a login: root
Password: <root password>

Active Provisioning
Site VIP (SSH):

Output similar to that
shown on the right
will appear as the
server access the
command prompt.

**% TRUNCATED OUTPUT **%*

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpss7
PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=00
VPATH=/opt/TKLCcomcol/runcm5.13:/opt/TKLCcomcol/cm5.13
PRODPATH=

RELEASE=5.13

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpss7:/usr/TKLC/sd
s

PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=0

[root@sds-mrsvnc-a ~]#

Active Provisioning
Site VIP:

Enable replication for
the AppProcControl
table.

[root@sds-chltnc-a ~]# iset -fexcludeTables='' NodeInfo where "1=1"
=== changed 10 records ===
[root@sds-chltnc-a ~]#

Active Provisioning
Site VIP:

Exit from the server
command line.

[root@sds-mrsvnc-a ~]# exit
logout

THIS PROCEDURE HAS BEEN COMPLETED
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G.2 Accept Upgrade

' WARNING !l

Procedures in Appendix G ( Finalizing Upgrade) are to be executed only
once after all sites/servers on the network have been upgraded to the
target release.

Executing these procedures before all sites/servers on the network
have been upgraded can result in a DB replication outage to all sites
that have not yet been upgraded to the target release.

Once the procedures in this Appendix are executed, the upgrade
becomes permanent and the servers CANNOT be backed to the
previous SW release.

Appendix G.2: Accept Upgrade

Step

Procedure

Result

ll.:l

Using the VIP
address, access the
Primary Provisioning
Site GUI.

e Access the Primary Provisioning Site GUI as specified in Appendix A.

[]

Active Provisioning
Site VIP:

Launch an approved
web browser and
connect to the XMI IP
address assigned to
SDS NOAM VIP
using “https://”

ﬂ? '1'£? [@. Certificate Error: Mavigation Blocked

= Certificate Error: Navigation Blocked - Windows Internet Explorer

@,\:/ - |g, https: {/10,250,55, 124

File Edit View Favorites Tools  Help
Share Browser  WebEx -

=

3
l-.@ There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted certificate authority.
The security certificate presented by this website was issued for a different website's address.

Security certificate problems may indicate an attempt to fool you or intercept any data you send to the
server.

We recommend that you close this webpage and do not continue to this website.
@ Click here to dlose this webpage.

@' Continue to this website (not recommended).

@ More information
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Appendix G.2: Accept Upgrade

Step

Procedure

Result

3.

[]

Active Provisioning
Site VIP:

The user should be
presented with a
login screen similar to
the one shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login
Fri Feb 28 16:53:37 2014 EST

LogIn
Enter your username and password to log in

Usemame: [guiadmin|
Password: |sessesss

Change password

Log In

‘Welcome to the Oracle System Login.

Unautharized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 7.0, 8.0,
or 9.0 with support for JavaScript and cookies.

Qracle and logo are registered service marks of Qracle Corporation.
Copyright © 201 3 Oracle Corporation All Rights Resernved.

Active Provisioning
Site VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

Comnected using XMI to sds-mesvic-a (ACTIVE NETWORK DRSSP ) Wakoma guiadmin [l ogoud

Q Halp

Thu Dac Of 351L0:55 3011 UTC

Main Menu: [ Main]

This s the usar-Jefined walooms:
megsane
tcan be madiied usng Fe
Dpfinne’ tab undsr he
Adminrirabion’ e
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Appendix G.2: Accept Upgrade

Step Procedure Result
Active Provisioning
5. S|te VIP Conmected using VIP to roma-sds-a [ACTIVE NETWORK DAMEF])
B 5 Main Menu
Select.... & Administration Main Menu: Administration -> Software Management -> Upq
B General Options
Main Menu B Acoe=s Control Teez -
= Administration & Softwars Management —
- Software Managmnt : Licmre= e HARole | Metwork Element i
Wersions
- Upgrade B IS0 Deployment ™" appi version Function
. : E'EESE: = At s roma Network CAMER
e ners E-edea iy & I -
...as shown on the I Configuration ﬁi.;ar‘[ltrj :;;ar;“a ?:;:r:m”gp
right. : mﬁgﬁm e cihe 50130 CAMER
B Status & Manage FofmE-G0-a Acthe 205 _Toma System CAK
o R R Acthe 50130 CM
- Co ication Agent Standby 55 roma Sipstem CM
- SD:mun“ i e e 50130 M
& Help Acihe 5d5_roma M
B Logout il At 50130 505
Acthe ar_roema Network CAMER
e e 50130 CaMER
6. éicttév\?”irowsmmng Main Menu: Administration -> Upgrade
[ ] | v Highiight the next
server awaiting
acceptance by Hos Hetwork Element Roda Upgrade State
clicking on its row. Apphcation Version Function Server Status
2) Select the sds_misvnc HETWORK OAMAF Mol Ready
sds-mrsvnc-a - T -
“Accept Upgrade” 400-400_4040 CAAP E 1
dialogue button. sde- " sds_miswnc METWORK OAMAP Mol Ready
4.0.0-4.0.0_40.40 DAUSP Norm
sds_misvnc QUERY_SERVER Mol Ready
gs-mirsvnc-1
400-400_4040 ng Hom
f=s o
Accept Upgrade 2
Active Provisionin i b
7. Site VIP: g Message from webpage - .
|:| A message box will
display to confirm the . _ _ _ _ _
acceptance. f \ Selecting Ok will result in the selected server being set to ACCEPT for its
&Y' upgrade mode. Once accepted, the server will NOT be able to revert
Click the “OK” button back to the previous image state. Accept the upgrade for sds-mrsvnc-a
to confirm. with ip address 169.254.100.117
|
Ok l | Cancel
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Appendix G.2: Accept Upgrade

Step Procedure Result
8 A.Ctive Provisioning Conmected using KMl to sds-mrsvne-a (ACTIVE BETWORK OAMRP)
: Site VIP:
. Main Menu: Administration - > Upgrade
|:| The screen will :
refresh. .
| ] Hatwiok Elamess Rola lipgrade State
. i iname
Apphcation Varsion Fanchios Saréer SLanis
B = Sd3_mirmemc HETWORE D4SMBF Kot Ready
: R 40.0-40.0_40.4D O4MEP =
B aita_mrmene HETWORK OAWSP  biot Ready
AT i £0.0-408_4040 CAMBP Morm
B e Bils_miaen QUERY_SERWER  hal Raady
B i £0.0-40.0_4040 as
e i _daliaat HETWORK O&MAF kot Raady
40400 4040 OAMBP Horm
BO_Canmo EVSTEW Oal bhot Raady
BO-CAnmc-a
AdR0-L00_ 4040 (a1 Har
E BO_Canmno EVETEM Ol kot Raady
el A00-L00_4040 A Horn
: BO_canmc HF Mot Baady
L—— A00400 404D 508 :
9 Active Provisioning
: Site VIP:
|:| Repeat for all e Accept Upgrade on all servers by repeating steps 5 - 8 of this procedure.
servers, all network
elements.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX H. CREATE NEW LOGICAL VOLUME FOR NETBACKUP CLIENT

This section is to be run only on SDS NOAM and SDS DR NOAM servers, and only when the LV does not already exist.

Appendix H: Create new Logical Volume for NetBackup Client

Step

Procedure

Result

Iil

Verify procedure is run
on every server where
netBackup will be
installed.

If a logical volume for NetBackup has not already been created, execute this procedure on every NOAMP
and SOAM server in every Network Element in the system that has NetBackup client software installed.

|2.:|

Active Provisioning
Site VIP (SSH):

If not already logged
in...

1) Access the
command prompt.

2) Log into the server
as the “root” user.

CentOS release 5.7 (Final)
Kernel 2.6.18-274.7.1.el5prerel5.0.0 72.32.0 on an x86 64

sds-mrsvnc-a login: root
Password: <root password>

]

Active Provisioning
Site VIP (SSH):

Output similar to that
shown on the right
will appear as the
server access the
command prompt.

**%* TRUNCATED OUTPUT **%*

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpss7
PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=00
VPATH=/opt/TKLCcomcol/runcm5.13:/opt/TKLCcomcol/cm5.13
PRODPATH=

RELEASE=5.13

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpss7:/usr/TKLC/sd
s

PRODPATH=/opt/TKLCcomcol/cm5.13/prod

RUNID=0

[root@sds-mrsvnc-a ~]#

]*

Active Provisioning
Site VIP (SSH):

Mount the upgrade
media

Depending on whether the server is a blade server, a VM guest, or a rack-mount server, and
depending on whether your upgrade media is an actual DVD disk or an ISO image, make the
upgrade media available to the server.

Then, mount the upgrade media on the server from the command line. Your command will look
something like this example, depending on how you have made the upgrade media available:

Optical Drive (DVD):

[root@sds-mrsvnc-a ~]# mount /dev/sr0 /mnt/upgrade

ISO Alternative (after ISO Administration):

# mount -o loop /var/TKLC/upgrade/<sds_application_iso> /mnt/upgrade

[]*

Active Provisioning
Site VIP (SSH):

Verify that the script is
available on the media

To be sure it is available on the upgrade media, execute the “Is” command to list the
relocateNetBackup script, like this:

[root@sds-mrsvnc-a ~]# ls /mnt/upgrade/upgrade/bin/relocateNetBackup

Verify that the relocateNetBackup script is indeed there.
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Appendix H: Create new Logical Volume for NetBackup Client

Step

Procedure

Result

|6.:|

Active Provisioning
Site VIP (SSH):

Verify that there is
sufficient space
available

Verify that the filemgmt filesystem has more than 2049 Megabytes of free space. Execute the
df command and examine the response.

[root@sds-mrsvnc-a ~]# df -B M /var/TKLC/db/filemgmt/
Verify that the available space is 2049 Megabytes or greater.

If there is not sufficient space, remove unneeded files until there is sufficient space.

I:I.\'

Active Provisioning
Site VIP (SSH):

Execute the relocate
script .

Execute the relocate script:
[root@sds-mrsvnc-a ~]# /mnt/upgrade/upgrade/bin/relocateNetBackup
Verify that it executes without error.

NOTE: It has been observed that the service restart of netbackup may return a warning. This is
a function of the NetBackup client software.

[]®

Exit from the server
command line.

Server XMI IP [root@sds-mrsvnc-a ~]# umount /mnt/upgrade
8. | (ssHy:
|:| Unmount upgrade

media.

Server XMI IP [root@sds-mrsvnc-a ~]# exit

(SSH): Logout

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX I. RESIZE SHARED SEGMENTS AND LOGICAL VOLUMES

This procedure increases database size needed by imports in SDS 5.0 and re-aligns existing partition sizes to meet the new
resource demands of SDS 5.0.

This section is to be run only for a MAJOR upgrade (4.x to 5.x) and should be run for all servers. The procedure can be run at

any time during or after the upgrade procedure. This script can be run for all servers at once or for one server at a time. The
script does change the init level of every affected server.

Appendix |: Resize Shared Segments and Logical Volumes

Step

Procedure

Result

1.

[]

To validate all
servers at the same
time, skip to Step 3.

To validate one
server, login to that
server (or any server
that has been
upgraded) to verify if
ready for the fix.

Run this command to validate one server:
[root@Rhostname~]# /usr/TKLC/sds/bin/1lv50fix validate <hostname>

NOTE: This script produces much output and verifies if the specified one server in the SDS
network is ready to have its shared segments and logical volumes resized.

To update all servers,

at the same time,
skip to Step 4.

To update one
server, login to that
server (or any server
that has been
upgraded) to execute
the fix.

NOTE: After this
step, skip all
remaining steps.

Run this command to update one server:

[root@hostname ~1# /usr/TKLC/sds/bin/l1v50fix execute <hostname>

NOTE: This script produces much output and, first, verifies if just the specified one server in the
SDS network is ready to have its shared segments and logical volumes resized. Then it
performs those changes on that one server in the SDS network.

NOTE: After this step, skip all remaining steps.

To validate all
servers, login to the
Active NOAM (or any
server that has been
upgraded) to verify if
ready for the fix.

Run this command to validate all servers:

[root@hostname ~]# /usr/TKLC/sds/bin/lv50fix validate all

NOTE: This script produces much output and verifies if all servers in the SDS network are
ready to have their shared segments and logical volumes resized.

To update all servers,

login to the Active
NOAM (or any server
that has been
upgraded) to
execute the fix.

Run this command to update all servers:
[rootRhostname ~]1# /usr/TKLC/sds/bin/l1v50fix execute all
NOTE: This script produces much output and, first, verifies if all servers in the SDS network are

ready to have their shared segments and logical volumes resized. Then it performs those
changes on all servers in the SDS network.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX J. ACCESSING ORACLE’S TEKELEC CUSTOMER SUPPORT SITE

Access to Oracle’s Tekelec Customer Support site is restricted to current Tekelec customers. This section describes how to log
into the Customer Support site and how to locate upgrade procedures. Viewing these files requires Adobe Acrobat Reader.

1.
2.

o o &~ W

Go to Oracle’s Tekelec Customer Support login page at https://support.tekelec.com/index.asp

Enter your assigned username and chosen password and click Login.

Or, if you do not have access to the Customer Support site, click Need an Account?
Follow instructions on the screen.

NOTE: After 20 minutes of inactivity, you will be logged off, and you must repeat this step to regain access.

After successful login, select a product from the Product Support drop-down menu.
Select a release number from the Product Support Release drop-down menu.
Locate the Upgrade Procedures section.

To open the procedure in the same window, click the procedure name. To open the procedure in a new window, right-
click the procedure name and select Open in New Window.

To download the procedure, right-click the procedure name and select Save Target As.
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