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1. Introduction 

2.2 Purpose and Scope 

This document describes the procedures to install and configure Policy Server software release 11.5 for Cable 

Customers. This release is the first common release that supports wireless , wireline and Cable customers, 

configuration of the policy software components will determine the market and components that shall be running for 

Policy software.  

 

Cable Policy software 11.5 can be installed on any of the following supported HP RMS hardware types: 

 

- HP ProLiant DL360G6/G7 

- HP ProLiant DL360pG8 

- HP ProLiant DL380pG8 

In addition to the new SUN H/W type: 

- Sun Netra X3-2servers 

Note: The installation screen shots and procedures of this MOP is upon DL360G6 RMS hardware. 

 

Policy 11.5 is based on Platform 6.7 release and contains the following major components releases: 

 

- Oracle Linux OS 6.5 

- TPD 6.7 

- COMCOL (In-memory DB) 6.3 

- Policy components: MPE, MA, BOD and CMP 11.5 

 

2.3 Supporting Documentation 

 

 

[1] PD001866 Formal Peer Review Process 

[2] TR007292 Policy 9.4 Install Procedures 

[3] TR007293 Policy 9.4 on RMS networking interconnect 

[4] 910-6929-001 HP Solutions Firmware Upgrade Pack 2.2.5 

[5] 909-2130-001 TPD Initial Product Manufacture 

[6] 910-6732-001 Platform Configuration User's Guide   

[7] FE007452 Cable Reference Architecture 

[8] 910-6288-001 SNMP User’s Guide Revision 

[9] FD008102 Policy platform multiple modes 
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2.4 Acronyms 

An alphabetized list of acronyms used in the document: Table 1.  Acronyms 

Acronym Definition 

BIOS Basic Input Output System 

CMP Policy Manager  

DVD Digital Versatile Disc 

FRU Field Replaceable Unit 

iLO Integrated Lights Out manager  

IPM Initial Product Manufacture – the process of installing TPD on a hardware platform 

MPE Multi-protocol Policy Engine 

OS Operating System (e.g. TPD) 

PCRF Policy and Charging Rules Function 

SPP Service Pack Proliant 

TPD Tekelec Platform Distribution 

VSP Virtual Serial Port 

 

  

2.5 Pre-requisites 

 

1. Hardware equipment ordered , installed by customer in the designated racks/enclosures and are powered on 

2.  Network cabling is completed and is in place. Following the network layout for all hardware types in case 

Direct link is configured or not: 
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Figure 1 Network Layout for Non Direct-Link 
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Figure 2 Network Layout for Direct-Link 

  

  

 

   

2.6  Required Materials 

  

 Firmware pack 2.2.5 , refer to reference [3] for details 

 TPD 6.7 ISO image on CD/DVD/USB drive or local in the machine used in case of remote installation 

 GA released version of Cable Policy components (CMP, BOD, MPE, MA) ISO images on CD/DVD/USB 

drive or local in the machine used in case of remote installation 

 iLO https addresses for all servers 
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2.7 Logins/Passwords 

Initial login to a HP server/module (iLO interface) is configured by HP at the factory and provided on a plastic pull-

out tag on the front of the server/module.  However, if the equipment went through Tekelec Manufacturing, then the 

HP passwords will have been replaced with a Tekelec/Oracle configured password and noted  on the plastic pull-out 

tab.   

 

2.8 Acronyms 

 

Acronym Definition 
BOD Bandwidth on Demand 

GUI Graphical User Interface 

SDM Subscriber Data Management 

HA High Availability 

IPM Initial Program Manufacture 

MA Management Agent 

MPE Multimedia Policy Engine 

CMP Camiant Management Platform 

OAM Operation, Administration and Management 

QP QBUS Platform 

SIG Signaling Network 

BIOS Basic Input Output System 

CD Compact Disk 

CSV Comma Separated Value 

DVD  Digital Versatile Disc 

EBIPA  Enclosure Bay IP Addressing 

FRU  Field Replaceable Unit 

HP c-Class  HP blade server offering 

iLO Integrated Lights Out manager 

IE Internet Explorer 

IPM Initial Product Manufacture – the process of 

installing TPD on a hardware platform 

OA HP Onboard Administrator 

OS  Operating System (e.g. TPD) 

PM&C  Platform Management & Configuration 

RMM2 Intel Remote Management Module 2 – PP-5160 Lights out Management 

RMS Rack Mount Server 

SFTP SFTP Secure File Transfer Protocol 

SNMP Simple Network Management Protocol 

TPD Tekelec Platform Distribution 

VSP Virtual Serial Port 

 

Table 2 Acronyms 
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3. Software Installation and Initial Configuration    
  

3.1  IPM HP RMS  

Procedure 1: Update Servers’ Firmware 

Procedure 1. Update Servers’ Firmware     

S 

T

E

P 

# 

This procedure will update the RMS  servers’ firmware to HP SPP (Service Pack Proliant)  2.2.5 

 

Servers that are shipped to site may have different shipping dates.  Consequently servers may have different 

versions of firmware depending on ship dates.   This procedure will bring all the servers, regardless of when 

they may have been shipped, up to a standardized baseline. 

  

Needed material:   

- HP Firmware 872-2488-106-2.2.5_10.37.0-FW_SPP.iso  (HP Service Pack for ProLiant 2.2.5)  

1.  

 

 

Server’s  

iLO 

Manager 

Remote 

Console: 

Launch the 

remote 

console  

Reference the procedures at the end of this document (Appendix B or C) based on the 

hardware used to start the remote console of the server via iLO web interface page 
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Procedure 1. Update Servers’ Firmware     

2.  

 

 

Server’s  

iLO 

Manager 

Remote 

Console: 

System 

Health Check 

for ProLiant 

Servers 

HP RMS Servers have been delivered to site with pre-installed software and firmware.  This 

procedure beigns by accessing the cli using the remote console of the iLO and running a 

“syscheck” before confirming the updated firmware.  A “syscheck” will have already been 

performed during hardware verification.  

  

1. Access the command prompt using iLO’s remote console and login to the server as “root” 

then switch to the root user: 

 

 
 

2. Verify system health is normal by running the syscheck command.  

 

 

If all checks return “OK” then proceed with next step, but in case of failures, the failed tests 

and reasons need to be analyzed and corrected before continuing. Contact Tekelec/oracle 

support if needed.   

3.  

 

 

Server’s  

iLO 

Manager 

Remote 

Console: 

Check the  

iso image 

md5sum 

Be sure to validate all image files with the md5sum command to assure the output key is the 

same as the one provided with the original software.  

 

For example:  md5sum   872-2488-106-2.2.5_10.37.0-FW_SPP .iso 

should return MD5 Signature:  

c25beedb09375a23077bd32301a81014 

4.  

 

 

Server’s iLO 

Manager 

Remote 

Console: 

Mount the 

firmware iso 

image file 

Mount the firmware iso image according to the steps outlined in  Appendix B or C based on 

the hardware used  



                                                                                                         PCRF Cable Software Installation Procedure 

11 of 82                                                                                                                     E61661-01, February  2015 

Procedure 1. Update Servers’ Firmware     

5.  

 

 

Server’s 

Remote 

Console: 

Reboot the 

server 

In the remote console, log into the  server as root if needed,  and run: 

# shutdown –r now 

Alternatively a reset for the server to reboot can be performed from the remote console as 

follows: 
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Procedure 1. Update Servers’ Firmware     

6.  

 

 

Server’s 

Remote 

Console: 

Initial splash 

screens 

The server will reboot from the mounted HP Service Pack for ProLiant 2.2.5 ISO image and 

following boot prompt shall be displayed:  

 

Press [Enter] to select the Automatic Firmware Update procedure or wait for 30 seconds 

then the system will automatically proceed via the default Automatic Firmware Update 

highlighted option 

 

 

Screen shall display booting progress percentage as follows: 
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Procedure 1. Update Servers’ Firmware     

7.  

 

 

Server’s 

Remote 

Console: 

System 

analysis 

Once the system has booted to the firmware installation image, a system scan of the server 

in which it will identify all of the firmware components that are eligible for upgrade.  This 

process may take 10-20 minutes up to more than thirty mins depending on the speed of the 

network connection being used. The entire upgrade can take up to more than two hours with 

a very slow network connection but the upgrade will eventually complete.  Be patient and  

do not attempt to interrupt the process.  

 

 

 

When the previous splash screen progress bar completes you will see the console session go 

blank for several minutes.  Be patient and do not attempt to interrupt the process.  
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Procedure 1. Update Servers’ Firmware     

8.  

 

 

Server’s 

Remote 

Console: 

System 

analysis 

(continued) 

Smart 

Upgrade 

Manager 

launches 

 

Smart Upgrade Manager launches and sources selections are being collected and added to 

repository: 

 

Some components may not need upgrade as the following example snapshot indicates: 

.  
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Procedure 1. Update Servers’ Firmware     

9.  

 

 

Server’s 

Remote 

Console: 

Select 

Targets AND 

INSTALLAT

ION 

Once analysis and sources selection phase is completed, the HP Smart Upgrade Manager 

will begin select the targets firmware components eligible for upgrade 

 

Then actual installation of components to be upgraded is started:   

 

 

 

Note: The server will reboot after the firmware upgrade has been completed.   

You must unmount the iso image in the remote console menu or the server will reboot 

into the firmware upgrade iso once again and attempt to repeat the upgrade.     

 

THIS PROCEDURE HAS BEEN COMPLETED 
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Procedure 2: Configure Server’s iLO Port 

 

Procedure 1: Configure Server’s iLO Port from Boot Menu 

S 

T 

E  

P  

# 

This procedure will configure the iLo Port IP address from the Console Boot Menu. 

 

Note: Initial iLO configuration will have been performed by Tekelec/Oracle. This configuration (ip address and 

user access) can be confirmed using the plastic tab located on the front of the server  

 

Note: It is also possible to change the ip address and setup user accounts from within the iLO GUI once the initial 

configuration has been performed and the user is logged into the iLO GUI. This procedure only covers the initial 

configuration in the case iLO access needs to be configured for the first time. 

 

Needed material:   

- IP Addresses from the Network IP Planning document (or other customer provided document) 

- Console Access (Monitor/Keyboard)  or via remote access to server’s iLO 

 

1.  

 

Server’s Console or 

iLO web page: connect 

to console   

Connect to the console locally or via iLO web page remotely 

 

 

 

2.  

 

Server’s Console: 

reboot server  

reboot the server: either use button press, or via the command:  

 

# shutdown -r now 

 

 

 

3.  

 

Server’s Console: 

Enter iLo configuration 

menu 

As the server is completing its POST startup, you will see the message:  

<Integrated Lights-Out 2 Advanced press [F8] to configure>  in case DL360 HW is 

used   

 
OR 

<iLO4 Advanced press [F8] to configure>  in case DL380 HW is used at the bottom of 

the screen. 
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 Quickly press F8 to access the iLO configuration menu 

 

4.  

 

Server’s Console: 

Access DHCP setting 

form  

Select DNS/DHCP from the Network tab pull-down. 

 

 
5.  

 

Server’s Console: 

Configure DHCP Off 

Press F10 to save 

Disable DHCP and press F10 to save. 

 
6.  

 

Server’s Console: 

Access IP address form 

Select NIC and TCP/IP from the Network tab pull-down. 
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7.  

 

Server’s Console: 

Configure IP address for 

iLo port, Press F10 to 

save 

Configure the IP address, netmask, and gateway, and press F10 to save. 

 
8.  

 

Server’s Console: 

Access User Edit form 

Select Edit from the User tab pull-down. 

 
 

 

 

9.  

 

Server’s Console: 

Configure 

Administrator 

password, press F10 to 

save 

Configure a Password as provided by an appropriate authority for the default 

Administrator account and press F10 to save. 

 
10.  

 

Server’s Console: Add 

additional user, and 

password if required. 

Select Add from the User tab pull-down menu and create an additional user, with all 

privileges set to yes and an appropriate password  Press F10 to save. 

11.  

 

Server’s Console: Exit 

the configuration  

Exit the configuration utility. 

Server will proceed with OS boot. 

 

 

THIS PROCEDURE HAS BEEN COMPLETED 
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Procedure 3: Configure BIOS 

Procedure 3: Configure BIOS 

S 

T 

E 

P 

# 

This procedure will configure the RMS SERVERS’ BIOS. 
  
BIOS configuration  may have been preconfigured by Tekelec/Oracle but should be confirmed using this 

procedure 

   

Note: It is known that step 10 of this procedure “Set the Power Profile to Maximum Performance “ will not yet 

have been configured in advance by Tekelec./Oracle and will have to be configured as part of this confirmation 

check.  

1.  

 

Connect:  Connect to the Server Console or Remote Console: 

- using a VGA Display and USB Keyboard, or  

- using the Server  iLO port and iLo Web Interface (to access Remote Console) 

 

Reference the procedures at the end of this document (Appendix B or C) based on the 

hardware used to start the remote console of the server via iLO web interface page 

 

2.  

 

Server’s Console: 

reboot server  

reboot the server: either through remote console’s reset button, or use this command 

form the cli/remote console: 

 

# shutdown -r now  

 

3.  

 

Server’s Console: Enter 

Setup configuration 

menu (F9) 

As the server is completing its POST startup, you will see the message:  

Press F9 to access BIOS settings. 

 

 press F9 to access the Setup Utility 

 
 

4.  

 

Server’s Console: Select 

Date and Time  

Scroll down until you see Date and Time, and press Enter. 

 

 
5.  

 

Server’s Console: Set 

Date and Time 

Set the date and time, according to UTC, and press Enter. For example: 
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6.  

 

Server’s Console: 

Configure Serial port for 

iLo (if needed) 

Configure Serial Port for iLo by completing the following: 

a) Scroll down to the System Options and press Enter. 

b) Select the Serial Port Options and press Enter. 

 
 

c) Press Enter to select the Embedded Serial Port, change the value to COM2, and 

press Enter. 

 
 

d) Press Enter to select the Virtual Serial Port, change the value to COM1, and press 

Enter. 

 

 
7.  

 

Server’s Console: Select 

Standard Boot Order 

menu 

Return to the main menu, select Standard Boot Order, and press Enter 

. 
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8.  

 

Server’s Console: Set 

Standard Boot Order 

Validate the boot order and modify as needed.  

 CD-ROM should be 1
st
 in case the ISO image would be on a CD-ROM . 

 In servers that do not have CD-ROM drive , USB that has ISO image can be 

used instead so USB should be 1
st
 in this case in the boot order list 

 If mounting the ISO image via iLO remote console is used in installation 

then this step should be skipped. 

 

 
 

Press Esc to return to the main menu. 

9.  

 

Server’s Console: Select 

Power Management 

Options menu 

Select Power Management Options and press Enter. 

 

 
 

Select HP Power Profile and press Enter. 

 

 
 

10.  

 

Server’s Console: Set 

Power Profile to 

Maximum Performance 

Set the Power Profile to Maximum Performance, as follows: 

Select Maximum Performance and press Enter. 
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Press Esc until you return to the Main Menu. 

 

 

 

11.  

 

Server’s Console: Set 

"Processor Power and 

Utilization Monitoring." 

to disable 

From the Main Menu Press “Control+A”.  This will reveal an additional menu 

option: “Service Options”.    

 

 
 

 

12.  

 

Server’s Console: Set 

"Processor Power and 

Utilization Monitoring." 

to disable 

 Select “Service Options”  and scroll down  to  "Processor Power and Utilization 

Monitoring."  The default setting is “Enabled”.  
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13.  

 

Server’s Console: Set 

"Processor Power and 

Utilization Monitoring." 

to disable 

Select "Processor Power and Utilization Monitoring." and change the default option 

of “enabled” to “disabled”.  

 

 
 

14.  

 

Server’s Console: Exit 

the Setup Utility 

Press Esc until you are prompted to Confirm Exit Utility.  

<F10> to confirm Exit of Utility and save configuration changes and reboot 

 

 
 

 

 

 

THIS PROCEDURE HAS BEEN COMPLETED 
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3.2  TPD Installation  

Procedure 4: Install OS of RMS Server  

Procedure 4: Install OS of RMS Server 

S 

T 

E 

P 

# 

Policy Application 11.5 uses TPD 6.7.  TPD 6.7 requires a fresh install as documented in this procedure.   This 

will reformat the hard drive after which the 11.5 Policy Applications will be installed.  

 

This procedure will install the TPD platform and configure the OAM Network Address of the server, and related 

networking 

Needed material:   

- IP Addresses from the Network IP Planning document (or other customer provided document) 

- TPD iso image file.    
  

 

1.  

 

Server’s iLO Manager 

Remote Console: 

Launch the remote 

console  

 

Reference the procedures at the end of this document (Appendix B or C) based on the 

hardware used to start the remote console of the server via iLO web interface page and 

mount the TPD ISO image  

 

2.  

 

Console: Boot server, 

wait for TPD boot:  

Once the iso image file has been mounted using the remote console of the iLO, reboot 

the server with <shutdown –r now> from the cli. Upon reboot to the mounted image 

file to install the TPD platform the following window is displayed: 

 

 
  

3.  

 

Console: Enter TPD 

boot: command with 

correct options 

 

TPD install takes 20 - 

30 minutes to complete 

Install the TPD platform using the following command at the “boot:” prompt. 

  

For HP RMS H/W: 

boot: TPDnoraid diskconfig=HPHW,force console=tty0  

 

For Sun Netra H/W: 

boot: TPDnoraid console=tty0  

  

The TPD installation takes 20 - 30 minutes to complete, during which, you will view 

several messages and screens in the process like the following samples:  
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Installation percentage progress  

 
Packages installation: 

 
 

 

 

Post installation scripts: 
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Then installation completes and reboot is required as in the example below : 

 
 

4.  

 

Console: Press Enter to 

reboot 

Unmount the iso image from the iLO remote console  and press Enter to reboot the 

server.  .    

 

Note: In the case the iso image was not unmounted before this reboot was performed, 

you will be prompted as  if the TPD image is to be installed as in the initial screen of 

this procedure.  Rather than reinstall TPD a second time, make sure the iso image has 

been unmounted this time and reboot again.     

 

Following sample shows server boot from the installed TPD: 
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5.  

 

Console: Login as root After the server boots from the installed TPD, some steps will be performed during 

which server will reboot couple of times :  

 

 
Then the installation would be complete and a login prompt occurs 
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Login as root. 

 

6.  

 

Console: Run syscheck At the login prompt, log in as user “root” and execute <syscheck> from the cli prompt.  

The system health check begins automatically. This checks the health of each of the 

major subcomponents of the system, and displays an “OK” if all passed, or a 

descriptive error of the problem if anything failed. The following shows a successful 

run of syscheck, where all subsystems pass, indicating the post-install process is 

complete.  

 

 
 

As NTP has not yet been configured you may get an “ntp” failure error. This can be 

ignored as NTP will be configured later.  If any of the modules returns an error other 

than NTP, wait a minimum of 5 minutes and re-execute a system check a second 

time.. If  syscheck  error persists, do not continue; contact  Customer Support and 

report the error condition. 

 

7.  

 

Console: Verify Install 

success 

Verify that the TPD installation completed successfully by checking the install logs 

for errors. To do this, log in as root and then run the following commands: 

# verifyInstallLog 

# echo $? 

 

 
This should return “0”. 

 

If no errors are present, the TPD installation process is completed. If errors are found, 

contact Customer Support. 

 

8.  

 

Console: Verify Install 

success 

Verify the TPD platform version by executing <getPlatRev> from the cli. 

For example:  
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THIS PROCEDURE HAS BEEN COMPLETED 
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Procedure 5: Install Application Software (RMS) 

Procedure 5: RMS Application Software Installation 

S 

T

E 

P 

# 

This procedure will install the 11.5 PCRF Cable Application components. 

 

Needed material:  GA Policy software iso images (CMP, MPE, BOD, MA).  

1.  

 

Server’s iLO Manager 

Remote Console: Prepare 

the policy component’s 

ISO image for the upgrade 

Mount the Policy Software iso image according to the steps outlined in Appendix B 

or C based on the hardware used. 

Alternatively you may copy over the ISO image to the upgrade path locally on the 

server as outlined in Appendix D 

Note: The installation from within the local upgrade path as outlined in Appendix D 

is recommended for the latency of the process in case remote mounting method is 

used. 

2.  

 

Console: run platcfg Start the Platcfg utility by issuing the following command: 

 

# su – platcfg 

 
 

From within the platcfg utility, navigate to Maintenance  

 

 
 

➤ Upgrade 
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➤ Initiate Upgrade. 

 
 

3.  

 

Console: Select ISO to 

install, and confirm 

 

Application install may 

take 20 Minutes 

Select the iso image from the Media Menu, and select OK.  

Software Install may take 20 Minutes. 

 

Note: There are separate image files for the CMP / MPE / BOD / MA. Make sure 

the correct image is present.  

 

For example: CMP 

 
 

For example: MPE 

 
 

 

Note: The cmp (or mpe/ma/bod) servers will reboot during the installation process,  

As you are logged into the iLO you will see several screens  as well as the reboot 

like in the following samples:  
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The start of the installation will begin with some upgrade checks : 

 
 

Platform revision that being installed and back-out information details: 

 
 

RPMs installation: 

 
 

TPD ISO image validation: 
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Adding Policy related operations to the Platform Management menu: 

 
 

Password account creation and removing anonymous user for MySql database: 
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Upgrade completion message: 

 
 

Rebooting: 

 
 

After rebooting operations: 
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Continue upgrade: 

 
 

After completion another reboot occurs then login screen occurs with a hint that 

upgrade need to be either accepted or rejected message: 
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4.  

 

Console: Verify Policy 

install version  

Login with root using the remote console and run the following commands to check 

the installed policy component and its revision: 

 

# appRev 

(cmp)   

 
 

# appRev 

(mpe)   

 
 

# appRev 

(ma)   

 
 

# appRev 

(bod)   

 
5.  

 

Console: Verify Install 

success  
# tail /var/TKLC/log/upgrade/upgrade.log 
  

The following indicates SUCCESS of Install. You can now proceed with the next 

section to perform the “Initial IP Configuration” for the newly installed server.  
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IF UPGRADE_STATUS is not equal to SUCCESS, then search log for errors. 

 

 
 

 

THIS PROCEDURE HAS BEEN COMPLETED 
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4. Configure Policy Application Servers 
  

4.2 Configure Policy Mode 

 

Procedure 6: Perform Policy Mode for Policy Servers 

This sets the policy mode for the servers. This process need to be performed on each server of the policy solution. 

Procedure 6. Set Policy mode for the Policy Servers 

S

T

E 

P 

# 

This procedure will set the policy mode on each server of the policy solution components. 

  

After completing this procedure for PCRF components (CMP / MPE / BOD / MA) will have the “cable” 

policy mode set. This step is a new step that was introduced in PCRF release 11.5 as PCRF release is 

common for all markets (Wireless, Wireline, Cable) 

 

1.  

 

Server’s iLO 

Manager Remote 

Console: Launch the 

remote console 

Login to the server as “admusr” then switch to the “root” user 

 

 
2.  

 

Run platcfg tool # su  - platcfg  When presented with following screen choose “Policy 

Configuration”.  
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Procedure 6. Set Policy mode for the Policy Servers 

3.  

 

Select Set Policy 

Mode menu item 
 

 

 
 

4.  

 

Check the “Cable” 

item  
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Procedure 6. Set Policy mode for the Policy Servers 

5.  

 

Confirm the mode 

choice  

Click OK 

 
 
Then confirm switching the mode : 

 
 
System will automatically work on setting off old mode features and setting on the 
Cable mode features: 

 
When process completes, display will return to the platform configuration. Exit from 
the platform configuration to the prompt and issue the following command to validate 
the current mode is set to “Cable” successfully 
 

 
 

THIS PROCEDURE HAS BEEN COMPLETED 
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4.3 Configure Network Topology 

 

Procedure 7: Perform Initial IP Configuration of Policy Servers 

This sets the initial IP network assignments for the servers. 

Procedure 7. Perform Initial Configuration of the Policy Servers 

S

T

E 

P 

# 

This procedure will configure the OAM Network Address of the server, and related networking. 

 

After completing this procedure for PCRF 10.4, a physical (or “real”) ip address will been assigned to the 

Bond0 (OAM network) for each server in each cluster (CMP and MPE). IP addresses assigned here are 

required for the communication to setup management relationships between the CMP and the MPE when 

completing further procedures in this document. 

. 

Needed material:   

- IP Addresses from the Network IP Planning document (or other customer provided document) 
  

 

1.  

 

Start the platcfg (refer 

to steps 1 and 2 in the 

previous procedure) 

Navigate to  “Policy Configuration”.  
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Procedure 7. Perform Initial Configuration of the Policy Servers 

2.  

 

Select Perform Initial 

Configuration 
 

 

 
 

3.  

 

Complete Initial 

Configuration form 
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Procedure 7. Perform Initial Configuration of the Policy Servers 

4.  

 

Complete Initial 

Configuration form 

 
 Hostname - the unique hostname for the device being configured. 

 

 OAM Real IP Address - the IP address that is permanently assigned to this 
device. (sometimes called “Physical IP” or “Real IP).  

 

 OAM Default Route - the default route of the OAM network.  
 

 NTP Server - a reachable NTP (required-this must be data filled even if the 
NTP server is not yet reachable) 

 

 DNS Server A - a reachable DNS server (optional-not used by Verizon) 
 DNS Server B - a reachable DNS server (optional-not used by Verizon) 
 DNS Search - is a directive to a DNS resolver (client) to append the specified 

domain name (suffix) before sending out a DNS query. 
 

 OAM Device - the bond interface of the OAM device. Note that the 

default value should be used, as changing this value is not supported.  

 Backplane Device – the bond interface of the backplane device Note 

that the default value should be used, as changing this value is not 

supported. 

 Backplane IP Prefix – The Ip address prefix assigned for the 

Backplane direct link 
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Procedure 7. Perform Initial Configuration of the Policy Servers 

5.  

 

Save configuration  Enter the configuration (example datafill below) and then select OK 

 

 
 
You will be prompted to “Save and apply these configuration settings. Choose yes.  

 
 
The platcfg will perform the needful changes, and then return to the platcfg menu.    
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Procedure 7. Perform Initial Configuration of the Policy Servers 

6.  Verify Config  

 

 

Verify the configuration by selecting Policy Configuration -> Verify Initial 
Configuration from within the platcfg utility.   
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

7.  

 

Verify Config 

 

Confirm the configured “Hostname, ServIpAddr, DefaultGw and NtpServIpAddr” 
previously configured are present. A display similar to the following is shown. 
Other fields will be configured with their default values and can be left as they 
are.   
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Procedure 7. Perform Initial Configuration of the Policy Servers 

8.  

 

Verify Server Status From the Policy Configuration menu in platcfg, navigate to Verify Server Status and 
enter. The server should be in a running state. For example: 
 

 
 
Exit platcfg 
 

9.  

 

Ping the OAM 

default gateway to 

verify server is 

available on the 

network 

Ping the default gateway from the cli to validate network connectivity that was 
configured above.   You can also execute “ip -4 addr” from the cli to confirm the 
configured IP address 
 

 
 
  
 

10.  

 

Optional: ssh to 

server assigned 

OAM address 

If networking is in place, it will be possible to login (ssh) to the server via the server’s 

assigned IP address in case remote access has not been disabled.   

  

11.  

 

Repeat on additional 

servers 

Repeat this procedure on all Policy servers that are planned for service for all the 

components CMP, BOD, MPE, MA.  

 

THIS PROCEDURE HAS BEEN COMPLETED 
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Procedure 8: CMP GUI Initial Configuration 

This procedure will perform initial configuration of the CMP GUI, and CMP Site 1 cluster. 

Procedure 8. CMP GUI Initial Configuration 

S

T

E 

P 

# 

This procedure will configure the CMP at the Active site. 

This procedure will configure the Cable Mode options on the CMP required for the Cable PCRF Solution. 

VIP addresses for the OAM and SIG-A interfaces on the CMP are also assigned.    

Pre-requisite:   Network access to the CMP OAM IP address, to bring up a web Browser GUI (http)  

1.  

 

Set Policy Server 

Modes on initial 

browser connection 

over http to the CMP   

For this step, network access is needed to the CMP OAM IP address via a http 

session (Firefox/IE Browser). i.e. open a Browser and enter the CMP OAM ip 

address  in the navigation bar. This IP address was assigned to the CMP during the 

initial IP configuration as the OAM Real IP address (refer to step 4 of previous 

procedure). 

 

The initial screen presented prompts the user to select the “modes” for the system. 

The mode selection depends on the customer deployment 

 
The options selected depends widely on the modes of operations and deployment 

architecture that customer decides to use. Following some items to consider in order 

to decide which options to set in the CMP mode setting: 

  

 The protocols used in the deployment (PCMM/Diameter or both)  

 BoD implementation as the application manager used for the solution 

 MA implementation 

 Support of geo-redundancy for BOD and MPE-S 

 Using BackPlane direct link for HA and replication traffic between mates 

in a cluster (For this to work cabling between the mate servers should be in 

place in the correct eth ports as outlined in figures 2 in this document based 

on the hardware used) 

After checking the proper options click on “OK” 
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Procedure 8. CMP GUI Initial Configuration 

2.  

 

GUI Login with 

Admin 

The next screen requires a login.  Initial login is  admin/policies

 
3.  Set admin password After logging in for the first time, the system will prompt the user to change the 

initial admin password. 

 

 
 

After change the admin password successfully, CMP will log off then user will log 

in again using the new set password. 

 

4.  

 

Verify that the CMP 

GUI is displayed, 

with expected 

menus. 

 A message indicates that initial configuration of CMP is detected and the CMP site 

1 server need to be configured in CMP’s topology: 
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Procedure 9: Add Topology Configuration for CMP Cluster 

This procedure will perform topology configuration of the CMP Site1 cluster. This procedure only needs to be 

performed on one of the two servers that will make up the CMP HA cluster.  

Procedure 9. CMP GUI CMP Cluster Configuration 

1.  

 

View Topology 

Settings 

Select: Menu -> Topology Settings  

The initial form will open, and display a message that a CMP Site 1 Cluster must be 

added.    
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Procedure 9. CMP GUI CMP Cluster Configuration 

2.  Add CMP Site 1 

Cluster – Server A 

Select the button to “Add CMP Site 1 Cluster”. Following form will appear to set 

the settings of the CMP cluster: 

 

 
 
HW Type — Lists all available RMS & Sun Netra H/W supported for this release.  
 
 
 
 
 
The H/W used for PCRF deployment needs to be selected   
 
Degrade on failure of — define server degrade criteria based on connection 
problems of which network interfaces 
 
OAM VIP — IP address and netmask for the cluster on the OAM network.  
 
Signaling VIPs — IP address and netmask for the cluster on the SIG-A, SIG-B 
networks 
 
Server-A IP — OAM Real IP address for the first server (predefined, no input 
necessary). 
 
Server-A Hostname — hostname for the first server (has to match what is used in 
the platform initial configuration as in step 4 of procedure 8 above) 

 
When done, save the form. 
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Procedure 9. CMP GUI CMP Cluster Configuration 

3.  

 

Login using the 

CMP cluster VIP. 

After the Topology Configuration  is saved, a message indicating that server will 

restart , click “OK”: 

 
 

The CMP VIP address will be taken by the Active CMP server of the cluster.. This 

server will be referred to as  Server A of ther CMP cluster.   

 

CMP will disconnect , login back in CMP GUI (Server-A) using the newly assigned 

VIP address. 

4.  

 

IF the CMP VIP is 

not available… 

SSH to the CMP server phyiscal IP address and issue the “ha.mystate” command as 

root to verify that the blade has become active by noting the role as shown below: 

# ha.mystate 

 
 

NOTE: OOS role for DbReplication_old is OK 

 
If the role is not active contact support.  If it is “active” proceed to the next step.  

5.  Modify CMP Site 1 

Cluster – 

 add Server B 

Log back into the CMP GUI using the newly assigned CMP HA Cluster VIP 

(Virtual IP) address. Now a second CMP server “Server-B” (for redundancy) can 

be configured. This needs to be added to the CMP Site 1 Cluster.  

 
Same steps 2 and 3 above used for CMP Server-A can be followed for Server-B 
 

6.  Verify Server B is 

added 

You will be returned to a screen showing the CMP cluster Server-B as “out-of-

service”.   

 

You will need to refresh this screen and Server-B should now have standby status 

with forced standby enabled. 

 

7.   

 

GUI: Remove Force 

Standby on Server B 

Return to the CMP GUI menu Platform Setting/Topology/CMP-Site1-Cluster 
 
Click Modify for Server-B and uncheck “Force Standby”, then click Save when 
finished. 
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Procedure 9. CMP GUI CMP Cluster Configuration 

8.  

 

GUI: Check the 

CMP cluster state 

In the CMP GUI menu navigate to System Administration>Reports and display 
the CMP cluster status.   The cluster status should show a state of “on-line”.  
    

 
 

   Allow several minutes for alarms to clear.   
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Procedure 9. CMP GUI CMP Cluster Configuration 

9.  Topology setting in 

geo-redundant 

deployment 

In case Cable policy solution is geo-redundant, geo-redundancy function should 

have been already enabled in CMP mode settings (refer to step 1 in procedure 9): 

 

 
 

Also, the 2 sites need to be created under the “All sites” tree item in Topology 

settings: 

 
 

After creation of the sites: 

 
 

Then from the “Topology Settings”, under “All Clusters” in the navigation tree, 

click “Add CMP Site2 Cluster”: 

 
 

Configure the second CMP cluster in the same fashion as done for the site1 CMP 

cluster in this procedure: 
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Procedure 9. CMP GUI CMP Cluster Configuration 

10.  

 

Clear “Accept 

Upgrade” alarm for 

CMP  cluster 

(Server-A) 

After the CMP topolgy configuration has been completed you may note the 

following alarm from each CMP server. 

  

 
 

To clear these alarms follow the below steps to accept the upgrade. 

 

In the CMP GUI Navigate to   Upgrade Manager   System Maintenance 

 

 
 

Check the checkboxes for the CMP server and expand the “Operations” menu: 

 

 

Select “Forece StandBy” for the standby CMP server. 
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Procedure 9. CMP GUI CMP Cluster Configuration 

11.  

 
Clear “Accept 

Upgrade” alarm for 

CMP  Cluster 

(Server-B) 

Accept the Upgrade and the alarm for this server will clear.  

 
When operation completes , cancel the force stanby for the CMP server from the 

operations menu: 

 
Now follow same steps for the second CMP server to accept the upgrade. 

 

 

Note you will be logged out of the CMP GUI when setting the active server of 

the CMP as Force Standby as the cluster will failover and you will need to login 

again to proceed with this procedure.  

 

 

The final step is to recheck the boxes for the server that just accepted the upgrade to 

take that server out of  “forcedStandby”.  

 

Same steps need to be followed for CMP site2 server(s) to accept the upgrade on 

them and clear the corresponding alarms 
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Procedure 10: Add MPE/BOD/MA Clusters to the Topology Configuration  

This procedure will perform initial configuration of the MPE/BOD/MA clusters. 

Procedure 10. Topology Configuration of  MPE/BOD/MA clusters 

S

T

E 

P 

# 

This procedure will configure the management relationships between the CMPs and the PCRF components 

(MPE/BOD/MA clusters). After this, the status of the MPE, BOD, MA servers will be available from the 

CMP GUI.   

 

IMPORTANT:  

Certain IP network services must be allowed between the CMP and the other components clusters in the 

network, in order for the full management relationships to be established.  Incorrectly configured Firewalls in 

the network can cause the Management relations to fail, and Alarms to be raised at the CMP.  

 

Note that connectivity between the CMP and the PCRF components (MPE, BOD, and MA) must be 

confirmed before this procedure can be performed. This procedure will configure the MPE VIP 

addresses for the (OAM), ( SIG-A)  & (Sig-B) interfaces   

 

Pre-requisite:    

- Network access to the CMP OAM IP address, to bring up a web Browser GUI (http) 
  
Note:   
We shall include here the steps for configuring the topology of MPE cluster as an example, same steps would 

be followed for BOD and MA clusters 

1.  

 

Login to CMP Server 

GUI (using VIP) 

From Browser, enter CMP Server VIP in Navigation string. 

 

Login as admin (or a user with admin privileges) 

2.  

 

View Active Alarms It is recommended to View the Active Alarms in the system before performing 

Configuration work.  Check Alarm information and determine if Alarm may affect 

configuration activities.   

 

3.  View Topology 

Settings 

Select: Menu -> Topology Settings  

 

The initial form will open, and display the existing configured Clusters. 

Select “Add MPE/BOD/MA Cluster” 
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Procedure 10. Topology Configuration of  MPE/BOD/MA clusters 

4.  

 

Add MPE Cluster The Topology Cluster configuration screen will be displayed. 

 

 
 

It is allowed to add both Server A and Server B in this form at the same time in one 

step.  
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Procedure 10. Topology Configuration of  MPE/BOD/MA clusters 

5.  

 

 

Add MPE Cluster In the Topology Configuration form, enter the cluster details including the H/W  

type, OAM VIP + netmask. 

 

Then click the “Add New VIP” to configure the SIG-A + netamsk, in the same way 

add Sig-B + netmask if SIG-B is used. 

 
Fill in the signaling VIP details: 

 
 

Fill in the Server-A details: 
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Procedure 10. Topology Configuration of  MPE/BOD/MA clusters 

6.  Add MPE Cluster 

   (continued) 

The second server in the cluster can be added by clicking “Add Server-B” button : 

 
 

Server A and Server B physical IP addresses and Hostnames (as assigned during 

initial configuration of the MPEs) will need to be provided. Make sure the 

hostnames matches the hostnames assigned to the corresponding MPE servers.  

 

Save the configuration at the bottom of the screen, a warning message to confirm 

the active server will restart will be displayed, click “OK”: 

 
 

You should now be presented with a “Toplogy Settings” screen confirming both the 

MPE clusters have been added into the Topology.  
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Procedure 10. Topology Configuration of  MPE/BOD/MA clusters 

7.  

 

Remove Force 

standby of Server B 

If Server-A and Server-B were added to the Topology at the same time this 
step will not be needed.  
If Server-A was added first and then server-B was added at a later time, Server-B 
will be on Force Standby. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Click “Modify Server-B”, uncheck Force Standby, then Save 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

8.  

 

Verify Topology Select: Menu -> Topology Settings  View Cluster 

 
 
Validate the status of each the servers that should be Active/Standby and none is 
Forced Standby. 
 
Wait several minutes for all alarms to clear.  You should be left with accept/reject 
upgrade alarms that will be cleared in the next step.  
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Procedure 10. Topology Configuration of  MPE/BOD/MA clusters 

9.  Topology setting in 

geo-redundant 

deployment 

In case Cable policy solution is geo-redundant, geo-redundancy function should 

have been already enabled in CMP mode settings (refer to step 1 in procedure 9): 

 
 

The 2 sites need to be created under all sites in the Topology settings: 

 
 

Also, CMP site2 cluster should have been configured prior to adding secondary site 

for MPE or BOD clusters. 

  

For MPE and BOD clusters, secondary site cluster configuration and a third server 

“Server-C” will exist in the topology settings page to configure the geo-redundant 

server in the secondary site: 

 
 

Click “modify secondary site” button then configure the secondary site settings and 

Server-C in the same fashion as primary site and servers A or B.  

Validate that Server-C will have “spare” status after it is configured correctly.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



                                                                                                         PCRF Cable Software Installation Procedure 

62 of 82                                                                                                                     E61661-01, February  2015 

Procedure 10. Topology Configuration of  MPE/BOD/MA clusters 

10.  Active CMP Server 

CLI: Exchange SSH 

Keys 

From the Active CMP server CLI as root user, change directory to 
“/opt/camiant/bin” then run the command in the screen shot below to exchange 
the SSH keys for all cluster’s configured in the topology: 
  
 
 
 
 
 
Enter the admusr password and hit enter, the SSH keys will be exchanged, 
validate that process returns OK in the end: 
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Procedure 10. Topology Configuration of  MPE/BOD/MA clusters 

11.  

 

Clear “Accept 

Upgrade” alarm for 

MPE   

After the MPE topolgy configuration has been completed you may note the 

following alarm from each MPE server.  

 

 

 
 

To clear these alarms follow the following steps. 

 

In the CMP GUI Navigate to   Upgrade Manager   System Maintenance 

 

 
 

 

Check the checkboxes for the MPE server which is in “Standby” mode and put that 

server in “Forced Standby” under the “operations” tab as in this snapshot  

 

 
 

Confirm the operation in the next warning message:  

  
 

Operation will start: 

 
 

And you should see the result as follows when opration is completed:  
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Procedure 10. Topology Configuration of  MPE/BOD/MA clusters 

12.  

 
Clear “Accept 

Upgrade” alarm for 

MPE   

Choose the Standby server then click on the “operations tab” again and choose the 

“Accept Upgrade” operation.  

 
Confirm the operation in the next warning message.  

 
Now the force standby can be cleared from the server: 

 
After operation completes with a short while refresh the screen and you should 

notice that server status is back to “standby”: 

 
Now follow the exact same steps with the other MPE server in the cluster to accept 

the upgrade. Force standby the server: 

 
Then accept the upgrade:    
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Procedure 10. Topology Configuration of  MPE/BOD/MA clusters 

13.  

 
Clear “Accept 

Upgrade” alarm for 

MPE 

The final step is to cancel the  “forcedStandby” for the MPE server.  

 
 

And the topology should now show an “active” and a “standby” server in the 

MPE cluster.  

 
 

Same steps would need to be followed for Server-C in case of geo-redundant 

clusters and a secondary site is configured for MPE.   

   

14.  Topology Settings 

for BOD and/or MA 

clusters 

The same steps in this procedure would be followed for BOD and/or MA clusters’ 

topology settings if those components are part of the planned deployement of the 

Cable Policy solution. 
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Procedure 11: Add Policy Servers (MPEs) to CMP Menu 

This procedure will add the MPE Clusters to the Policy Server/Configuration tab of the CMP GUI. 

 Procedure 11. Add Policy Servers (MPEs) to CMP Menu 

S

T

E 

P 

# 

The MPE clusters must be added to the CMP system as Policy Servers.  

This is done from the CMP GUI by choosing Policy Server: Configuration  Policy Server : All : Create 

Policy Server.  When creating a Policy Server, the user will be provided with a list of MPE clusters to choose 

from.  I.e. a Policy Server is a configuration of a MPE cluster. 

 

Pre-requisite:    

- CMP and MPE/BOD/MA clusters topology configuration are completed  

  

1.  

 

Login to CMP GUI 

(using CMP 

cluster’s VIP) 

From Browser, login to CMP GUI as admin (or a user with admin privileges) 

2.  

 

Create Policy Server Navigate to Configuration under Policy Server and click on “ALL” . You will be 

presnted with the option to Create Policy Server”   

 

 
 

3.  Create Policy Server Click on “Create Policy Server” and the following screen presents.    
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 Procedure 11. Add Policy Servers (MPEs) to CMP Menu 

4.  

 

Create Policy Server Click on the “Associated Cluster” drop down tab. You should see all MPE cluster(s) 

by name that have been added previously to the CMP GUI in the Topology Settings: 

 

 
 

Chosse the Policy Server (MPE cluster) to be created from the dropdown tab. Add a 

description if appropriate. Type will be “Oracle”.  

 

 
 

5.  Confirm Policy 

Server Creation  

Save the configuration.  You should see that the selected MPE is now present and is 

in an “on-line” state”  

 

 
 

Open up the newly created Policy Server(MPE) by clicking on the appropriate 

Policy Server now available in the navigation tree or on the MPE name link in the 

workspace area.   

 

  
All Policy Server details will be displayed in the workspace area within multiple 

tabs . 
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 Procedure 11. Add Policy Servers (MPEs) to CMP Menu 

6.  Confirm Policy 

Server Creation 

Click on the “Reports” Tab and confirm that both Server A and Server B are 

reported with their corresponding IP address. One blade (Server-A or Server-B) 

should be active and the other blade should be standby.    

 

 
  

 

7.  

 
Verify Alarms If there are problems with the Management relationships between the CMP and the 

servers, there will be alarms reported. 

 

Verify that Alarms do not indicate serious problems that affect the system.   

 

8.  Adding BOD cluster 

to CMP GUI 

In case BOD is part of the Oracle’s policy server deployment, BOD cluster(s) will 

need to be added to CMP GUI in the same manner done with MPE(s) in this 

procedure as follows:  

 

Navigate to configuration under BOD menu: 

 
 

Then click on “Create Bandwidth on Demand Server” button: 

 
 

Fill in the details and save then validate BOD cluster and servers appear online like 

done with MPEs  
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 Procedure 11. Add Policy Servers (MPEs) to CMP Menu 

9.  Adding MA cluster 

to CMP GUI 

In case MA clusters are configured in topology settings, they can be added to CMP 

GUI also as MPE and BOD clusters from “Management Agents” under “Policy 

Server” menu item: 
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5. Supporting Procedures 

Appendix A: Connecting to the HP DL360/380 G8 iLO Manager from a laptop 

  

This procedure contains the steps to connect a laptop to the HPDL360/380 G8 iLO via an Ethernet connection.  

If  this is a newly shipped server and the iLO is being connected to for the first time there will be small pullout tab 

on the front of the server with the assigned ip address and the currently configured username/password for iLO 

access.     

 

Appendix A Connecting to the HP DL360/380 G6/8 iLO Manager from a laptop 

Step Procedure Result 

 1.  

 

Access the 

laptop network 

interface card’s 

TCP/IP  

“Properties” 

screen.  

NOTE: For this 

step follow the 

instruction 

specific to the 

laptop’s OS   

Windows XP Windows 7 

 Go to Control Panel 

 Double-click on  Network Connections 

 Right-click the wired Ethernet Interface icon 

and select “Properties” 

 Select “Internet Protocol (TCP/IP)” and select 

“Properties” 

 Go to Control Panel. 

 Double-click on  Network and Sharing Center 

 Select ‘Local Area Connection’. 

 Select the ‘Properties’ button. 

 Select “Internet Protocol Version 4 

(TCP/IPv4)” and hten select the ‘Properties’ 

button. 
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Appendix A Connecting to the HP DL360/380 G6/8 iLO Manager from a laptop 

 2.  

 

1) Click “use the 

following IP 

address”,  

set the IP 

address: 

for example: 

192.168.101.19 

Subnet mask: 

255.255.255.0  

Default 

gateway: 

192.168.101.1 

 click “OK”.  

2) Click “Close” 

from the network 

interface card’s 

main 

“Properties” 

screen. 

  

 3.  

 

Connect the 

laptop’s Ethernet 

port directly to 

the iLO port 

using a standard 

Cat-5 cable.  

DL360G6 rear view :

Serial 

Port
Eth02Eth01

Eth

14   13   12   11

UID iLO

TOP

iLO Management 

Port

 DL360pGen8 rear view: 

 

 

DL380pGen8 rear view: 

 

 

THIS PROCEDURE HAS BEEN COMPLETED 

 

1 

2 
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Appendix B: Use Remote Console of the iLO Manager to virtually mount  an iso image file 

(HL DL360)  

Step Procedure Result 

 1.  

 

Log into the 

iLO Manager 

with a 

browser 

pointed at the 

iLO IP 

address  

 

 

 2.  

 

Navigate to 

Remote 

Console.  

. 

 

 

 

 

 3.  

 

Launch the 

Remote 

Console by 

clicking on 

Integrated 

Remote 

Console or 

the legacy 

remote 

Console  
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 4.  

 

Open up the 

drop down 

menu of the 

remote 

console and 

click on the 

“mount” 

button besides 

image 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 5.  

 

Browse to the 

iso image 

location on 

your local 

drive, 

highlight it 

and click 

“open” on the 

browse dialog 

box to mount 

the ISO 

image.   

  

 6.  

 

To “unmount” 

an image file, 

return to the  

drop down 

menu in the 

remote 

console and 

click 

“unmount” 

button 
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 7.  Alternatively 

ISO image 

could be 

mounted via 

virtual media 

applet 

Click on the “Virtual media” tab in the iLO main screen: 

 

Click on the “Virtual media applet” hyperlink: 

 

Check the checkbox besides the “Local image file” option under virtual CD/DVD-ROM and click 

“Browse” 

 

Locate the file on the local drive and click “open” in the browse dialog box then click connect on 

the virtual media applet to mount the iso image: 

 

To unmount the ISO image,  just click “disconnect” button. 
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 8.  

 

  

A reboot can 

be executed 

from within 

the remote 

console by 

clicking on 

the <Power 

Options> tab 

of the remote 

console and 

choosing 

<Reset> .  

Alternately 

the “shutdown 

–r now” can 

be issued 

form the 

command line 

prompt  
 

 

 

 

You have now mounted and “unmounted” an image file using the remote console 

of the iLO interface.  You may be requested to either “mount” or “unmount” an 

image file prior to rebooting the server as part of a specific procedure  
 

 

THIS PROCEDURE HAS BEEN COMPLETED 
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Appendix C: Use Remote Console of the iLO Manager to virtually mount  an iso image file (HP 

DL380) 

 

Step Procedure Result 

 1.  

 

Log into the 

iLO Manager 

with a 

browser 

pointed at the 

iLO IP 

address  

 

 

 2.  

 

Navigate to 

Remote 

Console.  

. 
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 3.  

 

Launch the 

Remote 

Console using 

by clicking on 

<Launch> of  

the .NET 

version of the 

remote 

Console  

 

 

 4.  

 

Open up the 

drop down 

menu of the 

remote 

console under  

<Virtual 

Drives>  and 

choose 

<Image file 

CD-ROM 

DVD> 
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 5.  

 

You will be 

presented 

with a 

<Mount 

Image File> 

dialog. 

Choose and 

“open” the 

image file 

required, 

which should 

be accessible 

locally. The 

<Mount 

Image File> 

window will 

close and the 

“iso image 

file” selected  

has now been 

“mounted”.   

 

 

 

 6.  

 

To “unmount” 

an image file, 

return to the  

<Virtual 

Drive> drop 

down tab in 

the remote  

and uncheck 

the “check 

box” for  

<Image file 

CD-ROM 

DVD>. 
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 7.  

 

  

A reboot can 

be executed 

from within 

the remote 

console by 

clicking on 

the <Power 

Options> tab 

of the remote 

console and 

choosing 

<Reset> .  

Alternately 

the “shutdown 

–r now” can 

be issued 

form the 

command line 

prompt  
 

 

 

 

You have now mounted and “unmounted” an image file using the remote console 

of the iLO interface.  You may be requested to either “mount” or “unmount” an 

image file prior to rebooting the server as part of a specific procedure  
 

 

THIS PROCEDURE HAS BEEN COMPLETED 
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Appendix D: Configure SNMP 

SNMP configuration architecture is based on using traps to notify a network management system of events and alarms that 

are generated by any policy component (MPE, MA, BOD) 

Alarms and telemetry data are continuously collected from the entire Policy Application Network and stored on the CMP 

servers. Alarms will then cause a trap to be sent as a notification of an event. 

 

SNMP can be configured in either of 2 ways:  

 The Policy system can be configured so that the CMP is the source of all traps. 

 The Policy systems can be configured to allow each server to generate its own traps and deliver them to the SNMP 

management server(s). 

 

Policy support multiple SNMP Versions: 

 SNMP version 2c (SNMPv2c) and SNMP version 3 (SNMPv3) are supported.  

 SNMP version 1 (SNMPv1) is not supported. On the SNMP Setting Edit screen  

 When you configure SNMPv2c, you must use a community that is not "public" or "private". 

 When you configure SNMPv3, you must enter an "Engine ID", and a "username" and "password" for the SNMPv3 

user. 

 

Note: SNMP settings configuration must be done on a server that is the Active Blade in the Primary 

Cluster. A banner warning appears if the login is not on the primary/active CMP. SNMP cannot be configured from servers 

other than the active/primary CMP. 

 

Step Procedure Result 

 1.  

 

Log into CMP 

GUI as admin 

or with user that 

has proper 

privilege then 

navigate to 

SNMP settings 

under Platform 

Configuration 
 

 2.  

 

Click modify 

button to 

configure the 

SNMP then 

“Save” when 

done 
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The SNMP settings are described as follows: 

Field Name Description 

Manager 1-5 SNMP Manager to receive traps and send SNMP 

requests. Each Manager field can be filled as 

either a valid host name or an IP address. A 

hostname should include only alphanumeric 

characters. Maximum length is 20 characters, 

and it is not case-sensitive. This field can also be 

an IP address. An IP address should be in a 

standard dot-formatted IP address string. The 

field is required to allow the Manager to receive 

traps. 
By default, these fields are empty. 

Enabled Versions Supported SNMP versions: 

• SNMPv2c 

• SNMPv3 
• SNMPv2c and SNMPv3 (default) 

Traps Enabled Enable sending SNMPv2 traps (box checked ; 

default) 

Disable sending SNMPv2 traps (box not 
checked) 

Traps from Individual Servers Enable sending traps from an individual server 

(box checked). 

Sending traps from the active CMP (box not 
checked; default) 

SNMPv2c Community Name The SNMP read-write community string. 

The field is required if SNMPv2c is enabled. 

The name can contain alphanumeric characters 

and cannot exceed 31 characters in length. 

The name cannot be either “private” or “public.” 
The default value is “snmppublic”. 

SNMPv3 Engine ID The length can be from 10 to 64 digits. 
The default is no value (empty). 

SNMPv3 User Name The SNMPv3 User Name. 

The field is required if SNMPv3 is enabled. 

The name must contain alphanumeric characters 

and cannot not exceed 32 characters in length. 
The default value is “TekSNMPUser”. 

SNMPv3 Security Level SNMPv3 Authentication and Privacy options. 

1. “No Auth No Priv” - Authenticate using the 

Username. No Privacy. 

2. “Auth No Priv” - Authentication using MD5 

or SHA1 protocol. 

3. “Auth Priv” - Authenticate using MD5 or 

SHA1 protocol. Encrypt using the AES and 

DES protocol. 
The default value is “Auth Priv”. 

SNMPv3 Authentication Type Authentication protocol for SNMPv3. Options 

are: 

1. SHA-1” - Use Secure Hash Algorithm 

authentication. 

2. “MD5” - Use Message Digest authentication. 
The default value is “SHA-1”. 

SNMPv3 Privacy Type Privacy Protocol for SNMPv3. Options are: 

1. “AES”: Use Advanced Encryption Standard 

privacy. 

2. “DES”: Use Data Encryption Standard 

privacy. 
The default value is “AES”. 
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SNMPv3 Password Authentication password for SNMPv3. This 

value is also used for msgPrivacyParameters. 

SNMPv3 Password 

The field is required If SNMPv3 is enabled. 

The length of the password must be between 8 

and 64 characters; it can include any character. 
The default value is “snmpv3password.” 

 

 

  
 


