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1. Introduction

1.1 Purpose and Scope

Due to the recent transition of Cable Policy solution to TPD platform, software upgrade to release 11.5 will only be
supportable from TPD based Releases 9.3 and 9.4.

This document describes the procedures to upgrade Cable Policy solution from release 9.3 to release 11.5. The
upgrade includes the TPD upgrade.

Cable Policy software 9.3 customers only have it deployed HP ProLiant DL380pG8 RMS equipment accordingly
the upgrade to 11.5 is also supported on this Hardware type.

Policy 11.5 is based on Platform 6.7 release and contains the following major components releases:

- Oracle Linux OS 6.5

- TPD6.7

- COMCOL (In-memory DB) 6.3

- Policy components: MPE, MA, BOD and CMP 11.5

Note: During the upgrade period the Cable Policy system may have configuration where some of CMPs, and MPEs
are running Release 9.3 software and some are running Release 11.5 software. This could result in some alarms
which will be suppressed after the full solution is upgraded and reaches one coherent release.

1.2  Supporting Documentation

[1] PD001866 Formal Peer Review Process

[2] FEO007452 Cable Reference Architecture

[3] FDO08005 Release 11.5 Upgrade

[4] TR007406 Upgrade guide to 11.5 from releases 9.3/9.4
[5] FD008102 Policy platform multiple modes

1.3 9.3 upgrade considerations

e  The upgrade is only covering CMP and MPE components’ upgrade since those are the components
included in 9.3 Cable Policy release so current 9.3 customers only implemented these 2 policy components.

e Back Plane link was not introduced in 9.3 Cable PCRF release, however it should be available and
configured (cabled in the correct Ethernet ports “eth04 & eth14”) before upgrade since it is a mandatory
setup to complete the upgrade process to 11.5 successfully.
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eth01
bond0(OAM)
- = ethll
eth02
bond1(SigA)
ethl2
‘DL380GS8 -
eth03
bond2(SigB)
ethl3
eth04
bond3(BP)
ethl4d

Cable Policy solution is upgraded in the following order:
e CMP (Primary Site, then Secondary Site if present)
e MPE-R
e MPE-S

And in case of back out, it should be performed in the reverse order: MPE Clusters - Site2 CMP cluster (if
present) - Site 1 CMP Cluster.

1.4  Upgrade infrastructure

Upgrade is supported from Release 9.3 on DL380Gen8 HP rack mount server:

Source Destination Hardware Direct-Link before | Direct-Link after
upgrade upgrade
9.3 11.5/Cable DL380G8 None Enable

15 Required Materials

GA released version of Cable Policy components (CMP, MPE) I1SO images on CD/DVD/USB drive or local in
the machine used in case of remote installation
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Acronym Definition
GUI Graphical User Interface
HA High Availability
MPE-R Multimedia Policy Engine (Routing) also known as tier 1 Policy Server
MPE-S Multimedia Policy Engine (Serving) also known as tier 2 Policy Server
CMP Camiant Management Platform
OAM Operation, Administration and Management
SIG Signaling Network
CD Compact Disk
iLO Integrated Lights Out manager
IPM Initial Product Manufacture — the process of
installing TPD on a hardware platform
0sS Operating System (e.g. TPD)
RMS Rack Mount Server
SFTP SFTP Secure File Transfer Protocol
SNMP Simple Network Management Protocol
TPD Tekelec Platform Distribution

Table 1 Acronyms
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2. CMP Cluster(s) Upgrade

2.1 CMP Pre-Upgrade checks

Procedure 1: CMP pre-Upgrade checks

Procedure 1. CMP Pre-Upgrade checks

S | This procedure will check the health and state of every component of the Cable Policy solution to ensure the
T | readiness before the upgrade.
E
P | Needed material:
# . .
- Access to customer’s network to access the Cable Policy solution
- CMP OAM VIP
- Admin login to CMP
1. | Computer Open a browser and enter CMP’s OAM VIP to Navigate to CMP GUI:
[] | on solutions’
network or @"/v]g hetp://10.240.238. 100 mifindex.do Dx] 42 (2 policy Management x [l
remote
access to
solutions’
network:
Login to =
7a Tekelec
CMP B
P
p—
Enter the password for the admin account and push “Login”:
KA g Policy Management
Wekcome admin
bR
e
Mgphaatisns
A
s
+ Global Configuration
e
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Procedure 1. CMP Pre-Upgrade checks

CMP GUI: Navigate to System Wide Reports > Active Alarms

Check active

alarms NI [ Policy Management

e

Inspect the displayed MAJOR alarms if any and analyze them to confirm they will not
impact the upgrade process.

CMP GUI: Navigate to System Wide Reports > KPI Dashboard

Check KPI

Dashboard R[4 Policy Management e

e T KPI Dashboard ( Stats Reset: Manual / Last Refresh :10/29/2014 10:37:53 ) E—
:::::_::“:kwn MPE-S(Server-A  acve 0 (0%) 0 (0%) 31 32 10f0 0of0 0of0 0 0 0 0 0

@ MPE'SKS)E’VE"B Standby 32 32
Ensure system is not overloaded and running in an adequate metrics from CPU / Memory /
transactions perspective

BP link Connect the primary BP link cable on eth04 interface and the secondary BP link cable on

preparation: | ethl14 between mates on each of the clusters in the policy management solution.

Connect BP . . . . .

link cables Validate that system works correctly without issues and no major alarms exist after
connecting the BP links.

between 9

mates of each
cluster
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Procedure 2: Exchange SSH Keys

Procedure 2: Exchange SSH keys from Active CMP

S | This procedure will make sure SSH keys are exchanged from Active CMP to the different servers of the Cable
T | Policy solution servers.
E
P Needed material:
# - Root access to CMP active CLI
1. | 9.3 Active CMP CLLI: SSH to 9.3 Active CMP CLI as root:
[] | Connectto CLI
# root@CMP1:~
login a=: root
rooct@l0.240. .80'"=s password:
Last login: Mon Oct 27 14:40:57 2014 from 10.20.1.36
[root@cMPl ~1% ]
2. | 9.3 Active CMP CLI: Run the following command to check if SSH keys status:

[] | Validate if keys are

exchanged [Toot@CH ~1#%# policy

1 55H Eey exchang

check node:C

check node:C
check
check
check
check
check

L

001
2100

=

=
[+

g
=

L

g
=

g
=

=
m M m T mmimm
=}

L

o o p o [
o

=

w

9.3 Active CMP CLI: In case the results of the previous step include “not exchanged”, run the following
[] | Exchange the SSH keys | command to perform the SSH keys exchange:
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[Foot@CMP1 ~]# policySSHEey.pl —-command syncSSHEeys
Sync 55H Fey with All C level Hode

YT with node:Cl1484

ync

gite

m

']

M W

et

o
L]

)

[}
M mmmm

fully
sfully
ezsfully
fully
hanged successfully

o
m i
Kk kg

[
L]

[ root@CHMPL
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2.2 Prepare ISO image

Procedure 3: Prepare 1SO image

Procedure 3: Prepare I1SO image

S | This procedure will transfer the ISO image of 11.5 CMP into the upgrade path in preparation for the upgrade.
T
E | Needed material:
; - 11.5 CMP iso image file.
1. | 9.3 Active CMP Transfer the 11.5 1SO image file into the upgrade path (/var/TKLC/upgrade/) of the
server: Transfer 11.5 9.3 active CMP server:
1 | 1SO image file to the
upgrade path £ root@CMP1:/var/TKLC/upgrade
[ro MP1 ~]# cd fvar/TELC/
2. | 9.3 CMP GUI: Upload | 11.51S0O image file can be copied over to upgrade path via CMP GUI as shown in the
] | 11.5 CMP ISO image below steps:
via CMP GUI
Login to CMP GUI as administrator then navigate to Upgrade Manager - 1SO
Maintenance:
Check the active CMP server then expand “Operations” menu and select “Upload
ISO” :
Fill in the upload ISO window with the details to transfer the ISO image :
11 of 38
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Upload IS0

Mode: | SCP ¥

IS0 Server

Hostname / IP 10.240.238.50

User root

Pazswaord [TTITTT]

150 file full path ie/cmp-11.5.0.0_25.2.0-x86_6&4.is0

Confirm the process completed successfully :

Upload IS0
CMP2 10.240.238.91 0K

w

9.3 CMP GUI: Confirm
[] | 1SO image transfer
completion

Navigate to Upgrade Manager - System Maintenance to confirm the 11.5 CMP 1SO
image appear under ISO column for the CMP cluster

System Maintenance

S T
Prev Running Compatible
Name Appl Type P Server State 150 e Relomag | Replication  ComPatible
MPE-R MPE
MPE-RL MPE 10.240.238.96 Active Unknown  8.3.0_36.1.0 on off
MPE-R2 MPE 10.240.238.97 Standby Unknown  8.3.0_36.1.0 on off
= CMP Site1 Cluster CMP Site1 Cluster
CMP1 CMP Sitel Cluster 10.240.238.90 Active cmp-11.5.0.0_25.2.0-x86_64.iso Unknown 9.3.0_36.1.0 Oon off
cmpz CMP Sitel Cluster  10.240.238.91 Standby 1ﬂ;’:‘fi'11'5'”'“—25-2-0"‘55—54-‘“[ Unknown  9.3.0_36.1.0 on off
B MPE-S MPE
MPE-S1 MPE 10.240.238.98 Active Unknown  9.3.0_36.1.0 on off
MPE-S2 MPE 10.240.238.99 Standby Unknown  9.3.0_36.1.0 on off

4. | 9.3 CMP CLI: Confirm | Login to 9.3 CMP server as root then validate ISO image file exists under upgrade
[] | 1SO image exists under | path (/var/TKLC/upgrade):
upgrade path
# root@CMP2:/var/TKLC/upgrade
114 from 10.20.1.36
pgrade/
1 root :r:c.ncnt. 0 64 Oct 25 11:04 cmp-11.5.0.0_25.2.0
12 of 38 E61663-01, February 2015




PCRF Cable Policy 9.3 to 11.5 Upgrade

2.3  Stage upgrade scripts

Procedure 4: Copy over upgrade scripts from 11.5 ISO image

Procedure 4. Copy upgrade scripts from 11.5 ISO image

S | This procedure will copy necessary upgrade scripts from 11.5 CMP ISO image overwriting the existing
T | scripts.

E

P | Needed material:

# |- 9.3 Active CMP CLI access

1. | 9.3 Active CMP Login to the 9.3 active CMP CLI as root:

] | CLI: SSH to the
server’s CLI

# root@CMP1:~

80'=s password:

14:40:537 2014 from 10.20.1.36

2. | 9.3 Active CMP Run the following command to mount the 11.5 CMP ISO image file:
] | CLI: mount ISO
image
mount -0 loop /var/TKLC/upgrade/cmp-11.5.0.0_17.1.0-x86_64.is0
/mnt/upgrade
ACMP1 upgrade]# mount -o loop {var/TELC/upgrade/cmp-11.5.0.0_25.2.0-x86_64.130 /mnt/upgrade
2CMP1 upgrade]# ||
Note: change the filename in the command to the CMP 1SO image you are using.
3. | 9.3 Active CMP Run the following commands to extract the upgrade scripts overwriting the old

] | CLI: Extract needed
upgrade scripts

scripts:
e cp /mnt/upgrade/upgrade/policyScripts/policyUpgrade.pl /opt/camiant/bin

[rooct@CMP1 upgrade]# cp /mnt/upgrade/upgrade/policyScripts/policyUpgrade.pl fopt/camiant/bin|

rite opt/camiant/bin/policyUpgrade.pl'? v
[root@CMP1 upgrade]$

e cp /mnt/upgrade/upgrade/policyScripts/policyUpgradeHelper.pl
/opt/camiant/bin

olicyScripts/policyUpgradeHelper.pl /opt/camiant/bi

elper.pl'? y

e cp /mnt/upgrade/upgrade/policyScripts/qpSSHKeyProv.pl /opt/camiant/bin

[root@CMP1 upgrade]# cp /mnt/upgrade/upgrade/policyScripts/qpSSHKeyProv.pl fopt/camiant/bin

[root@CMP1l upgrade]# I
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Procedure 4. Copy upgrade scripts from 11.5 ISO image

4. | 9.3 Active CMP Run the following command to unmount the 11.5 CMP ISO image file:
] | CLI: unmount 1ISO
image umount /mnt/upgrade
[root@CMP1l upgrade]# umount /mnt/upgrade
[root@CMP1 upgrade] # I
5. | 9.3 Active CMP Run the following command to sync the SSH keys with all servers in the topology:
CLI: Sync SSH keys
to all servers in gpSSHKeyProv.pl --prov --user=root
topology
Note that the root password needs to be supplied for script to run successfully.
[rootdCHMP1 bin] # gp33HEevProv.pl —-prov —-—-usSer=root
ord of root in topology:
Connecting to root@MPE-RZ
Connecting to roo
Lo rao
Connecting to
f10] Provisioning MFE-ERZ [10.:240
/10] Provisioning MPE-31 (10.240
6/10] Provisioning MPE-R1 (10.240
7/10] Provisioning MFPE-3Z [(10.:240
f10] Prowvisioning 33 CHF1 (10.240.
[10/10] Provisioning 33H kevs on CMFZ (10.2Z40
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Procedure 4. Copy upgrade scripts from 11.5 ISO image

9.3 CMP GUI: Push | From CMP GUI, navigate to Upgrade Manager = System Maintenance then select
scripts to all servers “Push Script” from the operations menu:
in the topology

System Maintenance

MY FAVORITES

Server e

POLICY SERVER F ame
N Appl Type » e

POLICY MANAGEMENT 5 g e

SUBSCRIBER *  weemr wpE 102402389  Acsve
4 meERz weE 10.240.238.57  Standby

5 ¥  cwsitel Cluster CWP Site1 Cluster

cmpL CMP Site1 Cluster 10.240.238.90  Adive  #lcmp11.5.0.0 2520586 6450 Unknown 9.30_36.10  On

BoD
SYSTEM WIDE REPORTS =

e L4 CMPZ CMP Site1 Cluster 10.240.238.91  Standby On

Confirm the action in the dialog box:

Are you sure you want to execute Push Script?

| OK | | Cancel

Validate that action completed and script is pushed to all servers in the topology:

Push Script

MPE-R1 10.240.238.96 OK
MPE-R2 10.240.238.97 OK
MPE-51 10.240.238.98 OK
MPE-52 10.240.238.99 OK
CMP1 10.240.238.90 OK
CHMP2 10.240.238.91 0K
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Upgrade CMP servers
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In case Cable Policy solution includes CMP cluster site 2, it should be upgraded after sitel CMP cluster is
completed using same steps described in this procedure.

Procedure 5: Upgrade CMP Servers

Procedure 5. Upgrade CMP Servers

ST | This procedure will perform the actual upgrade of the CMP cluster(s) servers.
EP
# Needed material:
- Admin access to CMP GUI to perform the upgrade
1. | 9.3 CMP GUI: Login to CMP GUI as admin and navigate to Platform Settings = Topology Setting
[] | Validate CMP and choose the CMP cluster
servers status
NG d Policy Management
welcome admin 3 Topology Settings Topology Configuration
Il.gstzlgug&n on servar EﬁT AI: mu;z Madify Cluster Settings | Modify Server-A | _Modify Server-g | Back |
MY FAVORITES @ BOD Cluster Settings
@ poury e s o Sracany
+ POLICY MANAGEMENT @ MA HBL‘DT\/:';E \/Mwa:: e
5 Er=ETT @ MPE-R OAM VIP 10.240.238.100/ 26
+ BoD 37 wees Smalina Vip 3 None
+| SYSTEM WIDE REPORTS Signaling VIP 3 None
 LATEORM SETTING Signaling VIP 4 None
S,m,:sm,mg Server-A Server-B
+ UPGRADE MANAGER P 10.240.238.90 b 10.240.238.91
o - HostName CMP1 HostName CcMP2
2) Global Configuration Forced Standby No Forced Standby No
LIS ESEE IS DITHIS TR ATT Status active Status standby
+ HELP
Logout
Validate the status of the CMP servers to ensure none of the servers is in OOS (Out Of
Service) state.
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Procedure 5. Upgrade CMP Servers

2. | 9.3 CMP GUI:
[] | Enable Force
Stand By on the
stand By CMP
server

Navigate to Upgrade Manager - System Maintenance, check the CMP stand By
server checkbox then from the operations menu click “Force Standby”:

Welcome admin
Last Login on server:

10/29/14 10:55 AM * I

System Maintenance

T ] BT | Ererr— |
Y FAVORITES Push Script
POLICY SERVER T Appl T . Server = Prev. Running | i Comy Upload 150
ame L= State Release Release . Repl e OFf Repliration
POLICY MANAGEMENT | NPER (3 Turn On Compatible Rep
SUBSCRIBER MPE-R1 MPE 10.240.238.96 Active unknown  9.3.0_36.1.0 on Turn Dd" LE!"\‘I Sync 1
Uparade Completion
D MPE-R2 MPE 10.240.238.37  Standby unknown  9.3.0_36.1.0 on Undo Upgrade Completion
SYSTEM WIDE REPORTS CMP Sitel Cluster CMP Sitet Cluster P
PLATFORM SETTING CMPL  CMPSielClister 1024023890  Acive [lemp 11.5.0.0 252,085 64iso Unknown 9303610  On o o mpreet
CESADEMANACE #/cmp-11.5.0.0_25.2.0-x86_64. Completed:
I cmp2 CMP Sitel Cluster 10.240.238.91  Standby TP _25.2.0-x86 6459 unknown 9.3.0.36.1.0  On off @ G
Are you sure you want to execute Force Standby?
| OK | | Cancel
Upgrade Command
Force Standby
133 LT} .
Now CMP server should have the “Force Standby” state:
Welcome admin System Maintenance
Last Login on server:
AT Ccobme ][ Fles v [ Operstons ~
MY FAVORITES
POLICY SERVER Server Prev | Running Compatible | Legacy
N Appl Type i) State = Release Release e Replication | Sync Ue
POLICY MANAGEMENT [ = o=
SUBSCRIBER MPE-RL MPE 10.240.238.96  Active Unknown 9.3.0_36.1.0  On off o (Comoited:
Bob MPE-R2 MPE 10.240.238.97  Standby Unknown 9.3.0_36.1.0 on off off C;”;‘tmit;,dz
SASIEMWMWIDERFRIRIIS & CMP Sitel Cluster CMP Site1 Cluster
PLATFORM SETTING cMP1 CMPSitel Cluster  10.240.238.90  Active [ Jomp-11.5.0.0_25.2.0-x86_64.is0 Unknown 9.3.0_36.1.0 on off off C;";‘f“it;,dz
UPGRADE MANAGER . Force Stan |_lemp-11.5.0.0_25.2.0-x86_64.is0 Completed
150 Mot CcMP2 CMP Sitel Cluster  10.240.238.91 dby [100%] Unknown 9.3.0_36.1.0 on off off d at "10/2
MPE-S MPE
Global Configuration Complated
MPE-52 MPE 10.240.238.99 Standby Unknown 9.3.0_36.1.0 On off Off P .
QYETFM ADMTNTETRATTON dat"10/2
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Procedure 5. Upgrade CMP Servers

[]

3.

9.4 CMP GUI:
Start the upgrade

With the Force Stand By server checked, open the operations menu and choose “Start
Upgrade” action:

System Maintenance

Last r
10/29/14 10:55 AM *

MY FAVORITES

POLICY SERVER — e || Server Prev | Running |pepiication] G
LI Appl Typ £ State 250 Release| Release | Replicati Reol

POLICY MANAGEMENT [ pe-R woe

suBsCRIBER pe-RL e 1024023896 Adive Unknown 9.3.0.36.10 on

SoD MPE-R2 MPE 10.240.238.97  Standby Unknown 9.3.0_36.1.0 on

SYSTEM WIDE REPORTS ([ cHp Sitel Cluster CMP Sitel Cluster

PLATFORM SETTING CMPL WP Siel Cluster 10.240238.90  Actve (lemp-i1.5.0.0_26.2.0-x36_64is0 Unknown 9303510  On

PGl Gl el S ¥lemy ! isa
UPGRADE MANAGER 5 vz cwesherclmer 024023091 ™ cdeb SUEN ¥ empri1.5,0,0_25.2.0486 6450 Unknown 9.8.0.36.4.0  on

Confirm the action on the next dialog box:

CAUTION! Please make sure the remote server is not being either Upgraded or Backed-out at this moment!

Cancel

An information message indicating the successful start of the upgrade displays:

Start Upgrade
CMP2 10.240.238.91 0K

The upgrade will go through multiple phases that would be displayed in the upgrade
status field like seen from the following samples:

Force Stan |_lemp-11.5.0.0_25.2.0-x86_64.iso 9.3- u 36.1 InProgress: Resetting upgrade SN

CMP Sitel Cluster 10.240.238.91 9.3.0_36.1.0 On Off off MP Start time to 10/29/2014 11:59
dby  [100%] 07
InProgress: Chroot execing /mnt/
Force Stan cmp11500252930351930 36.1.
CMP2 CMP Site1 Cluster 10.240.238.91 on off Off  upgrade/upgrade/upgrade_dispatc
dby  .0-xB6_64.is0[100%] o
Force Stan | cmp-11.5.0.0.25.2 9.3.0_36.18.3.0_36.1. InProgress: Checking for any miss
CMP2 CMP Sitel Cluster 10.240.238.91 dby 0= XBE 64.i50[100%] 0 On off off ing packages or files
- Force Stan |_lcmp-: 11.5.0.0 )_25.2 9.3.0_36.1 9.3.0_36.1. . i
CMP2 CMP Sitel Cluster 10.240.238.91 dby \0-%86_64.i50[100%] ] on off Off InProgress: Initializing upgrade...
i N Fur%eh;sban iy lﬁiwssg[nmﬁiﬁ R - off gy TS (N e DL
p— T e Fun;ehftan T laifsgﬁuﬁﬁ schiERL SRR off off  InProgress: Performing preupgrad
InProgress: Installing /var/TKLC/|
- Force Stan |_emp-11.5.0.0 252 9.3.0,36.1 9.5.0_36.1.
CMP2 CMP Sitel Cluster 10.240.238.91 On off off ‘0a/upgrade/manifest.res. UPGRAD
L. dby  .0-x86_64.is0[100%] L E
— CMP Sitet Cluster 10.240.238.91 1Or2 Stan cmp-115.0.0.25.2 8.3.0.36.1 9.30.36.1. g, off off  [nProgress: Running APP_ENABLE.

dby  .0-x86_64.is0[100%] 0

Then when upgrade completes, the upgrade status will reflect that as below:

¥ cwrz CHP Skl Cluster 1024023851 1y It 5008 o o o8 r-c«s worade was 4 cone -r:cac
L 1 o4

Note that in case an SSH session is opened to the server while it is being upgraded, the
connection will be lost as the server will reboot during the upgrade process:

ACHMPZ2 upgrade] #
cadcast message from root@CMPZ
{unknown) at
for reboot

is down

going
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PCRF Cable Policy 9.3 to 11.5 Upgrade

Procedure 5. Upgrade CMP Servers

4.1 9.4 CMP GUI: During the upgrade some alarms may raise like the following:
] | Expected alarms
[3 10.240.239.200/mifalarmView. do?ALERTPARENT=glarm &SEVERITY=1
= H
EWR QY Policy Management
Alarm History Report
Start Date End Date Severity Cluster or Server Active Alarms ~ Aggregate
| ‘H ‘ ‘H [Crtical 7] | v 4 Filter | ' Close
2 Alarms found, displaying all Alarms.
Occurrence Severity Alarm ID| Text 0AM VIP Server
Sep 09, 2014 08:33 AM EDT Critical 31283 High availability server is offline 10.240.239.196 CMP9-4,10,240.239.200 M
Sep 09, 2014 08:33 AM EDT Critical 70001  The gp_procmgr process has failed. This process manages all perf software.  10.240.239.196 CMP2,10.240.239.204 M
These alarms are expected and would be automatically cleared after the upgrade
concludes successfully
5. | 11.5 upgraded SSH to upgraded CMP server and login then tail the upgrade log file as follows :
CMP server
CLI: Validate
1 n upgr
upgrade Iog flle accepted or rejected.
Validate upgrade returned success.
6. | 11.5 Upgraded Run the following command to check running policy version:
CMP server
CLI: Validate
policy revision
raclelinw
[admusr@CHMP2
Make sure the product Release version is the upgraded version “11.5”
7. | 11.5 Upgraded Run the command “ha.mystate” as root to verify the server has the stand By role:
CMP server CLI
as root: Verify e
the server’s HA 191
role
ion old
|
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Procedure 5. Upgrade CMP Servers

8. | 11.5 Upgraded
CMP server CLI
as root: Verify
NTP sync

Run the command “ntpq -pn” to verify the server is in sync with the NTP server:

[rootRCHMPZ "~ 1# ntpg -pn
remote st t when poll reach delay offset jitter

=18.258.32.108 192.5.41.289 B.221 3.868 Z£9.442
[root@CHMPZ ~1# _

9.1 9.3 CMP GUI:
Switch Stand By
CMP servers

From the System Maintenance screen, check the CMP cluster and choose “Switch
Force StandBy” from the operations menu:

ARG Policy Management
A A LR L)

- Syt Maiatmasen ¢

AI0Y SOwY e oo Baneny g

o Aol Type » no oyt s Lagacy
2 e Braove Brleane g shen
Nt - 2 3ab 3
B e -1 :
Toahe Pt -

e 5 - AIGINM At
ettt o4 . 1.5 230

i 4 O N O g s e

-

e Al S Ol O i Oweer IR A
Comwil 1 s angans [ - —

Sy ¢ om e hes Outer 1339030008 8 7 300 shanpuiin, M VRS o M A 2R N

Confirm the action on the following dialog box:

Are you sure you want to execute Switch ForceStandby?

IE Cancel

Connection to CMP GUI will be lost due to the switch of the CMP servers’ state, you
will need to re-login to CMP GUI again which will be on 11.5 release.

Navigate to System Maintenance again to confirm the upgraded server assumed the
Active state while the other CMP server is in Force Stand By state:

Oracle Communications Policy Management

System Maintenance{ Last Refresh :10/29/2014 13:29:35 )

| ave . ' -
Sorver Prev  Running Compat|
Ja— Appl Type > State 150 Release Release Replicat Replical
CMP Sitet CUS Cup Stet Cluster
CHPL CMP Skel Cluster 10.240.238.90 '8 S10L"omp-11.5.0.0_25.2 oy 930361 o, off
at 0-x86_64.150 0
cMP2 CMP Sael Ouster 10.240.238.91  Active
MPE-R et
MPE-R1 MPE 10.240.238.96  Active Unicnown #-3-0-36-3 off
MPE-R2 Mpe 10.240.238.97 Standby Unknowa 73 063" X off
- MPE-S MPE
MPE-S1 MPE 10.240.238.98  Actve Uninomwn 30361 g off
MeL-52 Mot 10,260,238.99 Standby Unknown -30-36-3 off
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PCRF Cable Policy 9.3 to 11.5 Upgrade
Procedure 5. Upgrade CMP Servers

10| 11.5 CMP GUI: Having the second server checked, click the operations menu and choose start

Upgrade the upgrade:
second server in : B
the CMP cluster S e R e

Confirm the action on the following dialog box:

CAUTION! Please make sure the remote server is not being either Upgraded or Backed-out at this moment!

Upgrade will start and goes through several stages which will be reflected in the
upgrade status column of the server. Following a sample of those stages:

Force Stal lomp 11.5.0.0.2 93036 9.3.0.36.1 InProgress: Chroct execing /mnt/upgrade
cmeL CMP Site1 Cluster 10.240.236.90 78 512 cmp i1 5:0.0.2 9.3 on off off e o ]
Force Sta Jemp-11.500.2 2.3.0.36 9.3.0.36.1 InProgress: Checking for any missing pac
empi CMP Sitet Cluster 10.240.238.90 FOTCF St emp-11.5.0.0.2 9.3.0 on off off IR
CMP1 * % CMPSitel Cluster 10.240.238.90 F7c% 52 Jemp-11.5.0.0.2 83.0.369.3.0.361 o off off InProgress: Initializing upgrade...

ndby 5.2.0-x86_64.is0

e Stal_lcmp-11.5.0.0_2 -zzn ssqsn 36.1

> Forc
cmp1 CMP Site1 Cluster 10.240.238.90 "2[E8 213 P 0.2 0~ on off off InProgress: Running VALIDATE_CD...

Then when upgrade completes, the upgrade status will reflect that as below:

ore Stanl lcmp-11.5.0.
cupr CMPSIEL O 4y 5a0.038.00 TSR SN 0 D0 3.0 75 0501 11,50.0.0-

_6diiso

pending: upgrade was completed at "10/31
30 | N @ i /2014 00:54:44 UTC"

Within the upgrade steps, the server will reboot so any opened ssh sessions shall

disconnect:
age from root@CMP9-4
{unknown) at 11:
The system is going down for reboot HOW!
11 11.5 secondly SSH to latest Upgraded CMP server and login then tail the upgrade log file as follows :
upgraded CMP
server CLI: [rootPCHMP1 " 1# tail ~var-TKLC/log-upgrade-supgrade.log

) 14146685521 :: Running postUpgradeBoot() for Upgrade::Policy::(PFirewallFixes upgr
Validate upgrade ade policy. ..

. 14146685521 :: Running postUpgradeBoot() for Upgrade::Policy::QPIPubFixes upgrade
IOg file policy...
14146685521 :: Running postUpgradeBoot() for Upgrade::Policy::QPJDKPolicy upgrade
policy...
14146685521 :: Running postUpgradeBoot() for Upgrade::Policy::(PMySfLPolicy upgrad
e policy...
14146685521 :: Runming postUpgradeBoot() for Upgrade::Policy::(PNTPFixes upgrade p
olicy.
1414685521: Running postUpgradeBoot() for Upgrade::Policy::QPRunPostRPMActionsP
olicy upgrade policy...
14146685521 :: Running postUpgradeBoot() for Upgrade::Policy::TPD5tobUpgrade upgra
de policy...
14146685521 :: Running postUpgradeBoot() for Upgrade::Policy::Platformlast upgrade
policy...
14146685521:: Updating platform revision file...
14146685522:: Upgrade returned success!?
[rootBCMP1 ~1# _
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Procedure 5. Upgrade CMP Servers

12| 11.5 secondl Run the following command to check running policy version:
y
upgraded CMP
server CLI: [root@CMP1 ~1# appRev
- . Install Time: Wed Oct 29 13:58:42 2014
Validate pOIICy Product Name: cmp
revision Product Release: 11.5.8.8_25.2.8
Base Distro Product: TPD
Base Distro Release: 6.7.A.A.1_84.19.8
Base Distro I30: TPD.install-6.7.8.8.1_84.19.8-0Oraclelinuxb.5-xB6_64.iso
05: OracleLinux 6.5
[root@CMP1 ~1# _
Make sure the version is the upgraded version “11.5”
13 11.5 secondly Run the command “ha.mystate” as root to verify the server has the stand By role:
upgraded CMP
server CLI as
root: Verify the
server’s HA role
14| 11.5 secondly
upgraded CMP
Server CLI as st t when poll reach delay offset jitter
root: Verify NTP
svne *18.258.32.18 192.5.41.289 14.608
Yy [root@CHPL ~1# _
15| 11.5 CMP GUI: From the system maintenance screen of CMP GUI, check the latest upgraded server
Cancel the force then from operations menu choose cancel force standby action:
stand By state .. B e
wralg Oracle Communications Policy Nanagement B5E
- [ ¥ ewin ] alirm il el b RN
*. Rl NN 7 S UL A # Ll
o . P g MR o 81 21 S [ITE A R " & T.,.,‘I'-'..':-:'.I'
Now the server state should be changed to “StandBy”:
______ OPSiel Custer (NP Sitel Clster
1 ot OPSielCter MBI Sdy  pliS000 830 fis 930310 11'1'3?&“-2 " [ 0 M‘”‘mj‘;{:&’;wwm
1 o RSk Cuter MY Me  [pliSULAMGROR] 53010 ”'133‘%‘]-3 o i o "'””‘;:_’I-JE';':‘I';’;;;;WM"
16, Site2 CMP In case Cable Policy solution includes a CMP cluster in secondary site, follow same
cluster upgrade | Steps detailed in this procedure to upgrade it similarly to primary site CMP cluster.
(If exists)
22 of 38 E61663-01, February 2015




2.5

PCRF Cable Policy 9.3 to 11.5 Upgrade

Upgraded CMP cluster validation

Procedure 6: Post Upgrade Validation

Procedure 6. Post CMP cluster Upgrade Validation

S | This procedure will validate the CMP cluster was upgraded successfully.
T
E | Needed material:
5 - Admin access to CMP GUI
- Access to SSH to server’s CLI
1. | 11.5CMP GUI: Login to CMP GUI as admin and navigate to Platform Settings = Topology Setting
] | Validate CMP and choose the CMP cluster
servers status in
Topology

MY FAVORITES
POLICY SERVER
Configuration
Network Elements

Applications

Traffic Profiles

+/POLICY MANAGEMENT
+/SUBSCRIBER
*/BoD
SYSTEM WIDE REPORTS
KPI Dashboard
Trending Reports
* Alarms
* Others
PLATFORM SETTING
Platform Configuration Settin

Topology Settings

StandBYy state

3 Topology Settings

= -J\=«B=8 Oracle Communications Policy Management

Topology Configuration

Modify Cluster Settings | Madify Server-A | Modify Server-8 | Back

=43 All Clusters

«{ Elcluster Settings

~[@] soD
General Settings
[OfcHP st Cluste Name CMP Site1 Cluster
@ ma Appl Type CMP Sitel Cluster
HW Type VMWare
8 mee-R Degrade on failure of: | 0AM  'SIG-A || SIG-B | Both SIG-A and SIG-B
[8] MPe-s 0AM VIP 10.240.238.105 / 26
Signaling VIPs
M = Server-a
General Settings
i 10.240.238.90
HostName CMP1
Forced Standby No
Status active
—4 EServer-B
General Settings
P 10.240.238.91
HostName CMP2
Forced Standby No
Status standby

Validate the status of the CMP servers is correct: one in Active state and the other in

2. | 11.5 Active CMP
server CLI:
Validate BackPlane
link state

Run the following command to check BP link is up with the internal IP assigned in the
upgrade process (starting with the prefix 169.254.88) :

3. | 11.5 Active CMP
server CLI:
Validate MySq|
database state

the server:

[root@CHMPL
MASTER

[root@CMPL

~]1#%# wbhccess my=sglState

~1% i

Run the following command to check running MySql configuration database state of
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PCRF Cable Policy 9.3 to 11.5 Upgrade

Procedure 6. Post CMP cluster Upgrade Validation

4. | 11.5 Active CMP | Run the following command to verify the server has the Active HA role:
server CLI: Verify
the server’s HA
role
DbReplic:
[ root@CMP1 -
5. | 11.5 Active CMP
server CLI: Verify
the server’s Policy 0 Bet3th
replication role Ta CME2 i 0
> To  MPE-31 o
MPE-52 o
MPE-R2 o
MPE-R1 o
6. | 11.5 Active CMP | Run the following command to verify the HA and replication traffic path status
server CLI: Verify | through the BP link is “OK” :
HA and replication
traffic path
7. | 11.5 StandBy Run the following command to check BP link is up with the internal IP assigned in the
CMP server CLI: | upgrade process:
Validate BackPlane
link state
8. | 11.5 StandBy Run the following command to verify the server has the Active HA role:
CMP server CLI:
Validate MySq|
database state
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Procedure 6. Post CMP cluster Upgrade Validation

9. | 11.5 StandBy Run the following command to verify the server has the stand By role:
CMP server CLI:
Verify the server’s
HA role
10. | 11.5 StandBy Run the following command to verify the HA and replication traffic is going to the
CMP server CLI: | CMP mate through the BP link successfully:
Verify HA and
replication traffic
path
11. | Validation results | In case of failure of one or more of the upgrade validation steps in this procedure
without a plan for recovery, back out should be performed as in the following
procedure.
However in case all validation steps passed skip the following procedure (Back out the
upgrade) and go directly to accept upgrade procedure in section 2.7.
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2.6

PCRF Cable Policy 9.3 to 11.5 Upgrade

Back out the upgrade

In case all Cable Policy components in the solution were upgraded, back out should start with the MPE cluster(s)
first then CMP afterwards.

In case Cable Policy solution includes CMP cluster site 2, it should be backed out first then sitel CMP cluster next
using same steps described in this procedure for each site’s CMP cluster.

Procedure 7: Backing out the upgrade

Procedure 7. Back out the upgrade

FOmMmH W

Needed material:

This procedure is only needed if the upgrade verification fails and back out is decided.
This Back out procedures can only be followed successfully if:

1. Upgrade was not accepted
2. No configuration or new features have been set up
3. CMP can be backed out only when all other policy components were backed out first

- Admin access to CMP GUI

1. | 11.5 CMP GUI:
Undo upgrade
completion for
the CMP servers

Navigate to Upgrade Manager - System Maintenance, check the CM cluster check box
then from the operations menu choose “Undo upgrade completion™ :

Oracle Communications Policy Management

ORACLE

541210

2. | 11.5 CMP GUI: | Navigate to Upgrade Manager ->System Maintenance, set the upgraded server that has
[] | Force Stand By the StandBYy status to Force StandBy from the operations menu

the upgraded

Stand By server Oracle Communications Policy Management e e e
3. | 11.5 Stand By Login to the stand by server CL1I then as root su — platcfg and navigate to Maintenance
1 | CMPCLI: - Upgrade > Reject Upgrade:

Reject the

Upgrade ———— Main Menu ——— Maintenance Menu — Upgrade Menu ————

Maintenance Validate Media

Diagnostics

SJerver Configuration
Network Configuration
Remote Consoles
Security

NetBackup Configuration
Policy Configuration
Exit

Backup and Restore

Halt Server

View Mail Queues

Restart Server

Eject CDROM

Save Platform Debug Logs
Exit

Early Upgrade Checks
Initiate Upgrade

Non Tekelec RPM Management
Accept Upgrade

4. | 11.5 CMP GUI:
Switch Force
Stand By

With the cluster checked, choose switch Force standby from the operations menu
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Procedure 7. Back out the upgrade

10/31/14 10:03 AM | admin | Logout|
Gratieal Minar

Oracle Communications Policy Management

SRACLES

MY FAVORITES [ Eove o] [ = [ -]
POLICY SERVER
Configuration ame - Server Prev | Runnin, 9 [peplicatC |
N Apnl Type w State 50 Release | Raleass Repli l Up
Wotwork Ele 4
) CMPL rMPE( ‘ Clust 10,240,238.90  Activ on

Othe
Completed: back  ®
31/201

an¥emp-11.5.0.0 1) 5.0.0.0_9.3.0_36.1.

€MP Sitel Clust
S-283.006 Mags ol on off off

) cMP2 10.240.238.81 TG

Session to CMP GUI will be lost, re-login to backed out 9.3 CMP GUI.

11.5 Stand By
CMP CLLI:
Reject the
upgrade

Login to the stand by server CLI then as root su — platcfg and navigate to Maintenance
- Upgrade > Reject Upgrade:

—| Upgrade Menu |—

Validate Media

Early Upgrade Checks
Initiate Upgrade

Non Tekelec RPM Management
Accept Upgrade

—| Hain Menu I—

Haintenance

Diagnostics

SJerver Configuration
Network Configuration
Remote Consoles
Security

NetBackup Configuration
Policy Configuration
Exit

Haintenance Menu

Tporade

Backup and Restore

Halt Server

View Mail Queues
Restart Server

Eject CDROM

Save Platform Debug Logs
Exit

9.3 CMP GUI:
CMP cluster
back out
completed

Validate that release running is back to 9.3 release and upgrade status for both servers in
the CMP cluster indicates “back out was complete™:

Policy Management

§ Tekelec

e . Sar Prev | Bunnin S P —— S
L2 Lo TN = State 1s0 Release Release ReRlicat gooiiation Svnc Uparade Stat.
B

| cwer M SRS 1 200 230,00 ™ ILEDO0 2 220 ge1e o o o Symplsied: backout

cmp2  CMPSRelSW j0ca0z3nar A

11,5.0,0,0_28 5.3.0_36.1.0 Camsletag; backe

PLATFORM SETTING
UPGRADE MANAGER

Then cancel the force standby :

System Maintenance

[ columns ¥ [ Filters -] Operetions -]
Push Script
Upload 150
Name | amplType | | GRCT) IS0 Release | Relesse RePlicati Lo Evne
o WPER = Turn Off Replication
Turn On Compatible Rep
7 MPE-S MPE Turn On Legacy Sync
= CMP Site1 Clust CMP Site1 Clu Start Upgrade
777777777 Backout
p ¥ emp-11.5.0.0. Upgrade Completion
v cwet CMP Sitet U 15.240.238.90 Fw‘aebsm 0_20.3.0:485 64 1500028 5303610 on off Off ?:'tp“;"f; Undo Upgrade Completion

Switch ForceStandby
Other Operations >

9.3 Active CMP
CLI: Clean up
upgrade files

Login to Active CMP CLI as root, run the following command:

policyUpgrade.pl —cleanupUpgrade

9.3 Active CMP
CLI: Remove
BP link paths

After all policy components/clusters were backed out successfully, login to Active
CMP CLI as root then run the following command to clean up BP links configurations:

irem LogicalPath where "*path="BackplanePath
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2.7 Accept the upgrade

Procedure 8: Accept the upgrade

Procedure 8. Accept the upgrade

S | This procedure will accept the upgrade.
E Needed material:
P - Admin access to CMP GUI
#
9. | 11.5CMP GUI: | Navigate to Upgrade Manager - System Maintenance, set the upgraded server that has
[] | Force Stand By the StandBYy status to Force StandBYy from the operations menu
the upgraded
Stand By server ey Yall Oracle Communications Policy M-m.u;nl — — éﬁa

10. | 11.5 CMP GUI: | With the server set to Force StandBy checked, choose “Accept Upgrade” from the

[] | Acceptthe operations menu:
upgrade for
Stand By server | cescie

—— - - - —— -

- . et - e - e —

Then confirm the action on the next dialog message:

Are you sure you want to execute Accept Upgrade?

11. | 11.5 CMP GUI: | With the cluster checked, choose switch Force standby from the operations menu

Switch Force
Stand By ORACLE Oracle Communications Policy Management

— - - —_— - . —
- o=

Session to CMP GUI will be lost, re-login to CMP GUI then accept the upgrade for the
second server

ORACLE Oracle Communications Policy Management S

—
-

asens T —
- —— A — o bR —— & WYL = » . i

Cancel force stand by for the second server :
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Procedure 8. Accept the upgrade

o cyYuR=ll Oracle Communications Policy Management

— ot T L4 S - o S~ — — S—— — — B e
0 300t e e ot e
7 = o Comphmt e v tnd 1Y 5
- s st ot Sy 4 A0 20 AR - aneis wasenmar - Compent ovaie e et 4 A
o e WA e e AlAALMASe e SALRLA WAMALAM - w SIS ITRRAIERNY
- - —— — A34318 . o v o e v
- - [PrPROUE . —— SaaN0 - oy

12.| 11.5 CMP GUI: | Validate that upgrade pending alarms are cleared out for the cluster.
upgrade
completion Also validate that both servers in the cluster are showing completed upgrade status:
validation

o e amsmnmeme
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3. MPE-R/MPE-S Cluster Upgrades

Procedure 9: MPE-R/MPE-S Cluster Upgrade

Procedure 9. MPE-R/MPE-S Upgrade

S | This procedure will perform the upgrade for the MPE-R/MPE-S cluster if exists in the Policy Solution to be
T | upgraded.
E
P | Needed material:
# - Access to customer’s network to access the Cable Policy solution
- CMP OAM VIP, MPE-R/MPE-S iLO IP & OAM Real IP
- Admin login to CMP, iLO Admin & CLI root login to MPE-R/MPE-S
- 11.5 MPE-R/MPE-S I1SO image
1. | Computer Follow the same procedures outlined in section 2.2 of this document to transfer the 11.5
[] | onsolutions’ | MPE-R/MPE-S ISO Image into the servers to be upgraded from 9.4 release
network or
remote
access to
solutions’
network:
Transfer MPE-
R/MPE-S ISO
Image
2. | CMP GUI: Navigate to Upgrade Manager - System Maintenance then check the standBy MPE-
[] | Force R/MPE-S server and from the operations menu choose “Force StandBy”:
StandBy the
Standby IetrlaN S Oracle Communications Policy Management —~ —
server P

Confirm the action on the next dialog box

Are you sure you want to execute Force Standby?

| [n].4 | | Cancel |

An information message indicating the successful execution of Force standby appears then
the server state changes to “Force Standby”:

[a =80 Oracle Communications Policy Management
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Procedure 9. MPE-R/MPE-S Upgrade

3. | CMP GUI:
Start the
upgrade

Then with the server checked from the operations menu, choose “Start Upgrade”.

Oracle Communications Policy Management

ORACLE

- - M s 40040004 00 b

Confirm the action on the next dialog box:

CAUTION! Please make sure the remote server is not being either Upgraded or Backed-out at this moment!

Cancel

An information message indicating the successful start of the upgrade displays:

Upgrade Command

Start Upgrade
MPE-R2 10.240.238.97 OK

The upgrade will go through multiple steps including rebooting the server; those steps are
reflected in the MPE-R/MPE-S “Upgrade Status” field of the System Maintenance screen.

InProgress! Chroot execing /mnt/upgrade/u

MPE 023897 Force Sandby [ Impe-1150.0.0 2630496 64fsof100%] 9303610 9303610 On off off pmifuporate it
- X InProgress: Chedkang for any missing
0 WFE 1024023897 ForceStaodby [Impe-115000.283.0-486 64ist00%] 9303610 9303610 On of of gﬂﬁs"’ i
0 : MPE-R2 - ** MPE 10.240.238.97  Force Standhy :N|IL‘-11‘SM‘D_B.J‘G-WG_H‘-!:D[WH] 9.3.0_36.10 93.0_36.1.0 On off off InProgress: Initizhzing upgrade...
—
: 0 LOWER MPE 1024023857 Force Standby ™ mpe-11,5.0.0.0_26.3.0-x86_64.50[100%] 93 3.0 83.0_36.1.0 On oF oF Infrogress: Running APP_DISABLE...
0 e = (3 1024023887 Foce Standby [Impe-11.5.000.283.0-406 64isol100%] 9303610 9303610  n off Iy (e Fai "ng"'“w‘*"m
Pl owem = HPE 1024023897 Force Standhy [ mpe-115.0.0.0 28.3.0+86 64isoft00%] 9343510 9303610 On off O ""“g":‘m"‘;’;rnf%‘g"‘d
MPE 10.240.238.97 Force Standby [ mpe-11.5.0.0.0_28.3.0-x86_64.iso[100%] 0.0 0.0 On of off W? MWWIWM ool
Wait till the upgrade status indicates upgrade was completed.
§ . . Pending: upgradz was completed at "11/05/2004 17:1
ig et WE WMOBY ForceStandsy Jmge 115000 2830306 Ginfo0] 3303610830610 Do of of 0: 10y G:ﬂw

4. | CMP GUI:
Expected
alarms

During the upgrade some alarms may raise like the following:

Nov 05, 2014 12:19 PM EST Minor 32509 Server NTP Daeman ot Synchranized 10.240.238.103 10 2’\"“:’052“329 o B

Nov 05, 2014 12:19 PM EST Minor 32532 Server Upgrade Pending Accept/Reject 10.240.238.103 10 S‘:UEZZZ@ 97 i
§ - MPE-R2

Nov 05, 2014 12:19 PM EST Minor 78001 Transfer of Policy jar files failed 10.240.238.103 10.240.238.97 i

Nov 05, 2014 12:18 PM EST Minor 70032 QP direct link does not work as configuration 10.240.238.103 10 Z’YA‘:DE-ZRBZB o7 A

Nov 05, 2014 12:18 PM EST Minor 31240 The measurements collector (statclerk) is impaired by a s/w fault 10.240.238.103 MPE-R2 )

10.240.238.97

These alarms are expected and would be automatically cleared after the upgrade concludes
successfully
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5. | 115
upgraded SSH to upgraded MPE-R/MPE-S server and login then tail the upgrade log file as follows :
MPE server
CLlI: Validate upgrade returned success.
Validate
upgrade log
file

6. | 11.5
upgraded
MPE server
CLI:
Validate

policy
revision Make sure the version is the upgraded version “11.5”

7.1115 Run the command “ha.mystate” to verify the server has the stand By role:
upgraded

MPE server :
CLI: : . i _. . node

.110

Verify the ' e
server’s HA bReplication Cz411.110

role

8.1 115
upgraded
MPE server
CLI:

Verify NTP
sync
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Procedure 9. MPE-R/MPE-S Upgrade

9. | CMP GUI: Navigate to Upgrade Manager -> System Maintenance then check the MPE-R/MPE-S
Switch Force | cluster and from the operations menu choose “Switch Force StandBy”:
StandBy
ORACLE Oracle Communications Policy Management
Confirm the action on the next dialog box
Are you sure you want to execute Switch ForceStandby?
| oK | | Cancel |
An information message indicating the successful execution of Switch Force standby
appears.
Upgrade Commmmuand
Switch ForceStandbw
MPE-R OK
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10| CMP GUI: Then with the server checked from the operations menu, choose “Start Upgrade”.
Start the
upgrade
Confirm the action on the next dialog box:
CAUTION! Please make sure the remote server is not being either Upgraded or Backed-out at this moment!
An information message indicating the successful start of the upgrade displays:
Start Upgrade
MPE-R1 10.240.238.96 0K
The upgrade will go through multiple steps including rebooting the server; those steps are
reflected in the MPE-R/MPE-S “Upgrade Status” field of the System Maintenance screen.
— MPERL HFE 102402389  Force Standby | mpe-11.5.0.0.0 28.3.0-x86 64.is0 8303610 8303610 O of off EW:MMMEWW
WERL MPE 10.240.238.9  Force Standby [ mpe-11,5.0.0.0 2830485 6dsa 930.36.10 9303610 On off off InProgress: Performing preupgrade processing
WPERL o e 102402389 ForeStandby [ ] npe 115000 2830285 640 0 0 o of o |(mee= 'WEE;TW“WMW“
. Wil e I3 WIS FoceSordy [ ape115000 2830405 6o wooow o [ o '”W“’“”:imﬂ’éw'wm“
Wait till the upgrade status indicates upgrade was completed.
0 MPERL MPE 10.240.233.96  Force Standhy [ Jmpe-11,5.0.0.0_28.3.0486_64.s0 9303610 11'%.0}'90'” On of Off Pandig: ;Ifl)lgﬂiﬁ"ﬁ;m;&ogrw &'l
6. | CMP GUI: During the upgrade some alarms may raise like the following:
Expected
alarms 1&2":2?2’3“91‘206 MPE Minor 32509 155 / --- Server NTP Daemaon Mot Synchronized 10/16/2014 14:34:21 EDT 0 ﬁ
1D‘ZPJE.E2-§Q1‘ZD5 MPE Minor 32532 255 / - Server Upgrade Pending Accept/Reject 10/16/2014 14:34:11 EDT 0 ﬁ
1&225%2‘?@1‘205 MPE Minor 70032 im z2s/ 10m ds QP direct link does not wark as canfiguration 10/16/2014 14:33:14 EDT e |
10 2";2_52?292 204 MPE Minor 31109 1m 95/ 5m Os Topology is configured incorrectly 10/16/2014 14:33:27 EDT (@2 |
10240238 204 MPE Minor 312682 1m 95/ 5m Os The HA manager (':Wmf!‘z)‘t's impaired by s s/ 10/16/2014 14:33:27 EOT kv |
These alarms are expected and would be automatically cleared after the upgrade concludes
successfully
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115
upgraded
MPE server
CLI:
Validate
upgrade log
file

SSH to upgraded MPE-R/MPE-S server and login then tail the upgrade log file as follows :

Validate upgrade returned success.

10,

115
upgraded
MPE server
CLI:
Validate
policy
revision

Make sure the version is the upgraded version “11.5”

11,

11.5
upgraded
MPE server
CLI:

Verify the
server’s HA
role

Run the command “ha.mystate” to verify the server has the stand By role:

12,

11.5
upgraded
MPE server
CLlI:

Verify NTP
sync
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13/ CMP GUI:

standby

After upgrade completes, cancel Force Standby from the operations menu :
Cancel force

aa WA

e

Confirm the action on the next dialog box

Are you sure you want to execute Cancel Force Standby?

An information message indicating the successful cancellation of Force standby

Upgrade Command

Cancel Force Standby
MPE-R1 10.240.238.96 OK

14) CMP GUI: Validate that now one of the MPE-R/MPE-S servers is in “Active” State and the other is in
MPE servers | “StandBy” state:
status check o
Ny WER WE
g wa e MK Sy [Ipe115000 2830:86 Siso 02030 Y of o Tl mﬁ;’m:‘w 711
g mut W 0mmy e Owenisotassesssius] 03050 e o o LTt
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15| CMP GUI: Navigate to Policy Server > Configuration
MPE-
RIMPESS | oracie
cluster ——— e
configuration : s
Click on “Reapply Configuration” to clear out the config mismatch status of MPE, then
validate the state of the MPE-R/MPE-S cluster is “On-line” and that the version reflects the
upgraded release.
Policy Server Administration
X Policy Servers
=y Policy Server: MPE-S
3] mpE-R
= ==
‘I;‘:Z%E:tmn / Loeation lo;g‘ré'e
Then switch to the “Routing” tab in the MPE-R/MPE-S administration:
Policy Server Administration
3 Policy Servers
E‘a ALL Policy Server: MPE-R
. S PR P
Modify
Validate configurations are maintained for MPE-R/MPE-S after the upgarde.
Switch to the “Policy Server” tab in the MPE-R/MPE-S administration:, validate that
associations of MPE-S with CMTS are intact after the upgrade.
Then switch to the “Reports” tab in the MPE-R/MPE-S administartion :
i S (N— ) [ S f—
Validate both servers of the cluster are displayed and with correct “Active” and “StandBy”
state.
16| Post upgrade | Follow the same procedures outlined in section 2.5 of this document to validate the upgrade
checks completed successfully.
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17| Back out the | In case post upgrade checks failed and back out is decided, follow the same procedures
upgrade outlined in section 2.6 of this document to back out the MPE clusters

18, Accept the Follow the same procedures outlined in section 2.7 of this document to accept the upgrade.
upgrade
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