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1. Introduction

1.1 Purpose and Scope

This document describes the disaster recovery procedure in the case of a failed server (node) within a CMP, MPE-R,
MPE-S, BOD, MA ‘HA Cluster’ or a complete cluster failure for one of the cable policy components. In Policy
Release 11.5 geo-redundant architecture, three servers are deployed for BOD and MPE-S components in two
different geographic sites. Optionally for CMP, a cluster of 2 servers can be deployed in each site forming four total
servers in 2 sites however CMP component is not geo-redundant component. For BOD and MPE-S components, two
servers are configured in a (HA) high availability cluster in one site with one server in “Active” mode and one
server in “standby” mode. The third server is in spare mode in the secondary site. This document covers the
preparation of a single “replacement server” (in the case of single node failure) or the preparation of multiple
replacement servers in the case of a complete cluster failure.

The following table lists the different network interfaces for the different H/W certified for the 9.4 cable
release including the direct link (BP) used for the replication between nodes in same cluster:

Hardware Type OAM Sig-A Sig-B Backplane
HP DL360 G6 Bond2=eth13 Bondl=eth11+eth12 Bond3=eth14 Bond0=eth01+eth02
HP DL360 G7 Bond2=eth13 Bondl=eth11l+eth12 Bond3=eth14 Bond0=eth01+eth02

HP DL360pGen8 | BondO=eth01+ethl1l Bond1=eth02+eth12 Bond2=eth03+eth13 Bond3=eth04+eth14

HP DL380pGen8 | Bond0=eth0l+ethll Bondl=eth02+eth12 Bond2=eth03+eth13 Bond3=eth04+eth14

Netra X3-2 Bond0.x=eth01+eth02 | Bondl.y=eth03+eth04 | Bondl.z=ethO3+eth04 | Bond3=eth63+eth64

1.2 References

[1] 910-6351-001_General Installation Methods

[2] 910-6929-001_HP Solutions Firmware Upgrade Pack 2.2.5

[3] 909-2234-001_HP Solutions Firmware Upgrade Procedures 2.2.pdf

[4] 909-2130-001_TPD Initial Product Manufacture

[5] E55083 _Platform Configuration User Guide

[6] 910-6114-001_Replacing a Failed Server in a Camiant Cluster Reference Guide.pdf
[7] MO008416_Cable Policy 11.5 Installation Procedure
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1.3 Acronyms

PCRF Cable Disaster Recovery Procedure

An alphabetized list of acronyms used in the document:

Acronym Definition

BIOS Basic Input Output System

CMP Policy Manager

DVD Digital Versatile Disc

FRU Field Replaceable Unit

iLO Integrated Lights Out manager

IPM Initial Product Manufacture — the process of installing TPD on a hardware platform
MPE-R/S Multimedia Policy Engine (Routing/Serving)
BOD Bandwidth On Demand

MA Management Agent

0S Operating System (e.g. TPD)

PCRF Policy and Charging Rules Function

TPD Tekelec Platform Distribution

VSP Virtual Serial Port

Table 1: Acronyms

1.4 Software Release Numbering
This guide applies to Cable Policy Management Versions 11.5.x

1.5 Terminology

Base hardware

Base hardware includes all hardware components (bare metal) and electrical
wiring to allow a server to power on and communicate on the network.

Base software

Base software includes installing the server’s operating system: Tekelec Platform
Distribution (TPD).

Failed server

A failed server in disaster recovery context refers to a server that has suffered
partial or complete software and/or hardware failure to the extent that it cannot
restart or be returned to normal operation and requires intrusive activities to re-
install the software and/or hardware.

Policy initial configuration

The initial configuration put into the policy server through the platcfg utility that
brings the server’s network interface online and allows management and
configuration from the CMP

Node/Blade

In an HA cluster two servers, one active and one standby are required. In the case
that a server within an HA cluster is referenced in this document the term “node"”
will be used to describe the each server within the HA cluster. The term “blade”
may also be used in this context.

Table 2. Terminology
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2. General Description

In the case that a production policy server or a cluster fails totally and need to be replaced. The following steps need
to be performed to be ready for the policy software installation:

1. Verify the failed server is disconnected from the network

2. Equipment ordered by the customer, and installed by customer
3. Verify the hardware installation has been completed

4. Run cabling

The following are high level installation steps for replacement server(s):
1. Verify iLO Configuration
2. Verify Firmware Versions
3. Verify the BIOS settings
4. Install the TPD Platform Software
5. Install the Policy Application(CMP / MPE / MA / BOD)
6. Perform Initial Configuration or Restore Server Backup
7. Perform Topology Configuration from the CMP GUI
8. Synchronize the servers in an HA cluster
9. Configuring or Restoring node-specific information
10. Confirm Failover of Restored Cluster

Recovery of a “Node Failure” of the CMP Cluster

The complete failure of one node in the CMP cluster (either in site 1 or site 2 in case solution is geo-redundant) will
require the use of a new server called the “replacement server”. “Initial configuration” information needs to be
restored either manually or from a server backup file, after which the cluster will reform, and database replication
from the active server of the cluster will recover the cluster.

Recovery of a “Node Failure” of MPE/MA/BOD Cluster

The complete failure of one node in MPE or MA or BOD cluster in site 1 (or the spare node in site 2 of BOD or
MPE in case the solution is geo-redundant) will require the use of a new server called the “replacement server”.
“Initial configuration” information needs to be restored either manually or from a server backup file, after which the
cluster will reform, and database replication from the active server of the cluster will recover the cluster.

Complete Server Outage (Both Servers in CMP cluster)

In the event that both nodes in a CMP HA Cluster (either in site 1 or site 2 if solution is geo-redundant) have failed,
the CMP cluster will require replacement of both servers. The servers are recovered using base recovery of
hardware and software and then restoring a ‘server backup’ (or Performing Initial Configuration) followed by a
restore of the system backup to the replacement CMP server. The system backup will be taken from customer
offsite backup storage locations (assuming these were performed and stored off site prior to the outage). If no
backup file is available, the only option is to rebuild the entire network from scratch. The networks data must be
reconstructed from whatever sources are available, including entering all data manually.

Complete Server Outage (Both Servers in MPE/MA/BOD cluster)

In the event that both servers in a MPE or MA or BOD HA Cluster have failed, the cluster will require replacement
of both servers. The servers are recovered using base recovery of hardware and software and then restoring a server
backup to the active MPE/MA/BOD server. No system backup will be needed as the MPE/MA/BOD will update
needed database information directly from the CMP.
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A note on ‘lnitial configuration’:

The information required for initial configuration is not extensive, and may be readily available from customer site
documents, or from the CMP’s topology configuration. In most cases it can be easier to manually input the ‘initial
configuration’ in platcfg than to try to load a server backup file into the newly installed hardware.

Needed initial configuration information:

Hostname

OAM real IP address and network mask
OAM default router address

NTP server

DNS server A (optional)

DNS Server B (optional)

DNS search (optional)

OAM Device (use default)

Backplane Device (use default)
Backplane IP Prefix (use default)

o

O O O O O O OO0 O

Using the server backup file.

When asked to restore from ‘server backup’, the platcfg utility will look in
/var/camiant/backup/local_archive/serverbackup directory. If no files exist in that directory, the box below will be
presented.

| select iso to restore

Manually input:

You will have to enter the complete path and filename in order to restore from a file that is not in the
/var/camiant/backup/local_archive/serverbackup directory.
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3. Procedure Overview

This section lists the materials required to perform disaster recovery procedures and a general overview (disaster
recovery strategy) of the procedure executed.

3.1 Disaster Recovery Strategy
Disaster recovery procedure execution is performed as part of a disaster recovery strategy with the basic steps listed

below:

Evaluate failure conditions in the network and determine that normal operations cannot continue without
disaster recovery procedures. This means the failure conditions in the network match one of the failure
scenarios described in Recovery Scenarios.

Disconnect failed server(s) from network

Evaluate the availability of server and system backup files for the servers that are to be restored.
Read and review the content in this document.

From the failure conditions, determine the Recovery Scenario and procedure to follow.

Execute appropriate recovery procedures.

3.2 Required Materials
The following items are needed for disaster recovery:

1.
2.
3.

4.
5.
6

A copy of this document and of all documents in the References list.

Customer provided network configuration of policy components (CMP/MPE/MA/BOD).

In case of CMP: Policy ‘system’ backup file: electronic backup file (preferred) or hardcopy of all
Policy system configuration and provisioning data.

The Firmware .1SO certified for the corresponding builds and servers.

Tekelec Platform Distribution (TPD) software

Policy Application software .ISO for the component(s) of the target release.

3.3 Policy Server Backup

Backup of the policy server can be done either manually from platcfg, or on a schedule as configured in platcfg.
There are 2 types of backup operations available; ‘server backup’ and ‘system backup’:

- Server Backup: There is one Server Configuration backup for each server in the system. The server backup
is a Back-up of the OS information unique to the server. Information such as: hostname, IP Addresses,
NTP, DNS, Static Route configuration. This operation creates a Server Configuration Backup file, and
should be executed on each of the server in the customer’s network.

- System Backup: There is one Application Configuration backup for the entire Policy system. The system
backup will gather PCRF configuration information that is unique to this system. Information such as:
Topology, Policy(s), Feature Configuration. The system backup should be executed only on the Active
CMP at the primary site.

The availability of a recent system backup is critical to the restoration of the policy network when the CMP is not

available.
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4. Procedure Preparation

4.1 Purpose and Scope

Disaster recovery procedure execution is dependent on the failure conditions in the network. The severity of the
failure determines the recovery scenario for the network. The first step is to evaluate the failure scenario and
determine the procedure(s) that will be needed to restore operations. A series of procedures are included below that
can be combined to recover one or more policy management nodes or clusters in the network.

Note: A failed server (node) in disaster recovery context refers to a server that has suffered partial or complete
software and/or hardware failure to the extent that it cannot restart or be returned to normal operation and requires
intrusive activities to re-install the software and/or hardware.

The general steps recovering servers are:

1.

2
3
4.
5
6

Verify BIOS time is correct on servers

Verify Version of TPD installed

Load application for corresponding Server HW types
Check FW versions and upgraded if necessary

Check NTP status after recovery

Check Active Alarms from GUI and syscheck from CLI

*Reference [7] for detailed directions on BIOS and iLO configuration as well as firmware loading and

verification.
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4.2 Recovery Scenarios

4.2.1 Recovery Scenario 1 (Single Node Failure in CMP HA Cluster)

For a partial outage with a CMP server available, only base recovery of hardware and software and Perform initial
configuration is needed. A single CMP server is capable of restoring the configuration database via replication to all
MPE/MA/BOD servers, or to the other CMP node of a cluster. The major activities are summarized in the list
below. Use this list to understand the recovery procedure summary. Do not use this list to execute the procedure.
The actual procedures’ detailed steps are in the Restore Procedures section. The major activities are summarized as
follows:

e Recover Failed CMP server (if necessary) by recovering base hardware and software.
o Recover the base hardware.
o Recover the software.
o Perform initial configuration needs to be re-done either by hand or from server backup file

o The database is intact at the active CMP server and will be replicated the standby CMP server.

Replacement Server
CMP-B [ > CMP-B

For complete details, refer to the following procedure in this document

e Procedure 1. Restoring Single Node Failure in CMP HA Cluster
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4.2.2 Recovery Scenario 2 (Single Node Failure in MPE/MA/BOD HA Cluster)

For a partial outage with a MPE or MA or BOD server available, only base recovery of hardware and software and
initial configuration of the failed node is needed. The CMP server is capable of restoring the configuration database
via replication to the replaced MPE or MA or BOD server. The major activities are summarized in the list below.
Use this list to understand the recovery procedure summary. Do not use this list to execute the procedure. The actual
procedures’ detailed steps are in the Restore Procedures section. The major activities are summarized as follows:

e Recover any failed MPE or MA or BOD servers by recovering base hardware and software.
o Recover the base hardware.
o Recover the software.
o Initial configuration needs to be re-performed either by hand or from server backup file

o The configuration database is available at the active MPE/MA/BOD server and does not require
restoration on the CMP. Configuration can be pushed from the CMP to the MPE/MA/BOD
replaced server using ‘re-apply configuration’

Replacement Server

BOD- A BOD- A

Replacement Server
BOD - B [ > BOD -B

Replacement Server
' P

For complete details, refer to the following procedure in this document

e  Procedure 2. Restoring Single Node Failure in MPE/MA/BOD HA Cluster
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4.2.3 Recovery Scenario 3 (Complete Cluster Outage of the CMP)

For a full outage with a CMP server unavailable, base recovery of hardware and software is needed, then the
recovery from system backup of the application configuration for the policy network. The first CMP server is built
and restored with the configuration database from a system backup. Then the data will be replicated from the
restored database to a second rebuilt CMP node which will form a CMP cluster. The major activities are
summarized in the list below. Use this list to understand the recovery procedure summary. Do not use this list to
execute the procedure. The actual procedures’ detailed steps are in the Restore Procedures section. The major
activities are summarized as follows:

e Recover Primary CMP server (if necessary) by recovering base hardware and software.

o

o

o

Recover the base hardware.

Recover the software.

Initial configuration is re-performed either by hand or from server backup file

The database of the CMP will be restored from a system backup provided by the customer.

If a system backup is not available, use customer provisioning systems to restore application level
configuration to the CMP. It is possible to use the data at other policy solution components like
MPEs, BODs, MAs (that should still be good) to verify that the re-entered data on the CMPs
matches the previous configuration that was in-use. Also, check with engineering team for
possible approach to verify if the data at the operational MPEs matches the data that has been re-
entered at the CMP after re-entering the Policies and other application level data to the CMP.

e Recover the second CMP server by recovering base hardware and software.

@)

@)

@)

Recover the base hardware.
Recover the software.
Initial configuration is re-performed either by hand or from server backup file

The configuration database is available at the now active CMP server and does not require
restoration on the second CMP node. Configuration will be replicated when the two new CMP
nodes form a cluster.

Replacement Server

CMP-A [ > CMP-A
Replacement Server
CMP-B I > CMP-B

For complete details, refer to the following procedure in this document

e  Procedure 3. Restoring Complete Cluster Outage of the CMP
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4.2.4 Recovery Scenario 4 (Complete Cluster Outage of MPE or BOD or MA)

For a full outage with no MPE/BOD/MA servers unavailable, a base recovery of hardware and software will be
needed. Initial Configuration will then be performed on each replacement server. The CMP server is capable of
restoring the configuration database for the replaced MPE or BOD or MA using “Reapply Configuration” to the
active server in the MPE/BOD/MA HA Cluster. The active MPE/BOD/MA will then replicate the database to its
mate server.

The major activities are summarized in the list below. Use this list to understand the recovery procedure summary.
Do not use this list to execute the procedure. The actual procedures’ detailed steps are in the Restore Procedures
section. The major activities are summarized as follows:

e Recover any failed MPE/BOD/MA servers by recovering base hardware and software.
o Recover the base hardware.
o Recover the software.
o Initial configuration is re-performed either by hand or from server backup file

o The configuration database is available now at the active CMP server and does not require
restoration on the CMP. Configuration can be pushed from the CMP to the MPE/BOD/MA
Servers.

Replacement Server

Replacement Server

Replacement Server

BOD- A I BOD- A

Replacement Server

p

soo-5 | | | so0-s
p
p

Replacement Server

Replacement Server

For complete details, refer to the following two procedures in this document

e Procedure 4. Restoring Complete Cluster Outage of the MPE/BOD/MA
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5. Restore Procedures

51 Procedure 1. Restoring Single Node Failure in CMP HA Cluster

g | This Procedure restores the standby CMP node, when a server level backup is available or using Initial
T | Configuration if no server level backup is available. .
E Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
. Should this procedure fail, contact the Tekelec/Oracle Customer Care Center and ask for assistance.
1. | Required resources/ | The purpose of this procedure is to replace one node of a CMP HA cluster. Base level
0 information: software is confirmed. Initial configuration is restored from a server backup file or
manually. Then the new node is allowed to re-sync to the existing node to form a
complete CMP cluster.
Required resources:
¢  Replacement node hardware
e TPD installation ISO
e CMP Policy Application installation 1SO.
o  *serverbackup.ISO* of the node to be replaced (optional)
2. | Prerequisites - Remove failed hardware and replace.
0 - Verify that the node has TPD on it, or install TPD
- Install the correct version of the application software — CMP
Cable as per network requirements
Reference [7] for detailed directions on installing TPD and the CMP Application.
This procedure can also be used to confirm Bios, Firmware and iLO settings.
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3. | Set the failed node to | Inthe CMP GUI:
‘Forced Standby’ Navigate to:
Platform Setting = Topology Setting = All Clusters
1) Determine the cluster with the failed node
2) Determine the failed node
o rital=d Oracle Communications Policy Management R
— i | s | s | Topology Canfiguration
:;;::;::L ke Qou D + Do s mi 60
3) Click the Modify button of the failed node
T — EI
4) Click the Forced Standby checkbox so that it is checked, then click Save
2 Topology Settings
B Al sites —| ElCluster Settings
B3 Al Clusters General Settings
= M, CMP Sitel Clust
! A:;I. ?I'ype CMP S:t:1 clzst::
@ MPE-R. HW Type HP ProLiant DL360GE/G7
@ MPE-S Degrade on failure of:  [JoaM [Js516-a []516-8 []Baoth SIG-A and SIG-B
OAM VIP 10.240.239.198 / 27
Signaling VIPs <Signaling VIP1==10.240.2359.233/28><51G-A>
—| & Server-A
General Settings
P 10.240.239.205
HostMame CMP1
Forced Standby No
Status active
—| ElServer-B
Delete Server-B
General Settings
P 10.240.239.207
HostMame CMP2
Forced Standby
Status out-of-service
Savel Cancel |
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4. | Load the ISO for If a ‘server backup’ is available proceed with this step. If a ‘server backup’ is not
server restore available skip to step 11.
Obtain the *serverbackup.iso™ for the node to be restored. When the replacement node is
available (TPD/App installation complete, cabled as per network requirements), the
server backup file should be copied to the following directory:
Ivar/camiant/backup/local_archive/serverbackup.
Note: Later in this procedure, the platcfg restore function checks this directory and
offers the user a convenient menu to choose from. The platcfg utility also allows the user
to manually enter any mounted path on the server.
Reference [7]for detailed directions accessing the iLO, launching the remote
console.
5. | Login via the iLO Access the iLO Interface and launch the remote console to gain root level access to the
Interface cli
[
6. | Perform platcfg Execute the following command
restore from iLO
[ session on # su — platcfg
replacement node From within the platcfg utility, navigate to:
Policy Configuration - Backup and Restore = Server Restore
Select the *serverbackup*.1SO that you just put on the system and hit OK
Basaally Yot
Then choose ‘yes’ to confirm:
right ao z014, A 111 rights
Confirm restore
Tou are going to restore the system
files. Continue?
This may take a couple of minutes.
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7. | Verify the status If the restore is successful, then exit from the backup and restore menu. If it is not
successful, retry the restore. If the second restore is not successful, stop and contact
support team or engineering team for assistance. Be sure that results of restore operation
indicate success as in the example below before proceeding:

Pestared fram o0
i /vat/camiant/backup/ local _szchive/ serverbectuy R }
| d-ewmp_11.3.0.0_35.3.0-serverbecwy-103411100050. 40 1
| ® swsowsetully
Freos any Bay toO Continee

8. | Reboot the server Exit form the platcfg menu and Reboot from the command line.

0 shutdown —r now

9. | Verify Config After the server has been rebooted you should be returned to a login prompt via the iLO
remote console. Verify the configuration by selecting Policy Configuration > Verify Initial

[ Configuration from within the platcfg utility.

Policy Configuration Menu
et Policy Mode
Perform Initial Configuration
Restart Application
Cluster Configuration Removal
Verify Initial Configuration
Verify Server 3Status
S35L RKey Configuration
Ethernet Interface Parameter 3ettings
Save Platforw Debug Logs
Cluster File 3ync
Fouting Config
Firewall
DICP Config
EBackup and Restore
Exit
Use arrov keys to move between options | <Enter> selects | <F12> Hain Henu
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10.

Verify Config

Confirm the configured “Hostname, ServipAddr, DefaultGw and NtpServipAddr”
previously configured are present. A display similar to the following is shown. Other
fields will be configured with their default values and can be left as they are.

and/or its affiliates.

Lll rights reserwved.

Index Table of Contents

Date/Time: 11/20/2014 09:19:11
Hardware Type: ProLiantDL3c0Ga
EackplaneDevice="hond0d"
EackplaneEnahle="1"
EBackplaneIpPrefix="169.254.388"
DS Search=""

DNSServeri=""

DS ServerB="Tr
DefaultGw="10.240.239.193"
Levice="hbond2"™
HostMame="CHF2 "
LayoutProfile="directlink®
tpServIipAddr="10.250.32.10"

OiNDevice="hondz "

SIGADevice="bondl"

SIGEDevice="hond3"

ServIphiddr="10.240.239.207/27"

TP Status:

remote refid 2t © when poll reach delay offszet jitter

0.094

*10.250.32.10 192.5.41.209 2 29 64 37 0.264 -0.033

u

Use arrov keys to move between options | <Enter> selects

SKip to step 22

11.

Perform Policy Initial
Configuration using
platcfg

If directed to this step because a ‘server backup’ is not available, then the following
steps can be used perform the Initial Configuration based on network information
available and a cluster file sync.

Note: Customer provided data is required to perform the Camaint Initial Configuration
in step 15.

12.

Run platcfg tool on
the replacement
server

The failed sever in the HA cluster has already been placed in “forced standby” as per
step 3. The replacement server is in place and has had the base software already
installed. Launch the remote console using the iLO interface.

#su - platcfg

When presented with following screen choose “Policy Configuration”.

Main Menu

MHaintenance
Diaghnostics

Server Configuration
Network Configuration
Femote Consoles

Security

NetBackup Configuration
Policy Configuration §
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13.

Set Policy mode

Folicy Conf iguration Menu

Set Policy Mode

Perform Initial Conf iguration
Cluster Conf iguration Remowal
Restart Application

Uerify Initial Conf iguration
Uerify Server Status

SSL Key Conf iguration
Ethernet Interface Parameter Settings
Save Platform Debug Logs
Cluster File Sync

RBouting Config

Backup and Restore

DSCP Conf ig

Firewall

Exit

Then set the mode to “Cable” and click “OK”

Select Policy Mode

(=] Cable

{1 Wireline

{ ) Wireless

14.

Select Perform Initial
Configuration

Policy Configuration Menu

et Folicy Mode

Ferform Initial Configuration

Restart Application

Cluster Configuration Remowval

Verify Initial Configuration

WVerify Server 3Status

S55L Eey Configuration

Ethernet Interface Parameter Zettings

Save Platform Debug Logs
Cluster File Synco
Fouting Config

Firewall

DSCP Config

Eackup and Restore

Exit
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15.

Complete Initial
Configuration form

Initial Configuration

HostHame:
OAM Real IP Address:
04l Defsult Route:
NTF 3Server:
DMNE Server A:
DNZ Serwver B:
DME Search:

QLM Device: |sfehsks
Backplanelevice
BackplaneIpPrefix:

Hostname - the unique hostname for the device being configured.

OAM Real IP Address - the IP address that is permanently assigned to this
device. (sometimes called “Physical IP” or “Real IP).

OAM Default Route - the default route of the OAM network.
NTP Server - a reachable NTP (required)

DNS Server A - a reachable DNS server (optional)

DNS Server B - a reachable DNS server (optional)

DNS Search - is a directive to a DNS resolver (client) to append the specified
domain name (suffix) before sending out a DNS query.

Device - the bond interface of the OAM device. Note that the default value
should be used, as changing this value is not supported.

Backplane Device — the bond interface of the backplane device. Note that
the default value should be used, as changing this value is not supported.
Backplane IP Prefix — the IP prefix assigned to the backplane device. Note
that the default value should be used, as changing this value is not

supported.
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16.

Save configuration

Enter the configuration (example data fill below) and then select OK

Initial Configuration

HostHame:

CQAM Real IP Address:
LM Defsult Route:
NTP 3erver:

D3 Serwver Ai:

DNZ Serwver B:

DME Search:

QLM Dewvice:
Backplanelevice:
BackplaneIpPrefix:

The platcfg form will pause for a minute while the server is configured, and then return
to the platcfg menu.

17.

Reboot the server

Exit from the platcfg menu and Reboot from the command line.

‘shutdown —r now *

18.

Verify Config

After the server has been rebooted you should be returned to a login prompt via the iLO
remote console Verify the configuration by selecting Policy Configuration -> Verify Initial
Configuration from within the platcfg utility.

19.

Verify Config

Confirm the configured “Hostname, ServIpAddr , DefaultGw and NtpServipAddr”
previously configured are present. A display similar to the following is shown.

and/or its affiliates. All rights reserwved.

Index Table of Contents
Date/Time: 11/20/2014 09:19:11

Hardware Type: ProLiantDL360Ga

EackplaneDevice="hond0d"

BackplaneEnakhle="1"

EBackplaneIpPrefix="169.254.388"

DefaultGuw="10.240.239.195"
Device="hond2"

HostMeame="CHFZ "
LayoutProfile="directlink®
tpServIipAddr="10.250.32.10"
(CAMDevice="bondz™
SIGADevice="bondl"
SIGEDevice="hond3"
ServIpiddr="10.240.239.207/27"
[NTP Status:

remote refid 2t © when poll reach delay offszet jitter

®10.250.32.10 192.5.41.209 2 29 64 37 0.264 -0.033 0.094

u

Use arrov keys to move between options | <Enter> sgelects
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20.

Perform Cluster sync
from the active
server to the
replacement server

Cluster file sync will copy over any firewall rules, static routes and security certificates
that may have been configured manually on the active node and need to copied to the
replacement server.

From the platcfg menu naviagte to Policy Configuration>Cluster File Sync

Folicy Configuration Menu

Set Folicy Mode

Perform Initial Configuration
FEestart Application

Cluster Configuration Eemowval
Verify Initial Configuration
Verify Server 3tatus

53L EKEey Configuration
Ethernet Interface Parawmeter Settings
Save Platform Debug Logs
Cluster File Sync

Fouting Config

Firewall

DSCP Config

Eackup and Eestore

Exit

You will need to select Cluster Sync Config

Cluster Configuration Sync Menu

Cluster Sync Config
Show Syne Config
Show Sync Destination

Show Sync Status
Start Synchronizing
Exit
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21.

Perform Cluster sync
from the active
server to the
replacement server

Read Destination From Comcol

Config the Destination of Cluster Sync Menu

Read Destination From Comeol)

You may need to provide the root password to proceed
Now select Start Synchronizing

Cluster Configuration Sync Menu

Cluster Sync Config
Show Sync Config

Show Sync Destination
Show Sync Status

. Synchronizing

The op procmgr on Sync target would restart, continue?

The gp procmgr on SYnc target wWould restart, continue?

Click through the synchronizing screens until you are returned to ‘Cluster Configuration
Sync’ Menu.

You can now log into the replacement server and confirm the files have synced to the
replacement server. You may check the ssl keystore for example.
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22.| Verify basic network

5 connectivity and
server health on the

replacement server

From the newly installed server, ping the OAM gateway. If the ping is not successful,
verify all network settings match the old hardware configuration and reconfigure if
needed. Contact Tekelec/Oracle support before proceeding if network ping tests still fail.
OAM gatewa
10 0

#ping <

e

y addr
1

ess>
(1

64 by I t . s
Execute the syscheck command, ensuring that all tests return successfully. If errors are
found, discontinue this procedure and contact Tekelec/Oracle support.

h
=
[
+
[

Running T

Running

Running

Running

Running
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23.

Remove ‘Forced
Standby’ designation
on current node.

In the CMP GUI:
Navigate to:

Platform Setting = Topology Setting = Current Cluster

ORACLE’

£ Topology Settings
MY FAVORITES

Modify Cluster Settings

Oracle Communications Policy Management

Topolegy Configuration
| modify servera |

oty Servers | mack

#/POLICY SERVER
+/ POLICY MANAGEMENT
+/BoD

+/SYSTEM WIDE REPORTS
=IPLATFORM SETTING

Platform Configuration
Setting

Topology Settings
SNMP Sattings

+| UPGRADE MANAGER

| GLOBAL CONFIGURATION

+ISYSTEM
ADMINISTRATION

*IHELP

{3 All Sites

EZ§ Al Clusters
B
8] meE-R
L8] mee-s

—| EcCluster Settings

General Settings

Name CMP Sitel Cluster
Appl Type CHP Site Cluster
HW Type HP ProLiant DL360G6/G7

Degrade on failure of:  [JoaM [Js16-4 [s16-8 [lecth SIG-A and SIG-B
0AM VIP 10.240.239.198 / 27
Signaling VIPs <Signaling VIP1><10.240.239.233/28 > <SIG-A>

—] B server-a

General Settings
10.240.239.205

HostMame cmp1
Forced Standby Ho
Status active

—| EServer-8

General Settings

1 10.240.239.207
Hostame cMP2

Forced Standby Yes

Status standby

- Modify for the server that has ‘forced standby’
- Ensure server status is “standby”

- Clear the Forced Standby checkbox

- Accept the resulting pop-up by clicking OK:

EHZ Al Clusters
EIWCHP Sited Cluste: Nam CMP Sitet Cluster
CMP Sitel Cl
3] wmee-R P ProLiant
@ mee-s e on failure of:

General Settings

OAM VIP
Signaling VIPs

=Signaling VIP. 0.240.239.233/28> <5IG-A=

General Settings
10.240.239.205

HostName CMPL
Forced Standby Mo
Status active

Delete Server-8

General Settings

P 10.240.235.207
HostHame cCMP2 Active Server will restart and you will be logged out.
Forced Standby

8
Status standby

Save | Cancel

- Validate that force standby flag is off (set to “No”)

ElServer-B

General Settings

IF 10.240.239.207
HostMame CMP2

Forced Standby Mo

Status standby
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24.| Verify cluster status

In the CMP GUI:
Navigate to:

Platform Setting = Topology Setting = All 2 Current CMP Cluster

Monitor clustering of the new node to its peer, do not proceed until both nodes have a
status of either ‘active’ or ‘standby’, and that there are no CMP related ‘Active Alarms’
(except for the “Accept new upgrade” alarm which will be cleared at the end of this
procedure.

1020714 08:38 AM | adi | Logo]

Oracle Communications Policy Management
ORACLE y g BUE

Topolugy Configuration

PLATFORM SETTING

Pltisrs Coafgueatisn
Settng.

1036028.208
or

Foroed Standby )

Stas chve

25.| Alternative method to
§ check status

You can also monitor the clustering of the new node from within the shell on the active
server node with ‘irepstat’. To do so, SSH to the Active node of the current cluster and
execute the irepstat command:

# irepstat

Expected ‘irepstat’ output while waiting reconnection:

Expected ‘irepstat’ output after cluster has formed:
£ root@CMP9-4:~ -
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26.| Active CMP CLI: Run the following command to sync the SSH keys of the new CMP server with all
Sync SSH keys to all | servers in the topology:
servers in topology
gpSSHKeyProv.pl --prov --user=root
MFE-EZ (10.240
Proviszioning MPE-31 (10,240
Proviszioning MPE-E1 ([10.240
Frovisioning HMFE (10,240
Provisioning CMP1 (10.240
: on CHMPZ (10.240
27.| End of procedure This procedure is completed
(
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2 Procedure 2. Restoring Single Node Failure in MPE-R/MPE-S/BOD/MA HA Cluster

5.
s | This Procedure restores the standby MPE/BOD/MA node, when a server level backup is available or using Initial
- Configuration if no server level backup is available. .
E Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
Should this procedure fail, contact the Tekelec/Oracle Customer Care Center and ask for assistance.
P | Note: We will cover the procedures for MPE-S, however the same procedures could be followed for BOD,
MPE-R and MA if any need recovery.

=

Required resources
0 / information:

The purpose of this procedure is to replace one node of MPE HA cluster. Base level
software is confirmed. Initial configuration is restored from a server backup file or
manually. Then the new node is allowed to re-sync to the existing node to form a complete
MPE cluster.

Required resources:

Replacement node hardware

TPD installation 1ISO

MPE Policy Application installation 1SO.
*serverbackup.1SO* of the node to be replaced (optional)

2. | Prerequisites

Remove failed hardware and replace.

Verify that the node has TPD on it, or install TPD

Install the correct version of the application software — CMP
Cable as per network requirements

Reference [7] for detailed directions on installing TPD and the MPE Application.
This procedure can also be used to confirm Bios, Firmware and iLO settings.
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3. | Set the failed node
to ‘Forced
Standby’

In the CMP GUI:
Navigate to:

Platform Setting = Topology Setting = All Clusters
1) Determine the cluster with the failed node

2) Determine the failed node and make sure it is on Out of Service state

Oracle Communications Policy Management

ORACLE

Topology Configuration
&3 Topoioy setnos

EE9 A Clsters
8] P sicer Ciuater

POLICY SERVER

) ween

I ==

A 196/ 27
<Signaling VIF3><10,240.239 230/ 30> <S16-A>

10.260.239.200
ey

| SYSTEM WIDE REPORTS

PLATFORM SETTING

3) Click the Modify button of the failed node

Oracle Communications Policy Management

‘23 Topology Settings
EH23 Al Clusters
~{@] CMP Site1 Cluster

Modify Cluster Settings || Modify Servar-a | Back
—| ElCluster Settings

@ MPE-R General Settings
@ Name MPE-5
Appl Type MPE
HW Type HP ProLiant DL360G6/G7

Degrade on failure of:

OAM VIP
Signaling VIPs

—| B Server-A

General Settings

[Joam Osi6-A [s16-8 [leoth S16-A and SIG-B
10.240.239.196 [ 27
<Signaling VIP1>=10.240.235.232/28> <SIG-A>

P 10.240.239.200
HostName MPE-51

Forced Standby MNo

Status active

—| Eserver-B

General Settings

P 10.240.239.201
HostName MPE-52

Forced Standby No

Status out-of-service

4) Click the Forced Standby checkbox so that it is checked, then click Save

Topology Configuration

Modify Cluster Settings | Modify Server-A__ | | Modify Server-8

| Back

—| ElCluster Settings
General Settings
Name MPE-S
Appl Type MPE
HW Type HP ProLiant DL360G6/G7

Degrade on failure of: [ oam [sic-a [Osic-8 [0Both SIG-a and SIG-B
0AaM VIP 10.240.239.196 / 27

Signaling VIPs <Signaling VIP1><10.240.239.232/28> <SIG-A>

—| E server-a

General Settings
® 10.240.239.200
HostName MPE-S1
Forced Standby No
Status active
[ B
General Settings
» 10.240.239.201
HostName MPE-52
Forced Standby Yes
Status out-of-service
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4. | Load the ISO for If a ‘server backup’ is available proceed with this step. If a ‘server backup’ is not
server restore available skip to step 11.
Obtain the *serverbackup.iso* for the node to be restored. When the replacement node is
available (TPD/App installation complete, cabled as per network requirements), the server
backup file should be copied to the following directory:
Ivar/camiant/backup/local_archive/serverbackup.
Note: Later in this procedure, the platcfg restore function checks this directory and offers
the user a convenient menu to choose from. The platcfg utility also allows the user to
manually enter any mounted path on the server.
Reference [7]for detailed directions accessing the iLO, launching the remote console.
5. | Login via the iLO Access the iLO Interface and launch the remote console to gain root level access to the cli
Interface
il
6. | Perform platcfg Execute the following command
restore from iLO
] remote console # su - platcfg
From within the platcfg utility, navigate to:
Policy Configuration = Backup and Restore = Server Restore
Select the *serverbackup*.1SO that you just put on the system and hit OK — then ‘yes’ to
confirm.
, Oracle and/or its affiliates. A1l rights r
| Select iso to restore from |
Manually input:
This may take a couple of minutes.
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~

Verify the status

If the restore is successful, then exit from the backup and restore menu. If it is not
successful, retry the restore. If the second restore is not successful, stop and contact
support team or engineering team for assistance. Be sure that results of restore operation
indicate success as in the example below before proceeding:

Restored from iso
/war/camiant/backup/ local archive/serverbackup/MPE
-3&-mpe_11.5.0.0_25.2.0-serverbackup-201411201023.
iso successfully

Press any key to continue...

Reboot the server

Exit form the platcfg menu and Reboot from the command line.

‘shutdown —r now’

Verify Config

[ I e

After the server has been rebooted you should be returned to a login prompt via the iLO
remote console. Verify the configuration by selecting Policy Configuration > Verify Initial
Configuration from within the platcfg utility.

Policy Configuration Menu

Set Policy Mode

Perform Initial Configuration

Restart Application

Cluster Configuration Removal

Verify Initial Configuration

Verify Server Status

350 Key Configuration

Ethernet Interface Parameter Settings

Sawve Platform Debuy Logs
Cluster File Sync
Routing Config

Firewall

DICP Config

Backup and Bestore

Exic
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10.| Verify Config Confirm the configured “Hostname, ServipAddr, DefaultGw and NtpServipAddr”
0 previously configured are present. A display similar to the following is shown. Other
fields will be configured with their default values and can be left as they are.
for its affiliates. A4ll rights
Index Table of Contents
Date/Time: 11/20/2014 10:29:34
: ProLiantDL360GE
="hond”
EackplaneIpPrefix="169.254.855"
DNSSearch=""
DNSServeri="mm
DNSServerB="T"
DefaulcGy="10.240.239,193"
Device="bond2 "
HostHName="HFE-32"
LayoutProfi directclink™
HMepServIphddr="10.250.3Z.10"
CAMDevice="hondz"
SIGADevice="hondl"™
SIGEDevice="hond3"
ServIpAddr="10.240.239.201/27"
TP Status:
remote refid st t when poll reach delay offset jicter
S0 B50. 5% - 10 192.5.41.209 Zu 33 64 7 0.Z55 0.0a83 0.084
|
Use arrow keys to move between options | <Enter> selects
Skip to step 22
11.| Perform Initial If directed to this step because a ‘server backup’ is not available, then the following steps
0 Configuration can be used perform the Initial Configuration based on network information available and a
using platcfg cluster file sync.
The following steps can also be found in reference [7]
Note: Customer provided data is required to perform the Camaint Initial Configuration in
step 15.
12.| Run platcfg tool on | The failed sever in the HA cluster has already been placed in “forced standby” as per step
[] | the replacement 3. The replacement server is in place and has had the base software already installed.
server Launch the remote console using the iLO interface.
#su - platcfg
When presented with following screen choose “Policy Configuration”.
Main HMenn
Maintenance
Diagnostics
Server Configuration
Network Configuration
Remote Consoles
Security
HNetBackup Configuration
Folicy Configuration §
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13.| Set Policy Mode

Folicy Conf iguration Menu

Set Policy Mode

Perform Initial Configuration
Cluster Conf iguration Removal
Restart Application

Uerify Initial Configuration
Uerify Server Status

S5L Key Conf iguration
Ethernet Interface Parameter Settings
Save Platform Debug Logs
Cluster File Sync

Routing Config

Backup and BRestore

DSCF Conf ig

Firewall

Exit

Then set the mode to “Cable” and click “OK”

Select Policy Mode

(=) Cable
Choose: (SRS NER|T=
() Wireless

14.| Select Perform
(1 | Initial
Configuration

Folicy Configuration Menu

Set Policy Mode

Perform Initial Configuration
FEestart Application

Cluster Configuration Remowval

Verify Initial Configuration

Verify Server Status

553L Key Configuration

Ethernet Interface Parameter Settings

Sawve FPlatform Debug Logs
Cluster File Synec
Fouting Config

Firewall

DSCF Config

Eackup and Restore

Exit
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15.| Complete Initial
1 | Configuration form

Initial Configuration

HostHame :

QAM Real IP Address:
OLM Default Route:
NTF Server:

DINZ Serwver A:

DIN3 Serwver EB:

DME Search:

QAN Device:
Eackplanelevice:
BackplaneIpPrefix:

Hostname - the unique hostname for the device being configured.

o OAM Real IP Address - the IP address that is permanently assigned to this device.
(sometimes called “Physical IP” or “Real IP).

e OAM Default Route - the default route of the OAM network.
e NTP Server - a reachable NTP (required)

e DNS Server A - areachable DNS server (optional)

e DNS Server B - a reachable DNS server (optional)

o DNS Search - is a directive to a DNS resolver (client) to append the specified domain
name (suffix) before sending out a DNS query.

e Device - the bond interface of the OAM device. Note that the default value
should be used, as changing this value is not supported.

e Backplane Device — the bond interface of the backplane device. Note that the
default value should be used, as changing this value is not supported.

e Backplane IP Prefix — the IP prefix assigned to the backplane device. Note
that the default value should be used, as changing this value is not supported.
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16.| Save configuration | Enter the configuration (example data fill below) and then select OK

Initial Configuration

Hostlame :

QLM Feal IP Address:
OAM Default Route:
NTP 3Serwver:

DMNZ Serwver A:

DIN3 Serwver B:

DN3 Search:

QLM Device:
BackplaneDewvice:
EackplaneIpPrefix:

The platcfg form will pause for a minute while the server is configured, and then return to the platcfg
menu.

17.| Verify Config After the server has been rebooted you should be returned to a login prompt via the iLO
remote console. Verify the configuration by selecting Policy Configuration -> Verify Initial
0 Configuration from within the platcfg utility.

Policy Configuration Menu

Set Policy Mode

FPerform Initial Configuration

Festart Application

Cluster Configuration Eemowval

Verify Initisl Configuration

Verify Server Status

55L Key Configuration

Ethernet Interface Parameter Settings

Sawve FPlatform Debug Logs
Cluster File Sync
Fouting Config

Firewall

DSCP Config

Backup and FEestore

Exit
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18.| Verify Config Confirm the configured “Hostname, ServIpAddr, DefaultGw and NtpServIipAddr”
0 previously configured are present. A display similar to the following is shown.

or its affiliates. All rights reserwved.

Index Table of Contents

Date/Time: 11/20/2014 10:38:39
Hardware Type: ProlLiantDLI60GA
BackplaneDevic
EackplaneEnabl
EackplaneIpPrefix="169.Z54.55"
DNSSearch=""
DNSServerA=""
DNSServerB=""
DefaulcGu="10.240.239.193"
Device="hondz "
HostMame="HPE-S2"
LayoutProfile="directlink"®
[ItpServIpAddr="10.250.32.10"
CAMDevice="hondz "
SIGADevice="hondl"
GIGEDevice="bondi"
ServIpAddr="10.240.239.201/27"
[ITF Status:

remote refid st t when poll reach delay offset jitter

*10.250.32.10 192.5.41.209 Z u R 64 377 0.z278 0.123 0.07a5

Use arrow keys to move between options | <Enter> selects

19.| Reboot the server Exit from the platcfg menu and Reboot from the command line.

‘shutdown —r now °

20.| Perform Cluster Cluster file sync will copy over any firewall rules, static routes and scecurity certificates
B sync from the that may have been configured manually on the active node and need to copied to the
active server to replacement server.
the replacement

server From the platcfg menu naviagte to Policy Configuration>Cluster File Sync

Policy Configuration Menu

Set Policy Mode

Perform Initial Configuration
Restart Application

Cluster Configuration Remowval
Verify Initial Configuration
Verify Server Status

55L Key Configuration
Ethernet Interface Parameter Settings
Save Platform Debug Logs
Cluster File Sync

Routing Config

Firewall

DSCP Config

Backup and Restore

Exit

You will need to select Cluster Sync Config

Cluster Configuration Sync Menu

ync Config
Show Sync Config
Show Sync Destination

Show Sync Status
Start Synchronizing
Exit
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21.| Perform Cluster Read Destination From Comcol
5 sync from the
active server to Config the Destination of Cluster Sync Menu
the replacement Fead Destination From Comcol)
server
You may need to provide the root password to proceed
Now select Start Synchronizong
Cluster Configuration Sync Menu
Cluster S5ync Config
Show Sync Config
Show Sync Destination
S5how S5ync S5tatus
Start Synchronizing
The gp_procmgr on Sync target would restart, continue?
The gp_procmgr on sSync target would restart, continue?
Click through the synchronizing screens until you are returned to ‘Cluster Configuration
Sync’ Menu.
You can now log into the replacement server and confirm the files have synced to the
replacement server. You may check the ssl keystore for example.
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22.| Verify basic From the newly installed server, ping the OAM gateway. If the ping is not successful,
5 network verify all network settings match the old hardware configuration and reconfigure if needed.
connectivity and Contact Tekelec/Oracle support before proceeding if network ping tests still fail.
server health on .
the replacement # 4 < atewayadr>
server e P
€ 7t ] . 1 t C S
Execute the syscheck command, ensuring that all tests return successfully. If errors are
found, discontinue this procedure and contact Tekelec/Oracle support.
Running m ] ]
Running m
Running
Running m
Running m
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23.| Remove ‘Forced

n Standby’
designation on

current node.

In the CMP GUI:
Navigate to: Platform Setting = Topology Setting = Current Cluster
Topology Configuration

{3 Topology Settings Modify Cluster Settings | Modify Server-A | Modify Servar-8 | Back
B3 All Clusters

8] CMP site1 Cluster -
—| Ecluster Settings
8] mpPe-R

General Settings

B G Name MPE-5
[HES Appl Type MPE
HW Type HP ProLiant DL360G6/G7
Degrade on failure of:  [[Joam [ 516-4 [0516-8 []Bath S1G-A and S1G-B
OAM VIP 10.240.239.196 / 27
Signaling VIPs <Signaling VIP1><10.240.239.232/28> <S1G-A>

—| E Server-a

General Settings

P 10.240.239.200
HostName MPE-S1

Forced Standby Mo

Status active

—| FlServer-B

General Settings

P 10.240.239.201
HostName MPE-52

Forced Standby Yes

Status standby

- Modify for the server that has ‘forced standby’
- Ensure server status is “standby”
- Clear the Forced Standby checkbox

(Eserera]
Delete Server-B I

General Settings

(2 |10.240.239.201
HaostMName |MPE—52

Forced Standby

Status standby

- Accept the resulting pop-up by clicking OK:

Active server will restart.

Gancel
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24.| Verify cluster
0 status

In the CMP GUI:
Navigate to:

Platform Setting = Topology Setting = All 2 Current MPE-S Cluster

Monitor clustering of the new node to its peer, do not proceed until both nodes have a
status of either ‘active’ or ‘standby’, and that there are no MPE related ‘Active Alarms’
(except for the “Accept new upgrade” alarm which will be cleared at the end of this
procedure.

25.| Check DataBase
B Replication status

You can also monitor the clustering of the new node from within the shell on the active
server node with ‘irepstat’. To do so, SSH to the Active node of the current cluster and
execute the irepstat command:

# irepstat

‘irepstat’ output after cluster has formed:
E bHREEplication] --—-—-————-—
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26.| Active CMP CLI: | Run the following command to sync the SSH keys of the new MPE server with all servers
Sync SSH keysto | in the topology:
all servers in
topology gpSSHKeyProv.pl --prov --user=root
CHP1 bhin]# gqp33HEevProv.pl —-prov —--uSer=root
he pazzword of root in topology:
Connecting to root@MPE-RZ
o
to
Connecting
"10] Provisioning v on MPE-F: (10.240.
[5/10] Provi=ioning =5 w2 on MPE-31 (10.240.
[6/10] Provisioning evs n MPE-F1 (10.240.
[7/10] Provisioning EYS HFE [(10.240.z2
10] Prowvisioning 33 CHP1 (10.240
[10/10] Prowvisioning revs on CHMPZ (10.240.
27.| End of procedure This procedure is completed
[]
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Procedure 3. Restoring Complete Cluster Outage of the CMP

5
§
T
E
P

#

This Procedure performs Restoring CMP cluster with system backup available

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Should this procedure fail, contact the Tekelec/Oracle Customer Care Center and ask for assistance.

If no backup files are available, the only option is to rebuild the entire network from scratch. The network data must be reconstructed from
whatever sources are available, including entering all data manually. In this case the replacements servers will be considered as “new
installs”. To review the procedures required for new installs refer to document [7]

Loy

Required
resources /
information:

The purpose of this procedure is to re-create a CMP cluster with the application level
configuration of the policy network (System Backup) that can be used to re-create the
policy network that is to be recovered. Once a CMP is online, all other servers of the policy
network can be re-created using the procedures described in this document and will have
their application level configuration restored from this CMP. In the case of a massive outage
that has resulted in a failure of the entire CMP cluster, at least one of the CMP nodes should
be restored first.

Required resources:
¢ Replacement node hardware
e TPD installation ISO
e CMP Policy Application installation 1SO.
o *serverbackup.ISO* of both nodes in the CMP HA cluster to be replaced or Initial
configuration information about the node to be restored

o *gystembackup*.1SO of Active CMP
Intial Configuration Information:

e OAM IP address, default gateway, NTP & SNMP server IP addresses
e Hostname and any static routes required

N

Prerequisites

- Remove failed hardware and replace.

- Verify that that each node has TPD on it, or install TPD

- Install the correct version of the application software — CMP
Cable as per network requirements

Reference [7]for detailed directions on installing TPD and the CMP Application. This
procedure can also be used to confirm Bios, Firmware and iL O settings

w

Load the I1SO for
server restore

If a ‘server backup’ is available proceed with this step. If a ‘server backup’ is not
available skip to step 10.

Obtain the *serverbackup.iso* for the first node to be restored. When the replacement node
is available (TPD/App installation complete, cabled as per network requirements), the server
backup file should be copied to the following directory:
/var/camiant/backup/local_archive/serverbackup.

Note: Later in this procedure, the platcfg restore function checks this directory and offers
the user a convenient menu to choose from. The platcfg utility also allows the user to
manually enter any mounted path on the server.

Reference [7]for detailed directions accessing the iLO, launching the remote console.

Login via the iLO
Interface

Access the iLO Interface and launch the remote console to gain root level access to the cli
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5. | Perform platcfg Execute the following command
restore from iLO 45 latct
session to u-p 9

replacement node | From within the platcfg utility, navigate to:

Policy Configuration - Backup and Restore = Server Restore

Select the *serverbackup*.1SO that you just put on the system and hit OK — then ‘yes’ to
confirm.

or its affiliates. 4

Confirm restore

F¥ou are going to restore the system

files. Continue?

This may take a couple of minutes.
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6. | Verify the status If the restore is successful, then exit from the backup and restore menu. If it is not
successful, retry the restore. If the second restore is not successful, stop and contact support
team or engineering team for assistance. Be sure that results of restore operation indicate
success as in the example below before proceeding:

Pestared from iee
i /vat/camiant/buackup/ local _szchive/ serverbectuy R }
| d-cwmp_11.3.0.0_38.3.0-serverbecwy-103411300050. 40 1
j * rwtoesstully
Freo? any Bey TO CONtinee

7. | Reboot the server | Exit form the platcfg menu and Reboot from the command line.

0 shutdown —r now

8. | Verify Config After the server has been rebooted you should be returned to a login prompt via the iLO
remote console. Verify the configuration by selecting Policy Configuration > Verify Initial

0 Configuration from within the platcfg utility.

All rights
Policy Configuration Menu
Set Policy Mode
Perform Initial Configuration
Restart Application
Cluster Configuration Remowval
Verify Initisl Configuration
Verify Server 3tatus
35L Key Configuration
Ethernet Interface Parameter 3ettings
Save Platform Debug Logs
Cluster File 3ync
Routing Config
Firewall
DICP Config
Backup and Restore
Exit
Os3e arrovw keys to move between options | <Enter> selects | <F12> Hain Henu
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Verify Config

Confirm the configured “Hostname, ServipAddr, DefaultGw and NtpServipAddr” previously
configured are present. A display similar to the following is shown. Other fields will be
configured with their default values and can be left as they are.

L1l rights reserwved.

, Z014, Oracle and/or its affiliaces.

Index Table of Contents

Date/Time: 11/20/2014 09:19:11
Hardware Type: ProlLiantDL360Ghe
Backplanelevice="bond0d™
EackplaneEnable="1'"
BackplaneIpPrefix="169.254.88"
DHSSearch=""

DMNSServeri=""
[HNSServerB=""
DefaultGw="10.240.239.193"
Device="hond2"
HostMName="CHPZ "
LayoutProfile="directlink™
MtpServIiphddr="10.250.32.10"

(OLMDevice="Hondz "

S IGADEvice="bondl"

S IGEDEVice="hond3"

ServIphddr="10.240.239.207/27"

[NTP Status:

Femote refid 3t T when poll reach delay offset jitter

*10.250.32.10 192.5.41.208 2 29 64 37 0.264 -0.033 0.094

u

Use arrovw keys to move betwveen options | <Enter> selects

Skip to step 19

10.

Perform Policy
Initial
Configuration
using platcfg

If directed to this step because a ‘server backup’ is not available, then the following steps
can be used perform the Initial Configuration based on network information available.

The following steps can also be found in reference [7]
Note: Customer provided data is required to perform the Policy Initial Configuration in step
14,

11.

Run platcfg tool
on the first
replacement
server

The replacement server is in place and has had the base software already installed. Launch
the remote console using the iLO interface.

#su - platcfg

When presented with following screen choose “Policy Configuration”.

Main HMenu

Maintenance
Diagnostics

SJerver Configuration
MNetwork Configuration
Remote Consoles

SJecurity

NetBackup Configuration
Policy Configuration g
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Policy Conf iguration Menu

et Policy Mode

Perform Initial Configuration
Cluster Configuration Remouval
Restart Application

Uerify Initial Configuration
Uerify Server Status

35L EKey Conf iguration
Ethernet Interface Parameter 3Settings
Save Platform Debugy Logs
Cluster File Sync

Routing Config

Backup and Restore

DSCP Config

Firewall

Exit

Then set the mode to “Cable” and click “OK”

Select Policy Mode

13.

Select Perform
Initial
Configuration

Policy Configuration Menu

Z3et Policy Mode

FPerform Initial Configuration

RBestart Application

Cluster Configuration Eemowal

Verify Initial Configuration

Verify Serwver Status

35L Key Configuration

Ethernet Interface Parameter Settings

Sawve Platform Debug Logs
Cluster File 3ync
RBouting Config

Firewall

DICP Config

Backup and Restore

Exit
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14.| Complete Initial
] | Configuration
form Initial Configuration
Hostlame:
OAM Real IP Address:
OLM Default Route:
HNTF Server:
DINS Serwver A4:
DIS Serwver B:
DINZ Search:
OLM Device:
Eackplanelevice:
BackplaneIpPrefix:
Hostname - the unique hostname for the device being configured.
OAM Real IP Address - the IP address that is permanently assigned to this device.
(Sometimes called “Physical IP” or “Real IP).
OAM Default Route - the default route of the OAM network.
NTP Server - a reachable NTP (required)
DNS Server A - a reachable DNS server (optional)
DNS Server B - a reachable DNS server (optional)
DNS Search - is a directive to a DNS resolver (client) to append the specified domain
name (suffix) before sending out a DNS query.
Device - the bond interface of the OAM device. Note that the default value
should be used, as changing this value is not supported.
Backplane Device — the bond interface of the backplane device Note that the
default value should be used, as changing this value is not supported.
Backplane IP Prefix — the IP prefix assigned to the backplane device. Note that
the default value should be used, as changing this value is not supported.
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15.

Save
configuration

Enter the configuration (example data fill below) and then select OK

Initial Configuration

Hostame :
CQAM Real IP Address:
OLM Default Route:
NTF Server:
DNS Serwver A4:
DIN3 Serwver B:
DMZ Search:
QAN Dewvice: |
Eackplanelevice: &
BackplaneIpPrefix:

The platcfg form will pause for a minute while the server is configured, and then return to
the platcfg menu.

16.

Reboot the server

Exit from the platcfg menu and Reboot from the command line.

‘shutdown —r now *

17.

Verify Config

After the server has been rebooted you should be returned to a login prompt via the iLO
remote console Verify the configuration by selecting Policy Configuration -> Verify Initial
Configuration from within the platcfg utility.

Camiant Configuraticn Menu

Perform Initial Configuration
Restart Application

Verify Initial Configuration
Verify Server Status

Exchange S5H Key with Mate
SSL Key Configuration

Save Platform Debug Logs
Cluster File Sync
Routing Config

Backup and Restore
Firewall

Exit
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18.

Verify Config

Confirm the configured “Hostname, ServIpAddr, DefaultGw and NtpServIipAddr”
previously configured are present. A display similar to the following is shown.

and/or its affiliates. ed.

i

L1l rights reserwv

Index Table of Contents

Date/Tiwe: 11/20/2014 09:19:11
Hardware Type: ProlLiancDL360GE
Eackplanelevice="bond0O™
BackplaneEnahle="1"

BackplaneIpPrefix="169.254.53"

LayoutProfile="directlink™
MtpServIphddr="10.250.532.10"
(OAMDEvice="hond2 "

S IGADEVice="hondl"

ServIpAddr="10.240.239.207/27"
[MTF Status:
remote refid st t when poll reach delay offset Jjitter

192.5.41.208

#10.250.32.10 z z9 64 37 0.z64 -0.033 0.094

1

TUse arrow keys to move between options | <Enter> selects

19.

Verify basic
network
connectivity and
server health on
the replacement
server

From the newly installed server, ping the OAM gateway. If the ping is not successful, verify
all network settings match the old hardware configuration and reconfigure if needed.
Contact Tekelec/Oracle support before proceeding if network ping tests still fail.

#ping <OAM gateway address>

1+

Running

Running

Running

Running

49 of 65

E61664-01, February 2015




PCRF Cable Disaster Recovery Procedure

20.| Proceed with The initial configuration of the server should be restored at this point, either automatically
n System Restore using a “Server Restore” backup (as described in steps 3 through 9) or manually using
platcfg “Initial Configuration” (as described in steps 10 through 19).
21.| Load the ‘tarball’ Locate the most recent ‘system backup’ to proceed with this step. The format of the system
0 for system back up restore file will look something like this.
restore
e CMP2-cmp_11.5.0.0.0_28.3.0-systembackup-201412041231.tar.gz
The system backup file should be copied to the following directory:
Ivar/camiant/backup/local_archive/systembackup.
Note: Later in this procedure, the platcfg restore function checks this directory and offers
the user a convenient menu to choose from. The platcfg utility also allows the user to
manually enter any mounted path on the server.
Refer to Reference [7]for detailed directions accessing the iLO, launching the remote
console.
22.| Perform platcfg - | Execute the following command
restore from SSH
il session 1o # su — platcfg
replacement From within the platcfg utility, navigate to:
server . . .
Policy Configuration - Backup and Restore - System Restore
A message will appear prompting confirmation to restore even though this node is not
recognized as the active member. This behavior is expected, continue by selecting ‘NO’.
| warning! |
This QP server 1is not the Active CMP
at the Primary site.
Performing a System Restore on this
server is not recommended.
Cancel?
ves
Then a screen will appear asking to select the file to restore from. If the file was copied
correctly in the previous step, it will be shown here as an option, otherwise select ‘Manually
Input’, mark ‘Full’ for the Restore type and then select OK to proceed.
| Select tarball to restore from |
Tarball to restore: (KNS ackup-201412041235. tar. gz
Manually input:
Restore type: [ 1] Application
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23.| Verify the status

If the restore is successful, then exit from the backup and restore menu. If it is not
successful, retry the restore. If the second restore is not successful, stop and contact support
team or engineering team for assistance. Be sure that results of restore operation indicate
success as in the example below before proceeding:

| Message

Restored from tarball
Jwar/camiant/backup/ local archive/systerbackup/CHP
Z-cmp 11.5.0.0.0_Z25.3.0-systembackup-201412041235,
tar.gz successfully

Press any key to continue...

24.| Reboot the server

Reboot. Allow the server time to reboot, then reconnect via SSH

#shutdown —r now

25.| Connect to the
B newly loaded
replacement
server with a
browser

Using the OAM network ip address assigned during Policy Intial Configuration (or from the
server back file) connect with a browser to confirm the application configuration has been
restored.

26.| Restore the

At this point, to recover the second server in the CMP HA cluster, it is only necessary to

§ second perform the steps to recover a single node failure as described in
replacement
server Section 5.1
PROCEDURE 1. RESTORING SINGLE NODE FAILURE IN CMP HA CLUSTER
Proceed to section 5.1
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27.| Active CMP Run the following command to sync the SSH keys of the new CMP server with all servers in
CLI: Sync SSH the topology:
keys to all servers
in topology gpSSHKeyProv.pl --prov --user=root
[tootdCMPL binl # o KeyProv.pl —--prov —-1 r=root
to
o
o
To
o
MFE-EZ (10.z40
Pron MPE-Z1 (10.240
Provisioning MPE-E1 (10
Provisioning HMFE- (10
Provisioning CMP1 (10.240
> on CMPZ (10.240
28.| End of procedure | This procedure is completed
(
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54 Procedure 4. Restoring Complete Cluster Outage of the MPE

This Procedure performs Restoring a complete MPE cluster

S
T
E | Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
P | Should this procedure fail, contact the Tekelec/Oracle Customer Care Center and ask for assistance.

#

Note: We will cover the procedures for MPE, however the same procedures could be applied for BOD
and/or MA if any or both need recovery.

Loy

Required resources
n / information:

The purpose of this procedure is to create the MPE policy cluster from replacement
hardware and software, then restore application level configuration by pushing that
configuration from the active CMP. In this example, initial Policy configuration is restored
to the replacement server through the use of server backup files for each server to be
restored.
Required resources:

- Replacement servers

- TPD installation ISO

- MPE Policy Application inssalltion 1SO.

- *serverbackup*.1SO of the node to be replaced

2. | Prerequisites

- Remove and replace both nodes
- IPM both nodes (fresh install of TPD software)
- Install MPE application on both nodes

3. | Load the ISO for Note 1: The following steps will be performed on the 1* replacement server, and then the
server restore on same steps will be performed on the 2™ replacement server.
the replacement
server Note 2: It is assumed that both nodes of the MPE cluster that has failed, have already been
placed in “force standby” from the CMP GUI. At the end of this procedure there are steps
to remove “force standby” when the MPE cluster is ready to resume service.
Obtain the *serverbackup.iso* for the node to be restored. When the replacement node is
available (TPD/App installation complete, cabled as per network requirements), the server
backup file should be copied to the following directory:
/var/camiant/backup/local_archive/serverbackup.
Note: Later in this procedure, the platcfg restore function checks this directory and offers
the user a convenient menu to choose from. The platcfg utility also allows the user to
manually enter any mounted path on the server.
Reference [7]for detailed directions accessing the iLO, launching the remote console.
4. | Login viathe iLO Access the iLO Interface and launch the remote console of the first replacement server to
Interface gain root level access to the server CLI
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5. | Perform platcfg Execute the following command
restore from iLO # su _ platcf
remote console — platclg
From within the platcfg utility, navigate to:
Policy Configuration = Backup and Restore = Server Restore
Select the *serverbackup*.1SO that you just put on the system and hit OK — then ‘yes’ to
confirm.
[ i z Orac and/or itz sffiliates. L1l rights
| Felect iso to restore from |
150 to restore:
Manually input:
This may take a couple of minutes.
6. | Verify the status If the restore is successful, then exit from the backup and restore menu. If it is not

successful, retry the restore. If the second restore is not successful, stop and contact
support team or engineering team for assistance. Be sure that results of restore operation
indicate success as in the example below before proceeding:

Restored from iso
fwarfcamiant/backup/ local archive/serverbackup/MPE
-S2-mpe_ 11.5.0.0 25.2.0-serverbackup-201411201023.
iso successtully

Press any key to continue...

7. | Reboot the server

Exit form the platcfg menu and Reboot from the command line.

‘shutdown —r now’
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o

Verify Config After the server has been rebooted you should be returned to a login prompt via the iLO
remote console. Verify the configuration by selecting Policy Configuration > Verify Initial
Configuration from within the platcfg utility.

Policy Configuration Menu

Set Policy Mode

Perform Initial Configuration

Restart Application

Cluster Configuration Removal

Verify Initial Configuration

Verify Server Status

55L Key Configuration

Ethernet Interface Parameter Settings

Jave Platform Debug Logs
Cluster File Syne
Routing Config

Firewall

DSCP Config

Backup and Restore

Exit

9. | Verify Config Confirm the configured “Hostname, ServipAddr, DefaultGw and NtpServipAddr”
0 previously configured are present. A display similar to the following is shown. Other
fields will be configured with their default values and can be left as they are.

- All rights reserved.

Index Tahle of Contents
Date/Time: 11/20/2014 10:29:34
Hardware Type: ProLiantDL3I60GE
Eackplanelevice="bond0d"
EackplaneEnsble
EackplaneIpPrefix="169.254.85"
DNSSearch="rr
DNSServeri="r
DNSServerB=""
DefaulcGy="10.240.239,193"
Levice="hond2"
HostHName="HFE-3&"
LayoutProfile="directlink™
CpServIphddr="10.250.32.10"
OAMDevice="hondz "
SIGADevice="hondl"
SIGEDevice="bond3"
ServIpAddr="10.240.239.201/27"
TP Status:
remote refid st t when poll reach delay offset jicter

*10.250.32.10 19z2.5.41.209 Zu 33 64 7 0.253 0.063 0.084

Iiiiiﬁ%%iil

Use arrow keys to move betwveen options

<Enter> selects
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10.| Verify basic network

5 connectivity and
server health on the

replacement server

From the newly installed server, ping the OAM gateway. If the ping is not successful,
verify all network settings match the old hardware configuration and reconfigure if
needed. Contact Tekelec/Oracle support before proceeding if network ping tests still fail.
OAM gatewa
10 0

#ping <

e

y addr
1

ess>
(1

64 by I t . s
Execute the syscheck command, ensuring that all tests return successfully. If errors are
found, discontinue this procedure and contact Tekelec/Oracle support.

h
=
[
+
[

Running 1

Running 1

Running 1

Running 1

Running 1
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11.

Set ‘Forced Standby’

designation on cluster
node that is still ‘out-
of-service’.

In the CMP GUI:
Navigate to:

Platform Setting = Topology Setting = Current Cluster

Topology Configuration
3 Topology Settings
453 All Clusters

Modify Server-a |

Modify Server-2 | Back

Modify Cluster Settings |

{9 soD -
. —| ElCluster Settings

8] cMP site1 Cluster General Settings

& ma Name MPE-S
Appl Type MPE

3] mpe-R HW Type VMViare

b EEE Degrade on failure of:  [Joam [s16-4 [s16-8 [JBoth SIG-A and 51G-B
0AM VIP 10.240.238.104 / 26

Signaling VIPs <Signaling VIP1><10.240.239.143/27><5IG-A>

<Signaling VIP2> <10.240.239.173/27> <SIG-A=

—| = Server-a

General Settings
10.240.238.98

HostName MPE-S1
Forced Standby Yes
Status out-of-service

—| EServer-B

General Settings
10.240.238.99

HostName MPE-S2
Forced Standby Yes
Status standby

- Modify the server that has been restored

- Uncheck the Forced Standby checkbox

- Accept the resulting pop-up by clicking OK:
x|

Warning: You may need to restart the application or reboot the
server for the new topology configuration to take effect.

Cancel

- Click Save

Topology Configuration
£ Topology Settings
=43 all Clusters

-{@] eop

Modify ServerB | Back

Modify Cluster Settings | Modify Server-a |

—| ECluster Settings

CMP Site1 Cluster General Settings

MName MPE-S
Appl Type MPE
HW Type VMWare
8C| Degrade on failure of:  [J oaM []s16-A [1516-8 [JBoth SIG-A and SIG-B
0AM VIP 10.240.238.104 / 26

=Signaling VIP1> £10.240.239.143/27> <SIG-A>
<Signaling VIP2> £10.240.239.173/27> <SIG-A>

Signaling VIPs

—| 2 server-a

General Settings
10.240.238.98

HostName MPE-51
Forced Standby Yes
Status out-of-service

—| Eserver-8
General Settings

1P 10.240.238.99
HostName MPE-52
Forced Standby

Status active
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12.| Check status In the CMP GUI:
[
Navigate to:
Policy Server = Configuration > Cluster System tab
Check system tab for the MPE cluster being recovered. If the Status field indicates
‘Config Mismatch’, click the ‘Reapply Configuration’ button and wait for the ‘Config
Mismatch’ designation to disappear. If it does not, contact Tekelec/Oracle support
before proceeding.
Policy Server Administration
3 policy Servers Policy Server: MPE-52
B Al
@ mPe-R @ Reports m Policy Server | EM | Routing T Policies T Data Sources m
% _ttodty | _pelete || e
Configuration
Oneine Confia Mismatch
13.| Load the ISO for Obtain the *serverbackup.iso* for the node to be restored. When the replacement node is

server restore on the

available (TPD/App installation complete, cabled as per network requirements), the

0 2" replacement server backup file should be copied to the following directory:
server

/var/camiant/backup/local_archive/serverbackup.
Note: Later in this procedure, the platcfg restore function checks this directory and
offers the user a convenient menu to choose from. The platcfg utility also allows the user
to manually enter any mounted path on the server.
Reference [7]for detailed directions accessing the iLO, launching the remote
console.

14.| Login viathe iLO Access the iLO Interface and launch the remote console of the second replacement

0 Interface server to gain root level access to the cli
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15.| Perform platcfg Execute the following command
restore from iLO
0 remote console # su - platcfg
From within the platcfg utility, navigate to:
Policy Configuration - Backup and Restore = Server Restore
Select the *serverbackup*.1SO that you just put on the system and hit OK — then ‘yes’ to
confirm.
its affiliates. All rights
| Select iso to restore from |
Manually input:
This may take a couple of minutes.
16.| Verify the status If the restore is successful, then exit from the backup and restore menu. If it is not
0 successful, retry the restore. If the second restore is not successful, stop and contact
support team or engineering team for assistance. Be sure that results of restore operation
indicate success.
17.| Reboot the server Exit form the platcfg menu and Reboot from the command line.
0 ‘shutdown —r now’
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18.| Verify Config

After the server has been rebooted you should be returned to a login prompt via the iLO
remote console. Verify the configuration by selecting Policy Configuration > Verify Initial
Configuration from within the platcfg utility.

Policy Configuration Menu

Set Policy Mode

Perform Initial Configuration
Restart Application

Clu=ster Configuration Removal

ferify Imnitial Configuration
Verify Server Status

S55L Eey Configuration
Ethernet Interface Parameter Settings
Save Platform Debug Logs
Cluster File Sync

RBouting Config

Firewall

DSCP Config

Backup and Restore

Exit

19.| Verify Config

Confirm the configured “Hostname, ServipAddr, DefaultGw and NtpServipAddr”
previously configured are present. A display similar to the following is shown. Other
fields will be configured with their default values and can be left as they are.

affiliate=s. L1l rights reserved.

2014, Oracle and/or its

Index Tsble of Contents

Date/Time: 11/20/2014 10:29:34
Hardware Type: ProLiantDL360G6
Backplanebevice="bond0™
BackplaneEnshle="1"
BackplaneIpPrefix="169.254.38"
OIS Search=""

DS Server k="
DNSServerB=""
DefaultGw="10.240.239.193"

LayoutProfile="directlink™
MrpServIphddr="10.250.3Z.10"
OAMDevice="hondz "
SIGADevice="hondl"
SIGEDevice="hond3"
GervIphddr="10.240.239.201/27"

[NTP Status:

rewote refid st t when poll reach delay offset jitter

2 e 64 7 0.253 0.063 0.032

*10.250.32.10 192.5.41.209

u

Use arrov keys to move between options | <Enter> selects
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20.| Verify basic network

5 connectivity and
server health on the

replacement server

From the newly installed server, ping the OAM gateway. If the ping is not successful,
verify all network settings match the old hardware configuration and reconfigure if
needed. Contact Tekelec/Oracle support before proceeding if network ping tests still fail.
OAM gatewa
10 0

#ping <

e

y addr
1

ess>
(1

64 by I t . s
Execute the syscheck command, ensuring that all tests return successfully. If errors are
found, discontinue this procedure and contact Tekelec/Oracle support.

h
=
[
+
[

Running 1

Running 1

Running 1

Running 1

Running 1
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21.| Remove ‘Forced
Standby’
designation on
current node.

In the CMP GUI:
Navigate to:

Platform Setting = Topology Setting = Current Cluster

. Topology Configuration
4 Topology Settings
=29 All Clusters

Modify Cluster Settings | Modify Server-a | Modify Server-8 | | Back

BOD -
—| ElCluster Settings
[8] cmp site1 Cluster General Settings
& ma Name MPE-S
sAppl Type MPE
8] mPE-R HW Type VMWare
Degrade on failure of:  [Joam [Js16-a [Jsi6-8 [JBoth SIG-A and SIG-B
0AM VIP 10.240.238.104 / 26

<Signaling VIP1> =10.240,239.143/27> =5IG-A>
<Signaling VIP2> <10.240.239.173/27 > <SIG-A>

Signaling VIPs

—| E Server-A

General Settings

g 10.240.238.98
HostMame MPE-51
Forced Standby

Status standby

—| FlServer-B

General Settings

bid 10.240.238.99
HostName MPE-52
Forced Standby No

Status active

- Modify for the server that has ‘forced standby’

- Clear the Forced Standby checkbox

- Accept the resulting pop-up by clicking OK:
x|

| Warning: You may need to restart the application or reboot the
" server for the new topology configuration to take effect.

Cancel
Topology Configuration
3 Topology Settings Modify Cluster Settings | Modify Server-a Modify Server-8 | Back
=2y Al Clusters
BOD .
—| ElCluster Settings
CMP Site1 Cluster General Settings
MA Hame MPE-S
Appl Type MPE
MPE-R HW Type VMWare
MPE-5 Degrade on failure of: [ oaM []516-A [0516-8 []Both S1G-A and SIG-B
OAM VIP 10.240.238.104 / 26

«Signaling VIP1><10.240,239.143/27> <51G-A>
«Signaling VIP2> <10.240,239.173/27> <SIG-A>

Signaling VIPs

—| E Server-A

General Settings

P 10.240.238.98
HostName MPE-S1
Forced Standby

Status standby

—| Elserver-B

General Settings

P 10.240.238.99
HostName MPE-S2
Forced Standby No

Status active
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22.| Check status In the CMP GUI:
[
o Navigate to: Policy Server - Configuration - All > Reports Tab
Monitor clustering of the replacement node to its peer, do not proceed until the Cluster
Status returns from ‘Degraded’ to ‘On-line’
¥ EEE
23.| Check DataBase You can also monitor the clustering of the replacement node from within the shell on the
n Replication status primary node with ‘irepstat’. To do so, SSH to the Active node of the current cluster and
execute the irepstat command:
# irepstat
Expected ‘irepstat’ output while waiting reconnection:
- Poli [DkbReplication] ---——------—--"-"-""-—
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24.| Active CMP CLI: [ Run the following command to sync the SSH keys of the new MPE server with all servers
Sync SSH keys to in the topology:
all servers in
topology gpSSHKeyProv.pl --prov --user=root
CHP1 bhin]# gqp33HEevProv.pl —-prov —--uSer=root
he pazzword of root in topology:
Connecting to root@MPE-RZ
o
to
Connecting
"10] Provisioning v on MPE-F: (10.240.
[5/10] Provi=ioning =5 w2 on MPE-31 (10.240.
[6/10] Provisioning evs n MPE-F1 (10.240.
[7/10] Provisioning EYS HFE [(10.240.z2
10] Prowvisioning 33 CHP1 (10.240
[10/10] Prowvisioning revs on CHMPZ (10.240.
25.| End of procedure This procedure is completed
[]
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Appendix A: Contacting Oracle

Disaster recovery activity may require real-time assessment by Oracle Engineering in order to determine the best
course of action. Customers are instructed to contact the Oracle Customer Access Support for assistance if an
enclosure FRU is requested.

My Oracle Support (MOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training
needs. A representative at Customer Access Support (CAS) can assist you with MOS registration.
Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline
for your local country from the list at http://www.oracle.com/us/support/contact/index.html

When calling,make the selections in the sequence shown below on the Support telephone menu:

1. Select 2 for New Service Request

2. Select 3 for Hardware, Networking and Solaris Operating System Support

3. Select one of the following options:

* For Technical issues such as creating a new Service Request (SR), Select 1
 For Non-technical issues such as registration or assistance with MOS, Select 2

You will be connected to a live agent who can assist you with MOS registration and opening a support
ticket.

MOS is available 24 hours a day, 7 days a week, 365 days a year.

Emergency Response

In the event of a critical service situation, emergency response is offered by the Customer Access Support
(CAS) main number at 1-800-223-1711 (toll-free in the US), or by calling the Oracle Support hotline for
your local country from the list at http://www.oracle.com/us/support/contact/index.html. The emergency
response provides immediate coverage, automatic escalation, and other features to ensure that the critical
situation is resolved as rapidly as possible.

A critical situation is defined as a problem with the installed equipment that severely affects service, traffic,
or maintenance capabilities, and requires immediate corrective action. Critical situations affect service
and/or system operation resulting in one or several of these situations:

* A total system failure that results in loss of all transaction processing capability

* Significant reduction in system capacity or traffic handling capability

* Loss of the system’s ability to perform automatic system reconfiguration

* Inability to restart a processor or the system

« Corruption of system databases that requires service affecting corrective actions

* Loss of access for maintenance or recovery operations

* Loss of the system ability to provide any required critical or major trouble notification

Any other problem severely affecting service, capacity/traffic, billing, and maintenance capabilities may be
defined as critical by prior discussion and agreement with Oracle.
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