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Preface

Oracle Big Data Discovery is a set of end-to-end visual analytic capabilities that leverage the power of Hadoop
to transform raw data into business insight in minutes, without the need to learn complex products or rely only
on highly skilled resources.

About this guide

This guide describes administration tasks associated with Oracle Big Data Discovery.

Who should use this guide?

This guide is intended for administrators who configure, monitor, and control access to Oracle Big Data
Discovery.

Conventions used in this document
The following conventions are used in this document.

Typographic conventions

The following table describes the typographic conventions used in this document.

Typeface Meaning

User Interface Elements This formatting is used for graphical user interface elements such as
pages, dialog boxes, buttons, and fields.

Code Sanpl e This formatting is used for sample code phrases within a paragraph.

Variable This formatting is used for variable values.

For variables within a code sample, the formatting is Var i abl e.

FilePath This formatting is used for file names and paths.

Symbol conventions

The following table describes symbol conventions used in this document.
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Symbol

Description

Example

Meaning

>

The right angle bracket,
or greater-than sign,
indicates menu item
selections in a graphic
user interface.

File > New > Project

From the File menu,
choose New, then from
the New submenu,
choose Project.

Path variable conventions

This table describes the path variable conventions used in this document.

Path variable

Meaning

$MN HOVE

Indicates the absolute path to your Oracle Middleware home directory,
which is the root directory for your WebLogic installation.

$DOVAI N_HOVE

directory.

Indicates the absolute path to your WebLogic domain home directory. For
example, if bdd_dommai n is the domain name, then the $DOVAI N_HOVE
value is the $MV HOVE/ user _pr oj ect s/ domai ns/ bdd_domnai n

$BDD_HOME

Indicates the absolute path to your Oracle Big Data Discovery home
directory. For example, if BDD1. O is the name you specified for the Oracle
Big Data Discovery installation, then the $BDD_HOVE value is the

$MN HOVE/ BDDL. O directory.

$DGRAPH_HOMVE

Indicates the absolute path to your Dgraph home directory. For example,
the $DCRAPH_HOME value might be the $BDD_HOVE/ dgr aph directory.

Contacting Oracle Customer Support

Oracle Customer Support provides registered users with important information regarding Oracle software,
implementation questions, product and solution help, as well as overall news and updates from Oracle.

You can contact Oracle Customer Support through Oracle's Support portal, My Oracle Support at

https://support.oracle.com.

Oracle® Big Data Discovery: Administrator's Guide
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e g Chapter 1
e Introduction

This section lists administrative tasks and tools that you can use to do these tasks. It also lists all Big Data
Discovery logs, and describes the backup strategy.

List of administrative tasks

Administrative tools

List of Big Data Discovery logs

Big Data Discovery backup strategy

List of administrative tasks

This topic lists top-level administrator tasks for Studio, the Dgraph, the Dgraph HDFS Agent and the Dgraph

Gateway.

Section

Tasks

Overview of Big Data
Discovery
Administration

Learning about available administrative tools and logs used in Big Data
Discovery, as well as learning about which files need to be backed up. Also,
viewing the diagram of the Big Data Discovery cluster, learning about the cluster
behavior, such as routing or requests, handling of data updates, and maintaining
high availability.

Administering Big Data
Discovery

Using the bdd- adm n script for administering the product — starting, stopping
and restarting the components, and checking the status of Big Data Discovery
services.

Administering the
Dgraph, the Dgraph
HDFS Agent, and the
Dgraph Gateway

» Learning about the Dgraph, its memory consumption, the Dgraph internal
cache, and a way to limit the Dgraph memory consumption for expensive
queries.

* Learning about the index merge policy for the Dgraph, and the Dgraph
statistics page.

» Starting and stopping the Dgraph Gateway in the WebLogic Server
Administration Console.

* Running the Dgraph administrative operations with the bdd- adm n script.
» Using flags for the Dgraph and for the Dgraph HDFS Agent.

» Administering the Dgraph with endeca- cnd (known in this release as the
Dgraph Gateway Command Utility).
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Section Tasks

Administering Studio e Configuring framework settings.

e Configuring Hadoop settings for file upload.
e Managing data sources, and viewing summary reports of project usage.
e Configuring the locale and email notifications.

e Managing projects in the Control Panel.

Controlling User Access

to Studio » Configuring user-related settings in Studio.

» Creating and managing users in Studio.
* Integrating with an LDAP system to manage users.
» Setting up Single Sign-On (SSO).

Administering Big Data
Discovery using
Enterprise Manager e Running various Dgraph administrative operations, such as viewing the
Plug-in (Enterprise Dgraph statistics, or saving the Dgraph Tracing Utility data.

Manager Cloud Control)

» Tasks for the Big Data Discovery targets (Cluster, Studio, Dgraph).

Logging » Logging options in the bdd- adni n script.

» Logging options for Big Data Discovery targets in the Enterprise Manager
plug-in.

» Studio logs, their format and types, and customization options.

» Dgraph Gateway logs, their format, log levels, and customization options.

» Dgraph request log and stdout/sterr log.

Administrative tools

Two tools for administering Big Data Discovery exist — the Enterprise Manager plug-in, and the bdd- admi n
script. This topic introduces these administrative tools and discusses when to use each.

The Enterprise Manager plug-in for Big Data Discovery

The Enterprise Manager plug-in lets you monitor, diagnose, and manage Big Data Discovery components.
The plug-in includes three targets: a target for the entire Big Data Discovery cluster, as well as targets for
Studio and the Dgraph.

For information on performing administrative tasks through the plug-in, see Using the Enterprise Manager for
Big Data Discovery on page 120.
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The bdd- admi n script

The bdd- admi n script lets you perform a number of administrative tasks for the Dgraph, the HDFS Agent,
Studio, and the Dgraph Gateway from the command line.

For information on performing administrative tasks through the script, see Administering Big Data Discovery
with the bdd-admin Script on page 28.

Administrative tool comparison

This table illustrates which administrative tasks you can perform using the script or the Enterprise Manager
plug-in. Use these guidelines:

» The bdd- adni n script is available to you regardless of whether you are using the Enterprise Manager
plug-in. Use it for all administrative tasks, or for those that you cannot do in any other way. For example,
you can use it to perform administrative tasks for the Dgraph and HDFS Agent, including starting and
stopping, logging, updating the configuration, and running administrative operations (such as ner ge,
pi ng, st ats, statsreset, | og-status, andl ogroll).

* The Enterprise Manager plug-in is optional. The plug-in is desirable especially for monitoring and log
access, thus it is recommended to be used if you have the license for it and have installed it.

This table compares these tools.

CDH nodes (used for
Data Processing)

Administrative task Enterprise | bdd-admin | Notes
Manager
S_tartlng an_d stopping No Yes Enterprise Manager plug-in: You can only use it after
Big Data Discovery (all . . . .
Big Data Discovery is already up and running.
components)
Script: After you install Big Data Discovery, you use
the script to start and stop the entire stack (Dgraph,
Dgraph HDFS Agent, Studio, Dgraph Gateway).
Starting and stopping Yes Yes Enterprise Manager plug-in: You can start and stop the
the Dgraph
Dgraph targets.
Script: You can start and stop the Dgraph instances.
Starting and stopping No ves Enterprise Manager plug-in: You cannot start and stop
Dgraph Gateway and .
; Dgraph Gateway and Studio.
Studio
Script: You can use the script to start and stop both
Dgraph Gateway and Studio. Note that both must be
stopped and started at the same time.
Starting and stopping No No

Enterprise Manager plug-in: You cannot start and stop
CDH nodes.

Script: You cannot start and stop CDH nodes.

Oracle® Big Data Discovery: Administrator's Guide
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Administrative task Enterprise | bdd-admin | Notes
Manager

Addmg. and removing No No Enterprise Manager plug-in: You cannot add or

nodes in the cluster remove nodes in the BDD deployment

(Dgraph nodes, Studio ploy '

nodes, CDH nodes) Script: You cannot add or remove nodes.

Exploring Dgraph logs | Yes Yes You can use bdd. conf to specify the location of the
Dgraph and HDFS Agent output files and the Dgraph
Gateway log level.
You can use the bdd- admi n script to enable, disable,
and check the status of extended logging features and
perform a log roll for the Dgraph.

Monitoring node status | Yes Yes Enterprise Manager plug-in: Node status indicator lets
you see if the node is up or down.
Script: You can use the bdd- adm n script to check
the current status of the Dgraph, the HDFS Agent,
Studio, and the Dgraph Gateway.

Crea'\tmg and deleting No No Script: You cannot use the bdd- adni n script or

services . )
Enterprise Manager plug-in to create or delete
services.

Enabling and disabling | No Yes You can use bdd. conf to enable the entire cluster to

auto-start automatically restart after a reboot.

Refrgshmg No Yes Enterprise Manager plug-in: It does not have an option

configuration : X
to refresh the configuration.
Script: You can use the bdd- adm n script to copy an
updated version of bdd. conf to all servers in the
BDD cluster deployment.

Running administrative | Yes Yes You can use administration operations for the Dgraph

operations (such as
ping, merge, logroll,
view and reset Dgraph
statistics)

through the Enterprise manager plug-in and through
the bdd- adni n script.

Oracle® Big Data Discovery: Administrator's Guide
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List of Big Data Discovery logs

This topic provides a list of all the logs generated by a BDD deployment. It also has a summary of where to
find logs for each BDD component, and tells you how to access logs.

This topic includes:

» List of BDD logs on page 15

» Where to find logging information for each component on page 16

» Ways of accessing logs on page 17

List of BDD logs

Log

Purpose

Default Location

WebLogic Admin
Server domain
log

Provides a status of the WebLogic domain for the
Big Data Discovery deployment. See WebLogic
Domain Log on page 150.

$BDD_DOVAI N/ ser ver s/ Adnmi nS
erver/| ogs/ bdd_donai n. | og

WebLogic Admin
Server server log

Contains messages from the WebLogic Admin
Server subsystems. For both server logs, see
WebLogic Server Log on page 150.

$BDD_DOVAI N ser ver s/ Adni nS
erver/| ogs/ Adm nServer. | og

WebLogic
Managed Server
server log

Contains messages from the WeblLogic Managed
Server subsystems and applications.

$BDD_DOMAI N/ ser ver s/ <serve
r Nanme>/ | ogs/ <ser ver Nanme>. |

0g

Dgraph Gateway
application log

WebLogic log for the Dgraph Gateway application.

See Dgraph Gateway log entry format on page
151

$BDD DOMAI N/ ser ver s/ <serve
r Name>/ | ogs/ <ser ver Nanmen®-
di agnostic. | og

Dgraph
stdout/stderr log

Contains Dgraph startup messages, as well as
warning and error messages. See Dgraph
stdout/stderr log on page 147.

$BDD_HOVE/ | ogs/ dgr aph. out

Dgraph request
log

Contains entries for processed Dgraph requests.
See Dgraph request log on page 146.

$BDD_HOVE/ dgr aph/ bi n/ dgr ap
h. reql og

Dgraph tracing
ebb logs

Dgraph Tracing Utility files, which are especially
useful for Dgraph crashes. See Downloading
Dgraph trace files on page 137.

$BDD_HOVE/ dgr aph/ bi n/ dgr ap
h- <ser ver Nane>- *. ebb

Dgraph HDFS
Agent
stdout/stderr log

Contains startup messages, as well as messages
from operations performed by the Dgraph HDFS
Agent (such as ingest operations). See the Data
Processing Guide.

$BDD_HOWVE/ | ogs/ dgr aphHDFSA
gent . out

Oracle® Big Data Discovery: Administrator's Guide
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Log

Purpose

Default Location

Studio application
log in Log4j
format

Studio application log (in Log4j format). For both
Studio application logs, see About the main Studio
log file on page 140.

$BDD_DOVAI N ser ver s/ <serve
r Name>/ | ogs/ bdd- st udi o. | og

Studio application
log in ODL format

Studio application log (in ODL format).

$BDD _DOVAI N server s/ <serve
r Name>/ | ogs/ bdd- st udi o-
odl .1 og

Studio metrics log
in Log4j format

Studio metrics log (in Log4j format). For both
Studio metrics logs, see About the metrics log file
on page 140.

$BDD _DOVAI N server s/ <serve
r Name>/ | ogs/ bdd- st udi o-
metrics.log

Studio metrics log
in ODL format

Studio metrics log (in ODL format).

$BDD _DOVAI N server s/ <serve
r Name>/ | ogs/ bdd- st udi o-
nmetrics-odl .|l og

Data Processing
logs

Contains messages resulting from Data
Processing workflows. See the Data Processing
Guide.

/ opt/ bdd/ edp/ dat a/ edpLog*.
| og

CDH logs (YARN
logs, Spark
worker logs,
ZooKeeper logs)

YARN and Spark logs from CDH processes that
ran Data Processing workflows, as listed in the
Data Processing Guide. See the Cloudera
documentation for information on the ZooKeeper
logs.

Available from the Cloudera Web
Ul for the component.

Where to find logging information for each component

This table lists how to find detailed logging information for each Big Data Discovery component:

Discovery

Name of component in Big Data

Where to find logging information?

Studio

See Studio Logging on page 138.

Data Processing

Processing Guide.

Data Processing is a component of BDD that runs on CDH nodes
in the BDD deployment. For Data Processing logs, see the Data

Server logs)

Dgraph Gateway (and WebLogic

See Dgraph Gateway Logging on page 148

Dgraph

See Dgraph request log and stdout/sterr log on page 146

Dgraph HDFS Agent

Processing Guide.

The Dgraph HDFS Agent is responsible for importing and exporting
Dgraph data to HDFS. For HDFS Agent logs, see the Data

Oracle® Big Data Discovery: Administrator's Guide
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Ways of accessing logs

You can access the logs for some components of Big Data Discovery through bdd_admi n. sh dgr aph-

adm n and EM plug-in for BDD:

Method of accessing logs

Logging tasks

Logging options available in bdd-
adm n. sh dgr aph-adni n

e logroll on page 48
¢ log-status on page 48

¢ log-enable on page 49

Use the bdd- admi n. sh dgr aph- adm n command for these
operations on Dgraph logs:

* log-disable on page 49

Manager plug-in for Big Data
Discovery

Logging options available in Enterprise

on page 130

Use the Enterprise Manager plug-in to access logs for Studio,
Dgraph and the BDD cluster, to configure verbose logging for the
Dgraph, and to roll the Dgraph request log.

* Logging for Big Data Discovery targets in Enterprise Manager

» Configuring verbose logging for a Dgraph target on page 132
¢ Rolling the Dgraph request log on page 136.

Big Data Discovery backup strategy

Oracle recommends that you back up your system to ensure the safety of your data. This topic lists the

resources you should back up, as

well as their locations.

Backups must be performed manually and cold. A cold backup guarantees that your project data sets, Studio
database, and sample files remain in synch. This involves (at a minimum) shutting down the Dgraph and
HDFS Agent to prevent them from performing an ingest during the backup procedure.

Resource

Location

Description/notes

dat eFor mat s. t xt
edp_cl asspat h. t xt
| oggi ng. properties

spar kCont ext . properties

spark_worker files.txt

The location on HDFS defined by
the hdf sedpLi bPat h property in
the dat a_processi ng_CLI file.
By default, this is

/user/ bdd/ edp/lib.

These files contain configuration
settings specific to your system.

Oracle® Big Data Discovery: Administrator's Guide
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Resource Location Description/notes
/ dat aSwanp The location on HDFS defined by This directory contains the Avro files
the edpDat aDi r property in the for your sample data sets.

dat a_processi ng_CLI file. By

default, this is
[ user/ bdd/ edp/ dat a.

Data Processing log files The location on each node defined | The Data Processing log files are

(edpLog*. | og) by the edpJar Di r property in the located on each node that has been
dat a_processi ng- CLI file. By involved in a Data Processing job.
default, this is These include the client that started
/ opt/ bdd/ edp/ dat a. the job (which could be nodes

running the CLI, the Hive Table
Detector, or Studio), an Oozie
worker node, or a Spark worker

node.

The ZooKeeper infrastructure Refer to Cloudera's documentation

on CDH nodes,/ endeca- for backup instructions.

cl ust er znode

HDFS and other Hadoop Refer to Cloudera's documentation

resources for backup instructions.
Studio's database Refer to your database's
documentation for backup
instructions.
$MW HOVE The location defined by the Back up this location on the
ORACLE_HQOVE property in WebLogic Admin Server node and
bdd. conf . By default, this is each Weblogic Managed Server
/I ocal di sk/ Oracl e/ M ddl ewar | node in the BDD cluster.
e.

$DOVAI N_HOVE The root directory of Studio and your | Back up this location on the

WebLogic domain. By default, this is | WebLogic Admin Server node and
$MWNV HOVE/ user _pr oj ect s/ doma | each Weblogic Managed Server

i ns/ bdd_domai n. node in the BDD cluster.
The Dgraph index The location on the NFS defined by | This location contains the indexes
the DGRAPH_| NDEX_ DI Rand for all of your data sets.

DGRAPH_| NDEX_NAME properties in
the bdd. conf file.

Oracle® Big Data Discovery: Administrator's Guide Version 1.0.0 « Revision A « March 2015



_.1..-.3 Chapter 2
e Cluster Architecture

This section describes the architecture of a Big Data Discovery cluster.

Cluster components

Cluster behavior

Cluster components

A Big Data Discovery cluster is a deployment of Big Data Discovery on multiple machines. Such a deployment
can be made up of any number of nodes — you determine the number of nodes at deployment time.

About a BDD cluster, nodes, and deployments

Diagram of a Big Data Discovery Cluster

Cluster of Dgraph nodes

Leader and follower Dgraph nodes

About a BDD cluster, nodes, and deployments

This topic provides an overview of the components in a Big Data Discovery cluster.

What is a BDD cluster?
A BDD cluster:

e Supports on-premise deployments of Big Data Discovery, both on commodity hardware and on
engineered systems, such as Oracle Big Data Appliance (BDA).

e Has anywhere from three to more nodes (a minimum number of three nodes are required for the
production environment, to ensure enhanced availability of query processing). For example, a production
deployment can include six nodes. Each node in the cluster is known as a BDD node.

» Performs routing and load balancing of query requests arriving from Studio to the nodes that run the
Dgraph. This assumes that there is at least one Dgraph node available to process queries arriving from
Studio.

Nodes
Nodes in the BDD cluster deployment have different roles:

e They can serve as CDH cluster nodes. This is because you deploy Big Data Discovery on a set of nodes
running Cloudera Distribution Including Apache Hadoop (CDH).
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e They can serve as WebLogic Server nodes on which Java-based components of BDD (Studio and Dgraph
Gateway) are running in the WebLogic Server.

e They can serve as Dgraph-only nodes. Together, these nodes constitute a Dgraph cluster, within the
overall BDD cluster deployment. These Dgraph nodes communicate with CDH nodes and utilize
ZooKeeper from the CDH installation to maintain high availability of the Dgraph processes.

For more information on nodes and their roles shown on a diagram, see Diagram of a Big Data Discovery
Cluster on page 21.

f Note: These roles are not mutually-exclusive. For example, in demo or learning deployments, you can
co-locate Dgraph instances on the same nodes that run WebLogic Server, or experiment with other
configurations that have nodes serving dual roles. See the Installation and Deployment Guide for
information on deployment scenarios and co-location.

Types of BDD cluster deployments

You can choose between many ways in which to deploy BDD to utilize hardware efficiently. In the Installation
and Deployment Guide, several recommended deployment scenarios are provided to help you efficiently
deploy BDD:

* A learning, or demo deployment on one or two machines (this deployment is not intended to be turned into
a production deployment).

» A production deployment on a set of six machines (three of which are running a CDH cluster only, two run
WebLogic Servers with Studio and Dgraph Gateway, and one node is dedicated to running the Dgraph).
The number of nodes in the production deployment can be less than six (with some software components
co-located), and can be more, depending on your needs.
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Diagram of a Big Data Discovery Cluster

This diagram illustrates a cluster of Big Data Discovery nodes deployed on top of an existing CDH cluster.

Load Balancer [extamal)

Oracle Big Data Discovery Cluster

WebLogic Server nodes CDH nodes (Spark, Oozie, Hive, ZooKeeper)
e Managed Senver Manegad Sarvar

Studia Sadin COH node

Daraph Dgraph

Ganmway Gateway
HDFS

I
Dgraph nodes
Leader Dgraph node Follower Dgraph node

Index
Sharad NFS

This diagram depicts a suggested deployment topology for production, although many configurations are

possible. For information on staging and learning, demo and production-level deployment topology, see the
Installation and Deployment Guide.

In this diagram, starting from the top, the following components of the Big Data Discovery cluster deployment
are included:

* An optional external load balancer serves as the single point of entry to the Big Data Discovery cluster. All
browser requests are routed through this load balancer to Studio nodes.

/s Note: Although it is recommended to use an external load balancer in your deployment, it is
74 optional. For information, see Load balancing and routing of requests on page 24.

e The Big Data Discovery cluster comprises three categories of nodes:
1. Nodes that host WebLogic Server with Studio and Dgraph Gateway.

2. CDH only nodes. These nodes do not host WebLogic Server or Dgraph instances. They run Data
Processing jobs, within a Big Data Discovery deployment.

3. Dgraph nodes. These nodes are solely dedicated to hosting Dgraph instances.

 WebLogic Server nodes. These nodes represent machines on which WebLogic Server is deployed that
is hosting two Java applications — Studio and Dgraph Gateway. Note that WebLogic Server nodes and

Dgraph nodes can be stopped and started independently of each other, although in practice both must be
running in order to service requests.
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e CDH nodes. Big Data Discovery is deployed on top of an existing CDH (or Hadoop) cluster. This diagram
shows only those CDH nodes on which BDD is deployed. These CDH nodes represent a subset of the
entire pre-existing CDH cluster, onto which BDD is deployed. These nodes have both CDH and BDD
installation on them and share access to HDFS. Optimally, three CDH nodes are required for hosting
ZooKeeper instances. ZooKeeper maintains a cluster state for all participating members of the Big Data
Discovery cluster, in particular, it ensures automatic Dgraph leader node election, in case the leader
Dgraph node fails.

e Dgraph nodes. These nodes form a Dgraph cluster that is part of the larger BDD cluster deployment. One
node serves as the leader Dgraph node, and the remaining nodes are follower Dgraph nodes. All nodes in
the Dgraph cluster have write access to a shared file system (NFS) on which the index is stored. Only the
leader Dgraph node writes to the index located on the file system. Follower Dgraph nodes can only read
from the index. The index includes internal indexes for each of the data sets in BDD.

» Enterprise Manager for Big Data Discovery is not shown on this diagram. It can be optionally used with
any Big Data Discovery deployment. When used, Enterprise Manager is installed on a separate WebLogic
Server. For more information, see Using the Enterprise Manager for Big Data Discovery on page 120.

Cluster of Dgraph nodes

A typical BDD cluster deployment includes a set of machines that are solely dedicated to running the Dgraph.
This set of machines is known as the Dgraph cluster.

A Dgraph cluster is a set of Dgraphs that together handle requests for data sets in Big Data Discovery.
Requests arriving from Studio are routed and load-balanced between the Dgraph nodes. One of these Dgraph
nodes is responsible for handling all write operations (updates, configuration changes), while the remaining
Dgraphs serve as read-only. All Dgraph nodes in the cluster utilize an index residing on shared storage.

The leader and follower Dgraph nodes differ in the types of queries they can process, however, this is
transparent to the end users of Big Data Discovery. The allocation of leader and follower Dgraph node roles is
performed by the BDD cluster automatically.

A Dgraph node is a node in BDD cluster deployment that runs the Dgraph. The Dgraph is the main
computational module that provides search, refinement computation, Guided Navigation, and many other
features, all of which you can observe and use in Studio.

In a BDD cluster deployment, you can have only one cluster of Dgraph nodes. All nodes in BDD that run
Studio and Dgraph Gateway in WebLogic Server talk to the same single cluster of Dgraph nodes. The Dgraph
cluster can have any number of nodes, even though a certain number of Dgraph nodes is recommended for
production environment. For more information, see the Installation and Deployment Guide.

Dgraph Cluster role
A Dgraph cluster is responsible for:

» Enhanced availability of query processing by the Oracle Big Data Discovery. In a cluster of Dgraph
nodes, if one of the Dgraph nodes fails, queries continue to be processed by other Dgraph nodes.

» Increased throughput. At deployment time, you can add one or more Dgraph nodes to the same Dgraph
cluster. This lets you spread the query load across them, without the need to increase storage
requirements at the same rate.

Oracle® Big Data Discovery: Administrator's Guide Version 1.0.0 « Revision A « March 2015



Cluster Architecture 23

Leader and follower Dgraph nodes

This topic introduces the terms used to describe Dgraphs — the leader and follower nodes.

Leader Dgraph node

The leader node is a single Dgraph node responsible for receiving and processing updates to the index and
configuration. This node also does query processing, like other nodes. This node is responsible for generating
information about the latest versions of the data set index, and propagating this information to the follower
Dgraph nodes.

The Dgraph Gateway automatically determines which Dgraph node is the leader Dgraph node. The other
Dgraph nodes are follower Dgraph nodes. Thus, each BDD cluster deployment with multiple Dgraph nodes is
started with one leader Dgraph node and a number of follower Dgraph nodes.

The leader Dgraph node periodically receives full or incremental index updates. It also receives administration
or configuration updates. It is the only node in the Dgraph cluster that makes updates to the index. After
processing updates, the leader publishes a new version of the data and notifies all follower nodes, alerting
them to start using the updated version of the index. The follower nodes acquire read-only access to an
updated version of the index.

Follower Dgraph node

A follower node is a node in the Dgraph cluster responsible for processing queries arriving from Studio.
Typically, in any Big Data Discovery cluster deployment, there is a subset of nodes serving as the Dgraph
follower nodes. The follower nodes do not update the index. When the Dgraph nodes are started, the Dgraph
Gateway elects a leader Dgraph node, with the other Dgraph nodes being follower nodes.

During the process of acquiring access to the recently updated index, follower nodes continue to serve
gueries. Each query is processed against a specific version of the index available to it at any given time.

Cluster behavior

Many scenarios of Big Data Discovery deployment clusters are possible. This section describes how the BDD
cluster behaves and maintains enhanced availability in various scenarios, such as during node startup,
updates to the indexes, or individual node failures.

Load balancing and routing of requests

How session affinity is used

Startup of Dgraph nodes

How updates are processed

Role of ZooKeeper

How enhanced availability is achieved
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Load balancing and routing of requests

This topic discusses the load balancing and routing of requests from Studio nodes to the Dgraph nodes in
Oracle Big Data Discovery.

Load balancing of requests

Depending on your deployment strategy, to the external clients, the entry point of contact with the on-premise
deployment of the Big Data Discovery cluster could be either any Studio-hosting node in the cluster, or an
external load balancer configured in front of Studio instances.

The Big Data Discovery cluster relies on the following two levels of load balancing of requests:

1. Load balancing of requests across the nodes hosting multiple instances of Studio. This task should be
performed by an external load balancer, if you choose to use it in your deployment (an external load
balancer is not included in the Big Data Discovery package).

If an external load balancer is used, it receives all requests and distributes them across all of the nodes in
the Big Data Discovery cluster deployment that host the Studio application. Once a request is received
from a Studio node, it is routed by BDD to the appropriate Dgraph node.

If an external load balancer is not used, external requests can be sent to any Studio node. They are then
load-balanced between the nodes hosting the Dgraph.

2. Load balancing of requests across the Dgraph nodes. This task is automatically handled by the BDD
cluster — the Big Data Discovery software accepts requests from its Studio and Data Processing
components on any node hosting the Dgraph, and provides internal load balancing of these requests
across the other Dgraph-hosting nodes in the cluster.

Routing of requests

The Big Data Discovery cluster automatically directs requests to the subset of the cluster nodes hosting the
Dgraph instances.

The following statements describe the behavior of the BDD cluster for routing of requests to Dgraph nodes:

* Requests can be submitted from Studio or Data Processing components to any Dgraph Gateway in the
BDD cluster, which in turn will route the request to an appropriate Dgraph node.

For example, if the request is an updating request, such as a data loading request, or a configuration
update, it is routed to the leader Dgraph node in the cluster. If the request represents a non-updating
(query processing) request, it is routed to the leader Dgraph node or to any of the follower Dgraph nodes.
If a BDD cluster has only one node hosting the Dgraph, this node serves as the leader (with no followers).

» Non-updating requests are load-balanced using round-robin algorithm across the Dgraph nodes, for
processing.

» The Big Data Discovery cluster utilizes session affinity for all requests arriving from Studio to the Dgraph,
by relying on session ID in the header of each Studio request. Requests from the same session ID are
always routed to the same Dgraph node in the cluster. This improves query processing performance by
efficiently utilizing the Dgraph cache, and improves performance of caching entities (known in Studio as
views).
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How session affinity is used

When a WebLogic Server node hosting Studio and Dgraph Gateway receives a client request, it routes the
request to a Dgraph node using session affinity, based on the session ID specified in the header of the

request.
When end users issue queries, Studio sets session ID for the requests in the HTTP headers. Requests with

the same session ID are routed to the same Dgraph node. If the BDD software cannot locate the session ID, it
relies on a round-robin strategy for deciding to which Dgraph node the request should be routed.

Session affinity is enabled by default, via the endeca- sessi on-i d- key and endeca- sessi on-i d-type
properties in the EndecaSer ver . properti es file of the Dgraph Gateway (do not change these values):

Property Description

endeca- sessi on-i d- key=nane This is the name of the object checked by the specified
method. Its default value is sessi on I D.

endeca- sessi on-i d-type=net hod This is the method used for establishing session affinity. Its
default value is HEADER.

Startup of Dgraph nodes

Once the Big Data Discovery cluster is started, it activates the Dgraph processes on a subset of the nodes
that are hosting the Dgraph instances. This topic discusses the behavior of the Dgraph nodes at startup.

On startup, the following actions take place:

e Any Dgraph node is started in either a leader or follower mode and in any order. Any number of follower
nodes and one leader node are started in each Big Data Discovery cluster deployment.
/s Note: If the BDD cluster deployment has only one node that runs the Dgraph, then this node
/ serves as the leader. This configuration is possible but is not recommended for production
environments.

» Once started, each Dgraph node registers with ZooKeeper that manages the distributed state of the
Dgraph nodes. The leader node determines the current version of the index and informs ZooKeeper.

» Follower nodes do not alter the index in any way; they continue answering queries based on the version of
the index to which they have access at startup, even if the leader Dgraph node is in the process of
updating, merging, or deleting indexed versions on disk. Follower Dgraph nodes do not receive updating
requests; They acquire access to the new index once the updates complete. For information, see the next
topic.

How updates are processed

In a Dgraph cluster (it is part of the BDD cluster deployment), updates to the records in the indexes and
updates to the configuration are routed to the leader Dgraph node.

The leader Dgraph node processes the update and commits it to the on-disk index. Upon completion, all
follower nodes are informed that a new version of the index is available. The leader Dgraph node and all

Oracle® Big Data Discovery: Administrator's Guide Version 1.0.0 « Revision A « March 2015



Cluster Architecture 26

follower Dgraph nodes can continue to use the previous version of the index to finish query processing that
had started against that version.

As each Dgraph node finishes processing queries on the previous version, it releases references to it. Once
the follower nodes are notified of the new version, they acquire read-only access to it and start using it.

Role of ZooKeeper

The ZooKeeper utility provides configuration and state management and distributed coordination services to
Dgraph nodes of the Big Data Discovery cluster. It ensures high availability of the query processing by the
Dgraph nodes in the cluster.

ZooKeeper is part of the CDH package. CDH package is assumed to be installed on all CDH nodes in the
BDD cluster deployment. Even though ZooKeeper is installed on all CDH nodes in the BDD cluster, it may not
be running on all of these nodes. To ensure availability of a clustered Dgraph deployment, configure an odd
number (at least three) of CDH nodes to run ZooKeeper instances. This will avoid ZooKeeper being a single
point of failure.

ZooKeeper has the following characteristics:

» lItis a shared information repository that provides a set of distributed coordination services. It ensures
synchronization, event notification, and coordination between the nodes. The communication and
coordination mechanisms continue to work in the case when connections or Dgraph-hosting nodes fail.

It provides communication between the Dgraph-hosting nodes, ensuring that if one of these nodes falils,
requests are sent to other active Dgraph nodes, until the node rejoins the Dgraph cluster (this is true if
more than two instances of ZooKeeper are running in the deployment).

» It provides communication between Dgraph nodes. It controls the election of the Dgraph leader node in
the Dgraph cluster, in case the current leader Dgraph node fails. The newly-elected leader Dgraph node
identifies the most recent version of the index, and, using ZooKeeper, informs other nodes of the current
version of the index.

To summarize, in order to run, ZooKeeper requires a majority of its hosting nodes to be active. Therefore, it is
recommended that ZooKeeper runs on an odd number (at least three) of the CDH nodes in the deployed Big
Data Discovery cluster. You can ensure this during the installation, when running the deployment script.

How enhanced availability is achieved

This topic discusses how the BDD cluster deployment ensures enhanced availability of query-processing.

A Important: The BDD cluster deployment provides enhanced availability, but does not provide high
availability. This topic discusses the cluster behavior that enables enhanced availability, and notes
instances where system administrators need to take action to restore services.

<

The following three sections discuss the BDD cluster behavior for providing enhanced availability.

f Note: This topic discusses BDD deployments with more than one running instance of the Dgraph.
Even though you can deploy BDD on a single node, such deployments can only serve development
environments, as they do not guarantee the availability of query processing in BDD. Namely, in a BDD
deployment where only one node is hosting a single Dgraph instance, a failure of the Dgraph node
shuts down the Dgraph process.
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Availability of WebLogic Server nodes hosting Studio

When a WebLogic Server node goes down, Studio also goes down. As long as the BDD cluster utilizes an
external load balancer and consists of more than one WebLogic Server node on which Studio is started, this
does not disrupt Big Data Discovery operations.

If a WebLogic Studio node hosting Studio fails, the BDD cluster (that uses an external load balancer) stops
using it and relies on other Studio nodes, until you restart it.

Availability of Dgraph nodes

The ZooKeeper ensemble running on a subset of CDH nodes ensures the enhanced availability of the Dgraph
cluster nodes and services:

 Failure of the leader Dgraph node. When the leader Dgraph node goes offline, the BDD cluster elects a
new leader node and starts sending updates to it. During this stage, follower nodes continue maintaining a
consistent view of the data and answering queries. You should manually restart this node with the bdd-
admi n script. When the node that was the leader node is restarted and joins the cluster, it becomes one
of the follower nodes. It is also possible that the leader node is restarted and joins the cluster before the
cluster needs to appoint a new leader node. In this case, the node continues to serve as the leader node.

If the leader node changes, the BDD cluster starts routing updating requests to the newly-elected leader
Dgraph node.

» Failure of a follower Dgraph node. When one of the follower nodes goes offline, the BDD cluster starts
routing requests to other available nodes. You should manually restart this node using the bdd- admi n
script. Alternatively, you can start the Dgraph through the Enterprise Manager plug-in for Big Data
Discovery (if you are using it). Once the node is restarted, it rejoins the cluster, and the cluster adjusts its
routing information accordingly.

Availability of ZooKeeper instances

The ZooKeeper instances themselves must be highly available. The following statements describe the
requirements in detail:

» Each CDH (Cloudera Distribution for Hadoop) node in the BDD cluster deployment can be optionally
configured at deployment time to host a ZooKeeper instance. To ensure availability of ZooKeeper
instances, it is recommended to deploy them in a cluster of their own, known as an ensemble. At
deployment time, it is recommended that a subset of the CDH nodes is configured to host ZooKeeper
instances. As long as a majority of the ensemble is running, ZooKeeper services are used by the BDD
cluster. Because ZooKeeper requires a majority, it is best to start an odd number of its instances — this
means that ZooKeeper must be started on at least three CDH nodes in the BDD cluster. A CDH node
hosting a ZooKeeper instance assumes responsibility for ensuring the ZooKeeper process uptime — it will
start ZooKeeper when BDD is deployed, and will restart it should it stop running.

To summarize, although ZooKeeper can run on only one CDH node, to ensure high availability of
ZooKeeper instances, ZooKeeper must run on at least three CDH nodes (or an odd humber of nodes that
is greater than three) in any BDD cluster. This prevents ZooKeeper itself from being a single point of
failure.

» If you do not configure at least three CDH nodes to run ZooKeeper, it will be a single point of failure.
Should ZooKeeper fail, access to the data sets served by BDD becomes read-only. No updates, writes, or
changes of any kind are possible while ZooKeeper in the BDD cluster is down. To recover from this
situation, the CDH node that was running a failed ZooKeeper must be restarted or replaced (the action
required depends on the nature of the failure).

Oracle® Big Data Discovery: Administrator's Guide Version 1.0.0 « Revision A « March 2015



Part Il

Administering Big Data Discovery



'._..-:g Chapter 3
¥ Administering Big Data Discovery with the
bdd-admin Script

This section describes the bdd- adm n script and how you can use it to perform different administrative
operations for the Dgraph, the Dgraph HDFS Agent, Studio, and the Dgraph Gateway.

About the bdd-admin script

Refreshing cluster configuration

Enabling and disabling autostart

Starting services

Stopping services

Restarting services

Checking the status of services

About the bdd-admin script

You can use the bdd- admi n script to perform a number of administrative tasks for the BDD cluster from the
command line.

The bdd- admi n script must be run from the Admin Server by a user who has passwordless sudo enabled on
all nodes in the cluster. The script is located in the $BDD_HOVE/ BDD_nmanager / bi n directory.

The script has the following syntax:

./ bdd- adm n. sh <conmand> [ conponent] <option>

The following sections describe the commands, components, and options the bdd- adm n script supports.

Commands

The command argument determines the action the script will perform. This argument is required. The following
table describes the commands the bdd- adni n script supports.

Command Description

refresh-config Updates the configuration for all nodes in the cluster by copying a modified
version of the configuration file from the Admin Server to every other node.

aut ostart Enables and disables automatic restart for the specified services.

start Starts the specified services if they are not already running.
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Command Description

stop Stops the specified services if they are running.
restart Restarts the specified services.

st at us Returns the status of the specified services.

dgr aph- adm n

Performs administrative operations for the Dgraph. For more information,
see Dgraph administrative operations on page 45.

updat e- nodel

Not supported. Updates the models used by Data Enrichment modules, or
reverts all changes made to the models.

Components

The component argument enables you to run the script on a specific service. This argument is optional. If you
omit it, the script will run on all services.

/s Note: Some commands do not accept all of the following component arguments, and some don't allow
/ you to specify a component at all.

Component Description
--dgraph Runs the script on the Dgraph only. Note that running some commands on
the Dgraph will also have an effect on the HDFS Agent.
- -agent Runs the script on the HDFS Agent only.
- -bddServer Runs the script on Studio and the Dgraph Gateway.
Options

The option argument specifies the node(s) the script will run on. This argument is required.

f Note: Some commands can only be run on all nodes and therefore don't accept the option argument.

Option

Description

--all

Runs the script on all BDD nodes in the cluster.
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Option Description

<host name> Runs the script on the specified node. You must provide the node's fully qualified
hostname; for example, web009. us. exanpl e. com

Additionally, the name you provide must match one defined in the
<COVPONENT>_SERVERS property for the service(s) the script will run on. For
example, if you run the script with the - - dgr aph component argument, the
hostname you provide must match a hostname listed in the DGRAPH_SERVERS

property.

bdd-admin script help

You can obtain usage information for the bdd- adni n script and its commands by running it with the - - hel p
flag:

./ bdd- admi n. sh --help

For information on a specific command, provide the command's name after the - - hel p flag:
./ bdd-admi n.sh --help refresh-config

Refreshing cluster configuration

You update the configuration for the entire Big Data Discovery cluster by making the desired changes to the
bdd. conf file on the Admin Server, then running the bdd- admi n script with the ref resh- confi g
command. This command uses the SCP protocol to copy bdd. conf from the Admin Server to all other nodes
in the cluster.

A_  Important: Only certain properties in bdd. conf in the $BDD_HOVE/ BDD_nanager / conf directory
can be updated. Modifying others can prevent your BDD cluster deployment from starting properly.
For more information, see Configuration properties that can be modified.

<

The bdd- adni n script with the r ef r esh- conf i g command runs on the entire BDD cluster. You cannot
specify a particular component or host for it to run on.

After you run the script with r ef r esh- conf i g, you must restart the BDD cluster for the changes to take
effect.

To refresh the BDD cluster configuration:

1.  On the Admin Server, open bdd. conf in the $BDD_HOVE/ BDD_nanager / conf directory, in any text
editor and make the desired changes.

Be sure to save the file before closing.
2. Run the following from the command line:

./ bdd- admi n.sh refresh-config <configuration_file>

Where <confi gurati on_fil e>is the relative path to the edited version of bdd. conf .
3. Activate the new configuration by running the following from the command line:

./ bdd-adm n.sh restart --all
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Example

The following commands copy bdd. conf from the Admin Server to all other nodes, then restart the cluster:

./ bdd- admi n. sh refresh-config
./ bdd-adm n.sh restart --all

../ bdd. conf

Configuration properties that can be modified

Configuration properties that can be modified

You can modify some of the properties in bdd. conf before running the r ef r esh- confi g command, but

changing others could have negative effects on your cluster. For example, changing the value of
ADM N_SERVER would prevent Big Data Discovery from starting.

The table below describes the properties that can be modified. Be sure to read this information carefully
before making changes. Do not make changes to any other properties in this file.

Note that the DGRAPH_* and AGENT_QOUT_FI LE parameters will be used when the bdd- admni n script is run.
This means that any changes will be applied for any Dgraph (and Dgraph HDFS Agent) that is subsequently

restarted.
Property Description
JAVA HOVE The JDK used when starting the BDD components. If you change this

value, you must also update the location used by the CLI and Studio.
Note that this must be in the same location on all nodes in the cluster.

DGRAPH_OUT_FI LE

The path to the Dgraph's stdout/stderr file.

DGRAPH_| NDEX_DI R

The path to the Dgraph index on the NFS. This location contains the
directory defined by DGRAPH_| NDEX_NAME. You must prepare the

index files on the NFS before changing the value of this property.

DGRAPH_| NDEX_NANE

The name of the Dgraph index, which is located in the directory
defined by DGRAPH | NDEX_ DI R. You must prepare the index files on
the NFS before changing the value of this property.

DGRAPH_THREADS

The number of threads the Dgraph starts with. Oracle recommends the
following:

e For machines running only the Dgraph, the number of threads
should be equal to the number of CPU cores on the machine.

» For machines running the Dgraph and other BDD components, the
number of threads should be the number of CPU cores minus 2.
For example, a machine with 4 cores should have 2 threads.

Be sure that the number you use is in compliance with the licensing
agreement.
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Property

Description

DGRAPH_CACHE

The amount size of the Dgraph cache, in MB. There is no default value
for this property, so you must provide one.

For enhanced performance, Oracle recommends allocating at least
50% of the node's available RAM to the Dgraph cache. If you later find
that queries are getting cancelled because there is not enough
available memory to process them, you should increase this amount.

DGRAPH_ADDI TI ONAL_ARG

/\ Note: This property is only intended for use by Oracle
/ Support.

Defines one or more flags to start the Dgraph with. Each flag must be
quoted.

Note that you cannot include flags that map to properties in
bdd. conf . For more information on Dgraph flags, see Dgraph flags.

AGENT_OUT_FI LE

The path to the HDFS Agent's stdout/stderr file.

Enabling and disabling autostart

You can enable and disable autostart for the Dgraph, the HDFS Agent, Studio, and the Dgraph Gateway
services by running the bdd- adm n script with the aut ost art command. Services that have autostart

enabled start automatically after their host machines are rebooted.

/s Note: Services are only restarted after their host machines are rebooted. Crashed services and failed
/ nodes must be restarted manually.

Run the following command from the Admin Server:

./ bdd- adm n.sh autostart <args> [conponent] <option>

You must provide one of the following arguments:

* on enables autostart for the specified service(s)

» of f disables autostart for the specified service(s)

You can specify any of the component and option arguments listed in Components on page 30.

Examples

The following command enables autostart for every Dgraph, HDFS Agent, Studio, and Dgraph Gateway

service in the cluster:

./ bdd-adm n. sh autostart on --all

The following command disables autostart for Studio and the Dgraph Gateway services on the

web009. us. exanpl e. comnode:

./ bdd-adm n.sh autostart off --bddServer web009. us. exanpl e.com
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Starting services

You can start the Dgraph, the HDFS Agent, Studio, and the Dgraph Gateway by running the bdd- admi n
script with the st art command.

Run the following command from the Admin Server:
./ bdd- adm n. sh start [conponent] <option>
You can specify any of the component and option arguments listed in About the bdd-admin script on page 29.

f Note: If you start only the Dgraph, the script starts the HDFS Agent, as well.

Examples

The following command starts every Dgraph, HDFS Agent, Studio, and Dgraph Gateway service on all nodes
in the cluster:

./ bdd-adm n.sh start --all

The following command starts the Dgraph and HDFS Agent services on the web009. us. exanpl e. com
node:

./ bdd-admi n.sh start --dgraph web009. us. exanpl e. com

Stopping services

You can stop the Dgraph, the HDFS Agent, Studio, and the Dgraph Gateway by running the bdd- admni n
script with the st op command.

Run the following command from the Admin Server:
./ bdd-adm n. sh stop [conmponent] <option>
You can specify any of the component and option arguments listed in About the bdd-admin script.

f Note: If you stop only the Dgraph, the script automatically stops the HDFS Agent, as well.

When stopping the Dgraph, the script terminates all currently running processes if it does not shut
down within 30 seconds. When stopping the HDFS Agent (either directly or by stopping the Dgraph),
the script waits for all processes to complete before shutting it down.

Examples
The following command stops every Dgraph, HDFS Agent, Studio, and Dgraph Gateway service in the cluster:
./ bdd-adm n.sh stop --all

The following command stops just the Studio and Dgraph Gateway services on the
web009. us. exanpl e. comnode:

./ bdd- admi n. sh stop --bddServer web009. us. exanpl e. com
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Restarting services

You can restart the Dgraph, the HDFS Agent, Studio, and the Dgraph Gateway by running the bdd- admni n
script with the r est art command.
Run the following command from the Admin Server:

./ bdd- admi n. sh restart [conponent] <option>

You can specify any of the component and option arguments listed in About the bdd-admin script.

Examples
The following command restarts every Dgraph, HDFS Agent, Studio, and Dgraph Gateway service in the
cluster:

./ bdd-adm n.sh restart --all

The following command restarts just the HDFS Agent service on the web009. us. exanpl e. comserver:

./ bdd-adm n.sh restart --agent web009.us. exanpl e.com

Checking the status of services

You can check the status of the Dgraph, the HDFS Agent, Studio, and the Dgraph Gateway by running the
bdd- adm n script with the st at us command.
Run the following command from the Admin Server:

./ bdd- admi n. sh status [conponent] <option>

You can specify any of the component and option arguments listed in About the bdd-admin script.
When the script runs, it checks to see if the specified services are running, unresponsive, or stopped. It
outputs one of the following messages for each service, depending on its status:

[ <host nane>] <service> (pid <nunber>) is running...
[ <host nane>] <service> (pid <nunber>) is not responsible...
[ <host nane>] <service> is stopped.

Examples
The following command returns the status of every Dgraph, HDFS Agent, Studio, and Dgraph Gateway
service in the cluster:

./ bdd-adm n.sh status --all

If all components were running, the script's output would be similar to the following:

[ <host nane>] Dgraph (pid <nunber>) is running...
[ <host name>] Agent (pid <nunmber>) is running...
[ <host nane>] Studi o and Endeca Server (pid <nunber>) is running...

The following command returns the status of just the Dgraph service on the web009. us. exanpl e. com
server:

./ bdd- admi n. sh status --dgraph web009. us. exanpl e. com
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If the Dgraph were not running, the script would output the following:
[ web009] Dgraph is stopped.
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_.1..-.3 Chapter 4
¥ The Dgraph

This section describes the Dgraph, its administrative operations and flags. It also describes various Dgraph
characteristics and behavior, such as memory consumption, Dgraph cache, the index merge policy, and
managing the Dgraph core dump files.

About the Dgraph

Memory consumption by the Dgraph

Setting the limit of Dgraph memory consumption

Setting the Dgraph internal cache size

Managing an index merge policy

Managing Dgraph core dump files

Appointing a new Dgraph leader node

About Dgraph statistics

Dgraph administrative operations

Dgraph flags

Dgraph HDFS Agent flags

About the Dgraph

The Dgraph uses proprietary data structures and algorithms that allow it to provide real-time responses to
gueries.

The Dgraph stores the ingested data in the index with which the Dgraph was started. After the data is stored
in the index, the Dgraph receives client requests from Studio, queries the index, and returns the results.

The Dgraph is stateless. This design requires that a complete query is sent to it for each request. The
stateless design facilitates the addition of Dgraphs for load balancing and redundancy — any replica of a
Dgraph can reply to queries independently of other replicas.

An Oracle Big Data Discovery cluster has one or more Dgraph processes that handle end-user query requests
accessing the index on shared storage. One of the Dgraphs in a Big Data Discovery cluster is the leader and
therefore responsible for handling all write operations (updates, configuration changes), while the remaining
Dgraphs serve as read-only followers.

Dgraph Tracing Utility

The Dgraph has an internal diagnostic program, called the Dgraph Tracing Utility, that constantly keeps track
of all Dgraph operations. The Tracing Utility is started automatically when the Dgraph starts and it is shut
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down automatically when the Dgraph stops. That is, the Tracing Utility cannot be started or shut down
manually.

The Tracing Utility stores the Dgraph target trace data it collects in *. ebb files, which are useful in analyzing

Dgraph crashes. The files are intended for use by Oracle Support. The files are saved in the
$DGRAPH_HQOVE/ bi n directory.

The trace data files are saved to disk automatically after these events:
* On normal program exit, such as stopping the Dgraph with the bdd- admi n. sh script.
e When a crash is caught in a top-level exception handler.
You can also manually save the trace data, as described in Saving trace data for the Dgraph on page 136.

Additionally, you can download the *. ebb files, as described in Downloading Dgraph trace files on page 137.

Memory consumption by the Dgraph

This topic discusses the logic used by the Dgraph to control its memory consumption.

The Dgraph query performance depends on characteristics of your specific deployment — query workload and
complexity, the characteristics of the loaded records, and the size of the index.

These statements describe how the Dgraph utilizes memory:

» After the installation, when the Dgraph is started it allocates considerable amounts of virtual memory on
the system. This is needed for ingesting data and executing queries, including those that are complex.
This is an expected behavior and is observable if you use system diagnostic tools.

 If the Dgraph is installed on a machine that is hosting other processes, other memory-intensive processes
are present in the operating system and require memory. In this case, the Dgraph releases a significant
portion of its physical memory quickly. Without such pressure, that is in cases when the Dgraph is the sole
process on the hosting machine, the Dgraph may retain the physical memory indefinitely. This is an
expected behavior.

Because of this, depending on your deployment requirements, such as the size of your deployment, it may
be highly desirable to deploy the Dgraph instances on servers dedicated solely to each of the Dgraph
processes (this means that these machines are not hosting any other processes, for BDD or other
applications).

» By default, the memory limit that the Dgraph is allowed to use on the machine is set to 80% of the
machine's available RAM. This behavior ensures that the Dgraph does not run out of memory on the
machine hosting the Dgraph. In other words, with this limit in place, the Dgraph is protected from running
into out-of-memory performance issues.

» In addition to the default memory consumption limit of 80% of RAM that the Dgraph uses right after it is
installed and started, after the installation it is possible to set a custom limit on the amount of memory the
Dgraph can consume, using the Dgraph - - nenory- | i ni t flag. If this limit is set, then, upon the Dgraph
restart, the amount of memory required by the Dgraph to process all current queries cannot exceed this
custom limit.

f Note: The Dgraph - - menory-1imt flag is intended for Oracle Support. For information on how
to set it, see Setting the limit of Dgraph memory consumption on page 40. Also, a value of 0 in for
the flag means there is no limit set on the amount of memory the Dgraph can use. In this case,
you should be aware that the Dgraph will use all the memory on the machine that it can allocate
for its processing without any limit, and will not attempt to cancel any queries that may require the
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most amount of memory. This, in turn, may lead to out-of-memory page thrashing and require
manually restarting the Dgraph.

e Once the Dgraph reaches a memory consumption limit (it could be the default limit of 80% of RAM, or a

custom memory limit set with - - nenory- 1 i m t), it starts to automatically cancel queries, beginning with
the query that is currently consuming the most amount of memory. When the Dgraph cancels a query, it
logs the amount of memory the query was using and the time it was cancelled for diagnostic purposes.

In addition to the memory consumption limit, before you install Big Data Discovery, you can specify the
Dgraph cache size, using the DGRAPH_CACHE property in the bdd. conf file located in your installation
directory. The orchestration script uses this value at installation time. You can adjust the size of
DGRAPH_CACHE later, at any point after the installation. For information, see Setting the Dgraph internal
cache size on page 41.

There is one additional consideration about the Dgraph cache that is useful to keep in mind, before you
decide to adjust the cache size:

While the Dgraph typically operates within the limits of its configured Dgraph cache size, it is possible for
the cache to become over-subscribed for short periods of time. During such periods, the Dgraph may use
up to 1.5 times more cache than it has configured. It is important to note that the Dgraph does not expect
to routinely reach an increase in its configured cache usage. When the cache size reaches the 1.5 times
threshold, the Dgraph starts to more aggressively evict entries that consume its cache, so that the cache

memory usage can be reduced to its configured limits. This behavior is not configurable by the system
administrators.

Setting the limit of Dgraph memory consumption

It is possible to specify the custom memory limit the Dgraph is allowed to use for processing. If the memory

limit is changed, this overrides the default memory consumption setting in the Dgraph that is set to 80% of the

machine's available RAM.

f Note: Changing the limit on Dgraph memory consumption is recommended to be done by Oracle
Support.

By default, the memory limit that the Dgraph is allowed to use is 80% of the machine's available RAM. This

behavior ensures that the Dgraph never runs out of memory during the course of its query processing or data

ingest activity.

You can override the default limit and set a custom limit on the amount of memory the Dgraph can consume in
MB, using the - - menory-1imt flag. If this value is set, then the amount of memory required by the Dgraph

to process all current queries can't exceed this limit.

Once the Dgraph reaches a memory consumption limit set with this flag, then, similar to how it behaves with

the default memory limit of 80%, the Dgraph starts to cancel queries, beginning with the query that is

consuming the most amount of memory. When the Dgraph cancels a query, it logs the amount of memory the

guery was using and the time it was cancelled for diagnostic purposes.

The Dgraph - - menory-1imit can be set after the installation through the DGRAPH_ADDI TI ONAL_ARG
parameter in the bdd. conf file in the $BDD_HOVE/ BDD_nmanager / conf directory.

Using the - - menory- | i mt flag with a value of 0 means there is no limit set on the amount of memory the

Dgraph can use.
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For information on all Dgraph flags, see Dgraph flags on page 49.

To change the memory limit:
1 Go to $BDD_HOVE/ BDD_nanager / conf directory and locate the bdd. conf file.
2 In the setting for DGRAPH_ADDI TI ONAL_ ARG, specify the --menory-1im t flag.
3.  Save the bdd. conf file.
4 Run the bdd- adm n. sh ref resh- confi g command.

This refreshes the configuration on all the Dgraph hosting machines with the modified settings from
the bdd. conf file. For information on how to do this, see Refreshing cluster configuration on page 31.

5. Restart the Dgraph with the bdd- admi n. sh script.

Setting the Dgraph internal cache size

The Dgraph cache size should be configured to be large enough to allow the Dgraph to operate smoothly
under normal query load.

For enhanced performance, Oracle recommends allocating at least 50% of the node's available RAM to the
Dgraph cache. This is a significant amount of memory that you can adjust if needed. For example, if you later
find that queries are getting cancelled because there is not enough available memory to process them, you
should decrease this amount.

You configure the Dgraph cache size initially by setting the DGRAPH_CACHE value in the bdd. conf file in the
installation directory. The orchestration script uses this value during the BDD installation process.

After the installation, you can adjust the size of the Dgraph cache by gradually changing the DGRAPH CACHE
value in the bdd. conf file in the $BDD_HOVE/ BDD _manager / conf directory, and use the bdd- adm n

ref resh- confi g script to update the configuration for the entire cluster. For more information, see
Refreshing cluster configuration on page 31.

Before you adjust the Dgraph cache, keep the following consideration in mind:

While the Dgraph typically operates within the limits of its configured Dgraph cache size, it is possible for the
cache to become over-subscribed for short periods of time. During such periods, the Dgraph may use up to
1.5 times more cache than it has configured. It is important to note that the Dgraph does not expect to
routinely reach an increase in its configured cache usage. When the cache size reaches the 1.5 times
threshold, the Dgraph starts to more aggressively evict entries that consume its cache, so that the cache
memory usage can be reduced to its configured limits.

This means that an occasional spike in Dgraph cache usage should not be the cause of alarm and that you
should only consider adjusting the Dgraph cache size after observing Dgraph performance over longer periods
of time.

Managing an index merge policy

An index merge policy controls how the Dgraph manages its index files. A balanced index merge policy is
used by default, and, in the majority of deployments, you do not need to change it.

About an index merge policy

Manually forcing a merge
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Linux ulimit settings for merges

About an index merge policy

An index merge policy determines how frequently the Dgraph merges incremental update generations in its
index files.

The data layer stores the Dgraph index files as a series of internal files with versions. As a result:
» Old versions can be accessed while new versions are created.
» Old versions are garbage-collected when no longer needed.

A version of the index is stored as a sequence of generation files. A new version appends a hew generation
file to the sequence. Query latency depends, in part, on the number and size of generation files used to store
the index files.

Generation files are combined through a process called merging. Merging is a background task that does not
affect the Dgraph request processing, but may affect its performance. Because of this, you can set a merge
policy that dictates the aggressiveness of the merges.

The merge policy has two settings:

» Balanced: This policy strikes a balance between low latency and high throughput. This is the default
policy that is recommended for the majority of deployments.

f Note: Under normal conditions, you do not need to change the default balanced policy.

» Aggressive: This policy merges index generations frequently and completely to keep query latency low at
the expense of average throughput. Aggressive merge policy may help deployments where query latency
is the primary concern.

In addition to setting the merge policy, you can also force a one-time index merge, without changing the
overall policy that will be used in all other instances. See Manually forcing a merge on page 42.

You can configure the index merge policy (or force a merge) using one of these two mechanisms:

* The Enterprise Manager plug-in (if you use it for the Big Data Discovery). For forcing a merge or setting
the merge policy, see Merging index updates in the Dgraph on page 135.

e Options in the dgr aph- adm n command of the bdd- admni n. sh script. To force a merge, see merge on
page 47. To set the merge policy, see merge on page 47.

In a clustered environment, a request to set the merge policy is automatically routed to the leader Dgraph
node.

Merging is not affected by the Dgraph's memory limit.

Manually forcing a merge

Manually forcing a merge is considered a one-time option, because after the merge operation is performed
(via a temporary aggr essi ve change to the merge policy), the merge policy reverts to its previous setting.

Forcing an index merge is used to perform a complete merge of all generations without making a change to
the default merge policy. When you issue this command, it is routed to the leader Dgraph node and the
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Dgraph starts a manual merge of its index files. After the merging is performed, the merge policy reverts to its
previous setting.

Forcing a merge implies starting a full merge of all generations of index files. When running this command, be
aware of the following considerations:

e Memory requirements. Forcing a complete merge utilizes the server's memory. If the amount of memory
reaches the amount of RAM that is available, the merge operation will continue to work, but could run
substantially slower and have a higher impact on query performance.

» Disk space requirements. Forcing a merge requires provisioning two times the amount of disk space as
the current size of the index files. However, if the Dgraph is performing other tasks (such as updates), the
merge may require disk space that is three times the size of the index files. If not enough disk space is
provisioned, it could be disruptive to force a complete merge. This consideration is especially important for
running this command on the Dgraph in a production environment.

Linux ulimit settings for merges

For purposes of generation merging, it is recommended that you set the Linux optionul i mt -v and - m
parameters to unl i mi t ed.

An unl i mi t ed setting for the - v option sets no limit on the maximum amount of virtual memory available to a
process, and for the - moption sets no limit on the maximum resident set size. Setting these options to
unl i m t ed can help prevent problems when the Dgraph is merging the generation files.

An example of a merge problem due to insufficient disk space and memory resources is a Dgraph error similar
to the following:

ERROR 04/ 03/ 13 05: 24: 35. 668 UTC (1364966675668) DGRAPH {dgraph} BackgroundMer geTask:
exception thrown: Can't parse generation file, caused by |/ O Exception: Wile mapping file,
caused by nmap failure: Cannot allocate nmenory

In this case, the problem is caused because the Dgraph cannot allocate enough virtual memory for its merging
task.

Managing Dgraph core dump files

In the rare case of a Dgraph crash, the Dgraph writes its core dump files on disk. It is recommended to use
theulimt -cunlimted setting for the Dgraph core dump files. Non-limited core files contain all Dgraph

data that is resident in memory (RSS of the Dgraph process).

When the Dgraph runs on a very large data set, the size of its index files stored in-memory may exceed the
size of the physical RAM. If such a Dgraph fails, it may need to write out potentially very large core dump files
on disk. The core files are written to the directory from which the Dgraph was started.

To troubleshoot the Dgraph, it is often useful to preserve the entire set of core files written out as a result of
such failures. When there is not enough disk space, only a portion of the files is written to disk until this
process stops. Since the most valuable troubleshooting information is contained in the last portion of core
files, to make these files meaningful for troubleshooting purposes, it is important to provision enough disk
space to capture the files in their entirety.

Two situations are possible, depending on your goal:

e You can afford to provision enough disk space.
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Large applications may take up the entire amount of available RAM. Because of this, the Dgraph core
dump files can also grow large and take up the space equal to the size of the physical RAM on disk plus
the size of the server data files in memory. To troubleshoot a Dgraph crash, provision enough disk space
to capture the entire set of core files. In this case, the files are saved at the expense of potentially filling up
the disk.

/s Note: If you are not settingul i mi t - c unl i m t ed, you could be seeing the Dgraph crashes that
/ do not write any core files to disk, since on some Linux installations the default forul im t -c is
setto 0.

* You would like to limit the amount of disk space allotted for saving core files.

To prevent filling up the disk, you can limit the size of these files on the operating system level, with the
ulimt -c <si ze>command, although this is not recommended. If you set the limit size in this way, the
core files cannot be used for debugging, although their presence will confirm that the Dgraph had crashed.
In this case, with large Dgraph applications, only a portion of core files is saved on disk. This may limit
their usefulness for debugging purposes. To troubleshoot the crash in this case, change this setting to
ulimt -cunlimnted, and reproduce the crash while capturing the entire core file. Similarly, to enable

support to troubleshoot the crash, you will need to reproduce the crash while capturing the full core file.

Appointing a new Dgraph leader node

You can use the appoi nt NewDgr aphLeader . sh script to appoint a new Dgraph leader.

The use case for this script is when there is a long-running ingest in progress in the Dgraph HDFS Agent, and
the Dgraph goes down for some reason. Instead of waiting until a new write request comes in, the
administrator can just run this script to restart the ingest on another machine. (A file is maintained in HDFS
that logs the exact progress of the ingest. The newly-appointed Dgraph HDFS Agent leader reads the file and
knows at what point to pick up the ingest).

For example, the Dgraph HDFS Agent on Dgraph_A is performing an ingest when the Dgraph crashes (which
results in the ingest being suspended). When the script is run, the new leader can be Dgraph_B, in which
case the ingest is picked up at the point when it was stopped (except that Dgraph_B is how performing the
ingest instead of Dgraph_A). Because there is only one index shared among the Dgraphs, the ingest can be
resumed by the new leader.

Note that if the script is run but a new leader has been appointed in the interim, then the script basically
reappoints the same leader.

The syntax for running the script is:
. [ appoi nt NewDgr aphLeader . sh <dg_addr ess>

where dg_address is the FQDN (fully-qualified domain name) and port of the Dgraph Gateway server. For
example:

. | appoi nt NewDgr aphLeader . sh web009. us. exanpl e. com 7003

To appoint a new Dgraph leader:
1. Navigate to the $DGRAPH_HOVE/ dgr aph- hdf s- agent / bi n directory.

2. Run the appoi nt NewDgr aphLeader . sh script with the FQDN and port of the Dgraph Gateway, as
in the example above.

If a new Dgraph leader is successfully appointed, the script returns this message:
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New Dgr aph Leader appoi nted
An unsuccessful operation could return either of these messages:
Unabl e to appoi nt new Dgraph | eader

Coul d not reach Dgraph gat eway

Note that an unsuccessful attempt could be caused by an incorrect address.

About Dgraph statistics

The Dgraph statistics page provides information such as startup time, host, port, and process information, data
and log paths, and so on. This information is useful to help to tune your Dgraph and useful for Oracle Support.

The statistics page information is valid as long as the Dgraph is running; it is reset upon a Dgraph restart or by
resetting the statistics page.

You can view and reset the Dgraph statistics page using one of these utilities:
» Using the bdd- adm n script: stats on page 48 and statsreset on page 48

» Using the Enterprise Manager: Viewing Dgraph statistics on page 134 and Resetting Dgraph statistics on
page 134.

Dgraph administrative operations

This section describes how to perform administrative operations for the Dgraph using the bdd- admi n script
with the dgr aph- adm n command.
About the dgraph-admin command
flush

merge

stickymerge

stats

statsreset

logroll

log-status

log-enable

log-disable

About the dgraph-admin command

You can perform a number of Dgraph administrative operations by running the bdd- admi n script with the
dgr aph- adm n command.

This command has the following syntax:
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./ bdd- adm n. sh dgr aph-adnmi n <operation [args]> <hostnane>

The operations, arguments, and hostnames the dgr aph- adm n command supports are described below.

Operations

The operation argument specifies the action the script will perform. This argument is required.

Operation Description
flush Flushes the Dgraph cache.
nmer ge Merges update generations in the index using the specified merge factor.

sti ckynerge

Changes the merge policy and forces an index merge.

stats

Returns the Dgraph statistics. This command is only intended for use by
Oracle Support.

stat sreset

Resets the Dgraph statistics.

| ogroll Forces a query logroll. This reinitializes the MDEX query log and archives
the old log file.
| og- enabl e Enables one or more extended logging features.

| og- di sabl e

Disables one or more extended logging features.

| og- st at us Returns the current settings for extended logging features.
--help Returns the usage information for the dgr aph- adnmi n command and its
operations.
Arguments

Some operations allow you to specify additional arguments, such as a list of logging features to enable. The
arguments each operation supports are discussed in the following sections.

Hostnames

The hostname argument specifies the node(s) the script will run on. This argument is required.

Hostname

Description

--all

Runs the script on all Dgraph nodes in the cluster.

<host nane>

Runs the script on the specified node. The hostname must match one listed in
the DGRAPH_SERVERS property in the bdd. conf file.
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dgraph-admin command help

You can obtain usage information for the dgr aph- adm n command and its operations by running it with the -
- hel p flag:

./ bdd- admi n. sh dgraph-adnin --help

For information on a specific operation, provide the operation's name before the - - hel p flag:
./ bdd- admi n. sh dgr aph-admi n <operation> --help

flush

./ bdd- adm n. sh dgr aph- adm n f | ush <host nane> flushes the Dgraph cache.
The f | ush operation clears all entries from the Dgraph's cache and returns the following message:

[ Manager] flush the Dgraph cache on <hostnane>... Success

If you are debugging query issues, you can approximate cold-start or post-update performance by cleaning the
Dgraph cache before running a request.

merge

./ bdd- adm n. sh dgr aph- adm n ner ge [ mer ge pol i cy] <host name> merges update generations in the
index.

f Note: In a Dgraph cluster, this command is routed to and processed by the leader node.

The merge policy argument is optional. If you provide one, the script forces the merge with the specified
policy. If you omit it, the script forces the merge using the current policy. The following merge policies are
supported:

» bal anced
e aggressive

If you specify a merge policy, the script returns the following message:

[ Manager] Force nerge the Dgraph index using <nerge policy> policy on <l eader node>...Success

If you don't specify a merge policy, the script returns the following message:

[ Manager] Force nerge the Dgraph index on <l eader node>..Success

For more information on merges and merge policies, see Managing an index merge policy.

stickymerge

./ bdd- adm n. sh dgr aph- adm n sti ckyner ge <mer ge pol i cy> <host name> changes the merge
policy to the specified policy and forces a merge.

f Note: In a Dgraph cluster, this command is routed to and processed by the leader node.
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You must specify one of the following merge policies:
* bal anced
* aggressive

This command returns the following message:

[ Manager] Change nerge policy to <nerge policy> and force nerge the Dgraph index on <l eader node>...

For more information on merges and merge policies, see Managing an index merge policy.

stats

./ bdd- adm n. sh dgr aph- adm n st at s <host nane> returns the Dgraph statistics page.

f Note: Dgraph statistics are intended for use by Oracle Support only.

For more information on Dgraph statistics, see About Dgraph statistics.

statsreset

./ bdd- admi n. sh dgr aph- admi n st at sreset <host nane> resets the Dgraph statistics.

f Note: Dgraph statistics are intended for use by Oracle Support only.

The st at sreset operation returns the following message:

[ Manager] Reset the Dgraph Server Statistics page on <hostnane>... Success

logroll

./ bdd- admi n. sh dgraph-admi n | ogrol | <host name> forces a query logroll. This reinitializes the query
log and archives the old log file.

The | ogr ol I operation returns the following message:

[ Manager] Force a Dgraph query log roll on <hostnane>...Success

log-status

./ bdd- adm n. sh dgr aph- adm n | og- st at us <host nane> returns a list of all possible logging variables
with their statuses indicated by t r ue or f al se.

You can view the results of this command in <host nane>- dgr aph- | og- st at s. ht ml , using a browser or
text editor.
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log-enable

./ bdd- adm n. sh dgr aph- adm n | og- enabl e <f eat ur es> <host nane> enables the specified extended
logging features.

You must provide at least one logging feature to enable. You can use the following command to obtain the list
of logging features and the current status of each:

./ bdd- adm n. sh dgraph-adm n | og- st at us

The | og- enabl e command returns a message similar to the following:

[ Manager] Enabl e the Dgraph | oggi ng <features> on <hostnane>. .. Success

log-disable

./ bdd- admi n. sh dgr aph-admi n | og- di sabl e <f eat ur es> <host nane> disables the specified
extended logging features.

You must provide at least one logging feature to disable. You can use the following command to obtain the list
of logging features and the current status of each:

./ bdd-adm n. sh dgraph-adm n | og- st at us

The | og- di sabl e command returns a message similar to the following:

[ Manager] Disabl e the Dgraph | oggi ng <features> on <hostnane>... Success

Dgraph flags
Dgraph flags modify the Dgraph's configuration and behavior.

A Important: Dgraph flags are intended for use by Oracle Support only. They are included in this
document for completeness.

You can set Dgraph flags by adding them to the DGRAPH_ADDI Tl ONAL_ ARG property in bdd. conf in
$BDD_HOME/ BDD_nmanager / conf directory, then using the bdd- admi n r ef resh- confi g script to update

the cluster configuration. Any flag included in this list will be set each time the Dgraph starts. For more
information, see Refreshing cluster configuration on page 31.

/,.s Note: Some of the Dgraph flags have the same names as HDFS Agent flags. These must have the
5 same settings as their HDFS Agent counterparts.

Flag Description

? Prints the help message and exits. The help message includes
usage information for each Dgraph flag.

-V Enables verbose mode. The Dgraph will print information about
each request it receives to either its stdout/stderr file
(dgr aph. out) or the file set by the - - out flag.
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Flag

Description

- - backl og-ti neout

Specifies the maximum number of seconds that a query is allowed
to spend waiting in the processing queue before the Dgraph
responds with a timeout message.

The default is 0 seconds.

--bul k_I oad_port

Sets the port on which the Dgraph listens for bulk load ingest
requests. This must be the same as the port specified for the HDFS
Agent - - bul k_| oad_port flag.

This flag maps to the DGRAPH_BULKLOAD PORT property in
bdd. conf.

--cluster_identity

Specifies the cluster identity of the Dgraph running on this node.
The syntax is:

pr ot ocol : host nane: dgr aph_port: dgraph_bul k_| oad_port: agent _por
t

This must be the same as the cluster identity specified for the
HDFS Agent - - cust er _i dentity flag.

--coordi nat or

Specifies the host and port that ZooKeeper is running on. The
syntax is:

<host nane>: <port >

This must be the same as the value specified for the HDFS Agent
- - coordi nat or flag.

--coordi nat or _auth

Obtains the ZooKeeper authentication password from stdin.

--coordi nat or _i ndex

Specifies the index of the Dgraph cluster in the ZooKeeper
ensemble. ZooKeeper uses this value to identify the Dgraph
cluster. This must be the same as the value specified for the HDFS
Agent - - coor di nat or _i ndex flag.

This flag maps to the COORDI NATOR _| NDEX property in
bdd. conf .

Oracle® Big Data Discovery: Administrator's Guide

Version 1.0.0 ¢ Revision A « March 2015



The Dgraph

51

Flag

Description

--coordi nat or _sessi on_cache

Specifies the name and (optionally) location of the session cache
file used by the leader Dgraph. The leader uses this file to resume
its last session with ZooKeeper if it exits abnormally.

This file is created when a Dgraph is promoted to leader and
deleted when the leader exists normally. If the leader exits
abnormally, the file remains on disk so that the leader can resume
its last session. Follower Dgraphs don't produce session cache
files, and only leaders resume sessions.

The default file is $BDD_HOVE/ dgr aph/ cl ust er cache. t oken.
The file location should always be the same to ensure the Dgraph
will be able to find it. Additionally, you should avoid modifying the
contents of this file.

--export_port

Specifies the port on which the Dgraph listens for requests from the
HDFS Agent.

This should be the same as the number specified for the HDFS
Agent - - export _port flag. It should be different from the
numbers specified for both the - - port and - - bul k_I oad_port
flags.

This flag maps to the AGENT _EXPORT_PORT property in
bdd. conf.

--help Prints the help message and exits. The help message includes
usage information for each Dgraph flag.
--log Specifies the path to the Dgraph request log file. The default file

used is dgr aph. r eql og.

--menory-limt

Specifies the maximum amount of memory (in MB) the Dgraph is
allowed to use for processing.

If you do not use this flag, the memory limit is by default set to 80%
of the machine's available RAM.

If you specify a limit in MB for this flag, this number is used as the
memory consumption limit, for the Dgraph, instead of 80% of the
machine's available RAM.

If you specify O for this flag, this overrides the default of 80% and
means there is no limit on the amount of memory the Dgraph can
use for processing.

For a summary of how Dgraph allocates and utilizes memory, see
Memory consumption by the Dgraph on page 39.

--net-tineout

Specifies the maximum amount of time (in seconds) the Dgraph
waits for the client to download data from queries across the
network. The default value is 30 seconds.
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Flag

Description

--out

Specifies a file to which the Dgraph's stdout/stderr will be
remapped. If this flag is omitted, the Dgraph uses its default
stdout/stderr file, dgr aph. out .

This file must be different from the one specified by the HDFS
Agent's - - out flag.

This flag maps to the DGRAPH_OUT_FI LE property in bdd. conf .

--pidfile

Specifies the file the Dgraph's process ID (PID) will be written to.
The default filename is dgr aph. pi d.

- - host

Specifies the name of the Dgraph's host server.
This flag maps to the DGRAPH_SERVERS property in bdd. conf.

--port

Specifies the port used by the Dgraph's host server.
This flag maps to the DGRAPH WS PORT property in bdd. conf .

--| eader

Creates a read/write Dgraph leader for the index. This flag is used
internally.

--read-only

Sets the index files to read-only. This flag is for internal use only by
Oracle Support and should not be used by system administrators of
Big Data Discovery 1.0.

When this flag is set, the Dgraph can only perform read-only
operations. Any operations that attempt to write to the index files
are rejected and return an HTTP status code 403.

--search _char _limt

Specifies the maximum number of characters that a text search
term can contain. The default value is 132.

--search_nax

Specifies the maximum number of terms that a text search query
can contain. The default value is 10.

--sni p_cutof f

Specifies the maximum number of words in an attribute that the
Dgraph will evaluate to identify a snippet. If a match is not found
within the specified number of words, the Dgraph won't return a
snippet, even if a match occurs later in the attribute value.

The default value is 500.

--sni p_disabl e

Globally disables snippeting.
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Flag

Description

--sslcafile

f Note: This flag is not used in Oracle Big Data Discovery
1.0.

Specifies the path to the SSL Certificate Authority file that the
Dgraph will use to authenticate SSL communications with other
components.

--sslcertfile

f Note: This flag is not used in Oracle Big Data Discovery
1.0.

Specifies the path of the SSL certificate file that the Dgraph will
present to clients for SSL communications.

--stat-brel . . . .
/s Note: This flag is deprecated and not used in Oracle Big
/ Data Discovery 1.0.
Creates dynamic record attributes that indicate the relevance rank
assigned to full-text search result records.
--sysl og Directs all output to syslog.
--threads Specifies the number of threads the Dgraph will use to process

gueries and execute internal maintenance tasks. The value you
provide must be a positive integer (2 or greater).

The recommended number of threads for machines running only
the Dgraph is the number of CPU cores the machine has. For
machines co-hosting the Dgraph with other Big Data Discovery
components, the recommended number of threads is the number of
CPU cores the machine has minus two.

This flag maps to the DGRAPH_THREADS property in bdd. conf .

--validate _data

Validates that all indexed data loads and then exits.

--version

Prints version information and then exits. The version information
includes the Oracle Big Data Discovery version number and the
internal Dgraph identifier.

--wi | dcard_nax

Specifies the maximum number of terms that can match a wildcard
term in a wildcard query that contains punctuation, such as
ab*c. def *. The default is 100.
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Dgraph HDFS Agent flags

This topic describes the flags used by the Dgraph HDFS Agent.

The Dgraph HDFS Agent requires several flags, which are described in the following table. Note that some
flags have the same name as their Dgraph flag counterpart, and (except for - - out ) must have the same

settings.
The st art Dgr aphHDFSAgent . sh script can use the following flags:

Dgraph HDFS Agent flag Description

--agent _port Sets the port on which the Dgraph HDFS Agent is listening for HTTP
requests. Note that there is no Dgraph version of this flag.

--export_port Sets the port on which the Dgraph HDFS Agent is listening for
requests from the Dgraph. This port number must be the same as
specified for the Dgraph - - export _port flag.

--port Specifies the port on which the Dgraph is listening for HTTP requests.
This port number must be the same as specified for the Dgraph - -
port flag.

--bul k_I oad_port Sets the port on which the Dgraph HDFS Agent is listening for bulk

load ingest requests. This port number must be the same as specified
for the Dgraph - - bul k_I oad_port flag.

--cluster_identity Specifies the cluster identity of the Dgraph running on this node. The
syntax is:

pr ot ocol : host nane: dgr aph_port: dgraph_bul k_| oad_port: agent _port

This cluster identity must be the same as specified for the Dgraph - -
cluster_identity flag.

- - coordi nat or Specifies the host and port on which Zookeeper is running. The syntax
is:
host : port

(with a semicolon separating the host name and port). This host:port
must be the same as specified for the Dgraph - - coor di nat or flag.

--coordi nat or _i ndex Specifies the index of the cluster in the Zookeeper ensemble. This
index must be the same as specified for the Dgraph - -
coor di nat or _i ndex flag.

--out Specifies the file name and path of the Dgraph HDFS Agent's
stdout/stderr log file. The log name must be different from that
specified with the Dgraph - - out flag.
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Hadoop configuration files

The core-site. xm and hdf s-site. xm files are used to configure a Hadoop cluster, especially the one
machine in the cluster that is designated as the NameNode. The NameNode contains the HDFS file system
from which the Dgraph HDFS Agent will read ingest files and write export files.

At start-up, the Dgraph HDFS Agent reads in the core-site. xm and hdf s-site.xm files soit can
determine the location of the NameNode.

Startup example
The following is an example of using the st art Dgr aphHDFSAgent . sh to start the Dgraph HDFS Agent:

./ start Dgr aphHDFSAgent . sh --agent _port 7102 --export_port 7101 --port 5555
--bul k_| oad_port 5556 --coordinator web04. exanpl e. com 2181 --coordi nator_index clusterl
--cluster_identity http:web04. exanpl e. com 5555: 5556: 7102 --out /tnp/agent.| og
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i The Dgraph Gateway

This section describes the Dgraph Gateway role in the Big Data Discovery cluster deployment. It also
discusses its configuration file, and tells you how to start and stop the Dgraph Gateway through the
Administration Console of the WebLogic Server.

About the Dgraph Gateway

Dgraph Gateway configuration file

Starting Dgraph Gateway

Stopping Dgraph Gateway

About the Dgraph Gateway

Together with Studio, the Dgraph Gateway is a Java-based application that is co-hosted in the same
WebLogic Server instance.

The Dgraph Gateway provides:
* Routing of requests to the Dgraph nodes in the BDD cluster
» Caching, business logic, and handling of cluster services for the Dgraph nodes.

Within the Big Data Discovery cluster deployment, you can have one or more WebLogic Server Managed
nodes each of which run Studio and Dgraph Gateway. Once the Dgraph Gateway is deployed, you use the
WebLogic Server's Administration Console to manage it.

Dgraph Gateway configuration file

A configuration file sets global parameters for the Dgraph Gateway, such as the default locations of files and
directories.

The name of the configuration file is EndecaSer ver . properti es and it is located in the conf i g directory
of your BDD WebLogic Server domain. For example, assuming that obdd is the name of your WebLogic
Server domain for the Dgraph Gateway, the default location is:

$MW HOVE/ user _pr oj ect s/ domei ns/ obdd/ conf i g/ EndecaSer ver. properties
The default values in the file are set when the domain is created at installation time.

Most of these parameters are used by the Dgraph Gateway application and should not be modified. If you do
need to modify some of them, stop the Dgraph Gateway on the machine on which you are modifying the
parameter and restart it. If you have multiple nodes in the BDD cluster deployment that run WebLogic Server
hosting Studio and the Dgraph Gateway, make the changes to the EndecaSer ver . properti es on all
WebLogic Server machines and then restart the Dgraph Gateway instances. BDD relies on this file being the
same on all WebLogic Server Managed nodes in the BDD cluster deployment.
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Dgraph Gateway settings

The following configuration settings are specific to Dgraph Gateway operations:

Dgraph Gateway parameter

Description

endeca- sessi on-i d- key

Specifies name of the key used to maintain session affinity. X- Endeca-
Sessi on- | Dis the default value.

endeca- sessi on-i d-type

Specifies the method used to establish session affinity. The HEADER is the
default value.

endeca-ds-pin-tineout-mn
endeca- ds- pi n-ti neout - max
endeca- ds-pi n-ti neout -

def aul t

Deprecated and not used by the Dgraph Gateway.

ZooKeeper settings

For some of its functions, the Dgraph Gateway relies on the ZooKeeper package found in the CDH

installation.

The following configuration settings are specific to ZooKeeper:

ZooKeeper parameter

Description

endeca-cluster-identifier

Specifies a string identifier for a BDD cluster. This property identifies the
cluster.

The default is cl uster 1.

zookeeper -servers

Specifies a comma-separated list of host : port pairs to describe each
ZooKeeper server in a ZooKeeper ensemble. The host represents a
server running ZooKeeper. The corresponding por t is the port on which
ZooKeeper clients connect to that server.

The default host value is the name of the Admin Server. The default
port valueis 2181.

If a single server runs ZooKeeper, specify the server name, such as
zookeeper - server s=web009. us. exanpl e. com 2181.

If multiple servers run ZooKeeper, specify comma-separated
host : port names of all servers that are part of the Zookeeper

ensemble.

4,‘ Note: ZooKeeper servers are those CDH nodes in the Big Data
Discovery cluster deployment that run ZooKeeper instances. For
example, you can have five nodes running CDH, out of which
three nodes have ZooKeeper running. For a diagram of a BDD
cluster deployment, see Diagram of a Big Data Discovery Cluster
on page 21.
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Starting Dgraph Gateway

When you start the WebLogic Server in which the Dgraph Gateway application is deployed, it automatically
starts the Dgraph Gateway.

If the application was running when WebLogic Server was shut down, the Dgraph Gateway automatically re-
starts as part of the WebLogic Server start-up procedure. Additionally, you can manually start the Dgraph
Gateway from the WebLogic Server Administration Console.

To start a stopped Dgraph Gateway:
1. Make sure that the Administration Server for the Big Data Discovery is running.
2. From your browser, access the Administration Server console using this syntax:
http://adm n_server _host: adm n_server_port/consol e
For example:
http://web007: 7001/ consol e
At the Administration Console login screen, log in with the administrator user name and password.
4. Inthe Domain Structure pane, click Deployments.

In the Deployments table, check the oracle.endecaserver Web application. Its State should be
"Prepared" and its Health should be "OK".

6. Inthe Deployments table, click Start>Servicing all requests (which makes the application
immediately available to all WebLogic Server clients).

You can also choose the Servicing only administration requests option, which makes the
application available in Administration Mode only.

7. Inthe Stop Application Assistant, click Yes.

As a result, the Dgraph Gateway is started and its State now changes to "Active".

Stopping Dgraph Gateway
You can manually stop the Dgraph Gateway from the WebLogic Server Administration Console.

Note that it is not necessary to stop Dgraph Gateway in order to shut down WebLogic Server; in this case,
WebLogic Server will stop Dgraph Gateway as part of its shut-down procedure.

To stop the Dgraph Gateway:
1. Make sure that the Administration Server is running.
2. From your browser, access the Administration Server console using this syntax:
http://adm n_server_host:adm n_server_port/consol e

For example:
http://web007: 7001/ consol e

3. Atthe Administration Console login screen, log in with the administrator user name and password.
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4. Inthe Domain Structure pane, click Deployments.

5. In the Deployments table, check the oracle.endecaserver Java application. Its State should be
"Active" and its Health should be "OK", as in this abbreviated example:
6. Inthe Deployments table, click Stop, and select one of the stop options:

«  When work completes: Specifies that WebLogic Server waits for the Dgraph Gateway to finish
its work and for all currently connected users to disconnect.

e Force Stop Now: Specifies that WebLogic Server stops the Dgraph Gateway immediately,
regardless of the work that is being performed and the users that are connected.

e Stop, but continue servicing administration requests: Specifies that WebLogic Server stops
the Dgraph Gateway once all its work has finished, but then puts the application in Administration
Mode so it can be accessed for administrative purposes.

7. Inthe Stop Application Assistant, click Yes.

As a result, the Dgraph Gateway is stopped and its State now changes to "Prepared".

f Note: If the Dgraph Gateway is in a "Prepared", (that is, stopped), state when you shut down
WebLogic Server, then the application is not automatically restarted when you start WebLogic Server.
In this case, you must manually start Dgraph Gateway.

Oracle® Big Data Discovery: Administrator's Guide Version 1.0.0 « Revision A « March 2015



'._..-:g Chapter 6
~F Administrating the Dgraph with the Dgraph
Gateway Command Utility

This section describes the Dgraph Gateway commands (endeca- cimd) used for Dgraph nodes.

About the Dgraph Gateway Command Utility
Global options for host, port, and context root
Allocating a bulk load port

Returning version information

Listing Dgraph nodes

Returning Dgraph session information

Warming the Dgraph cache

About the Dgraph Gateway Command Utility

The Dgraph Gateway has a command-line interface that lists Dgraph nodes, allocates bulk load port, provides
version information, and performs cache warming operations for the Dgraphs.

The Dgraph Gateway Command Utility resides by default in the $BDD_HOVE/ ser ver / endeca- cnd directory.
For example, if BDDL. 0 is the name of your BDD install directory, then the path to the directory might be:

/'l ocal di sk/ Oracl e/ M ddl ewar e/ BDD1. O/ ser ver/ endeca- cnd
The directory contains a script (named endeca- cnd) with which you can run the commands.

The endeca- cnd utility requires a Java run-time environment (JRE) to run. Therefore, verify that you have
included the bin directory of the installed JDK at the beginning of the PATH variable definition on your system.
Alternatively, check that you have correctly set the JAVA_HOME environment variable.

Commands

The endeca- cnd script allows you to run the following Dgraph Gateway commands.

Option Description

al | ocat e- bul k-1 oad- port | Returns a host name for the leader node and the port used for Bulk Load
Interface.

dunp- sessi on Returns session information from a Dgraph for a specified session Id.

|'i st-conpute-nodes Returns a list of running Dgraph nodes in a cluster.
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Option Description

version Lists the version of the Dgraph Gateway and the version of the Dgraph (if
the Dgraphs are currently running).

war m cache Warms the Dgraph cache without requiring a custom warm-up script.

Syntax

The syntax for running the endeca- cnd script is:

endeca- cnd <operation> [operation options] [global options]

Getting online help

The - - hel p option provides usage help for the Dgraph Gateway commands. The syntax for obtaining general
help is:

endeca-cnd --help

The syntax for obtaining help on a specific commands is:

endeca- cnd <operation> --help

This example displays usage help for the | i st - conput e- nodes commands:

endeca-cnd |ist-conpute-nodes --help

Global options for host, port, and context root

The command utility has several global options that allow you to specify the host, port, and context root of the
Dgraph Gateway.

The global options are:

* --host
e --port
e --root
e --help

Do not forget to specify global options with endeca- cnd. If you do not specify them, endeca- cnd assumes
that the defaults are used for the Dgraph Gateway (such as the default port and host). For example, assume
you have configured the Dgraph Gateway application in WebLogic domain to use a port that is different from
the default port. In this case, in order for the endeca- cnd utility to find the correct port, you should list it
explicitly, as one of the global options. For example, this operation returns a list of the Dgraphs available to
the Dgraph Gateway running on port 9001:

endeca-cnd | i st-conmpute-nodes --port 9001
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--host option

You use the - - host option when you want to run a command on a Dgraph Gateway that is running on a
remote machine. The - - host argument can be either the full name of the remote machine or its IP address.

The following example illustrates the - - host global option:

endeca-cnd |ist-conpute-nodes --host web7. exanpl e. com

The command tells the Dgraph Gateway running on web7.example.com (and listening on its default port) to
return a list of the Dgraphs compute nodes.

--port option
7001 is the default HTTP port in the WebLogic Server on which the Dgraph Gateway application is listening.

A Important: HTTP is used for communication of the Dgraph Gateway with other components within Big
Data Discovery. Therefore, the node hosting WebLogic Server for the Dgraph Gateway (it is the same
node that hosts Studio within WebLogic Server) must be deployed behind the site's firewall.

<

The - - port option is used whenever the Dgraph Gateway is not running on its default port, regardless of
whether the Dgraph Gateway is running locally or on a remote machine. If you do not specify - - port , the
default port is used for the command.

The following example illustrates both the host and port global options:

endeca-cnd |i st-conput e-nodes --host web7. exanpl e.com --port 7003

The command tells the Dgraph Gateway running on the web7.example.com remote machine (and listening
on a non-default port 9090) to return the list of Dgraph compute nodes.

--root option

The Dgraph Gateway application uses /endeca-server as the default name of its context root when running in
WebLogic Server. The - - r oot option is used to specify this context-root name. If you do not specify - - port,

the default /endeca-server context root is used for the command.

Allocating a bulk load port

The al | ocat e- bul k-1 oad- port operation returns a host name for the leader node and the port used for
the internally-used Bulk Load Interface.

The syntax for this command is:

endeca-cnd al | ocat e- bul k-1 oad- port [ gl obal - opti ons]

This is a read-write operation — if the current leader node is available, the operation verifies the current
Dgraph leader node and reports it along with the port used for Bulk Load. If the current leader node is not
available, it appoints a new leader node and a new bulk load port and reports them.

To allocate a bulk load port:
1. From the command line, navigate to the endeca- cd directory.

2.  Runthe al | ocat e- bul k-1 oad- port command.
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Example
endeca-cnd al | ocat e- bul k-1 oad-port --port 7003

Bul k | oad host: web009. us. exanpl e. com
Bul k | oad port: 7019

Returning version information

The ver si on command lists the version of the Dgraph Gateway and the version of the Dgraph nodes (if the
Dgraph nodes are currently running).

The syntax for this command is:

endeca- cnd version [ gl obal - options]

To return version information:
1. From the command line, navigate to the endeca- cd directory.

2. Run the ver si on command.

Example

endeca-cnd version --port 7003
Oracl e Endeca Server 1.0.0.897158

Listing Dgraph nodes
The | i st - conput e- nodes operation returns a list of running Dgraph nodes in a cluster. This includes both
leader and follower nodes. The operation does not list Dgraphs that are stopped.
The syntax for this command is:
endeca-cnd |i st-conput e-nodes [gl obal -options]
To list Dgraph nodes:
1. From the command line, change to the directory where endeca- cnd is installed.

2.  Runtheli st-conpute-nodes operation.

Example

endeca-cnd |ist-conpute-nodes --port 7003
HTTP: web009. us. exanpl e. com 7010 Leader

Returning Dgraph session information

The dunp- sessi on operation returns session information from a Dgraph for a specified session ID. (Dgraph
Gateway tracks which Dgraph instance is processing a request for a particular session.)

The syntax for this command is:
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endeca- cnd dunp-session [gl obal -options] operation options

where operation options are the following:
e --latest <argunent > is the number of most recent sessions to return.
e --session-id<argunent > is the session ID to return.

For this command to work, you must specify one of the options and an argument for it. There is no default
behavior for this command.

To return Dgraph session information:
1. From the command line, change to the directory where endeca- cnd is installed.

2. Runthe dunp- sessi on operation with additional options as desired.

Examples

Example with - - | at est <ar gunment >:

endeca- cnmd dunp-session --latest 30 --port 7003

Dunp 30 of npst recently queried sessions infornmation.

Session id: faked-session-2. DG aph node: web009: 7010. Tinme of first query: 2014-27-21 01:27:56.
Time of the |ast query: 2014-27-21 01:27:56. Request count: 1

Session id: faked-session-1. DG aph node: web009: 7010. Tinme of first query: 2014-27-21 01:27: 44.
Time of the |ast query: 2014-27-21 01:27:44. Request count: 1

Session id: faked-session-0. DG aph node: web009: 7010. Tinme of first query: 2014-27-21 01:27: 04.
Time of the |ast query: 2014-27-21 01:27:04. Request count: 1

Example with - - sessi on-i d <ar gunment >:

endeca- cnd dunp-session --session-id 1234 --port 7003

Dunp session information with the given session id: 1234

Session id: 1234. DG aph node: web009: 7010. Tinme of first query: 2014-27-21 01:27: 04.
Time of the |ast query: 2014-27-21 01:27:04. Request count: 1

Warming the Dgraph cache

The war m cache command warms each Dgraph cache for all Dgraph instances in a cluster.

The command takes into account usage patterns of the Dgraphs and replays a set of previous queries for a
specified period of time against each Dgraph. That replay warms the cache, allows a Dgraph to reuse cached
results across subsequent user queries, and helps reduce the user-observable latencies in query processing.

You must explicitly issue the cache warming request. It does not run automatically. The only parameter for the
command is the time limit for which the cache warming runs.

A successful invocation of war m cache returns immediately with an empty response and starts the cache
warming job in the background. Once the time limit is reached, the cache warming stops. If during this time
you issue any other requests to the Dgraph, they take priority over cache warming.

Note that the existing cache may also contain queries that won't run after the index had changed, for example,
because the records schema had changed after an update. The cache warming command ignores errors from
such queries (if they are selected for replay), and proceeds to run other queries in its list. The actual queries
replayed by the cache warming operation do not appear in the request log.

The syntax for this command is:

endeca-cnd warm cache [--tinme-limt-sec <sec>] [global-options]
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The --tinme-1imt-sec parameter is optional. It specifies a time limit to replay previous queries. If you do
not specify the timeout, the default value of 1800 seconds (30 minutes) is used.

To warm the Dgraph cache:
1. From the command line, navigate to the endeca- cd directory.

2. Run the war m cache command.

Example

endeca-cnd warm cache --port 7003
Warnmed the cache on DG aph node: we009. us. exanpl e. com 7010.
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'._..._g Chapter 7
¥ Configuring Studio Settings

The Studio Settings page, on the Control Panel, configures many general settings for the Studio application.

Studio settings list

Changing the Studio setting values

Studio settings list

Studio settings include configuration options for timeouts, default values, and the connection to Oracle
MapViewer, for the Map and Thematic Map components.

The Studio settings are:

Setting

Description

df . bddSecuri t yManager

The fully-qualified class hame to use for the BDD Security Manager.
Leave empty to disable the Security Manager.

df . dat aSour ceDirectory

The directory used to store keystore and certificate files for secured
data.

df . def aul t Chart Col or Pal ette

The default set of colors to use to display charts in the Chart
component.

The value is a comma-separated list of between 16 and 30 hex color
values.

For reference, the default value is:

#54BDC1, #474C61, #FFA600, #90A9B3, #E6CA00, #B64CBF, #97DA50,
#FFAB37, #A1A2A0, #563864, #66E7B7, #9A1919, #F2DB76, #24DAES,
#265CA9, #A2D9ODB, #6D7069, #D36A02, #8398F6, #8A8B34, #E38FEB,
#46B43B, #D18800, #B8CA88, #B1A2CA, #28A173, #854A06, #3D55C3,
#C3D600, #326C84

df . def aul t CurrencylLi st

A comma-separated list of currency symbols to add to the ones
currently available.

df . exportBat chSi ze

When exporting a large number of records, Big Data Discovery splits
the records into batches.

This setting determines the number of records in each batch.
The default value is 2000.
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Setting

Description

df . hel pLi nk

Used to configure the path to the documentation for this release.

Used for links to specific information in the documentation.

df . mapLocati on

The URL for the Oracle MapViewer eLocation service.

The eLocation service is used for the text location search on the
Map component, to convert the location name entered by the user to
latitude and longitude.

By default, this is the URL of the global eLocation service.

If you are using your own internal instance, and do not have Internet
access, then set this setting to "None", to indicate that the eLocation
service is not available. If the setting is "None", Big Data Discovery
disables the text location search.

If this setting is not "None", and Big Data Discovery is unable to
connect to the specified URL, then Big Data Discovery disables the
text location search.

Big Data Discovery then continues to check the connection each
time the page is refreshed. When the service becomes available, Big
Data Discovery enables the text location search.

df . mapTi | eLayer

The name of the MapViewer Tile Layer.
By default, this is the name of the public instance.

If you are using your own internal instance, then you must update
this setting to use the name you assigned to the Tile Layer.

df . mapVi ewer

The URL of the MapViewer instance.
By default, this is the URL of the public instance of MapViewer.

If you are using your own internal instance of MapViewer, then you
must update this setting to connect to your MapViewer instance.

df . maxExport Recor ds

The maximum allowable number of records that can be exported
from a component.

The default value is 1000000.

df . stringTruncationLimt

The maximum number of characters to display for a string value.

This value may be overridden when configuring the display of a
string value in an individual component.

The default value is 10000.
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Setting

Description

df . ver si onPi nni ngTi meout The time (in milliseconds) for which to pin the version of the data.

This is used to help ensure that when users export data from a
project, the same version of the data is used for the entire export.

The default value is -1, which indicates to use the Dgraph Gateway
setting. Dgraph Gateway uses a default value of 120000
milliseconds.

Changing the Studio setting values

To set the values of Studio settings, you can either use the fields on the Studio Settings page, or add the
values to portal - ext. properti es. If you configure a setting in port al - ext. properti es, then the field

on the Framework Settings page is locked.

Configuring settings in port al - ext . properti es makes it easier to migrate settings across different

environments. For example, after testing the settings in a development system, you can simply copy the
properties file to the production system, instead of having to reset the production settings manually from the

Control
To chan
1.

Panel.

ge the Studio setting values:

To configure framework settings from the Studio Settings page:

(&) In the Studio header, click Control Panel>Studio Settings

(b) For each setting you want to update, provide a new value in the setting configuration field.

/s Note: Take care when modifying these settings, as incorrect values can cause problems
74 with your Studio instance.

If the setting is configured in port al - ext . properti es, then you cannot change the setting
from this page. You must set it in the file.

(c) Click Update Settings.
(d) To apply the changes, restart Big Data Discovery.
To add a setting to port al - ext. properties:
(&) Stop the server.
(b) Add the setting to port al - ext. properties.
In the file, the format for adding a setting is:
<settingname>=<val ue>
Where:
» <settingname> is the name of the setting from the Framework Settings page.
» <value> is the value of the setting.

For example, to set the maximum number of records to export, the entry would be:
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df . maxExpor t Recor ds=50000

(c) Restart Big Data Discovery.

On the Framework Settings page, the setting is now read only.
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~“F¥ Configuring Data Processing Settings

In order to upload files (Excel and CSV) and perform other data processing tasks, you must configure the
Data Processing Settings on Studio's Control Panel.
List of Data Processing Settings

Changing the data processing settings

List of Data Processing Settings

The settings listed in the table below must be set correctly in order to perform data processing tasks.

Many of the default values for these setting are populated based the values specified in bdd. conf during the
installation process.

In general, the settings below should match the Data Processing CLI configuration properties which are
contained in the script itself. Parameters that must be the same are noted as such in the table below. For
information about the Data Processing CLI configuration properties, see the Data Processing Guide.

Hadoop Setting Description

bdd. cl ust erd t Hore Specifies the OLT home directory in the BDD cluster. The BDD
installer detects this value and populates the setting.

Must match the edpJar Di r setting in the Data Processing
CLI.

bdd. dat abaseName Specifies the name of the Hive database that stores the source
data for Studio data sets.

bdd. edpDat abi r Specifies the directory where data processing operations
(ingest and transformations) are performed. The default value
is/ user/ bdd.

Must match the edpDat aDi r setting in the Data Processing
CLI.

bdd. edpJarDi r Specifies the directory that contains the contents of the
edp_cluster_*.zip file on each worker node.

Must match the edpJar Di r setting in the Data Processing
CLI.
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Hadoop Setting

Description

bdd. edpOozi eJobsDi r

Specifies the HDFS directory to store Oozie job files. The BDD
installer detects this value and populates the setting.

Must match the oozi eJobsDi r setting in the Data Processing
CLI.

bdd. enabl eEnri chnent s

Specifies whether to run data enrichments during the sampling
phase of data processing. This setting controls the Language
Detection, Term Extraction, Geocoding Address, Geocoding
IP, and Reverse Geotagger modules. A value of t r ue runs all
the data enrichment modules and f al se does not run them.
You cannot enable an individual enrichment. The default value
istrue.

bdd. hadoopC ust er Host nane

Specifies the hostname where the Hadoop services are
installed (NameNode, Oozie, JobTracker, Spark, etc.).

Must match the oozi eHost , hi veSer ver Host ,
spar kMast er Host settings in the Data Processing CLI.

bdd. hdf sEdpLi bPat h

Specifies the HDFS directory to store Data Processing .jar
files. The BDD installer detects this value and populates the
setting.

Must match the hdf sEdpLi bPat h setting in the Data
Processing CLI.

bdd. hi veJddbcUr | Port

Specifies the port of the JDBC client for the Hive server. The
Hive JDBC driver allows you to access Hive from a Java
program that you write, or from a Business Intelligence or
similar application that uses JDBC to communicate with
database products.

bdd. hi veMet ast or eSer ver Por t

Specifies the port of the Metastore server.

Must match the hi veSer ver Port setting in the Data
Processing CLI.

bdd. hueHt t pPor t

Specifies the port number for the Hue process.

bdd. j avaPat h

Specifies the path to Java binaries within the Java installation
for each host in the cluster. Java must be installed in the same
location on each host. The default value for the Java binaries
isin/usr/javaljdkl.7.0_67/bin/java.

Must match the oozi eWbr ker JavaExecPat h setting in the
Data Processing CLI.

bdd. j obTr acker Port

Specifies the port of the JobTracker.
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Hadoop Setting

Description

bdd. kryoBuf f er Si ze

Specifies the amount of buffer space allocated to Kryo. If you
encounter Kryo-related exceptions, you may need to increase
this value. The default value is 1024 MB.

bdd. kr yoMode

Specifies a Boolean value to enable or disable Kryo mode.
Kryo mode provides an alternative way to serialize and move
data among Spark worker nodes. A value of t r ue enables
Kryo mode and f al se uses Java serialization. Kryo mode is
generally faster for data processing but may cause exceptions
in situations that are hard to anticipate. The default value is
fal se.

bdd. | anguage

Specifies either an 1ISO-639 language code (EN, DE, FR, and so
on) or a value of unknown to control whether Oracle Language
Technology libraries are invoked during data processing and
indexing. A language code requires more processing time but
gives better processing and indexing results by using OLT
libraries for the specified language. If you specify unknown,
the processing time is faster but the processing and indexing
results are more generic and OLT is not invoked. The default
value is unknown.

bdd. naxRecor dsToPr ocess

Specifies the maximum number of records that are processed
to become the sample size of a data set in the Catalog. This is
a global setting controls the sample size for all Excel and CSV
files uploaded using Studio.

For example, you if upload a file that has 5,000,000 rows, you
could restrict the total number of sampled records to
1,000,000.

The default value is 1,000,000. (This value is approximate.
After data processing, the actual sample size may be slightly
more or slightly less than this value.)

bdd. nameNodePor t

Specifies the port number of the HDFS NameNode. The BDD
installer detects this value and populates the setting. If the
HDFS NameNode host is not the same as

bdd. hadoopd ust er Host nane, then specify a host : port
value for this setting.

bdd. oozi eSer ver Por t

Specifies the port of the Oozie server. The BDD installer
detects this value and populates the setting. If the Oozie host
is not the same as bdd. hadoopd ust er Host nane, then
specify a host : port value for this setting.

Must match the oozi ePort setting in the Data Processing
CLL
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Hadoop Setting

Description

bdd. sandbox

Specifies the HDFS directory in which to store the avro files
created when users export data from Big Data Discovery. The
default value is / user/ bdd.

bdd. spar kExecut or MenorySetti ng

Specifies the amount of memory allocated to the Spark
executor. The default value is 48 GB.

This setting must be less than or equal to Spark's Total Java
Heap Sizes of Worker's Executors in Bytes

(execut or _total max_heapsi ze) property in Cloudera
Manager. You can access this property in Cloudera Manager
by selecting Clusters > Spark (Standalone), then clicking the
Configuration tab. This property is in the Worker Default
Group category (using the classic view).

bdd. spar kSer ver Por t

Specifies the port of the Spark server. The BDD installer
detects this value and populates the setting. If the Spark server
is not the same as bdd. hadoopd ust er Host nane, then
specify a host : port value for this setting.

Must match the spar kMast er Por t setting in the Data
Processing CLI.

Changing the data processing settings

You configure the settings on the Data Processing Settings page on the Control Panel.

To change the Hadoop setting values:

1. Log in to Studio as an administrator.

In the Control Panel menu, click Data Processing Settings.

2
3.  For each setting, update the value as necessary.
4

Click Update Settings.

The changes are applied immediately.
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¥ viewing Summary Reports of Project Usage

Big Data Discovery provides basic reports to allow you to track project usage.

About the project usage logs
About the System Usage page
Using the System Usage page

About the project usage logs

Big Data Discovery stores project creation and usage information in its database.

When entries are added to the usage logs
Entries are added when users:

* Log in to Big Data Discovery

» Navigate to a project

» Navigate to a different page in a project

» Create a data set from the Data Source Library

» Create a project

When entries are deleted from the usage logs

By default, whenever you start Big Data Discovery, all entries 90 days old or older are deleted from the usage
logs.

To change the age of the entries to delete, add the following setting to port al - ext . properti es:

studi o. startup. | og. cl eanup. age=ent r yAgel nDays

In addition to the age-based deletions, Big Data Discovery also deletes entries associated with data sets and
projects that have been deleted.
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About the System Usage page

The System Usage page of the Control
logs.

System Usage

To narrow the scope of the reports, Select 8 time period from the pull-down meny, or Set 8 specific start and end date.

®  Last 30 Daps w From: ®m =il

1 Usars 7 Sessions

Number of sessions over time

W—uﬂ"~_ - _ _

Panel provides access to summary information on project usage

1 Active Licensed Users 7 Total Sessions 5 Current Projects

Update Report

The page is divided into the following sections:

Section

Description

Summary totals

At the top right of the page are the total number of:
e Users in the system
e Sessions that have occurred

e Projects

Date range fields

Contains fields to set the range of dates for which to display
report data.

Current number of users and sessions

Lists the number of users that were logged in and the number of
sessions for the date range that you specify.

Number of sessions over time

Report showing the number of sessions that have been active
for the date range that you specify

Includes a drop-down list to set the date unit to use for the
chart.

User Activity

Report that initially shows the top 10 number of sessions per
user for the selected date range across all projects. You can
click on any bars in this chart to drill down into the reporting
data.

At the top of the report are drop-down lists to select:
e A specific user, or all users
« A specific project, or all projects

« Whether to display the top or bottom values (most or least
sessions)

e The number of values to display
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Section Description

Project Usage Report that initially shows the top 10 number of sessions per
project for the selected date range across all projects. You can
click on any bars in this chart to drill down into the reporting
data.

At the top of the report are drop-down lists to select:
« A specific project, or all projects

« Whether to display the top or bottom values (most or least
sessions)

e The number of values to display

Data Contains two reports:

* The first report shows the number of times each data
source in the Data Source Library was used to create a
data set during the selected date range.

e The report chart shows the number of projects that were
created from pre-built Dgraph Gateways during the selected
date range.

Each report includes drop-downs to select:

« Whether to display the top or bottom values (most or least
uses or projects)

e The number of values to display

System Contains a pie chart that shows the relative number of sessions
by browser type and version for the selected date range.

Using the System Usage page

On the System Usage page, you use the fields at the top to set the date range for the report data. You can
also change the displayed data on individual reports.

To use the System Usage page:

1. To set the date range for the displayed data on all of the reports, you can either set a time frame from
the current day, or a specific range of dates.

By default, the page is set to display data from the last 30 days.

To narrow the scope of the reports, select a time period from the puli-down menu, or set 8 specific sfart and end dale.

®  Last 20 Daps v From | T 5]
(&) To select a different time frame, from the drop-down list, select the time frame to use.
(b) To select a specific range of dates, click the other radio button, then in the From and To date

fields, provide the start and end dates.
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(c) After selecting a time frame or range of dates, to update the reports to reflect the new selection,
click Update Report.

2.  For the Number of sessions over time report, you can control the date/time unit used to display the
results.

To change the date/time unit, select the new unit from the drop-down list.

Number of sessions over time By Py

Day
Week
Month
Quarter

Year

O = M W k& ot B W @ W

The report is updated automatically to use the new value.

3. By default, the User Activity report shows the top 10 number of sessions per user for all projects
during the selected time period.

User Activity

Number of Sessions per user User: Al Usars v | Apphcation: Al Applications v | Display:  Top v 10
——
wary o |

Lanrence Jones |

3o st |
0. ) 0.‘1 ) 0.2 0.3 - EI.-"I - U.‘S ) 0.‘6 ) D.I? ) J.‘a - G.‘g - l - l.ll ) 1.‘2 ) 1.‘3 ) :_--1 - '..-5 - l.‘6 ) 1.‘? ) P
You can narrow the report to show values for a specific user or project, and change the number of

values displayed.

(a) To narrow the report to a specific user, from the User drop-down list, select the user.

The report is updated to display the top or bottom number of sessions for projects the user has
used.

(b) To narrow the report to a specific project, from the Project drop-down list, select the project.
The report is updated to show the users with the top or bottom number of sessions for users.

If you select both a specific project and a specific user, the report displays a single bar showing
the number of sessions for that user and project.

(c) Use the Display settings to control the number of values to display, and whether to display the top
or bottom values.
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4. By default, the Project Usage report shows the 10 projects with the most sessions for the selected
time range.

Application Usage

Number of sessions per application Application: Al Apglications v  Display:  Tep AT v

You can narrow the report to show values for a specific project, and change the number of values
displayed.

(a) To narrow the report to a specific project, from the Project drop-down list, select the project.

The report is changed to a line chart showing the number of sessions per day for the selected
project.

A date unit drop-down list is added to allow you to select the unit to use.

Application: = Sales DiscoveryC v By: | Day v

P e ot BN

For example, you can display the number of sessions per day, per week, or per month.

(b) If you are displaying the number of sessions for all projects, use the Display settings to control
the number of values to display, and whether to display the top or bottom values.

5.  For the Data reports, you can control the number of values to display, and whether to display the top
or bottom values.

Data

) No cata sets have been created from Data Library data sources. Smber of appications from pre.bulk Endeca Sarvers | Top <1 .
Number of data sets from Data Library data sources  Top v 10 A4 111

117 1]

1 0.9

0.9 1 05 |

oe 0.7

071 06

06 051

0.5 0.4 1

0.4 } 031

0.3 } 0.2 ]

02 0.1

o : o bizwine_rw  adventureworks_2 rw  free-for-al default

ol
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¥ Determining and Configuring the Locale to
Use

The Big Data Discovery user interface and project data can be displayed in different locales.

Locales and their effect on the user interface
How Studio determines the locale to use
Setting the available locales

Selecting the default locale

Configuring the preferred locale for a user

Locales and their effect on the user interface

The locale determines the language in which to display the user interface. It can also affect the format of
displayed data values.

Big Data Discovery is configured with a default locale as well as a list of available locales.

Each user account also is configured with a preferred locale, and the user menu includes an option for users
to select the locale to use.

In Big Data Discovery, when a locale is selected:
e User interface labels are displayed using the locale
» Display names of attributes are displayed in the locale.
If there is not a version for that locale, then the default locale is used.

» Data values are formatted based on the locale.

Supported locales
Big Data Discovery supports the following languages:
* Chinese - Simplified
* English - US
» Japanese
* Korean
» Portuguese - Brazilian
* Spanish
Note that this is a subset of the languages supported by the Dgraph.
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How Studio determines the locale to use

When users log in, Studio needs to determine the locale to use to display the user interface and data.

Locations where the locale may be set

Scenarios for selecting the locale

Locations where the locale may be set

The locale is set in different locations.
The locale can come from:
e Cookie
e Browser locale
e Default locale
e User preferred locale, stored as part of the user account

e Locale selected using the Change locale option in the user menu, which is also available to users who
have not yet logged in.

Scenarios for selecting the locale

The locale used depends upon the type of user, the Big Data Discovery configuration, and how the user
entered Big Data Discovery.

For the scenarios listed below, Big Data Discovery determines the locale as follows:

Scenario How the locale is determined

A new user is created The locale for a new user is initially set to Use Browser Locale,
which indicates to use the current browser locale.

This value can be changed to a specific locale.

If the user is configured with a specific locale, then that locale is
used for the user unless they explicitly select a different locale
or enter with a URL that includes a supported locale.

A non-logged-in user navigates to Big For a non-logged-in user, Big Data Discovery first tries to use
Data Discovery the locale from the cookie.

If there is no cookie, or the cookie is invalid, then Big Data
Discovery tries to use the browser locale.

If the current browser locale is not one of the supported locales,
then the default locale is used.
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Scenario

How the locale is determined

A registered user logs in

When a user logs in, Big Data Discovery first checks the locale
configured for their user account.

« If the user's locale is set to Use Browser Locale, then Big
Data Discovery tries to use the locale from the cookie.

If there is no cookie, or if the cookie is invalid, then Big Data
Discovery tries to use the browser locale.

If the current browser locale is not a supported locale, then
the default locale is used.

 If the user account is configured with a locale value other
than Use Browser Locale, then Big Data Discovery uses
that locale, and also updates the cookie with that locale.

A non-logged-in user uses the user menu
option to select a different locale

When a non-logged-in user selects a locale, Big Data Discovery
updates the cookie with the new locale.

Note that this locale change is only applied locally. It is not
applied to all non-logged-in users.

A logged-in user uses the user menu
option to select a different locale

When a logged-in user selects a locale, Big Data Discovery
updates both the user's account and the cookie with the
selected locale.

Setting the available locales

Big Data Discovery is configured with a list of available locales. This list is used to populate the drop-down list
for configuring the default locale, user default locale, and the available locales displayed for the Change

locale option.

You can customize the setting to constrain the list. Supported locales are specified in port al . properti es.

| ocal es=de_DE, en_US, es_ES, fr_FR it_IT, ja_JP, ko KR pt_PT, zh_CN, zh_TW

To reduce this list:

1. Copy this parameter into port al - ext. properti es.

2. Update the list to remove the locales that you do not want to be available.

For example, to only support English, French, and Japanese, you would update it to:

| ocal es=en_US, fr_FR ja_JP

Selecting the default locale

Big Data Discovery is configured with a default locale, which you can update from the Control Panel.

Note that if you have a clustered implementation, make sure to configure the same locale for all of the

instances in the cluster.
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To select the default locale:
1. Onthe Control Panel menu, in the Platform Settings section, click Display Settings.

2. Onthe Display Settings page, from the Locale drop-down list, select the default locale.

Display Settings

Locale
United States - English

Time Zone
(UTC ) Coordinated Universal Time -

3. Click Save.
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Configuring the preferred locale for a user

Each user account is configured with a preferred locale. The default value for new users is Use Browser
Locale, which indicates to use the current browser locale.

To configure the preferred locale for a user:

1. To display the setting for your own account, sign in to Studio, and in the header, select User

Options>My Account.

My Account

* Required
User Details

Screen Mame:™®

admin

Email Address*

admin@oracle.com

First Name:*
Admin

Middle Mame:
Last Name:*
Admin

Role: Administrator

¢ INHERITED ROLES

Paszword:

Retype Password:

Display Settings

Locale:

| United States - English

Time Zone:

| (UTC ) Coordinated Universal Time

2. To display the setting for another user:

(a) In the Big Data Discovery header, click the control panel icon.

(b) In the Control Panel menu, select User Settings>Users.
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(c) Locate the user and click Actions>Edit.

Add/Edit User
User Details
*Required

Sereen Mame:* Email Address:*

rwiggum ralph.wiggumi@ssotest.com

First Name:* Password:*

Ralph

Middle Name: Retype Password:*

Last Mame:* Role:*
Wiggum Resiricted User

Locale*

United States - English

» INHERITED ROLES

» PROJECTE

3. From the Locale drop-down list, select the preferred locale for the user.
4. Click Save.
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Notifications

Big Data Discovery includes settings to enable sending email notifications. Email notifications can include
account notices, bookmarks, and snapshots.

Configuring the email server settings

Configuring the sender name and email address for notifications

Setting up the Account Created and Password Changed notifications

Configuring the email server settings

In order for users to be able to email bookmarks, you must configure the email server settings. The email
address associated with the outbound server is used as the From address on the bookmark email message.

To configure the email server settings:
1. Inthe Big Data Discovery header, click the Control Panel icon.
2 Select Server>Server Administration
3. Click the Mail tab.
4 Fill out the fields for the incoming mail server:
(&) Inthe Incoming POP Server field, enter the name of the POP server to use to receive email.
(b) Inthe Incoming Port field, enter the port number for the POP server.

(c) If you are not using the SMTPS mail protocol to send the email, then the Use a Secure Network
Connection checkbox must be unchecked.

(d) Inthe User Name field, type the email address to associate with the mail server.
This is the email address used as the From: address when end users email bookmarks.

(e) Inthe Password field, type the email password associated with the email address.
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5.  Fill out the fields for the outbound mail server:

Outgoing SMTP Server acme.com.s7al.pstmp.com
Outgoing Port 25

Use a Secure Network Connection [_]

User Name user_user@acme.com
Password —

(&) Inthe Outgoing SMTP Server field, enter the name of the SMTP server to use to send the email.
(b) In the Outgoing Port field, enter the port number for the SMTP server.

(c) If you are not using the SMTPS mail protocol to send the email, then the Use a Secure Network
Connection checkbox must be unchecked.

(d) Inthe User Name field, type the name to display for the notification sender.
This is the email address used as the From address when end users email bookmarks.
(e) Inthe Password field, type the email password associated with the email address.
6. Click Save.

Configuring the sender name and email address for
notifications

From the Email Settings page of the Control Panel, you can configure the sender name an email address to
display on outbound notifications.

To configure the sender name and email address:
1. Onthe Control Panel menu, click Email Settings.
2. On the Settings tab, in the Name field, type the name to display for the notification sender.

3. Inthe Address field, type the email address to display for the notification sender. The sender address
is used as the reply-to address for most notifications. For bookmarks and snapshots, the reply-to
address is the email address of the user who creates the request.

4. Click Save.

Setting up the Account Created and Password Changed
notifications

From the Email Settings page of the Control Panel, you can configure the notifications sent when an
account is created and when a user's password is changed.

These notifications only apply to users created and managed within Big Data Discovery.
The configuration includes:

* Whether to send the notification
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e The subject line of the email message

e The content of the email message

To set up the Account Created and Password Changed notifications:

1.
2.

Oracle® Big Data Discovery: Administrator's Guide

On the Control Panel menu, click Email Settings.

To configure the Account Created notification:

(@)
(b)

(©)

(d)

()

Click the Account Created Notification tab.

By default, the natification is enabled, meaning that when new users are created in Big Data
Discovery, they receive the natification. To disable the notification, uncheck the Enabled
checkbox.

In the Subject line field, type the text of the email subject line.
The subject line can include any of the dynamic values listed at the bottom of the tab.

For example, to include the user's Big Data Discovery screen name in the subject line, include
[ $USER_SCREENNAME$] in the subject line.

In the Body text area, type the text of the email message.
The message text can include any of the dynamic values listed at the bottom of the tab.

For example, to include the user's Big Data Discovery screen name in the message text, include
[ $USER_SCREENNAME$] in the message text.

To save the message configuration, click Save.

To configure the Password Changed natification:

(@)
(b)

(©)

(d)

()

Click the Password Changed Notification tab.

By default, the natification is enabled, meaning that when new users are created in Big Data
Discovery, they receive the natification. To disable the notification, uncheck the Enabled
checkbox.

In the Subject line field, type the text of the email subject line.
The subject line can include any of the dynamic values listed at the bottom of the tab.

For example, to include the user's Big Data Discovery screen name in the subject line, include
[ $USER_SCREENNAME$] in the subject line.

In the Body text area, type the text of the email message.
The message text can include any of the dynamic values listed at the bottom of the tab.

For example, to include the user's Big Data Discovery screen name in the message text, include
[ $USER_SCREENNAME$] in the message text.

To save the message configuration, click Save.
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The Control Panel provides options for Big Data Discovery administrators to configure and remove projects.

Configuring the project type

Configuring the visibility type for a page
Adding and removing project members
Assigning project roles to project members
Certifying a project

Making a project active or inactive

Deleting projects

Configuring the project type
The project type determines whether the project is visible to users on the Catalog.

The project types are:

Project Type Description

Public The project is visible to all logged-in users, and all logged-in users can select
the project in order to view public pages.

Project members can also see private pages.

Membership must be granted by a project administrator.

Private The project is visible only to project members.
Membership must be granted by a project administrator.

Projects are by default private.

If you change the project type, then the page visibility type for all of the project pages changes to match the
project type.

To change the project type for a project:
1. Inthe Studio header, select Control Panel.
2 Select User Settings>Projects
3. Click the Actions link for the project, then select Edit
4

From the Type drop-down list, select the appropriate project type.
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5. Click Save.

Configuring the visibility type for a page
Whether users can have access to pages within a project, particularly pages for public projects they're not a
member of, is based on the page visibility type.

The page visibility type works similarly to the project type. It determines whether users can view the page
without logging in or being a project member.

The page visibility types are:

Page Type Description

Public A public page is visible to all logged-in users, including users who are not
members of the project.

When non-logged-in users navigate to the URL, they are prompted to log in
before they can view the page.

Private A private page is only visible to logged-in users who are members of the
project.

When non-logged-in users navigate to the page URL, they are prompted to
log in.

If they log in and are not a member of the project, then they cannot view the
page.

By default, the page visibility type is the same as the project visibility type.
To select a different visibility type for a project page:

1. Inthe Studio header, select Control Panel.

2.  Select User Settings>Projects

3.  For the project containing the page you want to configure, click the Actions link, then click Manage
Pages.

4. Inthe page list at the left, click the page name.
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5. Click the Page tab for the selected page.

LETEW  Export / import

e T

¥ | Expand All| [H| Colapse A8 Edit Page: Sales Discovery Dashboard » Wine

U5 Sales Discovery Dashbeard
Wine
Page

Name Wine

HTML Titie

Type Portiet -
Page Viskity Type  Private «
Hidden B

Friendly URL hitpiappdev-@kB-pT us. oracie. com discovery inew-page

For exampie, /news.
Query String o
kcon Browse_ | No file selected
Use lcon s}
Target
Copy Page -
[sve ] ermasons |

6. From the Page Visibility Type drop-down list, select the visibility type.

7. To save the change, click Save.

Adding and removing project members

From the Control Panel Projects page, Big Data Discovery administrators can add and remove members
from any project.

From the Control Panel, to manage the membership for a project:
1. Inthe Control Panel menu, click Projects.

2. For the project you want to manage membership for, click the Actions button, then click Assign
Members.

On the membership page, the Current tab lists the current project members.

Current [EERELES

Advanced »
Update Associations
Hame Sereen Name Apphcation Roles
Il Admin Admin admin Member, Assign User Roles

Showing 1 resul
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The Available tab lists all of the users. For current members, the checkbox is checked.

Advanced s
Update Associations
|| Name Screen Name:
Il Ademin Admin admin
Mary Brown mbrown
Lawrence Jones pnes
Juohn Smith smith

jonathan jonathan Jjonathan

Showing 5 resuls

To add a user as a new member, on the Available tab, check the user's checkbox.
To remove a member, on either the Current or Available tab, uncheck the user's checkbox.

To save the membership changes, click Update Associations.

Assigning project roles to project members

Big Data Discovery administrators can change any project's membership to determine whether members are
project authors or users.

To assign project roles to project members:

1
2
3.
4

In the Studio header, select Control Panel.
Select User Settings>Projects
Click the Actions button, then click Assign User Roles.

On the Roles tab, click the role you want to assign.

Roles

SHOWING 2 RESULTS

Name Description Type ~
Project Author Project Project Authors can configure project components and administer project settings
Project Restricted User Project Project Restricted Users can view projecis to which they have been added but cannot modify any of the project configurations or administer project seffings.

The Current tab lists the users who currently have the selected role.
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The Available tab lists all of the project members. Members who already have that role have the
checkbox checked.

L] Home Screen Nome:
4| Admin Admin admin
John Smith jsmith

Showing 2 resuls

5.  On the Available tab, to assign the selected role to a user, check the checkbox.

6. Onthe Current or Available tab, to remove the role from the user, uncheck the checkbox.

7. Click Update Associations.

Certifying a project
Big Data Discovery administrators can certify a project.

Certifying a project can be used to indicate that the project content and functionality has been reviewed and
the project is approved for use by all users who have access to it.

Note that only Big Data Discovery administrators can certify a project. Project administrators cannot change
the certification status.

To certify a project:
1. Inthe Control Panel menu, select User Settings >Projects.
2 Click the Actions link for the project, then click Edit.
3.  On the project configuration page, to certify the project, check the Certified checkbox.
4. Click Save.

Making a project active or inactive

By default, a new project is marked as active. From the Control Panel, Big Data Discovery administrators can
control whether a project is active or inactive. Inactive projects are not displayed on the Catalog.

Note that this option only available to Big Data Discovery administrators.
To make a project active or inactive:

1 In the Studio header, select Control Panel.

2 Select User Settings>Projects

3. Click the Actions link for the project, then click Edit.

4

To make the project inactive, uncheck the Active checkbox. If the project is inactive, then to make the
project active, check the Active checkbox.
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5. Click Save.

Deleting projects

From the Control Panel, Big Data Discovery administrators can delete projects.
To delete a project:

1. Inthe Control Panel menu, select User Settings >Projects.

2. Click the Actions link for the project you want to remove.

3. Click Delete.
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. Configuring User-Related Settings
You configure settings for passwords and user authentication in the Studio Control Panel.

Configuring authentication settings for users
Configuring the password policy

Restricting the use of specific screen names and email addresses

Configuring authentication settings for users

Each user has both an email address and a screen name. By default, users log in to Studio using their emalil
addresses.

To configure the authentication settings for users:
1. Inthe Studio header, click the Control Panel icon.
2. Select Platform Settings>Credentials .

3.  Onthe Credentials page, click the Authentication tab.

Credentials

Reserved Credentials Authentication

How do users authenticate?
By Email Address

Allow users to automatically login? J

Allow users to request forgotten passwords?

Configure Authentication

4.  From the How do users authenticate? drop-down list, select the name used to log in.
To have users log in using their email address, select By Email Address. This is the default.
To have users log in using their screen name, select By Screen Name.

5. To enable the Remember me option on the login page, so that login information is saved when users
log in, check the Allow users to automatically login? checkbox.

6. To enable the Forgot Your Password? link on the login page, so that users can request a new
password if they forget it, check the Allow users to request forgotten passwords? checkbox.

7. Click Save.
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Configuring the password policy

The password policy sets the requirements for creating and setting Big Data Discovery passwords.

To configure the password policy:

1.

On the Control Panel menu, click Password Policies.
The Password Policies page is displayed.

Options

[V] Changeable
[V] Change Required

Syntax Checking

[¥] Syntax Checking Enabled
[¥] ABow Dictionary Words

Minimum Length 6

Security
[C] History Enabled @

[] Expiration Enabled (7]

Under Options, if the Changeable checkbox is checked, then the My Account and edit user pages
include fields to change the user's password.

If the box is not checked, then user passwords cannot be changed from within Big Data Discovery. If
you are using LDAP to manage users, then you should uncheck the checkbox.

If users can change their passwords, then the Change Required checkbox is displayed. To require
users to change their password the first time they log in, make sure this checkbox is checked.

If the box is not checked, then they are not prompted to change the password.

Under Syntax Checking to enable syntax checking (enforcing password requirements), check the
Syntax Checking Enabled checkbox.

If the box is not checked, then there are no restrictions on the password format.
If syntax checking is enabled, then:

(a) To allow passwords to include words from the dictionary, check the Allow Dictionary Words
checkbox.

If the box is not checked, then passwords cannot include words.

(b) In the Minimum Length field, type the minimum length of a password.

Oracle® Big Data Discovery: Administrator's Guide Version 1.0.0 « Revision A « March 2015



Configuring User-Related Settings

98

6.

To prevent users from using a recent previous password:

(&) Under Security, check the History Enabled checkbox.

Security

V] History Enabled 9
HistoryCount 6 + @

[¥] Expiration Enabled @
Maximum Age 2Weeks «
Warning Time 1 Day -

e
2]

GraceLimt 0 @

(b) From the History Count drop-down list, select the number of previous passwords to save and

prevent the user from using.

For example, if you select 6, then users cannot use their last 6 passwords.

To have passwords expire:

(a) Check the Expiration Enabled checkbox.

You should not enable expiration if users cannot change their passwords in Big Data Discovery.

(b) From the Maximum Age drop-down list, select the amount of time before a password expires.

(c) From the Warning Time drop-down list, select the amount of time before the expiration to begin

displaying warnings to the user.

(d) Inthe Grace Limit field, type the number of times a user can log in using an expired password.

Restricting the use of specific screen names and email
addresses

If needed, you can configure lists of screen names and email addresses that should not be used for Studio

users.

To restrict the user of specific screen names and email addresses:

1.
2.
3.

In the Studio header, click the Control Panel icon.

Select Platform Settings>Credentials .

On the Reserved Credentials tab, in the Screen Names text area, type the list of screen names that

cannot be used.

Put each screen name on a separate line.

In the Email Addresses text area, type the list of email addresses that cannot be used.

Put each email address on a separate line.
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In Studio, roles are used to control access to general features as well as to access specific projects and data.
The Users page on the Control Panel provides options for creating and editing Studio users.

About role privileges

Creating a new Studio user

Editing a Studio user

Deactivating, reactivating, and deleting Studio users

About role privileges

Each Studio user is assigned a user role. The user role determines a user's access to features within Studio.

Regular roles and project-specific roles

There are regular roles and project-specific roles for Studio users. The regular roles are Administrator, Power
User, Restricted User, and User. These roles control access to Studio features in data sets, projects, and
Studio administrative configuration.

In addition to regular roles, a Studio user may also have a project-specific role. The project-specific roles are
Project Author and Project Restricted User. These roles control access to Studio features in data sets,
projects, and Studio administrative configuration but within a specific project rather than across Studio.

An administrator can add a project-specific roles and a regular role to a user. This is the typical use case for
project-specific access. A Power User or User is additionally assigned the Project Author role for greater
privileges within a specified project. For example, an administrator could add a Project Author role to a User.
Becoming a Project Author gives a User greater privileges within a specified project.

Inherited roles

A Studio user might have a number of assigned roles. He or she could have a regular role, a project-specific
role, and belong to a user group that has a role assigned to all members of that group. In cases like this, the
highest role assignment determiners a user's privileges. It doesn't matter if the highest role is directly assigned
or inherited from a group.
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Role descriptions

The user roles are as follows:

Role

Description

Administrator

Administrators have full access to all features in Studio.
Administrators can:

* View all projects

* Create and delete data sets and projects

e Configure and manage all projects

* Use all of the Control Panel features

Power User

Power users can:

< View projects, based on the project and page type and their projects
membership

e Create and delete data sets and projects
e Configure and manage projects for which they are an administrator
< Transform data sets, if they are assigned the Project Author role
e Export to HDFS and create new data sets
e Edit their account information
Power users cannot:

¢ Access Control Panel features

User

Users can:

* View projects, based on the project and page type and their project
membership.

* Create and delete data sets and projects
* Transform data sets, if they are assigned the Project Author role
 Edit their account information
Users cannot:
e Create new data sets or projects
e Access Control Panel features
e Export to HDFS
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Role

Description

Restricted User

This is the default user role for new users. It has the most restricted
privileges and is essentially a read-only role. This is the default user role for
new users.

Restricted users can:

« View projects, based on the project and page type and their project
membership.

Restricted users cannot:
e Create new data sets or projects
e Access Control Panel features
e Access Transform features
e Export to HDFS or create new data sets

e Configure and manage projects

Project Author

Project authors are similar to administrators but have privileges for a
particular project. Also, an administrator can assign the Project Author role
to a Power User, Restricted User, and User. (This allows them to configure
and manage projects in a way that their primary role would otherwise not
allow.)

Project authors can:
e Configure and manage projects for which they are an author
e Transform data

Project authors cannot:
* Create new data sets

¢ Access Control Panel features

Project Restricted User

Project Restricted Users are similar to Users but are restricted to a particular
project.

Project Restricted Users can:

* View projects, based on the project and page type and their project
membership.

Project restricted users cannot:
e Create new data sets or projects
e Access Control Panel features
e Access Transform features
e Access Project Settings features
e Export to HDFS
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Creating a new Studio user

If you are not using LDAP, you may want to create Studio users manually.

For example, for a small development instance, you may just need a few users to develop and test projects.
Or if your LDAP users for a production site are all end users, you may need a separate user account for
administering the site.

To create a new Studio user:

1.
2.
3.

In the Studio header, click the Control Panel icon.

Select User Settings>Users .

Click Add.

The Details page for the new user displays.

In the Screen Name field, type the screen name for the user.

The screen name must be unique, and cannot match the screen name of any current active or
inactive user.

In the Email Address field, type the user's email address.

For the user's name, enter values for at least the First Name and Last Name fields.
The Middle Name field is optional.

To create the initial password for the user:

(&) Inthe Password field, enter the password to assign to the new user.

(b) In the Retype Password field, type the password again.

By default, the Studio password policy requires users to change their password the first time they log
in.

From the Locale drop-down list, select the preferred locale for the user.
From the Role drop-down list, select the user role to assign to the user.

For details, see About role privileges on page 99.
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10.

11.

From the Projects section at the bottom of the dialog, to assign the user to projects:

¥ PROJECTS
Awailable Projects A4 O‘ Fiifer.
Projects Description Project Role Type -
asimoRegressionTests-11hd. Project Restricted User W Private
asimoSmokeTests-ie-14h14_ Project Restricted User W Private
asimoRegressionTests-11h4. .. Project Restricted Usar W Private
asimoSmokeTesis-ie-14h14... Project Restricted Usar W Private
alanTact Brricnt Rocirictad 1lzar W Privata :

(a) Check the checkbox next to each project you want the new user to be a member of.
(b) For each project, from the Role drop-down list, select the project role to assign to the user.
Click Save.

The user is added to the list of users.

Editing a Studio user

The Users page also allows you to edit a user's account.

From the Users page, to edit a user:

1.

2
3
4,
5

In the Studio header, click the Control Panel icon.

Select User Settings>Users

Click the Actions button next to the user.

Click Edit.

To change the user's password:

(&) Inthe Password field, type the new password.

(b) In the Retype Password field, re-type the new password.

To change the user role, from the Role drop-down list, select the new role.
Under Projects, to add a user as an project member:

(&) Make sure the drop-down list is set to Available Projects. These are projects the user is not yet a
member of.

(b) Check the checkbox next to each project you want to add the user to.

(c) For each project, from the Role drop-down list, select the project role to assign to the user.
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8. Under Projects, to change the project role for or remove the user from a project:
(a) From the drop-down list, select Assigned Projects.
The list shows the projects the user is currently a member of.
(b) To change the user's project role, from the Role drop-down list, select the new project role.
(c) To remove the user from a project, uncheck the checkbox.

9. Click Save.

Deactivating, reactivating, and deleting Studio users

From the Users page of the Control Panel, you can make an active user inactive. You can also reactivate or
delete inactive users.

Note that you cannot make your own user account inactive, and you cannot delete an active user.
From the Users page, to change the status of a user account:
1. To make an existing user inactive:
(&) Inthe users list, check the checkbox for the user you want to deactivate.
(b) Click the Deactivate button.
Big Data Discovery prompts you to confirm that you want to deactivate the user.
The user is then removed from the list of active users.
Note that inactive users are not removed from Big Data Discovery.
2. To reactivate or delete an inactive user:
(a) Click the Advanced link below the user search field.
Big Data Discovery displays additional user search fields.
(b) From the Active drop-down list, select No.

Note that if you change the Match type to Any, you must also provide search criteria in at least
one of the other fields.

(c) Click Search.

The users list displays only the inactive users.
(d) Check the checkbox for the user you want to reactivate or delete.
(e) To reactivate the user, click the Restore button.

() To delete the user, click the Delete button.
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oo Integrating with an LDAP System to
Manage Users

If you have an LDAP system, you can allow users to use those credentials to log in to Big Data Discovery.

About using LDAP

Configuring the LDAP settings and server

Preventing LDAP users from changing passwords in Big Data Discovery
Preventing encrypted LDAP passwords from being stored in Big Data Discovery

Assigning roles based on LDAP user groups

About using LDAP

LDAP (Lightweight Directory Access Protocol) allows you to have users connect to Big Data Discovery using
their existing LDAP user accounts, rather than creating separate user accounts from within Big Data
Discovery. LDAP is also used when integrating with a single sign-on (SSO) system.

Configuring the LDAP settings and server

The LDAP settings on the Control Panel include whether LDAP is enabled and required for authentication,
the connection to the LDAP server, and whether to support batch import or export to or from the LDAP
directory. The method for processing batch imports is set in port al - ext . properties.

In portal -ext.properti es, the setting | dap. i npor t. met hod determines how to perform batch imports
from LDAP. This setting is only applied if batch import is enabled. The available values for
| dap. i nport. net hod are:

Value Description

user Indicates to use user-based import. This is the default value.

User-based batch import uses the import search filter configured in the User
Mapping section of the LDAP tab.

For user-first import, Big Data Discovery:
1. Uses the user import search filter to run an LDAP search query.

2. Imports the resulting list of users, including all of the LDAP groups the user
belongs to.

The group import search filter is ignored.
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Value Description

group Indicates to use group-based import.

Group-based import uses the import search filter configured in the Group
Mapping section of the LDAP tab.

For group-based import, Big Data Discovery:
1. Uses the group import search filter to run an LDAP search query.
2. Imports the resulting list of groups, including all of the users in those groups.

The user import search filter is ignored.

The value you should use depends partly on how your LDAP system works. If your LDAP directory only
provides user information, without any groups, then you have to use user-based import. If your LDAP directory
only provides group information, then you have to use group-based import.

To configure the LDAP settings:
1. Inthe Big Data Discovery header, click the control panel icon.
2. On the Control Panel menu, click Credentials.
3. Onthe Credentials page, click the Authentication tab.
4 On the Authentication tab, click Configure Authentication.

The Configure Authentication dialog is displayed, with the LDAP tab selected.

Configure Authentication

o

Enabled

Required
Provider type:

Apache Directory Server V'

- p—— U w—
A g Seiall

5. To enable LDAP authentication, check the Enabled checkbox.

6. To only allow users to log in using an LDAP account, check the Required checkbox.
If this box is checked, then any users that you create manually in Big Data Discovery cannot log in.
To make sure that users you create manually can log in, make sure that this box is not checked.

7. To populate the LDAP server configuration fields with default values based on a specific type of
provider, from the Provider type drop-down list, select the type of server you are using.

If you select the Custom option, then the fields are cleared.
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8. The Connection settings cover the basic connection to LDAP:

¥ Connection

Base Provider URL: @@ Principal:

Idap:fg dapuser2

Base DN: @ Credentials:

dc=corp,dc= ,dc=com seenes

Field Description

Base Provider URL The location of your LDAP server.
Make sure that the machine on which Big Data Discovery is
installed can communicate with the LDAP server.
If there is a firewall between the two systems, make sure that the
appropriate ports are opened.

Base DN The Base Distinguished Name for your LDAP directory.
For a commercial organization, it may look something like:
dc=conpanynaneher e, dc=com

Principal The user name of the administrator account for your LDAP
system.
This ID is used to synchronize user accounts to and from LDAP.

Credentials The password for the administrative user.

After providing the connection information, to test the connection to the LDAP server, click the Test
Connection button.
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9. Under User Mapping:

¥ User Mapping

Authentication Search Filter: @@Password: First Name:
(&(objectClass=person)(sAMa  userPassword givenName
Import Search Filter: Screen Name: Last Name:

(&(objectClass=person)((objec = SAMAccountName sn
Email Address: Full Name: Group:
userprincipalname cn memberOf

(&) Use the search filter fields to configure the filters for finding and identifying users in your LDAP
directory.

Field Description

Authentication Search Filter | The search criteria for user logins.

If you do not enable batch import of LDAP users, then the first
time a user tries to log in, Big Data Discovery uses this
authentication search filter to search for the user in the LDAP
directory.

By default, users log in using their email address. If you have
changed this setting, you must modify the search filter here.

For example, if you changed the authentication method to use
the screen name, you would modify the search filter so that it
can match the entered login name:

(cn=@creen_nanme@

Import Search Filter The search filter to use for batch import of users.
This filter is used if:
¢ You enable batch import of LDAP users

e Inportal -ext.properties,|dap.inport.nethodis
set to user

Depending on the LDAP server, there are different ways to
identify the user.

The default setting (obj ect O ass=i net Or gPer son) usually
is fine, but to search for only a subset of users or for users that
have different object classes, you can change this.

(b) Use the remaining fields to map your LDAP attributes to the Big Data Discovery user fields.

(c) After setting up the attribute mappings, to test the mappings, click Test Users.
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10. Under Group Mapping, map your LDAP groups.

-

Group Mapping

Import Search Filter: Description:
(objectClass=group) sAMAccountName
Group Name: User:
cn member
(@) Inthe Import Search Filter field, type the filter for finding LDAP groups.

(b)

()

This filter is used if:

* You enable batch import of LDAP users

 Inportal -ext.properties,|dap.inport.nethodis settogroup
Map the following group fields:

* Group Name

» Description

* User
To test the group mappings, click Test Groups.

The system displays a list of the groups returned by your search filter.

11. The Options section is used to configure importing and exporting of LDAP user data, and to select
the password policy:

v

v

(@)

(b)

(©

Options

Import Enabled
Export Enabled

Use LDAP Password Policy

If the Import Enabled checkbox is checked, then batch import of LDAP users is enabled.
If the box is not checked, then Big Data Discovery synchronizes each user as they log in.
It is recommended that you leave this box unchecked.

If you do enable batch import, then the import process is based on the value of
| dap. i mport . net hod.

Note also that when using batch import, you cannot filter both the imported users and imported
groups at the same time. For user-based batch import mode, you cannot filter the LDAP groups to
import. For group-based batch import mode, you cannot filter the LDAP users to import.

If the Export Enabled checkbox is checked, then any changes to the user in Big Data Discovery
are exported to the LDAP system.

It is recommended that you leave this box unchecked.

To use the password policy from your LDAP system, instead of the Big Data Discovery password
policy, check the Use LDAP Password Policy checkbox.
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Preventing LDAP users from changing passwords in Big
Data Discovery

When you are using LDAP, it is likely that you want user passwords to be managed outside of Big Data
Discovery.

To update the Big Data Discovery password policy so that users cannot change their password in Big Data
Discovery:

1. Inthe Control Panel menu, click Password Policies.

2. Onthe Password Policies page, to prevent users from being able to change passwords from within
Big Data Discovery, uncheck the Changeable checkbox.

Options

[V] Changeable
[¥] Change Required

Syntax Checking

[¥] Syntax Checking Enabled
[¥] ABow Dictionary Words

Minimum Length 6

Security
[C] History Enabled @

(] Expiration Enabled 9

3. To save the changes, click Save.

Preventing encrypted LDAP passwords from being stored in
Big Data Discovery

By default, when you use LDAP for user authentication, each time a user logs in, Big Data Discovery stores a
securely encrypted version of their LDAP password. For subsequent logins, Big Data Discovery can then
authenticate the user even when it cannot connect to the LDAP system. For even stricter security, you can
configure Big Data Discovery to prevent the passwords from being stored.

To prevent Big Data Discovery from storing the encrypted LDAP passwords:
1. Stop Big Data Discovery.
2. Add the following settings to port al - ext . properti es:
| dap. passwor d. cache. hashed=f al se

| dap. aut h. requi red=true
aut h. pi pel i ne. enabl e. | i feray. check=f al se

3. Restart Big Data Discovery.

Big Data Discovery no longer stores the encrypted LDAP passwords for authenticated users. If the LDAP
system is unavailable, Big Data Discovery cannot authenticate previously authenticated users.
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Assigning roles based on LDAP user groups

For LDAP integration, it is recommended that you assign roles based on your LDAP groups.

To ensure that users have the correct roles as soon as they log in, you create groups in Big Data Discovery
that have the same name as your LDAP groups, but in lowercase, and assign the correct roles to each group.

To create a user group, and assign roles to that group:

1.
2.
3.

In the Big Data Discovery header, click the control panel icon.

On the Control Panel, click User Groups.

On the User Groups page, to add a new group, click Add.

The Add Group dialog is displayed.

In the Name field, type the name of the group.

Make sure the name is the lowercase version of the name of a group from your LDAP system.

For example, if the LDAP group is called SystemUsers, then the user group hame would be
systemusers.

In the Description field, type a description of the group.
To assign roles to the group, from the Role drop-down list, select the user role to assign to the group.

The selected roles are assigned to all of the users in the group. For details on the available user roles,
see About role privileges on page 99.

Click Save.
The group is added to the User Groups list.
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- Setting up Single Sign-On (SSO)
You can provide user access by integrating with an SSO system.

About using single sign-on

Overview of the process for configuring SSO with Oracle Access Manager
Configuring the reverse proxy module in OHS

Registering the Webgate with the Oracle Access Manager server

Testing the OHS URL

Configuring Big Data Discovery to integrate with SSO via Oracle Access Manager

Completing and testing the SSO integration

About using single sign-on
Integrating with single sign-on (SSO) allows Studio users to be logged in to Big Data Discovery automatically

once they are logged in to your SSO system.

Note that once Big Data Discovery is integrated with SSO, you cannot create and edit users from within Big
Data Discovery. All users get access to Big Data Discovery using their SSO credentials. This means that you
can no longer use the default administrative user provided with Big Data Discovery. You will need to make
sure that there is at least one SSO user with an Administrator user role for Big Data discovery.

The officially supported method for integrating with SSO is to use Oracle Access Manager, with an Oracle
HTTP Server in front of the Big Data Discovery application server. While you may be able to use another SSO
tool that supports passing the user name in an HTTP header, you would have to use the documentation and
support materials for that tool in order to set up the integration.

The information in this guide focuses on the details and configuration that are specific to the Big Data
Discovery integration. For general information on installing Oracle Access Manager and Oracle HTTP Server,
see the associated documentation for those products.

Overview of the process for configuring SSO with Oracle
Access Manager

Here is an overview of the steps for using Oracle Access Manager to implement SSO in Big Data Discovery.

1. Install Oracle Access Manager 11g, if you haven't already. See the Oracle Access Manager
documentation for detalils.

2. Install Oracle HTTP Server (OHS) 11g. See the Oracle HTTP Server documentation for details.
3. Install OHS Webgate 11g. See the Webgate documentation for details.
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4. Create an instance of OHS, and confirm that it is up and running. See the OHS documentation for details.

5. Configure the reverse proxy module for the Big Data Discovery application server in Oracle HTTP Server.
See Configuring the reverse proxy module in OHS on page 113.

6. Install the Webgate module into the Oracle HTTP Server. See Registering the Webgate with the Oracle
Access Manager server on page 114.

7. In Big Data Discovery, configure the LDAP connection for your SSO implementation. See Configuring the
LDAP connection for SSO on page 116.

8. In Big Data Discovery, configure the Oracle Access Manager SSO settings. See Configuring the Oracle
Access Manager SSO settings on page 117.

9. Configure Big Data Discovery's web server settings to use the OHS server. See Completing and testing
the SSO integration on page 118.

10. Disable direct access to the Big Data Discovery application server, to ensure that all traffic to Big Data
Discovery is routed through OHS.

Configuring the reverse proxy module in OHS

For WebLogic Server, you need to update the file nbd_w s_ohs. conf to add the logout configuration for
SSO.

Here is an example of the file with the / bdd/ oam | ogout _success section added:

LoadMbdul e webl ogi c_nopdul e " ${ ORACLE_HOVE}/ ohs/ nodul es/ nod_wl _ohs. so"
<I| f Modul e webl ogi c_nodul e>

WebLogi cHost host Nane

WebLogi cPort port Nurmber
</ | f Modul e>

<Locati on /bdd/ oam | ogout _success>
Pat hTri m / bdd/ oam | ogout _success
Pat hPrepend / bdd/ c/ port al
Def aul t Fi | eNanme | ogout
Set Handl er webl ogi c- handl er
</ Locati on>

<Location />
Set Handl er webl ogi c- handl er
</ Locati on>

The / bdd/ oam | ogout success Locat i on configuration is special for Big Data Discovery. It redirects the
default Webgate Logout Callback URL (/ bdd/ oam | ogout _success) to an application tier logout within Big
Data Discovery. With this configuration, when users sign out of SSO from another application, it is reflected in
Big Data Discovery.
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Registering the Webgate with the Oracle Access Manager
server

After you have installed the OHS Webgate, you use the remote registration (RREG) tool to register the OHS
Webgate with the OAM server.

To complete the registration:

1.
2.
3.

Obtain the RREG tarball (rreg. t ar. gz) from the Oracle Access Manager server.
Extract the file to the OHS server.

Modify the script oanr eg. sh.

Correct the OAM_REG_HOME and JAVA HOVE environment variables.

OAM REG_HOME should point to the extracted r r eg directory created in the previous step.
You may not need to change JAVA HOME if it's already set in your environment.

In the i nput directory, create an input file for the RREG tool. The file can include the list of resources
secured by this Webgate.

You can omit this list if the application domain already exists.

Here is an example of an input file where the resources have not been set up for the application
domain and host in Oracle Access Manager:

<?xm version="1.0" encodi ng="UTF-8"?>
<OAML1GRegRequest >

<server Addr ess>htt p: // oanser ver. us. myconpany. com 7001</ ser ver Addr ess>
<host | denti fi er>nyserver-1234</ host | dentifier>
<agent Nanme>nyser ver - 1234- webgat e</ agent Nane>
<appl i cati onDomai n>Bi g Data Di scovery</applicati onDomai n>
<pr ot ect edResour ceslLi st >
<resour ce>/ bdd</ r esour ce>
<resource>/bdd/.../*</resource>
</ pr ot ect edResour cesLi st >
<publ i cResour cesLi st >
<resour ce>/ publ i c/index. htm </resource>
</ publ i cResour cesLi st >
<excl udedResour ceslLi st >
<r esour ce>/ excl uded/ i ndex. ht m </ resour ce>
</ excl udedResour ceslLi st >

</ CAML1GRegRequest >

In this example, the resources have already been set up in Oracle Access Manager:
<?xm version="1.0" encodi ng="UTF-8"?>

<OAML1GRegRequest >

<server Addr ess>htt p: // oanser ver. us. myconpany. com 7001</ ser ver Addr ess>

<host | denti fi er>nyserver-1234</ host I denti fier>

<agent Nane>nyser ver - 1234- webgat e</ agent Nane>

<appl i cati onDomai n>Bi g Data Di scovery</applicati onDomai n>

</ CAML1GRegRequest >
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In the input file, the parameter values are:

Parameter Name Description

server Addr ess The full address (htt p: // host : port) of the Oracle Access
Manager administrative server.

The port is usually 7001.

host I dentifi er The host identifier string for your host.

If you already created a host identifier in the Oracle Access
Manager console, use its name here.

agent Nanme A unique name for the new Webgate agent.

Make sure it doesn't conflict with any existing agents in the
application domain.

appl i cati onDorai n A new or existing application domain to add this agent into.
Each application domain may have multiple agents.

An application domain associates multiple agents with the same
authentication and authorization policies.

5. Run the tool:

./ bi n/ oant eg. sh i nband i nput/i nput Fi | eNane

For example:

./ bi n/ oanr eg. sh i nband i nput/ ny-webgat e-i nput . xm

When the process is complete, you'll see the following message:

I nband regi stration process conpl eted successfully! Qutput artifacts are created in the
out put folder.

6. Copy the generated output files from the out put directory to the OHS instance conf i g directory
(under webgat e/ confi g/ ).

7. Restart the OHS instance.
8.  Test your application URL via OHS.
It should forward you to the SSO login form.

Check the OAM console to confirm that the Webgate is installed and has the correct settings.

Testing the OHS URL

Before continuing to the Big Data Discovery configuration, you need to test that the OHS URL redirects
correctly to Big Data Discovery.

To test the OHS URL, use it to browse to Big Data Discovery.
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You should be prompted to authenticate using your SSO credentials.

Because you have not yet configured the Oracle Access Manager SSO integration in Big Data Discovery, after
you complete the authentication, the Big Data Discovery login page is displayed.

Log in to Big Data Discovery using an administrator account.

Configuring Big Data Discovery to integrate with SSO via
Oracle Access Manager

In Big Data Discovery, you configure the LDAP connection and Oracle Access Manager connection settings.

Configuring the LDAP connection for SSO

Configuring the Oracle Access Manager SSO settings

Configuring the LDAP connection for SSO

The SSO implementation uses LDAP to retrieve and maintain the user information. For the Oracle Access
Manager SSO, you configure Big Data Discovery to use Oracle Internet Directory for LDAP.

In Big Data Discovery, to configure the LDAP connection for SSO:

1.
2.
3.

In the Control Panel menu, click Credentials.

On the Credentials page, click Authentication.

On the Authentication tab, click the Configure Authentication button.

The Configure Authentication dialog is displayed, with the LDAP tab selected.

On the LDAP tab, check the Enabled checkbox. Do not check the Required checkbox.
From the Default values drop-down list, select Oracle Internet Directory.

Configure the LDAP connection, users, and groups as described in Configuring the LDAP settings and
server on page 105.

To save the LDAP connection information, click Save.

Configure the user roles for your user groups as described in Assigning roles based on LDAP user
groups on page 111.

Make sure that the password policy is configured to not require users to change their password. See
Preventing LDAP users from changing passwords in Big Data Discovery on page 110.
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Configuring the Oracle Access Manager SSO settings

After you configure the LDAP connection for your SSO integration, you configure the Oracle Access Manager
SSO settings.

The settings are on the SSO tab on the Configure Authentication dialog.

Configure Authentication

LDAP [l

Enabled

Import from LDAP @
Provider type:
Oracle Access Manager V'
User Header:
OAM_REMOTE_USER
Logout URL:

hitp://OAMSERVER:14100/oam

e A - e, Lt o P SO —

To configure the SSO settings:

In the Control Panel menu, click Credentials.

In the Credentials page, click the Authentication tab.

On the Authentication tab, click the Configure Authentication button.
On the Configure Authentication dialog, click the SSO tab.

Check the Enabled checkbox.

Check the Import from LDAP checkbox.

N o o M wbdh PR

From the Provider Type drop-down list, select Oracle Access Manager.

Note that the only other option is Custom, which clears the fields. You would use the Custom option
if you are using some other tool that passes the user name in an HTTP header. For information on
setting up an SSO tool other than Oracle Access Manager, see the documentation and support
materials for that tool.

8.  Leave the default user header OAM_REMOTE_USER.
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9. Inthe Logout URL field, provide the URL to navigate to when users log out.

Make sure it is the same logout redirect URL you have configured for the Webgate:

slc02xfd-webgate Apply

Mame slel2afd-webgate Logout Callbad: URL | foam_logout_success
Access Chent Fassword

Logout Redrect URL ||":l:~:.".::cw:n:': wd-riel 5 :nlE._s.cr.]

* Sequnity g Open
Simple
Cart Liser Defined Perameters | proxySSLHeaderVar=15_S5L

LIRLIALTFEFarmst="1rue

dient_request_retry_attempis=1

Logout Target URL

*State g Enable

Diseble inactveReronfigleriad=10
* Max Cache Bements | 100000 3]
* Cache Tmeout (Seconds 1800 g * Sleep for &0 %|
* Token Validity Period (Seconds) 3600 g Cache Pragma Header |no-cache
® Max Connections 1 :| Cadhe Control Header |no-cache
* Max Session Time 300 j Debiig
* Failover Threshokd 1 %| S

Dery On Mot Protected ?l

Alow Management Operatons

3 =]

= AAA Timeout Threshold
* preferred Host | ge02xfd

Logaut LRL

For the logout URL, you can add an optional end_ur | parameter to redirect the browser to a final

location after users sign out. To redirect back to Big Data Discovery, configure end_ur | to point to
the OHS host and port.

For example:

http://oanserver. us. myconpany. com 14100/ oani server/| ogout ?end_ur| =htt p:/
/ bddhost . us. conpany. com 7777/

10. To save the configuration, click Save.

Completing and testing the SSO integration

The final step in setting up the SSO integration is to add the OHS server host name and port to port al -
ext. properties.

To complete and test the SSO configuration:
1. Inportal -ext.properties:

If OHS is not using SSL, then add the following lines:

web. server. host =ohsHost Nane
web. server. http. port=ohsPort Nurmber

If OHS is using SSL, then add the following lines:

web. server . prot ocol =htt ps
web. server. host =ohsHost Nane
web. server. htt ps. port =ohsPor t Nunber
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Where:

» ohsHost Nane is the fully qualified domain name (FQDN) of the server where OHS is installed.
The name must be resolvable by Big Data Discovery users.

For example, you would use webser ver 01. conpany. com and not webser ver 01.
You need to specify this even if OHS is on the same server as Big Data Discovery.
» ohsPort Nunmber is the port number used by OHS.
2. Restart Big Data Discovery.

Make sure to completely restart the browser to remove any cookies or sessions associated with the
Big Data Discovery user login you used earlier.

3. Navigate to the Big Data Discovery URL. The Oracle Access Manager SSO form is displayed.
4.  Enter your SSO authentication credentials.
You are logged in to Big Data Discovery.

As you navigate around Big Data Discovery, make sure that the browser URL continues to point to the
OHS server and port.
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i Using the Enterprise Manager for Big Data
Discovery

This section describes how to use the Enterprise Manager plug-in for Big Data Discovery to administer Big
Data Discovery components with Enterprise Manager Cloud Control.

Before using the Enterprise Manager

About the Enterprise Manager

Starting and stopping the Dgraph using Enterprise Manager

Logging for Big Data Discovery targets in Enterprise Manager

Configuring verbose logging for a Dgraph target

Dgraph Administration Operations in Enterprise Manager

Before using the Enterprise Manager

Before you can use the Enterprise Manager for Big Data Discovery, you must already have set up Enterprise
Manager Cloud Control and installed and deployed the Enterprise Manager plug-in itself.

For details about these tasks, see Enterprise Manager Plug-in for Big Data Discovery Installation Guide.

About the Enterprise Manager

The Enterprise Manager Plug-in for Big Data Discovery extends Oracle Enterprise Manager Cloud Control to
add support for monitoring, diagnosing, and managing Big Data Discovery components.

The Enterprise Manager plug-in supports three targets for Oracle Big Data Discovery components — the
Cluster target, the Studio target, and the Dgraph target. The Dgraph target also includes information about the
Dgraph HDFS Agent (used for importing and exporting data into Hadoop).

In addition to providing support for targets, the plug-in has several customized features, such as support for
starting and stopping the Dgraph, and support for the Dgraph administrative operations.

The plug-in provides a convenient way to view and monitor logs, and also search Studio and Dgraph queries.

The Cluster target

The Dgraph target

Information about the Dgraph HDFS Agent
The Studio target

Roles and privileges for BDD targets
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Security credentials for BDD targets

Connecting to Studio over a secure port

The Cluster target

A Cluster target represents an entire Big Data Discovery cluster deployment, including the Studio and Dgraph
instances. The All Targets page provides a table that lists the Big Data Discovery clusters and corresponding
status (up or down).

For example:

All Targets Page Refreshed Jul 30, 2014 4:39:34 AMPDT ()

Refine Search View v  Search Target Name =+ Save Search  Saved Searches -

Target Name A Target Type Target Status  Pending Activation
BigDataCluster_clusterfju Oradle Big Data Discovery Cluster

E:"E‘:]t Status BigDataCluster_clusterfju_1 Oracle Big Data Discovery Cluster ﬁ

Platform

x86_64 (2)

Operating System

Linux (2}

Target Type Oracle Big Data Discovery Clus

Clicking a Cluster target in the table displays that cluster's home page. On this page, you can see the status
and name of each node in the cluster. In particular, on the Cluster page you can see which Dgraph is the
leader node (this is useful because some of the Dgraph administrative operations, such as merging index
data, can be run only from the leader node).

Some of the regions on the Cluster home page are standard to all Enterprise Manager plug-ins — such as the
Incidents region. Other regions, such as Studio Query Search, are unique to the plug-in for Oracle Big Data
Discovery. For example:

it BigDataCluster_clusterog82s @ [E] mgies. us.oracle.com
., Oradle Big Data Discovery Cluster « [5@ | Page Refreshed Aug 29, 2014 7:24:52 PM GMT
| Cluster Status | Cluster Nodes
View ~  Type ALL [=]
MName Type Status  Host
¥ W us. orade.com_BigDataDgraph Oracle Big Data Discovery Daraph & Wit us. oracle.com
Target U(3) S # us.oracle.com_BigDataDgraph Oracle Big Data Discovery Daraph 4 44l S, us.oracle.com
‘arget Up i 5
A7 Wt us.oradle.com_BigDataStudio Oracle Big Data Discovery Studio ﬁ gL, us. oracle.com
100%
» Incidents and Problems
> Studio Query Search (g
i Dgraph Request Search &~
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Clicking the Studio Query Search region displays search features that allow you to search all Studio queries
for a range of dates and identify any queries that took longer than the number of milliseconds you specify. For
example:

Studio Query Search

Start Dec31,20142:16:22F (B End Jan 15,2015 2:16:22p (R  Duration 2000 Record 50 e Export to File
Date Date [==ms) Count

View »

Timestamp Duration {ms) Type Request ID Session Id

You can also export these results to a file in Excel.

The Dgraph target

A Dgraph target lists information about a single Dgraph instance running on a host and includes information
about the Dgraph HDFS Agent associated with that Dgraph. You can view resource utilization, and search
Dgraph queries and export your search results to a file in Excel. You can also search and export the HDFS
Agent information.

Before accessing this page, set the default preferred credentials for the Dgraph target.

The Dgraphs folder page provides a table that lists all Dgraph nodes and each node's status (up or down).
For example:

Target Navigation [ Dgraphs Page Refreshed Aug 5, 2014 7:06:52 AM PDT C,
View - Nodes
®) BigDataCluster_gaCluster View v
[ Name Type Status Host
@) Wi cn.oradle.com_BigDataDgraph W4 cn.oracle.com_BigDataDgraph Oracle Big Data Discovery Dgraph & bej301481.cn.oracle.com
- ‘Zm;“ 45 %.cn.oracle.com_BigDataDaraph #.cn.oracle.com_BigDataDgraph Oracle Big Data Discovery Daraph & bej301741.cn.oracle.com
os

@) e % cn.oradle.com_BigDataStudio

Clicking a Dgraph target in the table displays that Dgraph's home page. This page provides a way to start and
stop the Dgraph. The Dgraph manages the Dgraph HDFS Agent, so starting or stopping the Dgraph also
starts or stops the Dgraph HDFS Agent. The page also provides the following regions that describe the
Dgraph node:

* A Summary region lists the basics about installation paths, general configuration, leader/follower
information, and so on. This Summary region also includes an area for the Dgraph HDFS Agent.

» A Resource Utilization region is about CPU and RAM usage for the Dgraph and Dgraph HDFS Agent on
that host.

* An Incidents and Problems region is standard to all Enterprise Manager plug-ins. This region allows you
to search, view, manage, and resolve incidents and problems impacting your environment.

» A Dgraph Request Search region allows you to search all Dgraph queries for a range of dates and
identify any queries that took longer than the number of milliseconds you specify. You can also export
your search results to a file in Excel.
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For example:
@& .oracle.ccom_Dgraph @ & oracle.com

.. Oracle Big Data Discovery Doraph » [ Start Up ] Shut Down

4 Summary
Dgraph

Status Target Up
Up Since Jan 8, 2015 11:25:04 PM
Availability (%) 100
Version 1.0.0.897134
Cluster Identifier clusterBdd
Leader Node TRUE
Host .oracle.com
Coordinator Host .oracle.com:2181
Web Service Port 7010
Bulk Load Port 7019
Process Id 24062
Installation /(lecaldisk/Test/Oracle/Middleware/BDD1.0/dgraph
Directory

HDFS Agent
Status Up

Port 7102
Process Id 24155

> Incidents and Problems

» Dgraph Request Search

Searching the Dgraph queries

Request Log File (localdisk/Test/Oracle/Middleware/BDD1.0/dgraph/bin/dgraph.reglog
Path

Out Log File Path /localdisk/Test/Oracle/Middleware/BDD1.0/logs/dgraph.out

Out Log File Path flocaldisk/Test/Oracle/Middleware/BDD1.0/logs/dgraphHDFSAgent.out

[5G | Page Refreshed Jan 15, 2015 2:31:58 PM PST

4 Resource Utilization
CPU
100
80
60
40

20

0
02:35PM
January 15 2015

W Cgraph Process CPU (%) [ HDFS Agent CPU (%%)

Memory
100
80

60

%

40

20

Table View

0
02:35 PM
January 15 2015

W Dgraph Process Memory (%) [l HDFS Agent Memory (%)

Table View

Clicking the Dgraph Request Search region lets you search all Dgraph queries for a range of dates and

identify any queries that took longer than the number of seconds you specify. For example:

| Dgraph Request Search

Start Date Oct 15,2014 2:31:59 P % End Date Jan 15, 2015 2:31:59 P EEB Duration {>ms)

View =
Timestamp Request ID Client IP Address Rbe;r:sse B

Jan 09, 2015 00:01:16 AM PST 1422566033832 ::ffff:10.182.74.107 672

Jan 09, 2015 00:01:13 AM PST 1421246989454 ::ffff:10.182.74.107 5490

Jan 09, 2015 00:01:11 AM PST 1421547850363 ::ffff:10.182.74.107 545

Jan 09, 2015 00:01:09 AM PST 1422733386730 ::ffff:10.182.74.107 545

Jan 09, 2015 01:00:05 AM PST 1421010092136 :=ffff:10.182.74.107 5488

Jan 09, 2015 00:01:08 AMPST - :ffff:10.182.74.107 561

Jan 09, 2015 00:01:16 AM PST 1422183739612 ::ffff:10.182.74.107 672

Jan 15, 2015 02:19:29 PM PST
Jan 12, 2015 06:19:57 PM PST

::ffff:10.182.74.107 604
+:ffff:10.182.74.107 604

330242
1687.72
1074.99
84548
412.9
338.51
220.26
89.35
89.23

Duratien (ms) Process Time (ms) Cod

HTTP

e

3300.31 200
1685.55 200
1071.68 200
841.12 200
410.97 200
336.71 200
218.32 200
87.11 200
87.24 200

50 Record Count

Response

HTTP URL Target Mame
fwsfingest clusterBdd-
Jwsfconversation  clusterBdd-
fwsfconfig clusterBdd-
fwis{config clusterBdd-
Jwsfconversation  clusterBdd-
fwsfadminf clusterBdd-
Jwsfingest clusterBdd-
Jwsfadmin clusterBdd-
fws{admin clusterBdd-

Exporting search results from the Dgraph target page to a file

You can export the results of your search to a file in Microsoft Office Excel.
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Search Export to File

.oracle.com_Dgraph
.oracle.com_Dgraph
.oracle.com_Dgraph
.oracle.com_Dgraph
.oracle.com_Dgraph
.oracle.com_Dgraph
.oracle.com_Dgraph
.oracle.com_Dgraph
.oracle.com_Dgraph
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To export to file, in the Dgraph target home page, enter the values for search and click the Search button,
then click Export to File.

Information about the Dgraph HDFS Agent

The Dgraph target contains a region for information about the Dgraph HDFS Agent. You can search export
activities, search ingest activities, and export searched results.

Searching export activities

In addition to the basic set of metrics for HDFS Agent, the Dgraph target also provides a command, HDFS
Agent Activity. Clicking Dgraph_target_name>HDFS Agent Activity displays a table indicating the start
and end time of each operation for exporting to HDFS, and the destination where the export file was written.

For example:
HDFS Agent Export Activity
Start Time Dec 31, 2014 2:41:28 PM [?‘(9 End Time | Jan 15, 2015 2:41:28 PM I?(B Duration {>=ms) 2000 Record Count 50 Search Export to File
View »
End Time Duration {ms) Hive Table Destination HDFS File Start Time

Searching ingest activities

In the plug-in, you can use a Search feature to search recent Ingest activities that have been run by the HDFS
Agent.

For example, you can search by date range, to list all the ingest activities during that time period.

Exporting searched results

You can export the results of your search to a file in Microsoft Office Excel, by using Export to File.

The Studio target

A Studio target represents a single Studio node running on a host. The Studios folder page provides a table
that lists all Studio nodes and each node's status.

For example:
Target Navigation #| studios Page Refreshed Jan 16, 2015 12:26:05 PM PST (%
View - Host Name Type Status -~

P dlusterTest worade.com A7 .oracle.com_Studio Oracle Big Data Discovery Studio aﬂn

w£| Dgraphs

.oracle.com_Dgraph
.oracle.com_Dgraph

.oracle.com_Studio

Clicking a Studio target in the table displays that Studio's home page and provides the following regions that
describe the Studio node:

* A Summary region lists the basics about target status, availability, installation paths, server status, and so
on.
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A Number of User Sessions region is about the total number of unique user sessions per day for the last
30 days.

e An Incidents and Problems region is standard to all Enterprise Manager plug-ins. This region allows you
to search, view, manage, and resolve incidents and problems impacting your environment.

e A Studio Query Search region lets you search all Studio queries for a range of dates and identify any
gueries that took longer than the number of specified milliseconds. You can also export your search
results to a file in Excel.

e A Portlet Server Execution Performance region displays running time for each portlet in Studio. (A
portlet is another name for a component on a page in Studio).

For example:

& oracle.com_Studio @ B
A7 Oracle Big Data Discovery Studio +

oracle.com

ﬁﬁ' Page Refreshed Jan 17, 2015 1:53:08 AM CST O

Summary

Status

Up Since
Availability
(%)
Version
Cluster
Identifier
Dgraph
Gateway
Status

Studic DB
Status
Host

Listen Port
Installation
Directory
WebLogic
Domain
Home
Studio

Number of User Sessions

Target Up
Jan 6, 2015 4:23:33 PM
100

1.0.20557
clusterTest

Up

Up
oracle.com
7003

[localdisk/Oracle/Middleware/user_projects/domains/bdd_domain/config/studio

[localdisk/Oracle/Middleware/user_projects/domains/bdd_domain

/bdd

12/31/14

7

0

01/04/15  01/05/15  01/06/15  01/07/15  01/13/15  01/14/15

Context
Path

Studio Path httpz/) ifbdd

» Incidents and Problems
» Studio Query Search

> Portlet Server Execution Performance

Tracking performance of Studio components

Clicking the Portlet Server Execution Performance region displays running times for each portlet
(component) in Studio.

For each portlet in Studio, the table tracks:
e Total number of queries or runs
* Total running time
* Average running time

e Maximum running time
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For example:

4 Portlet Server Execution Performance

Mame Count Total Time (ms) Avg Time (ms) Max Time (ms)
endecaavailablerefinementsportlet g 1928 214 725
endecabulkexportportiet 2 222 111 181
endecacatalognavigationportlet B 788 98 264
endecacatalogresultslistportet & 951 158 563
endecachartportlet 4 1966 491 120
endecadatasetssummaryportet 3 213 71 103
endecafooterportlet Z 234 117 166
endecamultiselectqueueportiet f 4820 BO3 3913
endecaresultstableportlet 7 1723 246 502
endecasearchboxportlet [ 557 92 267
endecaselectedrefinementsportlet 3 ] 213 406

Searching Studio queries

Clicking the Studio Query Search region lets you search all Studio queries for a range of dates and identify
any queries that took longer than the number of specified milliseconds. For example:

Studio Query Search

Start Dec31,20142:16:22F (B End Jan 15,2015 2:16:22p (R  Duration 2000 Record 50 e Export to File
Date Date [==ms) Count

View »

Timestamp Duration {ms) Type Request ID Session Id

Exporting search results from the Studio target page to a file
You can export the results of your search to a file in Microsoft Office Excel.

To export to file, in the Studio target home page, enter the values for search and click the Search button, then
click Export to File.

Roles and privileges for BDD targets

Only users with sufficient roles and permissions can perform operations, such as Start and Stop, on the
targets for Big Data Discovery.

The Enterprise Manager Cloud Control lets you use various roles and privileges, when working with targets
that you are managing. For information on how to create, grant and use roles and privileges, see the Oracle
Enterprise Manager Cloud Control Security Guide.

To make sure the BDD plug-in lets you perform the tasks you need for the Big Data Discovery, you, as the
administrator of Enterprise Manager, must:

» Have a super user privilege, or
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e Have both of these privileges:

e "Operator" privilege for the host target on nodes where the Big Data Discovery product is installed.
(This is because host commands are used by the Enterprise Manager, to operate on BDD targets.)

e "Create job" privilege for the host targets on nodes where the Dgraph is installed. (This is because
Enterprise Manager jobs are used to start and stop the Dgraph.)

Security credentials for BDD targets

The plug-in is configured in a way that lets it discover and work with targets that are deployed in either secure
mode (SSL), or non-secure mode. The plug-in also relies on preferred credentials for two of the Big Data
Discovery targets — Dgraph and Studio, and sets them automatically at discovery time to the host credential.
Many features of the plug-in depend on these credentials being set.

About security credentials in the plug-in

By default, the preferred credentials in the plug-in are set for two targets — Dgraph and Studio, and they are
set with a host credential. It is important to have these credentials set so that the plug-in behaves correctly.

You can always set your own credentials. To do so, go to Setup >Security>Preferred Credentials, and on
the Security page, select the target, and click Manage Preferred Credentials. For complete details about
providing preferred credentials during the target discovery process, see the topic "Setting preferred credentials
for a target", http://docs.oracle.com/cd/E24628 01/timesten.121/e28645/install.htm#TTEMP604, in the
Enterprise Manager System Monitoring Plug-in for Oracle TimesTen In-Memory Database User's Guide.

If the preferred credentials are not set

The following table list instances where the plug-in does not behave as expected, if the default credentials are
not used or if you have not set your own credentials:

Target Feature Behavior if credential is not set

Dgraph On the Cluster target home The leader node is not identified.
page, indicate which Dgraph
node is the leader node.

Dgraph On the Dgraph target home The leader node is not identified, and the status of
page, indicate the leader node | HDFS Agent is not listed (empty).
and the status of the HDFS

Agent.
Dgraph Dgraph request search. An error is issued for the Dgraph target: Def aul t
preferredcredential s are not set.
Dgraph Dgraph administration For each operation, an error is issued for the Dgraph
operation target: Def aul t preferredcredential s are
not set.
Dgraph Start up and shut down the An error is issued for the Dgraph target: Def aul t
Dgraph preferredcredential s arenot set.
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Target Feature Behavior if credential is not set

Dgraph View log messages for the The function is disabled without any warning.
Dgraph target.

Studio On the Studio target home The status of the Dgraph Gateway is empty.
page, monitor the Dgraph
Gateway status

Dgraph, Studio View log messages for Cluster | The function is disabled without any warning.
target.

Studio View log messages for Studio | The function is disabled without any warning.
target.

Connecting to Studio over a secure port

When Studio's outward-facing port is configured securely (with reverse proxy), the plug-in uses the same port
to also connect to Studio in secure mode.

To establish a secure connection, you need to provide the plug-in with the SSL Keystore/Trust Keystore
information.

Before installing Big Data Discovery, you can configure options in bdd. conf for a secure installation of Studio
within WebLogic Server. For information, see the Installation and Deployment Guide. That guide also
describes how you can set up Studio to use a reverse proxy, after the installation.

If Studio is not deployed securely, the Guided Discovery process of the plug-in determines this fact and does
not let you provide SSL information during target discovery process in the plug-in. In such cases, to make sure
that the plug-in uses the secure port for Studio in BDD 1.0, you should manually provide information about
SSL for a Studio target in the plug-in by setting the monitoring credentials. For information on setting
monitoring credentials within Enterprise Manager plug-in, see

https://docs.oracle.com/cd/E24628 01/doc.121/e36415/sec_features.htm#sthref208 in the Enterprise Manager
Cloud Control Security Guide.

When Studio is configured with SSL, the following requirements apply for monitoring Studio with Enterprise
Manager plug-in:

 If Studio is configured in one-way SSL mode, provide only the Trust Keystore to the plug-in.

 If Studio is configured in two-way SSL mode, provide both the Keystore and Trust Keystore to the plug-in.
In addition, these two requirements apply to the two-way SSL mode:

e The password of the private key must be the same as the password of the Keystore.

 If the Keystore contains more than one key pair, the key pair you want to use must be listed first
among all the keys in the Keystore.
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Starting and stopping the Dgraph using Enterprise Manager
The Dgraph home page in Enterprise Manager has Start Up and Shut Down commands to manually start
and stop the Dgraph and the Dgraph HDFS Agent as necessary.

f Note: The Dgraph process manages the Dgraph HDFS Agent process, so starting or stopping the
Dgraph also starts or stops the HDFS Agent.

You can start up, and shut down one Dgraph instance at a time.

The start and stop commands run as jobs in Enterprise Manager that you can monitor. For example:

& .oracle.com_Dgraph @ g Loracle.com
.o Oracle Big Data Discovery Dgraph = [ Start Up  [CJ) Shut Down -3

Big Data Discovery - Start Dgraph

Click Submit to start up both Dgraph and HDFS Agent.
Submit

@ Important: Ensure that the preferred credentials for the Dgraph have been set with Host Credentials.

Generally, the commands run quickly and return a SUCCEEDED or FAILED status.

Logging for Big Data Discovery targets in Enterprise
Manager

Enterprise Manager provides standard logging controls to list, view, search, and download the log files for the
Big Data Discovery targets. You can also group logging messages from each target by host, host IP address,
or other parameters.

Viewing log messages

For the Cluster target, to view and search logs for all targets (Cluster, Dgraph, and Studio), select <target
name>>Logs>View Log Message in Enterprise Manager.

For the Dgraph or Studio target, to view and search logs, use the same command for each target.

The Log Messages page displays the standard logging controls for any target in Enterprise Manager. For
example:

Log Messages
Search

Save Search  Saved Searches = [ ~ |TargetlogFiles..| Manual Refresh [=]

Date Range  Most Recent El 10 MinutesE|
* Message Types Incident Error EIErrur DWarning D Natification D Trace @ Unknown i

*search @) Selected Fields () All Fields -

* Search Mode @) Online Logs ) Archive Logs ©) Both ‘

Search

View =  Show Messages [=] | View Related Messages Export Messages to File
Execution Context

Time A~ Message Message ID  Message z Archive Log File
Type ECID Relationship ID

(Mo messages matched the search criteria.)
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From this page, you can click Target Log Files... to view a list of the logs for the target and download the logs

if desired. For example:
Loqg Files

View = View Log File Download

MName

dgraph.reglog
dgraph-I|
dgraph.reqlog.18543.0
dgraph-

dgraph-

dgraph-’
dgraph.reglog.11083.1
dgraph-
dgraph.reglog.11083.0
dgraph-

dgraph-

dgraph-

dgraph.out
dgraphHDFSAgent.out

.ebb

.ebb
.ebb
.ebb

ebb
.ebb

.ebb
.ebb

Grouping messages in the log viewer

For all Big Data Discovery targets, you can group log messages.

Directory
[localdisk/Oracle/Middleware/BDD1.0/dgraph/bin/
flocaldisk/Oracle/Middleware/B0DD1.0/dgraph/bin/
flocaldisk/Oracle/Middleware/B0DD1.0/dgraph/bin/
[localdisk/Oracle/Middleware/BDD1.0/dgraph/bin/
flocaldisk/Oracle/Middleware/B0DD1.0/dgraph/bin/
[localdisk/Oracle/Middleware/BDD1.0/dgraph/bin/
flocaldisk/Oracle/Middleware/B0DD1.0/dgraph/bin/
flocaldisk/Oracle/Middleware/B0DD1.0/dgraph/bin/
[localdisk/Oracle/Middleware/BDD1.0/dgraph/bin/
flocaldisk/Oracle/Middleware/B0DD1.0/dgraph/bin/
[localdisk/Oracle/Middleware/BDD1.0/dgraph/bin/
flocaldisk/Oracle/Middleware/B0DD1.0/dgraph/bin/
flocaldisk/Oracle/Middleware/B0D1.0/logs/
[localdisk/Oracle/Middleware/BDD1.0/logs/

To group messages by a parameter, such as by host, in the Log Messages page, select a parameter from

the drop-down menu. For example:

Enterprise Manager Cloud Control 12¢

fe Enterprse > (E) Targets = o Favortes (@ History »

Target Navigation 4 ..com_Studio ®

FY
View ~ ' Orade Big Data Dscovery Studio «

.
+*a cluster(509 busgt5913.us.oracke.com_Studio >

* Message Types | | Incident Emor

o e o _n_Studio|

@) selected

Search

Show Messages
Messages

Group by ECID, Relstionship ID
b

8p 12, 2014 1% Group by Host IP Address
ep 12, 2014 13 Group by Incident ID
d 4 Group by Message Type

Ep 12, 2014 17
’ | Group by Message ID
op 12, 2014 12 Group by Module
Seph\12, 2014 13 Group by Target

+ Group by Thread ID

Sep 1 014 11 i Bl
Sep 12, 244 1 FETIOPRCST
Sep 12, 2014 I'mg; Warming
Sep 12, 2014 1:48:30 PR ol

Varmng
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«¥| Dgraphs Log Messages

" b...‘.n’l-tn-\ wam e ol “ﬂ_Dg[aph

¥ Leseisesc. . vmse. .o, Doraph Search

&5 bemsiSSos _Doraph *= Search Mode (@) Oniine Logs') Archive Lags
v
£ Studios Diate Range

Al s 1_Studio

|Error [¥] waming |

El View Nelted Messages

Both

Time Interval [ %] Start Date Sep 8, 2014 5:29:35 PI [fHEnd Date Sep 18, 2014 5:29:351 (B

| Hotification [”] Trace [T unknown

Al Fields

Export Messages to Fle | =
Message

A JNDI data source is not configul
Liferay & configured to use Hypen
Attempted to persst a Hadoop &
0ld Hadoop Setting [id:33, key:df.
A C3IPORegstry mbean is akeady r
Portlet with the name endecatrar
As secure authentication & not re
You are not using the https prote
You are not using the https protc
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Configuring verbose logging for a Dgraph target

The Dgraph has logging enabled by default. The Dgraph target uses additional logging variables to enable or
disable verbose logging. You can enable verbose logging for a Dgraph node, as a whole, or for a limited set of
search features that are run by the Dgraph process on a node.

The logging variables apply to a single Dgraph, and not to all Dgraph nodes in a cluster.

For each Dgraph target, you can set the following logging variables:

Variable Description

ver bose Enables verbose logging for a Dgraph node.

request ver bose Prints verbose logging about each query request to st dout .

t ext sear chr el rankver bose Enables verbose logging about relevance ranking during query
processing.

t ext sear chspel | ver bose Enables verbose logging for spelling correction features.

dgr aphper f ver bose Enables verbose logging for performance debugging messages
during core Dgraph navigation computations.

To configure verbose logging for a Dgraph target:
1. Log in to Enterprise Manager Cloud Control.

2. Select a Dgraph target.
3. From the Dgraph target menu, select Administration>Log Configuration.

The following options display:
| dgraph Log Configuration

Enable Dizable

Logging Variable Status select All [C]
verbose false ]
requestverbose false [
textzearchrelrankverbose falze El
textsearchspellverbose false ]
dgraphperfverbose false [

4 | 1]
4. Select a logging variable for the Dgraph, or for the search feature as described above.

Once selected, the Enable and Disable options become available.

5. Click Enable.
After enabling a logging variable, its status changes to t r ue.

The change takes effect immediately. You do not need to restart the Dgraph.
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Dgraph Administration Operations in Enterprise Manager

This section describes the Administration menu of options for the Dgraph target in the Enterprise Manager.

The Administration menu of the plug-in contains operations for viewing and resetting the statistics page for
the Dgraph, as well as operations for saving and downloading Dgraph Tracing Utility data, flushing the cache,
rolling the logs, and merging the index files for the Dgraph.

You can choose any operation by clicking the Dgraph target, and selecting Administration:

— "

[ startUp [ Shut Down

w  General Information  Index

Monitaring

i Control ¥ nsaction Id Time Queued
Logs 3
Job Activity
Information Publisher Reports
Start Up
Shut Down
Administration 3 Dgraph Statistics
HOFS Agent Activity Merga
Configuration 3 Log Configuration
Compliance Y Reset Dgraph Statistics
Target Setup , Save Current Trace Data
Target Sitemap Roll Log
Target Information Flush Cache

1

Viewing Dgraph statistics

Resetting Dgraph statistics

Flushing the Dgraph cache

Merging index updates in the Dgraph
Rolling the Dgraph request log
Saving trace data for the Dgraph

Downloading Dgraph trace files
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Viewing Dgraph statistics

You can view Dgraph statistics for any Dgraph managed by Enterprise Manger Cloud Control.

To view Dgraph statistics:
1. Log in to Enterprise Manager Cloud Control.

2.  Select a Dgraph target.

3.  From the Dgraph target menu, select Administration>Dgraph Statistics.

A page with six tabs displays. For example:

Job Status = Performance Summary =~ General Information ~ Index Preparation = Cache  Details

Most Expensive Queries By
Query1:20717602.00ms - "[ws/conversation: 455"
Query2:87209.12ms - "fws/conversation: 452"
Query3:65509.93ms - "/ws/conversation: 459"
Query4:44102.00ms - "fws/conversation:464”
Query5:30102.78ms - "fws/admin: 456"
Queryf:25560.62ms - "fws/conversation: 476"
Query7:14753.66ms - "fws/eql_parser:458"
QueryB:14115.50ms - "fws/admin:521"
Query9:13259.07ms - "fws/conversation: 443"
Query10:9257.82ms - "fws/conversation: 477"

1 Hotspots B

What Num Average Standard Deviation Min Max Total

Spell engine [t} nan ms nan ms nan ms nan ms 0 ms

Page render 0  nanms nan ms nan ms nan ms 0 ms

Page render/record list 94 186.536ms 792,18 ms 0.180176 ms  5208.11ms 17534.4 ms

Record sort initialization 94  0.00211675 ms 0.000754736 ms  0.000976562 ms 0.00415039 ms 0.198975 ms

Query results sorting [t} nan ms nan ms nan ms nan ms 0 ms

Prefetching horizontal records 127 119.244ms  616.786 ms 0.0215727 ms  4392.98 ms 15144 ms

Heap sort [t} nan ms nan ms nan ms nan ms 0 ms

Insertion sort time 0  nan ms nan ms nan ms nan ms 0 ms

Preprocessing for comparison sorts 0 nan ms nan ms nan ms nan ms 0 ms

Snippeting 0 nan ms nan ms nan ms nan ms 0 ms B

 Results By

» Server By

»* Navigation B

> Record Sorting B

> EVE Record Sorting B

» Property Navigation &

> Cache Warming -

> Disk Usage el

» Search B
e

4.  Click the tab and then region you want to examine. The statistics is intended for Oracle Support.

Resetting Dgraph statistics

You can reset Dgraph statistics for any Dgraph managed by Enterprise Manger Cloud Control plug-in.

This option runs against a single Dgraph and resets all statistics displayed on the Dgraph Statistics pages.
This option is useful if you want to view the statistics information for a single request: you reset statistics, issue
a query, and inspect the updated statistics.

To reset the Dgraph statistics:
1. Log in to Enterprise Manager Cloud Control.

2. Select a Dgraph target.
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3.  From the Dgraph target menu, select Administration>Reset Dgraph Statistics.
A confirmation page displays.
After you confirm, the following status displays:
Dgraph Admin Operation Result

Successfully sent a request to reset the Dgraph Statistics.

Flushing the Dgraph cache

You can flush the cache of any Dgraph managed by Enterprise Manager.

This option runs against a single Dgraph. This option is useful if you are debugging query problems: you can
approximate cold-start or post-update performance by clearing the Dgraph cache prior to running a request.

To flush the Dgraph's cache:
1. Log in to Enterprise Manager Cloud Control.
2.  Select a Dgraph target.
3.  From the Dgraph target menu, select Administration>Flush Cache.
A confirmation page displays.

After you confirm, the following status displays:

Dgraph Admin Operation Result

Successfully sent a request to flush the Dgraph cache.

Merging index updates in the Dgraph

You can force a merge of incremental updates into the index, or you can change the index merge policy of
any Dgraph node managed by Enterprise Manger Cloud Control plug-in.

An index merge policy controls how the Dgraph manages its index files. A balanced index merge policy is
used by default, and, in the majority of deployments, you do not need to change it. For information about index
merging policy options and when to apply them, see Managing an index merge policy on page 41.

This option runs against a single Dgraph. Additionally, the option must run against the leader node, or the
operation fails. To identify the leader node, check the Cluster target page.

To merge updates to the index in the Dgraph:
1. Log in to Enterprise Manager Cloud Control.

2. Select a Dgraph target.
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3.  From the Dgraph target menu, select Administration>Merge.

The following options display:

Dgraph Merge Operation

Operation 7 Foree Merge @ Change merge policy
Merge Policy ) galanced @ Aggressive
Submit

4.  Select an operation and policy.
5.  Click Submit.

Rolling the Dgraph request log

You can roll the Dgraph request log over to a new file for any Dgraph managed by Enterprise Manger Cloud
Control plug-in. This option runs against a single Dgraph.

To roll the Dgraph's request log:
1. Log in to Enterprise Manager Cloud Control.
2.  Select a Dgraph target.
3. From the Dgraph target menu, select Administration>Roll Log.
A confirmation page displays.
After you confirm, the following status displays:
Dgraph Admin Operation Result

Successfully rolled a log file for the Dgraph request log.

Saving trace data for the Dgraph
You can save trace-level information to a file for any Dgraph managed by Enterprise Manger Cloud Control
plug-in.

The Dgraph Tracing Utility runs automatically while the Dgraph is running. It stores the Dgraph target trace
data it collects in trace files (. ebb).

Saving the trace data for the Dgraph is useful when working with Oracle Support to debug and diagnose
issues. This option runs against a single Dgraph. The output file is referred to as a "blackbox" file and is
named on- demand. pi d. ebb.

To save the Dgraph's trace data:
1. Log in to Enterprise Manager Cloud Control.

2. Select a Dgraph target.
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3. From the Dgraph target menu, select Administration>Save Current Trace Data.
A confirmation page displays.

After you confirm, the following status displays:

Dgraph Admin Operation Result

Successfully created and saved a blackbox file for the Dgraph Tracing Utility.

Unlike other types of log files, you can't view the Tracing Utility files in Enterprise Manager. Therefore, after
you have saved the current trace data for the Dgraph, you may need to download it, to share with Oracle
Support.

Downloading Dgraph trace files

The Dgraph Tracing Utility runs automatically while the Dgraph is running.

The Tracing Utility stores the Dgraph target trace data it collects in trace *. ebb files. The files are intended for
use by Oracle Support. Unlike other types of log files, you cannot view the Tracing Utility files in Enterprise
Manager. You can, however, download them from the Log Messages page.

To download a Tracing Utility file for the Dgraph target:
1. Log in to Enterprise Manager Cloud Control and select a Dgraph target.
2. From the Dgraph target menu, select Logs>View Log Messages.
This opens the Log Messages page.
3. Inthe Log Messages page, click Target Log Files....

This opens the Log Files page, which lists the Dgraph target's log files. Tracing Utility files have the
. ebb file extension and have a Log Type of Trace.

Log Files

View View Log File Download

MName

dgraph.raglog

dgraph.out
dgraph-busgf1303-sigsequ-20140929-110816-212-0-pid26030.ebb
dgraph-busgf1303-sigsegv-20140929-065301-631-0-pid24993.ebb
dgraph-busgf1303-sigsegv-20140929-015053-059-0-pid1761.ebh
DgraphHDFSAgent.out

Rows Selected 1

4.  Click on a Tracing Utility file to select it, then click Download.

The selected Tracing Utility file is downloaded to your machine.
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Studio logging helps you to monitor and troubleshoot your Studio application.

About logging in Studio

About the log4j configuration XML files

About the main Studio log file

About the metrics log file

Configuring the amount of metrics data to record
Adjusting Studio logging levels

Using the Performance Metrics page to monitor query performance

About logging in Studio

Studio uses the Apache log4j logging utility.
The Studio log files include:
* A main log file with most of the logging messages
» A second log file for performance metrics logging
The log files are generated in both the standard log4j format, and the ODL (Oracle Diagnostic Logging) format.

You can also use the Performance Metrics page of the Control Panel to view performance metrics
information.

For more information about log4j, see the Apache log4j site, which provides general information about and
documentation for log4j.

About the log4j configuration XML files

The primary log configuration is managed in port al -1 og4j . xm , which is packed inside the portal
application file WEB- | NF/ | i b/ portal -inpl.jar.

The file is in the standard log4j XML configuration format, and allows you to:
» Create and modify appenders
» Bind appenders to loggers

» Adjust the log verbosity of different classes/packages
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By default, por t al -1 og4j . xm specifies a log verbosity of INFO for the following packages:
e com endeca
e com endeca. portal . net adat a
e com endeca. portal .instrumentation

It does not override any of the default log verbosity settings for other components.

/s Note: If you adjust the logging verbosity, it is updated for both log4j and the Java Utility Logging
/ Implementation (JULI). Code using either of these loggers should respect this configuration.

About the main Studio log file

For Studio, the main log file (bdd- st udi o. | og) contains all of the log messages.

By default the bdd- st udi o. | og is stored in the WebLogic domain at
$MW HOVE/ user _pr oj ect s/ domai ns/ bdd_donai n/ <ser ver Name>/ | ogs (where serverName is the
name of the Managed Server in which Studio is installed).

The main root logger prints all messages to:
» The console, which typically is redirected to the application server's output log.
* bdd- st udi o. | og, the log file in log4j format.

* bdd- st udi o-odl . | og, the log file in ODL format. Also stored in
$MW HOVE/ user _pr oj ect s/ domai ns/ bdd_domai n/ | ogs

The main logger does not print messages from the com endeca. portal . i nstrument ati on classes.
Those messages are printed to the metrics log file.

About the metrics log file

Studio captures metrics logging, including all log entries from the com endeca. portal . i nstrunentati on
classes.

The metrics log files are:
* bdd-studi o-metrics. | og, which is in log4j format.
* bdd-studi o-metrics-odl .| og, which is in ODL format.
Both metrics log files are created in the same directory as bdd- st udi o. | og.

The metrics log file contains the following columns:

Column Name Description

Total duration (msec) The total time for this entry (End time minus Start time).

Start time (msec since | The time when this entry started.

epoch) For Dgraph Gateway queries and server executions, uses the server's clock.

For client executions, uses the client's clock.
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Column Name

Description

End time (msec since
epoch)

The time when this entry was finished.
For Dgraph Gateway queries and server executions, uses the server's clock.

For client executions, uses the client's clock.

Session ID The session ID for the client.

Page ID If client instrumentation is enabled, the number of full page refreshes or actions
the user has performed. Used to help determine how long it takes to load a
complete page.

Some actions that do not affect the overall state of a page, such as displaying
attributes on the Available Refinements panel, do not increment this counter.

Gesture ID The full count of requests to the server.

Portlet ID This is the ID associated with an individual instance of a component.

It generally includes:

e The type of component

e A unique identifier
For example, if a page includes two Chart components, the ID can be used to
differentiate them.

Entry Type The type of entry. For example:

» PORTLET_RENDER - Server execution in response to a full refresh of a
component

» DI SCOVERY_SERVI CE_QUERY - Dgraph Gateway query

* CONFI G_SERVI CE_QUERY - Configuration service query

* SCONFI G_SERVI CE_QUERY - Semantic configuration service query
 LQ._PARSER_SERVI CE_QUERY - EQL parser service query

e CLI ENT - Client side JavaScript execution

» PORTLET_RESQURCE - Server side request for resources

e PORTLET_ACTI ON - Server side request for an action

Miscellaneous

A URL encoded JSON object containing miscellaneous information about the
entry.
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Configuring the amount of metrics data to record

To configure the metrics you want to include, you use a setting in port al - ext . properti es. This setting
applies to both the metrics log file and the Performance Metrics page.

The metrics logging can include:
* Queries by Dgraph nodes.
» Portlet server executions by component. The server side code is written in Java.

It handles configuration updates, configuration persistence, and Dgraph queries. The server-side code
generates results to send back to the client-side code.

Server executions include component render, resource, and action requests.

» Component client executions for each component. The client-side code is hosted in the browser and is
written in JavaScript. It issues requests to the server code, then renders the results as HTML. The client
code also handles any dynamic events within the browser.

By default, only the Dgraph queries and component server executions are included.

You use the df . per f or mancelLoggi ng setting in port al - ext. properti es to configure the metrics to
include. The setting is:

df . performancelLoggi ng=<netrics to include>

Where <metrics to include> is a comma-separated list of the metrics to include. The available values to
include in the list are:

Value Description

QUERY If this value is included, then the page includes information for Dgraph queries.

PORTLET If this value is included, then the page includes information on component server
executions.

CLI ENT If this value is included, then the page includes information on component client
executions.

In the default configuration, where only the Dgraph queries and component server executions are included,
the value is:

df . per f or mancelLoggi ng=QUERY, PORTLET

To include all of the available metrics, you would add the CLI ENT option:
df . per f or mancelLoggi ng=QUERY, PORTLET, CLI ENT

Note that for performance reasons, this configuration is not recommended.

If you make the value empty, then the metrics log file and Performance Metrics page also are empty.

df . perf or mancelLoggi ng=
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Adjusting Studio logging levels

For debugging purposes in a development environment, you can dynamically adjust logging levels for any
class hierarchy.

/\ Note: When you adjust the logging verbosity, it is updated for both | og4j and the Java Utility Logging
/ Implementation (JULI). Code using either of these loggers should respect this configuration.

Adjusting Studio logging levels:

1. Inthe Big Data Discovery header, click the Control Panel icon.
2. Choose Server>Server Administration .
3. Click the Log Levels tab.
4.  On the Update Categories tab, locate the class hierarchy you want to modify.
5.  From the logging level drop-down list, select the logging level.
f Note: When you modify a class hierarchy, all classes that fall under that class hierarchy also
are changed.
6. Click Save.

Using the Performance Metrics page to monitor query
performance

The Performance Metrics page on the Control Panel displays information about component and Dgraph
Gateway query performance.

It uses the same logging data that is recorded in the metrics log file.

However, unlike the metrics log file, the Performance Metrics page uses data stored in memory. Restarting
Big Data Discovery clears the Performance Metrics data.
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For each type of included metric, the table at the top of the page contains a collapsible section.

Performance Metrics

Performance Metrics

Name a

¥ Oracle Endeca Server Queries

adventureworks
adventureworks_2
adventureworks_rw
bizwine

bizwine_rw

default

free-for-all
ps_205_fSeal4fe-61d...
ps_206_ed119543-05...
ps_216_1d598b3d-21...
ps_217_32a251de-26...
ps_231_2ded4d77f-13...
ps_234_3aa997e2-ca...

ne 270 G2~NATAG R

For each data source or component, the table tracks:

Count

28
40

Total Time, ms

6980
T3
159285
132479
195181
734544
63290
3814
100603
16810
574
598
1860

47R4

e Total number of queries or executions

» Total execution time
» Average execution time

* Maximum execution time
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Avg Time, ms

249
178
17
289
367
178
236

1212
182
574
598
186

R4

Max Time, ms

2603
543
4840
2928
4281
3245
2184
649
9567
3343
574
598
1052

m
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For each type of included metric, there is also a pie chart summarizing the average query or execution time

per data source or component.

Oracle Endeca Server Queries by Avg Time, ms

3

B adventureworks ps_305_85997bae-1f09-423c-a911-39d0ad9b9dd

ps_206_ed1f9543-05cf-40ff-b124-408345adeala ||| ps_258_c3ac223c-391b-4cc7-9802-175caad3937e
adventureworks_2 [l bizvine ps_239_92c03749-ffGe-4d6d-b30b-fe3440124753
ps_231_2de4d77f-136d-467b-Bede-063306e1d485 ps_291_24000ef1-ff09-49ef-80d0-368638f670a2
ps_217_32a251de-2672-4d45-8d23-b257361f3c83 [l ps_234_322997e2-cale-4d59-8fbd-able58fde32c
B default adventureworks_rw [l bizwine_rw [l ps_216_1d598b3d-218e-4945-938e-b16136ee09ef

W free-for-all [l ps_205_fSeaidfe-61dd-4dd1-8e70-175ad02bbo08

Portlet Server Executions by Avg Time, ms

&.
PN

B endecaaboutportiet endecadataexplorerportiet

e

/

endecaviewmanagerportlet

page often uses multiple Dgraph Gateway queries.
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This section describes logging for the Dgraph.

Dgraph request log and stdout/sterr log

Dgraph request log and stdout/sterr log

Any Dgraph node creates two logs.

You can use these Dgraph logs to troubleshoot queries, or to track performance of particular queries or
updates. The Dgraph logs are text files.

Collecting debugging information for the Dgraph

Before attempting to debug an issue with the Dgraph, collect the following information:
* A zip file containing the Dgraph request log and stdout/sterr log for the Dgraph instances.
» Hardware specifications and configuration.

» Description of the BDD cluster deployment. How many nodes are hosting Dgraph instances in your BDD
deployment? Are Dgraph instances hosted on nodes that also host other components of BDD, or are the
hosting machines dedicated to hosting only the Dgraph instances?

» The data from the Dgraph Statistics page. See About Dgraph statistics on page 45.

» Description of which Dgraph instance is affected.

Dgraph request log

The Dgraph request log (also called the query log) contains one entry for each request processed. The
requests are sorted by their timestamp.

The request log name and storage location is specified by the Dgraph - - | og flag. By default, the name and
location of the log file is set to:

$BDD_HOVE/ dgr aph/ bi n/ dgr aph. reql og
The format of the Dgraph request log consists of fourteen fields, which contain the following information:
» Field 1: Timestamp (UNIX Time with milliseconds).
» Field 2: Client IP Address.
» Field 3: Outer Transaction ID, if defined.
» Field 4: Request ID.
» Field 5: Response Size (bytes).
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e Field 6: Total Time (fractional milliseconds).

e Field 7: Processing Time (fractional milliseconds).

e Field 8: HTTP Response Code (0 on client disconnect).
e Field 9: - (unused).

e Field 10: Queue Status. On request arrival, the number of requests in queue (if positive) or the number of
available slots at the same priority (if negative).

» Field 11: Thread ID.
e Field 12;: HTTP URL (URL encoded).
e Field 13: HTTP POST Body (URL encoded; truncated to 64KBytes, by default; - if empty).
e Field 14: HTTP Headers (URL encoded).
Note that a dash (-) is entered for any field for which information is not available or pertinent.

By default, the Dgraph truncates the contents of the body for POST requests at 64K. This default setting
saves disk space in the log, especially during the process of adding large numbers of records to the data
domain. If you need to review the log for the full contents of the POST request body, contact Oracle support.

Dgraph stdout/stderr log

The Dgraph redirects its stdout/stderr output to the log file specified by the Dgraph - - out flag. By default, the
name and location of the file is:

$BDD_HOVE/ | ogs/ dgr aph. out

You can specify a new log location by changing the DGRAPH_QOUT_FI LE parameter in the bdd. conf file and
then restarting the Dgraph.

The Dgraph stdout/stderr log includes startup messages as well as warning and error messages. You can
increase the verbosity of the log via the Dgraph - v flag. You can also set the logging variables to toggle

logging verbosity for specified features, which are described in Configuring verbose logging for a Dgraph
target on page 132.

Note that the Dgraph stdout/stderr log reports startup and shutdown times (and other informational messages)
using the system's local time zone, with no zone label displayed, but displays warning and error messages in
UTC.

Using grep on the Dgraph request log

When diagnosing performance issues, you can use gr ep with a distinctive string to find individual requests in
the Dgraph request log. For example, you can use the string:

val ue3D¥22Ref r eshDat e

If you have Studio, it is more useful to find the X- Endeca- Portl et -1d HTTP Header for the portlet sending
the request, and grep for that. This is something like:

X- Endeca- Portlet-Id:
endecaresul tslistportlet_WAR endecaresul tslistportlet_| NSTANCE 5RKp_LAYOUT_11601

As an example, if you set:
PORTLET=endecar esul tsli stportlet_ WAR endecaresul tslistportlet_| NSTANCE_5RKp_LAYOUT_11601
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then you can look at the times and response codes for the last ten requests from that portlet with a command
such as:

grep $PORTLET Di scovery.reglog | tail -10 | cut -d ' ' -f 6,7,8

The command produces output similar to:

20. 61 20.04 200
80.24 79.43 200
19.87 18.06 200
79.97 79.24 200
35.18 24.36 200
87.52 86.74 200
26.65 21.52 200
81. 64 80.89 200
28.47 17.66 200
82.29 81.53 200

There are some other HTTP headers that can help tie requests together:
» X-Endeca-Portl et-1d— The unique ID of the portlet in the application.
* X- Endeca- Sessi on-1d — The ID of the user session.

* X- Endeca- Gesture-1d— The ID of the end-user action (not filled in unless Studio has CLIENT logging
enabled).

» X- Endeca- Request - I d — If multiple dgraph requests are sent for a single Dgraph Gateway request,
they will all have the same X- Endeca- Request - | d.

Oracle® Big Data Discovery: Administrator's Guide Version 1.0.0 « Revision A « March 2015



e g Chapter 20
e'in :
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This section describes the logging of the Dgraph Gateway process in the WebLogic Server domain.

Dgraph Gateway logs

Dgraph Gateway log entry format
Dgraph Gateway log entry information
Logging configuration

Customizing the HTTP access log

Dgraph Gateway logs
Dgraph Gateway uses the Apache Log4j logging utility for logging and its messages are written to WebLogic
Server logs.

The BDD installation creates a WebLogic domain (bdd_domain is the default name), that has both an Admin
Server and a Managed Server. The Admin Server is named AdminServer while the Managed Server has the
same name as the host machine. Both the Dgraph Gateway and Studio are deployed into the Managed
Server.

There are two sets of logs for the two different servers:

» Logs in the $BDD_DOVAI N/ ser ver s/ Admi nSer ver/ | ogs directory are for the Admin Server.

* Logs in the $BDD_DOVAI N/ ser ver s/ <Ser ver Nanme>/ | ogs directory are for the Managed Server.
There are three types of logs:

* WebLogic Domain Log

* WebLogic Server Log

» Application logs

Because all logs are text files, you can view their contents with a text editor. You can also view entries from
the WebLogic Administration Console.

By default, these log files are located in the $DOVAI N_HOVE/ ser ver s/ Admi nSer ver /| ogs directory (for
the Admin Server) or one of the $DOVAI N_HOVE/ ser ver s/ <ser ver Nane>/ | ogs directories (for a
Managed Server) . For example, if bdd is the name of your domain and web004.us.example.com is the
name of the Managed Server, then the Managed Server logging path might be:

/'l ocal di sk/ Oracl e/ M ddl ewar e/ user _pr oj ect s/ donmai ns/ bdd/ ser ver s/ web004. us. exanpl e. cont | ogs

Because all logs are text files, you can view their contents with a text editor. You can also view entries from
the WebLogic Administration Console.
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WebLogic Domain Log

The WebLogic domain log is generated only for the Admin Server. This domain log is intended to provide a
central location from which to view the overall status of the domain.

The name of the domain log is:
$BDD_DOVAI N/ ser ver s/ Admi nServer/ | ogs/ bdd_donai n. | og
This assumes that bdd_donai n is the name of the WebLogic domain.

The domain log is located in the $DOMAI N_HOVE/ ser ver s/ Admi nSer ver/ | ogs directory. For example, if
bdd is the name of your domain, then the path of the log file might be:

/'l ocal di sk/ Oracl e/ M ddl ewar e/ user _pr oj ect s/ donei ns/ bdd/ server s/ Adm nServer/ | ogs/ bdd_donsi n. | og

For more information on the WebLogic domain and server logs, see the "Server Log Files and Domain Log
Files" topic in this page:
http://docs.oracle.com/cd/E24329_01/web.1211/e24428/logging_services.htm#WLLOG124

WebLogic Server Log
A WebLogic server log is generated for the Admin Server and for each Managed Server instance.
The default path of the Admin Server server log is:

$BDD_DOVAI N/ ser ver s/ Admi nServer /| ogs/ Adm nServer. | og

The default path of the server log for a Managed Server is:
$BDD_DOVAI N/ ser ver s/ <ser ver Nane>/ | ogs/ <ser ver Nane>. | og

For example, if "web001.us.example.com" is the name of the Managed Server, then its server log is:
$BDD_DOVAI N/ ser ver s/ web001. us. exanpl e. conf | ogs/ web001. us. exanpl e. com | og

Application logs

Application logs are generated by the deployed applications. In this case, Dgraph Gateway and Studio are the
applications.

For Dgraph Gateway, its application log is at:

$BDD_DOVAI N/ ser ver s/ <ser ver Name>/ | ogs/ <ser ver Nanmen®- di agnosti c. | og

For example, if "web001.us.example.com" is the name of the Managed Server, then the Dgraph Gateway
application log is:
$BDD_DOVAI N/ ser ver s/ web001. us. exanpl e. cont | ogs/ web001. us. exanpl e. com di agnosti c. | og

For Studio, its application log is at:
$BDD_DOVAI N/ ser ver s/ <ser ver Name>/ | ogs/ bdd- st udi o. | og

For example, if "web001.us.example.com" is the name of the Managed Server, then its application log is:
$BDD_DOVAI N/ ser ver s/ web001. us. exanpl e. cont | ogs/ bdd- st udi o. | og

The directory also stores other Studio metric log files, which are described in About the metrics log file on
page 140.
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Logs to check when problems occur

For Dgraph Gateway problems, you should check the WebLogic server log for the Managed Server and the
Dgraph Gateway application log:

$BDD_DOVAI N/ ser ver s/ <ser ver Name>/ | ogs/ <ser ver Nanme>. | og
and
$BDD_DOVAI N/ ser ver s/ <ser ver Name>/ | ogs/ <ser ver Nanen®- di agnosti c. | og

For Studio issues, check the WebLogic server log for the Managed Server and the Dgraph Gateway
application log:

$BDD_DOVAI N/ ser ver s/ <ser ver Name>/ | ogs/ <ser ver Nane>. | og
and
$BDD_DOVAI N/ ser ver s/ <ser ver Name>/ | ogs/ bdd- st udi o. | og

Dgraph Gateway log entry format

This topic describes the format of Dgraph Gateway log entries, including their message types and log levels.
The format of the Dgraph Gateway log fields are:

e Timestamp

e ComponentlD

e Severity

* Message ID

» ClassName

* Host name

* Host IP

* Thread ID

e User ID

« ECID

* Message Text

The following is an example of an error message:

[2014-08-21T15: 09: 08. 711+08: 00] [ EndecaServer] [ERROR] [ CES-000091]

[ com endeca. opnpdel . ws. Cont r ol Servl et Cont ext Li stener] [host: YYZHU- CA] [nwaddr: 10.192.251.139]
[tid: [ACTIVE]. ExecuteThread: '24' for queue: 'weblogic.kernel.Default (self-tuning)'] [userld:
YYZHU|

[ecid: 0000KVr PS*"ClFgUpMA"AyelJxPgKO00000, 0] OES- 000091: Could not find properties file:

C:\ WebLogi c\ O acl e\ M DDLE~1\ USER_P~1\ domai ns\ BASE_D-~1\ confi g\ EndecaSer ver. properties

All Dgraph Gateway log entries are prefixed with CES followed by the number and text of the message, as in
this example:

OES- 000135: Endeca Server has successfully initialized
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The log entry fields (using the above example) and their descriptions are as follows:

Log entry field

Description

Example

Timestamp

The date and time when the message was
generated. This reflects the local time zone.

[ 2014- 08-21T15: 09: 08. 711+08: 00]

ComponentlD

The ID of the component that originated the
message. "EndecaServer" is hard-coded for
the Dgraph Gateway.

[ EndecaServer]

a global unique identifier of the execution of
a particular request in which the originating
component participates.

Severity The type of message. Possible values are: | [ ERROR]
ERROR, WARNING, NOTIFICATION,
TRACE
Message ID The message ID that uniquely identifies the | [ OES- 000091]
message within the component. The ID
consists of the prefix OES (representing the
component), followed by a dash, then a
number.
ClassName The Java class that prints the message [ com endeca. opnodel . ws. Cont r ol Ser
entry. vl et Cont ext Li st ener]
Host name The name of the host where the message [ host: YYZHU- CA]
originated.
Host IP The network address of the host where the | [ nwaddr: 10. 192. 251. 139]
message originated
Thread ID The ID of the thread that generated the [tid: [ ACTI VE] . Execut eThread: ' 24"
message. for queue:
"webl ogi c. kernel . Default (self-
tuning)']
User ID The name of the user whose execution [userld: YYZHU
context generated the message.
ECID The Execution Context ID (ECID), whichis |[[ eci d:

0000KVr PS"C1FgUpMWA™ Aye1JxPgKO0000
0, 0]

Message Text

The text of the error message.

OES- 000091: Coul d not find
propertiesfile: ...]
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Dgraph Gateway log entry information

This topic describes some of the information that is found in log entries.
For Dgraph Gateways in cluster-mode, this logged information can help you trace the life cycle of requests.

Note that all Dgraph Gateway ODL log entries are prefixed with CES followed by the number and text of the
message, as in this example:

OES- 000135: Endeca Server has successfully initialized

Logged request type and content

When a new request arrives at the server, the SOAP message in the request is analyzed. From the SOAP
body, the request type of each request (such as al | ocat eBul kLoadPor t) is determined and logged.
Complex requests (like Conver sat i on) will be analyzed further, and detailed information will be logged as
needed. Note that this information is logged if the log level is DEBUG.

For example, a Conver sat i on request is sent to Serverl. After being updated, the logs on the server might

have entries such as these:

CES- 000239: Recei ve request 512498665 of type 'Conversation'. This request does the
foll ow ng queries: [RecordCount, RecordList]

CES-000002: Timng event: start 512498665 ...

OES- 000002: Timng event: DG aph start 512498665 ...

OES- 000002: Timng event: DG aph end 512498665 ...

OES- 000002: Timng event: end 512498665 . ..

As shown in the example, when Serverl receives a request, it will choose a node from the routing table and
tunnel the request to that node. The routed request will be processed on that node. In the Dgraph request log,
the request can also be tracked via the request ID in the HTTP header.

Log ingest timestamp and result

For ingest operations, a start and end timestamp is logged. At the end of the operation, the ingest results are
also logged (number of added records, number of deleted records, number of updated records, number of
replaced records, number of added or updated records).

Log entries would look like these examples:

OES-000002: Timng event: start ingest into Dgraph "http://host:7010"
OES- 000002: Timng event: end ingest into Dgraph "http:/
/ host: 7010" (1 added, 1 deleted, O replaced, O updated, O added or updated)

Total request and Dgraph processing times

Four calculated timestamps in the logs record the time points of a query as it moves from Studio to the Dgraph
and back. The query path is shown in this illustration:
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Studio

Timestamp 1 Timestamp 4
Dgraph Gateway

Timestamp 2 imestamp 3

Dgraph

The four timestamps are:
1. Timestampl: Dgraph Gateway begins to process the request from Studio
2. Timestamp?2: Dgraph Gateway forwards the request to the Dgraph
3. Timestamp3: Dgraph Gateway receives the response from the Dgraph
4. Timestamp4: Dgraph Gateway finishes processing the request
To determine the total time cost of the request, the timestamp differences are calculated and logged:
e (Timestamp4 - Timestampl) is the total request processing time in Dgraph Gateway.
e (Timestamp3 - Timestamp?2) is the Dgraph processing time.

The log entries will look similar to these examples:

OES- 000240: Total tinme cost(Request processing) of request 512498665 : 1717 ns
OES- 000240: Total tinme cost(Dgraph processing) of request 512498665 : 424 ns

Logging configuration

Dgraph Gateway has a default Log4j configuration file that sets its logging properties.

The file is named EndecaSer ver Log4j . properti es and is located in the $DOMAI N HOVE/ confi g
directory.

The default version of the file is as follows:
| 0og4j . root Logger =WARN, st dout, ODL

# Consol e Appender
| og4j . appender . st dout =or g. apache. | og4j . Consol eAppender
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| og4j . appender . st dout . | ayout =or g. apache. | og4j . Patt er nLayout

| 0g4j . appender. stdout .| ayout. Conversi onPattern=%l [ %] [%] % - % P&

# ODL-format Log Appender

| og4j . appender . ODL=com endeca. uti | . ODLAppender
| 0g4j . appender. ODL. MaxSi ze=104857600

| og4j . appender . ODL. MaxSegnent Si ze=10485760

| 0g4j . appender. ODL. encodi ng=UTF- 8

# Log | evel per packages
| og4j .| ogger . com endeca=ERROR
| 0g4j . | ogger . or g. apache. zookeeper =WWARN

The file defines two appenders (stdout and ODL) for the root logger and also sets log levels for two packages.

The file has the following properties:

Logging property

Description

| og4j . r oot Logger =WARN, st dout , ODL

The level of the root logger is defined as
WARN and attaches the Console
Appender (stdout) and ODL-format Log
Appender (ODL) to it.

| og4j . appender . st dout =or g. apache. | og4j . Consol e
Appender

Defines stdout as a Log4j
Consol eAppender

org. apache. | og4j . Patt er nLayout

Sets the Pat t er nLayout class for the
stdout layout.

| og4j . appender . st dout . | ayout . Conver si onPatt er n

Defines the log entry conversion pattern
as:

e 9%d is the date of the logging event.

e %p outputs the priority of the logging
event.

e 9%c outputs the category of the logging
event.

e %L outputs the line number from
where the logging request was issued.

e %m outputs the application-supplied
message associated with the logging
event while %n is the platform-
dependent line separator character.

For other conversion characters, see:
https://logging.apache.org/log4j/1.2/apidocs
/org/apache/log4j/PatternLayout.html

| og4j . appender. ODL=com endeca. uti | . ODLAppender

Defines ODL as an ODL Appender. ODL
(Oracle Diagnostics Logging) is the logging
format for Oracle applications.
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Logging property Description

| og4j . appender. ODL. MaxSi ze Sets the maximum amount of disk space to

be used by the <Ser ver Name>-

di agnosi ti c. | og file and the logging
rollover files. The default is 104857600
(about 100 MB).

| og4j . appender . ODL. MaxSegnent Si ze Sets the maximum size (in bytes) of the log

file. When the <Ser ver Nane>-

di agnosi ti c. | og file reaches this size,
a rollover file is created. The default is
104857600 (about 10 MB).

| og4j . appender. ODL. encodi ng Sets character encoding the log file. The

default UTF-8 value prints out UTF-8
characters in the file.

| og4j .1 ogger.com endeca Sets the default log level for the Endeca

| ogger . ERROR is the default log level.

| og4j .1 ogger. org. apache. zookeeper Sets the default log level for the

ZooKeeper | ogger . WARN is the default
log level.

For details on the FileHandler settings, see
http://docs.oracle.com/javase/7/docs/api/java/util/logging/FileHandler.html

Logging levels

The logging level specifies the amount of information that is logged. This example shows how you can change
a log level setting:

| og4j .| ogger . com endeca=I NFO

In the example, the log level for the Endeca logger is set to INFO.

The log levels (in decreasing order of severity) are:

OFF — Has the highest possible rank and is used to turn off logging.

FATAL — Indicates a serious failure. In general, FATAL messages describe events that are of
considerable importance and which will prevent normal program execution.

ERROR — Indicates a serious problem that requires immediate attention from the administrator and is not
caused by a bug in the product.

WARN — Indicates a potential problem. In general, WARN messages describe events that should be
reviewed by the administrator.

I NFO— A message level for informational messages. The INFO level typically indicates a major lifecycle
event such as the activation or deactivation of a primary sub-component or feature.

DEBUG — Debug information for events that are meaningful to administrators, such as public API entry or
exit points.
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These levels allow you to monitor events of interest at the appropriate granularity without being overwhelmed
by messages that are not relevant. When you are initially setting up your application in a development
environment, you might want to use the DEBUG level to get all messages, and change to a less verbose level
in production.

Note that restarting the Dgraph Gateway is required after the log properties file has been modified.

Customizing the HTTP access log

You can customize the format of the default HTTP access log.

By default, WebLogic Server keeps a log of all HTTP transactions in a text file. The file is named
access. | og and is located in the $DOVAI N_HOVE/ ser ver s/ <Ser ver Nane>/ | ogs directory.

The log provides true timing information from WebLogic, in terms of how long each individual Dgraph Gateway
request takes. This timing information can be important in troubleshooting a slow system.

Note that this setup needs to be done on a per-server basis. That is, in a clustered environment, this has to be
done for the Admin Server and for every Managed Server. This is because the clone operation (done when
installing a clustered environment) does not carry over access log configuration.

The default format for the file is the common log format, but you can change it to the extended log format,
which allows you to specify the type and order of information recorded about each HTTP communication. This
topic describes how to add the following identifiers to the file:

» dat e — Date on which transaction completed, field has type <date>, as defined in the W3C specification.
e tinme — Time at which transaction completed, field has type <time>, as defined in the W3C specification.

* time-taken — Time taken for transaction to complete in seconds, field has type <fixed>, as defined in
the W3C specification.

* cs-met hod — The request method, for example GET or POST. This field has type <name>, as defined in
the W3C specification.

e cs-uri — The full requested URI. This field has type <uri>, as defined in the W3C specification.

» sc- st at us — Status code of the response, for example (404) indicating a "File not found" status. This
field has type <integer>, as defined in the W3C specification.

To customize the HTTP access log:

Log into the Administration Server console.

In the Change Center of the Administration Console, click Lock & Edit.

In the left pane of the Console, expand Environment and select Servers.
In the Servers table, click the AdminServer name.

In the Settings for AdminServer page, select Logging>HTTP.

o g M w DN PE

On the Logging > HTTP page, make sure that the HTTP access log file enabled checkbox is
checked.

Click Advanced.

=

8. Inthe Advanced pane:

(&) In the Format list box, select Extended.
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(b) In the Extended Logging Format Fields, enter this space-delimited string:
date time tinme-taken cs-nmethod cs-uri sc-status
9. Click Save.
10. Inthe Change Center of the Administration Console, click Activate Changes.
11. Stop and then restart WebLogic Server.

The following is an example of the configured HTTP access log with several log entries:

#Ver si on: 1.0

#Fi el ds: date tinme tinme-taken cs-method cs-uri sc-status

#Sof t war e: WebLogi ¢

#St art - Dat e: 2013-10- 22 15: 23: 40

2013-10- 22 15: 27: 07 0. 967 POST / endeca- server/ws/ cl uster 200

2013-10- 22 16: 23: 35 0.219 GET / endeca- server/ws/ conver sati on/ sh?wsdl 200
2013- 10- 22 16: 23: 35 0.0 CGET /favicon.ico 404

2013-10- 22 16: 24: 14 0. 031 GET / endeca- server/ws/ conver sati on/ sh?wsdl 200

2013-10- 22 16: 24: 14 0. 031 CET / endeca- server/ ws/ conver sati on/ sh?XSD
=l gl _parser_types. xsd 200

Note that all the queries were successful (status code of 200), except for the one with the 404 status code.
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