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Using This Documentation

This guide provides the configuration worksheets that must be completed for CMIOU upgrades for your Oracle SuperCluster M7. There are two intended audiences for this document:

· Customers who purchased an upgrade kit for SuperCluster M7. Customers should use this document to provide new customer-specific CMIOU, PDomain and LDom configuration information for a successful upgrade of the system.
· Oracle installers who will be upgrading the system at the customer site. 
Product Documentation Library

Documentation and resources for this product and related products are available at http://www.oracle.com/goto/sc-m7/docs.
Feedback

Provide feedback about this documentation at http://www.oracle.com/goto/docfeedback.

Chapter

1
Understanding the Upgrade Process
You can now upgrade your existing SuperCluster M7 system in the following ways:

· Add a second compute server to a single compute server SuperCluster M7

· Add additional CMIOUs to an existing populated or unpopulated PDomain

· Add additional storage servers to your SuperCluster M7, if you have room in the rack for those additional storage servers 
Upgrade Process

Following is the standard process that you would follow to upgrade your SuperCluster M7:

· You purchase one or more upgrade kits from Oracle:

· Compute server upgrade kit

· CMIOU upgrade kit

· Exadata storage server upgrade kit

That upgrade kit is then delivered to your site.

· You complete the information in this document to provide the necessary upgrade information for the Oracle installer.

If you are upgrading the number of CMIOUs that you have in your system, you can change the LDom configuration in one of the following ways:

· Keep the existing LDom configuration that you already have set up on your SuperCluster M7, but expand certain existing LDoms to include the new CMIOUs

· Add new LDoms specifically for the new CMIOUs that are being added to your SuperCluster M7

See Example Scenarios for CMIOU Upgrades on page 83.

Note that you do not have to provide updated configuration information for additional storage servers that are added to your SuperCluster M7.

· Contact your Oracle installer to request an upgrade to your system and provide the completed configuration information in this document to your Oracle installer so that they understand how you want to have your system upgraded.

Prerequisites for Upgrading Your System

You must have the version of the Quarterly Full Stack Download Patch (QFSDP) from October 2016 or later before you can have your Oracle SuperCluster M7 upgraded.

1. Log in to MOS. 
http://support.oracle.com
2. Select the Patches & Updates tab. 
3. In the Patch Search panel, select Product or Family (Advanced). 
4. In the Product field, search for and select Oracle SuperCluster M7. 
Select any of the Oracle SuperCluster M7 options.
5. In the Release field, select the SuperCluster V2.0 release or later. 
6. Click the Search button. 
7. Select the QUARTERLY FULL STACK DOWNLOAD PATCH FOR SUPERCLUSTER (release-date) (PATCH) option. 

Select patch number 24436544 (QUARTERLY FULL STACK DOWNLOAD PATCH FOR SUPERCLUSTER [Oct 2016 - 12.1.0.2]) or later.
8. Click the Read Me button to get installation instructions for the patch. 
9. Click the Download button to download the ZIP files for the patch.
Rules and Restrictions for Upgrading Your System

Following are the rules and restrictions you must keep in mind as your plan for your system upgrade:

· Completing either of the following upgrades after the initial installation of the system requires a software reset and reinstallation process by an Oracle installer:

· Adding a second compute server to a single compute server SuperCluster M7
· Adding additional CMIOUs to an existing PDomain in a SuperCluster M7

· An additional compute server is available as an option. It contains two PDomains, with one CMIOU installed in PDomain 0, and with PDomain 1 empty. You can order additional CMIOUs that can be installed into the empty CMIOU slots.
· You can only install one additional compute server to a single compute server system. You cannot have more than two compute servers in a SuperCluster M7.

· You can add an additional compute server to a single server system only if you have six or fewer storage servers installed in the rack. You will not have enough rack space to install an additional computer server if you have seven or more storage servers installed. 

· For CMIOU upgrades, you cannot move the LDom that you have in the primary (first) LDom position; however, you can expand this LDom. The primary LDom position is the LDom that is associated with the following CMIOUs:

· PDomain 0: CMIOU 0

· PDomain 1: CMIOU 5

· A domain cannot be a Root Domain if it has more than two IB HCAs associated with it. In a SuperCluster M7, each CMIOU installed in a chassis has one IB HCA installed in PCIe slot 3. 

· For PDomains with three CMIOUs, the U3-1 LDom configuration has only one LDom, which spans across all three CMIOUs. Therefore, that domain cannot be a Root Domain.

· For PDomains with four CMIOUs, the U4-1 LDom configuration has only one LDom, which spans across all four CMIOUs. Therefore, that domain cannot be a Root Domain. 

With these restrictions in mind, you cannot expand a Root Domain in an existing configuration to the single domain in the U3-1 or U4-1 configurations.
What’s Next

The following chapters provide overview information for the following topics:
· Understanding LDom Configurations on page 13
· Understanding CPU Resource Allocation on page 21
· Understanding Memory Resource Allocation on page 31
· Understanding Client Access Network, Network Recipe, VLAN Tag, and RAC Cluster Options on page 39
The remaining chapters in this document provide configuration worksheets that you must complete, depending on the type of upgrade that you want performed on your SuperCluster M7:
· If you are adding a second compute server to a single compute server SuperCluster M7, go to Part 1, “Adding a Compute Server to Your System” on page 43 and complete the worksheets in the chapters in that section.

· If you are adding additional CMIOUs to an existing populated or unpopulated PDomain in your SuperCluster M7, go to Part 2, “Adding CMIOUs to Your System” on page 81 and complete the worksheets in the chapters in that section.

· If you are adding additional storage servers to your SuperCluster M7, you do not have to complete any worksheets in this document for that upgrade. Contact your Oracle installer to request this upgrade to your system.
Chapter

2
Understanding LDom Configurations
The number of PDomains that you have in your Oracle SuperCluster M7 is based on the type of Oracle SuperCluster M7 that you ordered:

· Oracle SuperCluster M7-4: Each SPARC M7-4 server in the Oracle SuperCluster M7-4 is split into two partitions (two PDomains), where the top four CMIOU slots are part of the first partition, and the bottom four CMIOU slots are part of the second partition.

· Oracle SuperCluster M7-8: Each SPARC M7-8 server in the Oracle SuperCluster M7-8 has all eight CMIOU slots as a single partition (one PDomain). 

This chapter provides information on the LDom configurations available, depending on the number of CMIOUs set up in each PDomain.

· Oracle Setup of Database Zones and I/O Domains Overview on page 13
· General LDom Configuration Guidelines on page 14
· LDom Configurations For PDomains With One CMIOU on page 15
· LDom Configurations For PDomains With Two CMIOUs on page 16
· LDom Configurations For PDomains With Three CMIOUs on page 17
· LDom Configurations For PDomains With Four CMIOUs on page 19
Oracle Setup of Database Zones and I/O Domains Overview

When the Oracle installer sets up the second compute server, the Oracle installer also sets up any dedicated domains (Database Domains or Application Domains) and any Root Domains that will be part of your SuperCluster configuration. 

Additionally, your Oracle installer can configure a combination of up to eight of these items:

· Database zones (zones hosted on Database Domains that are dedicated domains)

· I/O Domains (either Application I/O Domains or Database I/O Domains)

For example, as part of the setup of the second compute server, you could have your Oracle installer set up four database zones and four I/O Domains, or two database zones and six I/O Domains.

General LDom Configuration Guidelines
Following are the general configuration guidelines for SuperCluster M7:

· When deciding which logical domains will be a Root Domain, the last domain must always be the first Root Domain.

· A logical domain cannot be a Root Domain if it has more than two IB HCAs associated with it. In a SuperCluster M7, each CMIOU installed in a chassis has one IB HCA installed in PCIe slot 3. 

· For PDomains with three CMIOUs, the U3-1 LDom configuration has only one LDom, which spans across all three CMIOUs. Therefore, that logical domain cannot be a Root Domain.

· For PDomains with four CMIOUs, the U4-1 LDom configuration has only one LDom, which spans across all four CMIOUs. Therefore, that logical domain cannot be a Root Domain. 

All other logical domains in all other LDom configurations can be Root Domains because all other logical domains have only one or two CMIOUs associated with them.PDomains with eight CMIOUs: Domain cannot be a Root Domain
Note - Even though a logical domain with two IB HCAs is valid for a Root Domain, logical domains with only one IB HCA should be used as Root Domains. When a Root Domain has a single IB HCA, fewer I/O Domains will have dependencies on the I/O devices provided by that Root Domain. Flexibility around high availability also increases with Root Domains with one IB HCA.
· If you have a mixture of dedicated domains and Root Domains, the following rules apply when reallocating CPU and memory resources after the initial installation and after I/O Domains have been created:

· You can reallocate CPU and memory resources between dedicated domains.

· You can park CPU and memory resources that were allocated to dedicated domains. Those parked core and memory resources are now available for future I/O Domains that you create through the SuperCluster Virtual Assistant.

· Once you have parked CPU and memory resources from dedicated domains, you cannot unpark them and reallocate them back to the dedicated domains once you begin creating I/O Domains. Once you begin creating I/O Domains, any parked CPU and memory resources are now used exclusively for I/O Domains and are no longer available for dedicated domains.

· You cannot reallocate CPU and memory resources for Root Domains after the initial installation. 

See Understanding CPU Resource Allocation on page 21 and Understanding Memory Resource Allocation on page 31 for more information.

· You provide configuration information in this document telling your Oracle installer whether you want Root Domains or dedicated domains at the time of the installation. After the initial installation, you will be able to create I/O Domains that access the Root Domains using the SuperCluster Virtual Assistant. 
While you do not provide information on the I/O Domains in this document, you should consider the size of the I/O Domains that you will be creating before deciding on Root Domains or dedicated domains. You should not create I/O Domains that are larger than one socket, so if you were planning to create I/O Domains that are that large, you should not choose a Root Domain and you should choose a dedicated domain instead.

Error! Reference source not found. on page Error! Bookmark not defined.
LDom Configurations For PDomains With One CMIOU

A single LDom is the only valid LDom configuration for PDomains with one CMIOU.
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This LDom can be any of the following domain types: 

· Application Domain running the Oracle Solaris 11 OS (dedicated domain)
· Database Domain (dedicated domain), with or without zones

· Root Domain, with some I/O Domains set up at the initial installation1
Example
For this PDomain, assume you want a Database Domain that contains zones (DB-Z), with the Oracle installer setting up four database zones. For this configuration, you would fill out the configuration information for that server in this way:
	Type of Domain on Compute Server 1

	DB-Z: 4 zones


LDom Configurations For PDomains With Two CMIOUs

These configurations are available for PDomains with two CMIOUs:

· Config U2-1: One domain
· Config U2-2: Two domains
The following figure shows these available configurations for the PDomains with two CMIOUs.
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These LDoms can be any of the following domain types: 

· Application Domain running the Oracle Solaris 11 OS (dedicated domain)
· Database Domain (dedicated domain), with or without zones

· Root Domain, with some I/O Domains set up at the time of the initial installation2
Example

Assume you want this configuration for a PDomain:

· Config U2-2: Two domains
· These types of domains:

· First domain: Database Domain, containing zones (DB-Z), with the Oracle installer setting up four database zones 
· Second domain: Root Domain, with the Oracle installer setting up four I/O Domains

For this configuration, you would fill out the configuration information for that PDomain in this way:

	
	
	Number and Type of Domains on PDomain 0

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	X
	U2-2
	DB-Z: 4  zones
	ROOT: 4 I/O Domains


LDom Configurations For PDomains With Three CMIOUs

These configurations are available for PDomains with three CMIOUs:

· Config U3-1: One domain
· Config U3-2: Two domains

· Config U3-3: Three domains
This figure shows these available configurations for the PDomains with three CMIOUs.
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Keeping in mind the domain configuration rules outlined in General LDom Configuration on page 14, the domain in the U3-1 LDom configuration cannot be a Root Domain. All other domains can be any of these domain types:

· Application Domain running the Oracle Solaris 11 OS (dedicated domain)
· Database Domain (dedicated domain), with or without zones

· Root Domain, with some I/O Domains set up at the initial installation4
Example

Assume you want this configuration for a PDomain:

· Config U3-3: Three domains
· These types of domains:

· First domain: Database Domain, containing zones (DB-Z), with the Oracle installer setting up four zones

· Second domain: Database Domain, where the Database Domain does not contain zones (DB)
· Third domain: Root Domain, with the Oracle installer setting up four I/O Domains

For this configuration, you would fill out the configuration information for that PDomain in this way:
	
	
	Number and Type of LDoms on PDomain One in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	

	
	U3-2
	
	

	X
	U3-3
	DB-Z: 4  zones
	DB
	ROOT: 4 I/O Domains


LDom Configurations For PDomains With Four CMIOUs
These configurations are available for PDomains with four CMIOUs:

· Config U4-1: One domain
· Config U4-2: Two domains

· Config U4-3: Three domains
· Config U4-4: Four domains
This figure shows these available configurations for the PDomains with four CMIOUs.
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Keeping in mind the domain configuration rules outlined in General LDom Configuration on page 14, the domain in the U4-1 LDom configuration cannot be a Root Domain. All other domains can be any of these domain types:

· Application Domain running the Oracle Solaris 11 OS (dedicated domain)
· Database Domain (dedicated domain), with or without zones

· Root Domain, with some I/O Domains set up at the initial installation4
Example

Assume you want this configuration for a PDomain:

· Config U4-3: Three domains
· These types of domains:

· First domain: Database Domain, containing zones (DB-Z), with the Oracle installer setting up four zones

· Second domain: Database Domain, where the Database Domain does not contain zones (DB)
· Third domain: Root Domain, with the Oracle installer setting up four I/O Domains

For this configuration, you would fill out the configuration information for that PDomain in this way:
	
	
	Number and Type of LDoms on PDomain One in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	X
	U4-3
	DB-Z: 4  zones
	DB
	ROOT: 4 I/O Domains

	
	U4-4
	
	
	
	


Chapter
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Understanding CPU Resource Allocation
This chapter provides information on allocating CPU resources for the LDoms:

· CPU Resources Overview on page 21 

· CPU Cores Available for Database Zones and I/O Domains on page 22
· CPU Resource Allocation For PDomains With One CMIOU on page 24
· CPU Resource Allocation For PDomains With Two CMIOUs on page 25
· CPU Resource Allocation For PDomains With Three CMIOUs on page 26
· CPU Resource Allocation For PDomains With Four CMIOUs on page 28
CPU Resources Overview

The amount of CPU resources available for the LDoms varies, depending on the following factors:

· The number of CMIOUs in each server

· The number of CMIOUs in each PDomain

· The type of PDomain configuration that you want on each compute server

· The type of LDom configuration that you want on each PDomain

If you have a mixture of dedicated domains and Root Domains, after the upgrade procedure is completed, you can reallocate CPU resources only with the dedicated domains. You cannot reallocate CPU resources for Root Domains after the upgrade procedure is completed.

Because resources allocated to Root Domains cannot be used by dedicated domains, carefully consider the amount of CPU resources that you want to have allocated to Root Domains at the time of the upgrade. In addition, once you have parked CPU resources from the dedicated domains, you cannot unpark them and reallocate them back to the dedicated domains after the upgrade procedure is completed.

CPU Cores Available for Database Zones and I/O Domains

Every CMIOU has 32 cores of CPU resources. The amount of CPU resources available for each domain varies, depending on the number of CMIOUs that are associated with that domain.

These sections provide more information on the CPU cores available for database zones and I/O Domains.

CPU Cores Available for Database Zones
Note – Database zones can only be created on Database Domains that are dedicated domains. The information in this section applies to database zones and Database Domains that are dedicated domains.

When you first install the operating system instances on a domain, that domain is automatically designated as the global zone. When creating zones on Database Domains, the Database Domain is designated as the global zone, and the zones created on that Database Domain are designated as nonglobal zones. 

A certain number of cores are always set aside for the global zone (the Database Domain). The remaining cores in the Database Domain are available for the nonglobal zones (the zones in the Database Domain). The number of cores that are set aside for the global zone varies, depending on the number of CMIOUs that are associated with the domain:

· One CMIOU associated with an LDom: 2 cores are reserved for the global zone, and the remaining cores are available for the nonglobal zones.

· Two or more CMIOUs associated with an LDom: 4 cores are reserved for the global zone, and the remaining cores are available for the nonglobal zones.

When using the information above, keep in mind that the number of cores that are set aside for the global zone applies only when you are creating zones (nonglobal zones) on that Database Domain. In that case, a certain number of cores are reserved for the Database Domain (the global zone) and the remaining cores are available for the zones on that Database Domain (the nonglobal zones). If you have a Database Domain with no zones, then all the cores are available for that Database Domain.

For each zone that you create, use a minimum of one core per zone. However, depending on the workload that you expect on a zone, a larger number of cores per zone might be preferable, thereby reducing the total number of zones on each compute server. Carefully consider the expected workload on each zone that you create, so that you allot the appropriate number of cores to those zones.
CPU Cores Available for I/O Domains

If you want I/O Domains set up on your Oracle SuperCluster, either at the time of the initial installation or afterwards, you must have at least one Root Domain set up at the time of the initial installation. I/O Domains can then be created from these Root Domains.

A certain number of CPU cores are always reserved for each Root Domain, depending on which domain is being used as a Root Domain in the domain configuration and the number of IB HCAs and 10GbE NICs that are associated with that Root Domain:

· The last domain in a domain configuration:
· Two cores reserved for a Root Domain with one IB HCA and 10GbE NIC

· Four cores reserved for a Root Domain with two IB HCAs and 10GbE NICs

· Any other domain in a domain configuration:

· One core reserved for a Root Domain with one IB HCA and 10GbE NIC

· Two cores reserved for a Root Domain with two IB HCAs and 10GbE NICs
The remaining CPU core resources allocated with each Root Domain are parked in the CPU repository, which can then be used by I/O Domains.

Note – For more information on the number of IB HCAs and 10GbE NICs associated with each domain, refer to the Oracle SuperCluster M7 Series Overview Guide.

The CPU repository contains resources not only from the Root Domains, but also any parked resources from the dedicated domains. Whether the CPU core resources originated from dedicated domains or from Root Domains, once those resources have been parked in the CPU repository, those resources are no longer associated with their originating domain. These resources become equally available to I/O Domains.
In addition, the CPU repository contains parked resources only from the compute server that contains the domains providing those parked resources. In other words, if you have two compute servers and both compute servers have Root Domains, there would be two sets of CPU repositories, where each compute server would have its own CPU repository with parked resources.
For example, assume you have four domains on your compute server, with three of the four domains as Root Domains. Assume each domain has the following:

· One IB HCA and one 10GbE NIC

· 32 cores

In this situation, the following CPU resources are reserved for each Root Domain, with the remaining resources available for the CPU repository:

· Two cores reserved for the last Root Domain in this configuration. 30 cores available from this Root Domain for the CPU repository.

· One core reserved for the second and third Root Domains in this configuration. 

· 31 cores available from each of these Root Domains for the CPU repository.

· A total of 62 cores (31 x 2) available for the CPU repository from these two Root Domains.

A total of 92 cores (30 + 62) are therefore parked in the CPU repository and are available for the I/O Domains.

· Error! Reference source not found. on page Error! Bookmark not defined.
CPU Resource Allocation For PDomains With One CMIOU 

For PDomains with one CMIOU, each PDomain has a total of 32 cores of CPU resources.

Because there is only one choice for the LDom configuration for PDomains with one CMIOU, your only choice for the CPU resource allocation is 100% (32 cores), unless you want some of the CPU resources parked.

However, if the domain is a Database Domain that contains zones, use the worksheets in this section to provide information on the number of zones that you want on that Database Domain and the number of cores that you want allocated for each database zone. Similarly, if the domain is a Root Domain, use the worksheets in this section to provide information on the number of I/O Domains that you want the Oracle installer to set up on that Root Domain, and the number of cores that you want allocated for each I/O Domain.

Example
Assume you want a Database Domain (dedicated domain) for the LDom in this configuration, and you want two equal-sized zones on that Database Domain. Using the information provided in CPU Cores Available for Database Zones and I/O Domains on page 22, you would have the following cores available for that Database Domain (global zone) and the zones within that Database Domain (nonglobal zones):

· Database Domain: 2 cores set aside for global zone

· Zones within that Database Domain: 30 cores available for nonglobal zones

Because you have 30 cores available for the zones in that Database Domain, you could have 15 cores assigned to both zones in that Database Domain, or you could allocate a smaller number of available cores to each zone (for example, 5 cores to each zone, or 10 cores total) and save the remaining cores for future zones that you might want to create on that Database Domain.

In this situation, you would complete the table in this section in this manner:


	Type of Domain on PDomain 0 on Compute Server 1
	Total Number of Cores

	DB-Z: 32 cores

- Global zone: 2 cores set aside

- 2 nonglobal zones: 15 cores per zone
	32

	Note - Total number of cores must be 32, unless some resources are parked.
	


CPU Resource Allocation For PDomains With Two CMIOUs
For PDomains with two CMIOUs, each PDomain has a total of 64 cores of CPU resources.

Note – If you have a mixture of dedicated domains and Root Domains, after the initial installation, you can reallocate CPU resources only with the dedicated domains. You cannot reallocate CPU resources for Root Domains after the initial installation.

Because Root Domains cannot be resized or have resources reallocated (parked) after the initial installation, carefully consider the amount of CPU resources that you want to have allocated to Root Domains when entering information in the following tables.

Example
Assume you want Configuration U2-2 for the PDomain (two LDoms). You could assign 50% of the CPU resources to each domain, or you could assign different values to each domain, such as 40% of the CPU resources to the first domain and 60% to the second domain. 

In addition, assume the first domain is a Database Domain that contains zones, and you want four equal-sized zones on that Database Domain. Using the information provided in CPU Cores Available for Database Zones and I/O Domains on page 22, and assuming you assigned 50% of the CPU and memory resources to each domain, you would have 32 cores available for the first domain, and you would have the following cores available for that Database Domain (global zone) and the zones within that Database Domain (nonglobal zones):

· Database Domain: 2 cores set aside for global zone

· Zones within that Database Domain: 30 cores available for nonglobal zones

Because you have 30 cores available for the zones in that Database Domain, you could have eight cores assigned to the first two zones and seven cores assigned to the other two zones within that Database Domain, or you could allocate a smaller number of available cores to each zone (for example, five cores to each zone, or 20 cores total) and save the remaining cores for future zones that you might want to create on that Database Domain.

Similarly, assume the second domain is a Root Domain, with the Oracle installer setting up four I/O Domains at the initial installation of the system. Using the information provided in CPU Cores Available for Database Zones and I/O Domains on page 22, and assuming you assigned 50% of the CPU resources to each domain, you would have 32 cores available for the second domain, and you would have the following cores available for that Root Domain and I/O Domains:

· Root Domain: 2 cores set aside for the Root Domain

· I/O Domains: 30 cores available for the I/O Domains

Note – Additional cores could be available for I/O Domains if cores from other domains were parked. For the purposes of this exercise, however, we are assuming that no other cores from other domains are parked, and the remaining 30 cores from this Root Domain are the only cores available for the I/O Domains.

Because you have 30 cores available for I/O Domains, you could create I/O Domains similar to the way you created database zones, where you could have eight cores assigned to the first two I/O Domains (16 cores for both) and seven cores assigned to the other two I/O Domains (14 cores for both), for a total of 30 cores. Or you could allocate a smaller number of available cores to each I/O Domain (for example, five cores to each I/O Domain, or 20 cores total), and save the remaining cores for future I/O Domains that you might want to create on that Root Domain.

Assuming you wanted to allocate five cores to each database zone and five cores to each I/O Domain, you would complete the table in this section in this manner:
	Check One Box
	Config
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	Total Number of Cores

	
	
	One
	Two
	

	
	U2-1
	
	

	X
	U2-2
	DB-Z: 32 cores

- Global zone: 2 cores set aside

- 4 nonglobal zones: 5 cores per zone
	ROOT: 32 cores

- Root Domain: 2 cores set aside

- 4 I/O Domains: 5 cores per I/O Domain
	64

	Note - Total number of cores must be 64, unless some resources are parked.
	


CPU Resource Allocation For PDomains With Three CMIOUs

For PDomains with three CMIOUs, each PDomain has a total of 96 cores of CPU resources.

Note – If you have a mixture of dedicated domains and Root Domains, after the initial installation, you can reallocate CPU resources only with the dedicated domains. You cannot reallocate CPU resources for Root Domains after the initial installation.

Because Root Domains cannot be resized or have resources reallocated (parked) after the initial installation, carefully consider the amount of CPU resources that you want to have allocated to Root Domains when entering information in the following tables.

Example

Assume you want Configuration U3-3 for the PDomain (three LDoms). You could assign 33% of the CPU resources to each of the three domains. Or you could assign different values to each domain, such as 50% of the CPU resources to the first domain and 25% to the second and third domains.

In addition, assume the first domain is a Database Domain that contains zones, and you want four equal-sized zones on that Database Domain. Using the information provided in CPU Cores Available for Database Zones and I/O Domains on page 22, and assuming you assigned 33% of the CPU and memory resources to the first domain (32 cores), you would have these cores available for that Database Domain (global zone) and the zones within that Database Domain (nonglobal zones):

· Database Domain: 2 cores set aside for global zone

· Zones within that Database Domain: 30 cores available for nonglobal zones

Because you have 30 cores available for the zones in that Database Domain, you could have eight cores assigned to the first two zones  and seven cores assigned to the other two zones within that Database Domain, or you could allocate a smaller number of available cores to each zone (for example, five cores to each zone, or 20 cores total) and save the remaining cores for future zones that you might want to create on that Database Domain. 

Similarly, assume the third (last) domain is a Root Domain, with the Oracle installer setting up four I/O Domains at the initial installation of the system. Using the information provided in CPU Cores Available for Database Zones and I/O Domains on page 22, and assuming you assigned 33% of the CPU resources to the third domain, you would have 32 cores available for the third domain, and you would have the following cores available for that Root Domain and I/O Domains:

· Root Domain: 2 cores set aside for the Root Domain

· I/O Domains: 30 cores available for the I/O Domains

Note – Additional cores could be available for I/O Domains if cores from other domains were parked. For the purposes of this exercise, however, we are assuming that no other cores from other domains are parked, and the remaining 30 cores from this Root Domain are the only cores available for the I/O Domains.

Because you have 30 cores available for I/O Domains, you could create I/O Domains similar to the way you created database zones, where you could have eight cores assigned to the first two I/O Domains (16 cores for both) and seven cores assigned to the other two I/O Domains (14 cores for both), for a total of 30 cores. Or you could allocate a smaller number of available cores to each I/O Domain (for example, five cores to each I/O Domain, or 20 cores total), and save the remaining cores for future I/O Domains that you might want to create on that Root Domain.

Assuming you wanted to allocate five cores to each database zone and five cores to each I/O Domain, you would complete the table in this section in this manner:
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Total Number of Cores

	
	U3-1
	
	

	
	U3-2
	
	
	

	X
	U3-3
	DB-Z: 32 cores

- Global zone: 2 cores set aside

- 4 nonglobal zones: 5 cores per zone
	DB: 32 cores
	ROOT: 32 cores

- Root Domain: 2 cores set aside

- 4 I/O Domains: 5 cores per I/O Domain
	96

	Note - Total number of cores must be 96, unless some resources are parked.
	


CPU Resource Allocation For PDomains With Four CMIOUs

For PDomains with four CMIOUs, each PDomain has a total of 128 cores of CPU resources.

Note – If you have a mixture of dedicated domains and Root Domains, after the initial installation, you can reallocate CPU resources only with the dedicated domains. You cannot reallocate CPU resources for Root Domains after the initial installation.

Because Root Domains cannot be resized or have resources reallocated (parked) after the initial installation, carefully consider the amount of CPU resources that you want to have allocated to Root Domains when entering information in the following tables.

Example

Assume you want Configuration U4-3 for the PDomain (three LDoms). You could assign 50% of the CPU resources to the first domain and 25% to the second and third domains. Or you could assign different values to each domain, such as 40% of the CPU resources to the first domain and 30% to the second and third domains. 
In addition, assume the first domain is a Database Domain that contains zones, and you want four equal-sized zones on that Database Domain. Using the information provided in CPU Cores Available for Database Zones and I/O Domains on page 22, and assuming you assigned 50% of the CPU and memory resources to the first domain (64 cores), you would have these cores available for that Database Domain (global zone) and the zones within that Database Domain (nonglobal zones):

· Database Domain: 4 cores set aside for global zone

· Zones within that Database Domain: 60 cores available for nonglobal zones

Because you have 60 cores available for the zones in that Database Domain, you could have 15 cores assigned to each of the four zones within that Database Domain, or you could allocate a smaller number of available cores to each zone (for example, 10 cores to each zone, or 40 cores total) and save the remaining cores for future zones that you might want to create on that Database Domain. 

Similarly, assume the third (last) domain is a Root Domain, with the Oracle installer setting up four I/O Domains at the initial installation of the system. Using the information provided in CPU Cores Available for Database Zones and I/O Domains on page 22, and assuming you assigned 25% of the CPU resources to the third domain, you would have 32 cores available for the third domain, and you would have the following cores available for that Root Domain and I/O Domains:

· Root Domain: 2 cores set aside for the Root Domain

· I/O Domains: 30 cores available for the I/O Domains

Note – Additional cores could be available for I/O Domains if cores from other domains were parked. For the purposes of this exercise, however, we are assuming that no other cores from other domains are parked, and the remaining 30 cores from this Root Domain are the only cores available for the I/O Domains.

Because you have 30 cores available for I/O Domains, you could create I/O Domains similar to the way you created database zones, where you could have eight cores assigned to the first two I/O Domains (16 cores for both) and seven cores assigned to the other two I/O Domains (14 cores for both), for a total of 30 cores. Or you could allocate a smaller number of available cores to each I/O Domain (for example, five cores to each I/O Domain, or 20 cores total), and save the remaining cores for future I/O Domains that you might want to create on that Root Domain.

Assuming you wanted to allocate 15 cores to each database zone and five cores to each I/O Domain, you would complete the table in this section in this manner:
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Number of Cores

	
	U4-1
	
	

	
	U4-2
	
	
	

	X
	U4-3
	DB-Z: 64 cores

- Global zone: 4 cores set aside

- 4 nonglobal zones: 15 cores per zone
	DB: 32 cores
	ROOT: 32 cores

- Root Domain: 2 cores set aside

- 4 I/O Domains: 5 cores per I/O Domain
	128

	
	U4-4
	
	
	
	
	

	Note - Total number of cores must be 128, unless some resources are parked.
	


CPU Resource Allocation: PDomains With 8 CMIOUs

For PDomains with eight CMIOUs, each PDomain has a total of 128 cores of CPU resources.

Because there is only one choice for the LDom configuration for PDomains with eight CMIOUs (F1, with one LDom), your only choice for the CPU resource allocation is 100% (128 cores), unless you want some of the CPU resources parked.

However, if the domain is a Database Domain that contains zones, you will use the worksheets in this section to provide information on the number of zones that you want on that Database Domain and the amount of memory that you want allocated for each database zone.

Example

Chapter

4
Understanding Memory Resource Allocation
This chapter provides information on allocating memory resources for the LDoms in your system.

· Memory Resources Overview on page 31
· Memory Available for Database Zones and I/O Domains on page 32
· Memory Resource Allocation For PDomains With One CMIOU on page 34
· Memory Resource Allocation For PDomains With Two CMIOUs on page 35
· Memory Resource Allocation For PDomains With Three CMIOUs on page 36
· Memory Resource Allocation For PDomains With Four CMIOUs on page 37
Memory Resources Overview

The amount of memory resources that you have available for the LDoms in your system varies, depending on these factors:

· The number of CMIOUs in each server

· The number of CMIOUs in each PDomain

· The type of PDomain configuration that you want on each compute server

· The type of LDom configuration that you want on each PDomain

If you have a mixture of dedicated domains and Root Domains, after the upgrade is complete, you can reallocate memory resources only with the dedicated domains. You cannot reallocate memory resources for Root Domains after the upgrade is complete.

Because resources allocated to Root Domains at the upgrade cannot be used by dedicated domains, carefully consider the amount of memory resources that you want to have allocated to Root Domains at the time of the upgrade. In addition, once you have parked memory resources from the dedicated domains, you cannot unpark them and reallocate them back to the dedicated domains after the upgrade is complete.

Memory Available for Database Zones and I/O Domains

Every CMIOU has 16 memory slots. In the SuperCluster M7, each CMIOU is fully populated with 32 GB DIMMs, for a total of 512 GB of memory in each CMIOU. The amount of memory available for each domain varies, depending on the number of CMIOUs that are associated with that domain. 

These sections provide more information on the memory resources available for database zones and I/O Domains.

Memory Resources Available for Database Zones 

Note – Database zones can only be created on Database Domains that are dedicated domains. The information in this section applies to database zones and Database Domains that are dedicated domains.

The amount of memory resources available for database zones depends on the amount of memory resources that you have assigned to the Database Domain, and then how you want to divide those memory resources up for the database zones within that Database Domain. 

For example, assume you have a Database Domain that has two CMIOUs associated with it. By default, 1024 GB of memory would be available to that Database Domain. You could therefore have four equal-sized database zones within that Database Domain, where each database zone has 200 GB of memory assigned to it, for a total of 800 GB of memory for all database zones. The remaining 224 GB of memory in this Database Domain could then be saved for future database zones that you might want to create on this Database Domain.

Memory Resources Available for I/O Domains

If you want I/O Domains set up on your Oracle SuperCluster, either at the time of the initial installation or afterwards, you must have at least one Root Domain set up at the time of the initial installation. I/O Domains can then be created from these Root Domains.

A certain amount of memory resources are always reserved for each Root Domain, depending on which domain is being used as a Root Domain in the domain configuration and the number of IB HCAs and 10GbE NICs that are associated with that Root Domain:

· The last domain in a domain configuration:
· 32 GB of memory reserved for a Root Domain with one IB HCA and 10GbE NIC

· 64 GB of memory reserved for a Root Domain with two IB HCAs and 10GbE NICs

· Any other domain in a domain configuration:

· 16 GB of memory reserved for a Root Domain with one IB HCA and 10GbE NIC

· 32 GB of memory reserved for a Root Domain with two IB HCAs and 10GbE NICs
The remaining memory resources allocated with each Root Domain are parked in the memory repository, which can then be used by I/O Domains.

Note – For more information on the number of IB HCAs and 10GbE NICs associated with each domain, refer to the Oracle SuperCluster M7 Overview Guide.

The memory repository contains resources not only from the Root Domains, but also any parked resources from the dedicated domains. Whether memory resources originated from dedicated domains or from Root Domains, once those resources have been parked in the memory repository, those resources are no longer associated with their originating domain. These resources become equally available to I/O Domains.
In addition, the memory repository contains parked resources only from the compute server that contains the domains providing those parked resources. In other words, if you have two compute servers and both compute servers have Root Domains, there would be two sets of memory repositories, where each compute server would have its own memory repository with parked resources.
For example, assume you have four domains on your compute server, with three of the four domains as Root Domains. Assume each domain has the following:

· One IB HCA and one 10GbE NIC

· 512 GB of memory

In this situation, the following memory resources are reserved for each Root Domain, with the remaining resources available for the memory repository:

· 32 GB of memory reserved for the last Root Domain in this configuration. 480 GB of memory available from this Root Domain for the memory repository.

· 16 GB of memory reserved for the second and third Root Domains in this configuration. 

· 496 GB of memory available from each of these Root Domains for the memory repository.

· A total of 992 GB of memory (496 x 2) available for the memory repository from these two Root Domains.

A total of 1472 GB of memory (480 + 992) are therefore parked in the memory repository and are available for the I/O Domains.

Memory Resource Allocation For PDomains With One CMIOU

For PDomains with one CMIOU, each PDomain has a total of 512 GB of memory resources.

Because there is only one choice for the LDom configuration for PDomains with one CMIOU, your only choice for the memory resource allocation is 100% (512 GB), unless you want some of the memory resources parked.

However, if the domain is a Database Domain that contains zones, use the worksheets in this section to provide information on the number of zones for that Database Domain and the amount of memory resources that you want allocated for each database zone. Similarly, if the domain is a Root Domain, use the worksheets in this section to provide information on the number of I/O Domains that you want the Oracle installer to set up on that Root Domain, and the amount of memory resources that you want allocated for each I/O Domain.

Example
Assume you want a Root Domain for the LDom in this configuration, and you want four equal-sized I/O Domains on that Root Domain. You would have the following amount of memory resources available for the Root Domain and the I/O Domains on that Root Domain:

· 32 GB of memory reserved for the Root Domain

· 480 GB of memory available for the I/O Domains

Because you have 480 GB of memory available for the I/O Domains, you could have 50 GB of memory assigned to each I/O Domain (200 GB of memory total) and save the remaining memory for future I/O Domains that you might want to create on that Root Domain.

In this situation, you would complete the table in this section in this manner:


	Type of Domain on PDomain 0 on Compute Server 1
	Total Amount of Memory

	ROOT: 512 GB
- Root: 32 GB set aside

- 4 I/O Domains: 50 GB per I/O Domain
	512

	Note - Total amount of memory must be 512, unless some resources are parked.
	


Memory Resource Allocation For PDomains With Two CMIOUs

For PDomains with two CMIOUs, each PDomain has a total of 1 TB (1024 GB) of memory resources.

Note – If you have a mixture of dedicated domains and Root Domains, after the initial installation, you can reallocate memory resources only with the dedicated domains. You cannot reallocate memory resources for Root Domains after the initial installation.

Because Root Domains cannot be resized or have resources reallocated (parked) after the initial installation, carefully consider the amount of memory resources that you want to have allocated to Root Domains when entering information in the following tables.

Example

Assume you want Configuration U2-2 for the PDomain (two LDoms). You could assign 512 GB of memory resources to each domain. 
In addition, assume the first domain is a Database Domain that contains zones, and you want four equal-sized zones on that Database Domain. You could have 100 GB of memory resources assigned to each database zone, for a total of 400 GB of memory for all four database zones. The remaining 112 GB of memory resources could then be saved for future database zones that you might want to create on this Database Domain.

Similarly, assume the second domain is a Root Domain, with the Oracle installer setting up four I/O Domains at the initial installation of the system. You would have the following memory resources available for the Root Domain and the I/O Domains:

· 32 GB of memory reserved for the Root Domain

· 480 GB of memory available for the I/O Domains
Because you have 480 GB of memory available for the I/O Domains, you could have 50 GB of memory assigned to each I/O Domain (200 GB of memory total) and save the remaining memory for future I/O Domains that you might want to create on that Root Domain.

You would complete the table in this section in this manner in this situation:
	Check One Box
	Config
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	Total Amount of Memory

	
	
	One
	Two
	

	
	U2-1
	
	

	X
	U2-2
	DB-Z: 512 GB
- 4 nonglobal zones: 100 GB per zone
	ROOT: 512 GB

- Root: 32 GB set aside

- 4 I/O Domains: 50 GB per I/O Domain 
	1 TB (1024 GB)

	Note - Total amount of memory resources must be 1 TB (1024 GB), unless some resources are parked.
	


Memory Resource Allocation For PDomains With Three CMIOUs

For PDomains with three CMIOUs, each PDomain has 1.5 TB (1536 GB) of memory resources.

Note – If you have a mixture of dedicated domains and Root Domains, after the initial installation, you can reallocate memory resources only with the dedicated domains. You cannot reallocate memory resources for Root Domains after the initial installation.

Because Root Domains cannot be resized or have resources reallocated (parked) after the initial installation, carefully consider the amount of memory resources that you want to have allocated to Root Domains when entering information in the following tables.

Example

Assume you want Configuration U3-3 for the PDomain (three LDoms). You could assign 512 GB of memory resources to each domain. 
In addition, assume the first domain is a Database Domain that contains zones, and you want four equal-sized zones on that Database Domain. You could have 100 GB of memory resources assigned to each database zone, for a total of 400 GB of memory for all four database zones. The remaining 112 GB of memory resources could then be saved for future database zones that you might want to create on this Database Domain.

Similarly, assume the third domain is a Root Domain, with the Oracle installer setting up four I/O Domains at the initial installation of the system. You would have the following memory resources available for the Root Domain and the I/O Domains:

· 32 GB of memory reserved for the Root Domain

· 480 GB of memory available for the I/O Domains
Because you have 480 GB of memory available for the I/O Domains, you could have 50 GB of memory assigned to each I/O Domain (200 GB of memory total) and save the remaining memory for future I/O Domains that you might want to create on that Root Domain.
You would complete the table in this section in this manner in this situation:
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Total Number of Cores

	
	U3-1
	
	

	
	U3-2
	
	
	

	X
	U3-3
	DB-Z: 512 GB

- 4 nonglobal zones: 100 GB per zone
	DB: 512 GB


	ROOT: 512 GB

- Root: 32 GB set aside

- 4 I/O Domains: 50 GB per I/O
	1.5 TB 
(1536 GB)

	Note - Total amount of memory resources must be 1.5 TB (1536 GB), unless some resources are parked.
	


Memory Resource Allocation For PDomains With Four CMIOUs

For PDomains with four CMIOUs, each PDomain has a total of 2 TB (2048 GB) of memory resources.

Note – If you have a mixture of dedicated domains and Root Domains, after the initial installation, you can reallocate memory resources only with the dedicated domains. You cannot reallocate memory resources for Root Domains after the initial installation.

Because Root Domains cannot be resized or have resources reallocated (parked) after the initial installation, carefully consider the amount of memory resources that you want to have allocated to Root Domains when entering information in the following tables.

Example

Assume you want Configuration U4-3 for the PDomain (three LDoms). You could assign 1 TB (1024 GB) of memory resources to the first domain and 512 GB of memory resources to the second and third domains. 
In addition, assume the first domain is a Database Domain that contains zones, and you want four equal-sized zones on that Database Domain. You could have 200 GB of memory resources assigned to each database zone, for a total of 800 GB of memory for all four database zones. The remaining 224 GB of memory resources could then be saved for future database zones that you might want to create on this Database Domain.

Similarly, assume the third domain is a Root Domain, with the Oracle installer setting up four I/O Domains at the initial installation of the system. You would have the following memory resources available for the Root Domain and the I/O Domains:

· 32 GB of memory reserved for the Root Domain

· 480 GB of memory available for the I/O Domains
Because you have 480 GB of memory available for the I/O Domains, you could have 50 GB of memory assigned to each I/O Domain (200 GB of memory total) and save the remaining memory for future I/O Domains that you might want to create on that Root Domain.
You would complete the table in this section in this manner in this situation:

	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Amount of Memory

	
	U4-1
	
	

	
	U4-2
	
	
	

	X
	U4-3
	DB-Z: 1 TB (1024 GB)

- 4 nonglobal zones: 200 GB per zone
	DB: 512 GB


	ROOT: 512 GB

- Root: 32 GB set aside

- 4 I/O Domains: 50 GB per I/O Domain
	2 TB 
(2048 GB)

	
	U4-4
	
	
	
	
	

	Note - Total amount of memory resources must be 2 TB (2048 GB), unless some resources are parked.
	


Chapter

5
Understanding Client Access Network, Network Recipe, VLAN Tag, and RAC Cluster Options
Beginning with the version 2.4 release of the SuperCluster software, the following options are now available:

· Multiple Client Access Network Overview on page 39 
· Network Recipe Overview on page 39
· VLAN Tag Overview on page 40
· RAC Cluster Overview on page 40
Multiple Client Access Network Overview

You can now have up to eight different client access networks configured on your SuperCluster. Once you provide the starting IP address, gateway address and subnet mask for each client access network, you can then use different client access networks for the Oracle RAC groups, logical domains and zones in your SuperCluster.

The number of client networks that you have in your SuperCluster, and the networking information such as the starting IP addresses for each, should have been set up as part of the initial installation of your SuperCluster. Refer to the configuration information that your Oracle installer provided to you for information on this feature specific to your site. 
Network Recipe Overview

You can now have up to eight network recipes configured on your SuperCluster. Each network recipe has the following unique characteristics:

· Recipe name

· Domain name

· IP addresses of the name servers, separated by spaces

· IP addresses of the time servers, separated by spaces

· Time zone

For example, assume you would like to create a network recipe specifically for the Los Angeles, California, time zone. You could create a network recipe with these unique characteristics in that case:

· Recipe name: los_angeles
· Domain name: acme.com
· Name servers: 192.170.10.1 192.170.11.1
· Time servers: 192.180.10.1 192.180.11.1
· Time zone: America/Los_Angeles
The number of network recipes that you have in your SuperCluster, and the networking information for each, should have been set up as part of the initial installation of your SuperCluster. Refer to the configuration information that your Oracle installer provided to you for information on this feature specific to your site.
VLAN Tag Overview

You can now have up to sixteen virtual LAN (VLAN) tags that you can use for the different Oracle RAC groups, application domains and dedicated database domains containing zones.

The number of VLAN tags that you have in your SuperCluster should have been set up as part of the initial installation of your SuperCluster. Refer to the configuration information that your Oracle installer provided to you for information on this feature specific to your site.
RAC Cluster Overview

Even though RAC cluster information was available in previous releases, with the version 2.4 release of the SuperCluster software, you can now apply these three new V2.4 features (multiple client access networks, network recipes and VLAN tagging) to RAC clusters. 

For example, assume you took advantage of all three of the new V2.4 features, and for your SuperCluster, you created:

· Multiple client access networks (for example, four separate client access networks, labeled client access networks 1 - 4)

· Multiple network recipes (for example, four network recipes, labeled network recipes 1 - 4)

· Multiple VLAN tags (for example, four VLAN tags, labeled VLANs 101 – 104)

Now assume that you are using four RAC clusters in your SuperCluster. You could assign a different client access network, network recipe, and VLAN tag to each of these four RACs, such as the following configurations:

· RAC 1:

· Client access network 1

· Network recipe 1

· VLAN tag 101

· RAC 2:

· Client access network 2

· Network recipe 2

· VLAN tag 102

And so on. Note that you could also have multiple RAC clusters using the same configurations, where, for example, RACs 3 and 4 could both be on the same client access network, use the same network recipe, and have the same VLAN tags. 

The RAC configurations should have been set up as part of the initial installation of your SuperCluster. Refer to the configuration information that your Oracle installer provided to you for information on this feature specific to your site.
Part
Adding a Compute Server to Your System
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Understanding the Compute Server Upgrade Process
When you order a server upgrade kit, where you are adding a second compute server to a single compute server SuperCluster M7, the Oracle installer will go through the following tasks:

· Sets up the second compute server, where the Oracle installer provides the number of populated PDomains in the second compute server, and assigns management network IP addresses for certain components within the second compute server, such as the service processors and the PDomains.

· Sets up the LDoms within these PDomains, where the Oracle installer sets up the proper number and type of LDoms that you want, and assigns the appropriate IP addresses from the management network, client access network, and IB network for those LDoms.

Determining Your Existing Network IP Addresses

Multiple IP addresses and host names are assigned to various components within the second compute server, similar to the IP addresses and host names that were assigned when you first had your SuperCluster M7 installed with a single compute server. 

Your Oracle installer will automatically begin with the first available IP address for the networks that were already set up when you first had your SuperCluster M7 installed. You can use the SuperCluster Virtual Assistant to determine the IP addresses currently being used by your SuperCluster M7 and the probable first available IP address that your Oracle installer would use for your new compute server by clicking on the Network Resources tab in the SuperCluster Virtual Assistant. Refer to the SuperCluster M7 I/O Domain Administration Guide for more information on the SuperCluster Virtual Assistant.

For example, assume that you see the following existing IP address information for the management network in the Network Resources page in the SuperCluster Virtual Assistant for your SuperCluster M7:

· In the Imported Network Resources area:

· Start IP Address: 10.204.74.1
· End IP Address: 10.204.74.31
· Total IPs: 31
These are the management network IP addresses used for components within your SuperCluster M7, such as switches and service processors, and for the dedicated domains that were set up as part of your initial installation.

· In the Added Network Resources area:

· Start IP Address: 10.204.74.35
· End IP Address: 10.204.74.100
· Total IPs: 66
· Allocated IPs: 14
· Available IPs: 52
These are the management network IP addresses that are allocated to I/O Domains or zones in I/O Domains. In this example, a total of 66 management network IP addresses are available, but only 14 were used by the I/O Domains or zones in I/O Domains. 

Using the information from this Network Resources page in the SuperCluster Virtual Assistant, you can determine that the last used management network IP address is 10.204.74.48 (starting IP address of 10.204.74.35 plus the 14 allocated IP addresses), and therefore your Oracle installer will use 10.204.74.49 as the starting management network IP address for  the second compute server. 

 What’s Next
Go to Compute Server and Network IP Address Configuration Worksheets on page 47 to provide information on the number of populated PDomains in the compute server and the alternate management starting IP address, if necessary.
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Compute Server and Network IP Address Configuration Worksheets
Use the configuration worksheets in this chapter to provide the compute server and IP address information for the second compute server.
	Item
	Entry
	Description and Example

	Number of PDomains
	
	The number of PDomains in the second compute server that will be populated with CMIOUs. 

Options: 1 or 2 

	Alternate starting IP address: Management network
	
	The alternate starting IP address for the management network for the components and LDoms in the second compute server, if you do not want the Oracle installer to use the next available IP address on this network. See Determining Your Existing Network IP Addresses on page 45 for more information.

Note that at least five management network IP addresses are needed for components within the second compute server, such as the service processors and PDomains. The number of additional management network IP addresses that will be needed for the second compute server varies, depending on the number and type of LDoms that you want set up on the second compute server.


What’s Next
Go to PDomain 0 on Compute Server 2 Configuration Worksheets on page 49 to provide information on the LDom configuration information for PDomain 0 in the second compute server.
Memory Resource Allocation: PDomains With 8 CMIOUs
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PDomain 0 on Compute Server 2 Configuration Worksheets
Complete the configuration worksheets in this chapter if you purchased the server upgrade kit, where you are adding a second compute server to a single compute server SuperCluster M7. 

Complete the worksheets in this chapter to provide this information for PDomain 0 in compute server 2:

· Number of LDoms in this PDomain

· PDomains with eight CMIOUs: 1 LDom (only available option)

· Type of LDoms in this PDomain:

· Application Domain running the Oracle Solaris 11 OS (dedicated domain)
· Database Domain (dedicated domain), with or without zones

· Root Domain, with some I/O Domains set up at the initial installation5
Note – Refer to the Oracle SuperCluster M7 Series Overview Guide for more detailed information on the different configurations available.
· Amount of CPU resources that you want to allocate to each LDom in this PDomain

· Amount of memory resources that you want allocated to each LDom in this PDomain

· Either of the following for each LDom in this PDomain: 

· Which RAC cluster that you want for each Database Domain or database zone, with that RAC cluster’s client network, network recipe and VLAN tagging configurations, or

· Specific client network, network recipe and VLAN tagging configurations for each non-RAC cluster LDom

Enter the configuration information for PDomain 0 on compute server 2 in these tables, depending on the number of CMIOUs that you have in this PDomain: 

	Check One Box 
	PDomain 0 on Compute Server 2 Configuration

	
	PDomain With One CMIOU on page 50

	
	PDomain With Two CMIOUs on page 52

	
	PDomain With Three CMIOUs on page 56

	
	PDomain With Four CMIOUs on page 59


PDomain With One CMIOU

Enter this configuration information if PDomain 0 in compute server 2 has one CMIOU:

· LDom Configurations on page 50
· CPU Resource Allocation on page 50
· Memory Resource Allocation on page 51
· Client Access Network, Network Recipe, VLAN Tag and Cluster Information on page 51
· Database Zone Information on page 52
LDom Configurations

Read and understand the information in LDom Configurations For PDomains With One CMIOU on page 15 before completing the worksheets in this section.

Table 1: PDomain 0 In Compute Server 2 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 0 on Compute Server 2

	


CPU Resource Allocation

Read and understand the information in CPU Resource Allocation For PDomains With One CMIOU on page 24 before completing the worksheets in this section.

Table 2: PDomain 0 in Compute Server 2 Configuration Worksheet: One CMIOU

	CPU Resource Allocation for PDomain 0 in Compute Server 2
	Total Number of Cores

	
	

	Note - Total number of cores must be 32, unless some resources are parked.
	


Memory Resource Allocation

Read and understand the information in Memory Resource Allocation For PDomains With One CMIOU on page 34 before completing the worksheets in this section.

Table 3: PDomain 0 in Compute Server 2 Configuration Worksheet: One CMIOU

	Memory Resource Allocation for PDomain 0 in Compute Server 2
	Total Amount of Memory

	
	

	Note - Total amount of memory resources must be 512 GB, unless some resources are parked.
	


Client Access Network, Network Recipe, VLAN Tag and Cluster Information
Read and understand the information in Understanding Client Access Network, Network Recipe, VLAN Tag, and RAC Cluster Options on page 39 before completing the worksheets in this section. 

Any Database Domain or database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information. Therefore:

· If an LDom is a member of a RAC cluster, enter that RAC cluster number here. It will automatically get IP addresses from that RAC cluster’s client access network and will use that cluster’s network recipe and VLAN tagging information.

· If an LDom is not a member of a RAC cluster, enter the following:

· Client network number that you want to use for this LDom

· Network recipe that you want to use for this LDom

· VLAN tagging information, if necessary, for this LDom

Table 4: PDomain 0 In Compute Server 2 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 0 on Compute Server 2

	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag: 


Database Zone Information

If this LDom is a Database Domain with zones, your Oracle installer can set up a maximum of eight zones on this Database Domain. Your Oracle installer will also set up the RAC clusters for the zones in this Database Domain, where multiple zones within this Database Domain could be clustered together, or could be clustered together with zones in other Database Domains.

Any database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information.

For each zone in this Database Domain, enter the RAC cluster number that you want that zone to be a member of.   

	Database Zones
	Cluster Number
	Database Zones
	Cluster Number

	Zone 1
	
	Zone 5
	

	Zone 2
	
	Zone 6
	

	Zone 3
	
	Zone 7
	

	Zone 4
	
	Zone 8
	


What’s Next

If the second PDomain (PDomain 1) in compute server 2 is populated with CMIOUs, go to PDomain 1 on Compute Server 2 Configuration Worksheets on page 65 to provide LDom configuration information and CPU and memory resource allocation information for PDomain 1 in compute server 2.

PDomain With Two CMIOUs

Enter this configuration information if PDomain 0 in compute server 2 has two CMIOUs:

· LDom Configurations on page 53
· CPU Resource Allocation on page 53
· Memory Resource Allocation on page 54
· Client Access Network, Network Recipe, VLAN Tag and Cluster Information on page 54
· Database Zone Information on page 55
LDom Configurations
Read and understand the information in LDom Configurations For PDomains With Two CMIOUs on page 16 before completing the worksheets in this section.

Table 5: PDomain 0 in Compute Server 2 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	
	U2-2
	
	


CPU Resource Allocation

Read and understand the information in CPU Resource Allocation For PDomains With Two CMIOUs on page 25 before completing the worksheets in this section.

Table 6: PDomain 0 in Compute Server 2 Configuration Worksheet: Two CMIOUs

	Check One Box
	Config
	CPU Resource Allocation for PDomain 0 in Compute Server 2
	Total Number of Cores

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total number of cores must be 64, unless some resources are parked.
	


Memory Resource Allocation

Read and understand the information in Memory Resource Allocation For PDomains With Two CMIOUs on page 35 before completing the worksheets in this section.

Table 7: PDomain 0 in Compute Server 2 Configuration Worksheet: Two CMIOUs

	Check One Box
	Config
	Memory Resource Allocation for PDomain 0 in Compute Server 2
	Total Amount of Memory

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total amount of memory resources must be 1 TB (1024 GB), unless some resources are parked.
	


Client Access Network, Network Recipe, VLAN Tag and Cluster Information
Read and understand the information in Understanding Client Access Network, Network Recipe, VLAN Tag, and RAC Cluster Options on page 39 before completing the worksheets in this section. 

Any Database Domain or database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information. Therefore:

· If an LDom is a member of a RAC cluster, enter that RAC cluster number here. It will automatically get IP addresses from that RAC cluster’s client access network and will use that cluster’s VLAN tagging information.

· If an LDom is not a member of a RAC cluster, enter the following:

· Client network number that you want to use for this LDom

· Network recipe that you want to use for this LDom

· VLAN tagging information, if necessary, for this LDom

Table 8: PDomain 0 in Compute Server 2 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two

	
	U2-1
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U2-2
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:


Database Zone Information

If this LDom is a Database Domain with zones, your Oracle installer can set up a maximum of eight zones on this Database Domain. Your Oracle installer will also set up the RAC clusters for the zones in this Database Domain, where multiple zones within this Database Domain could be clustered together, or could be clustered together with zones in other Database Domains.

Any database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information.

For each zone in this Database Domain, enter the RAC cluster number that you want that zone to be a member of.   

	Database Zones
	Cluster Number
	Database Zones
	Cluster Number

	Zone 1
	
	Zone 5
	

	Zone 2
	
	Zone 6
	

	Zone 3
	
	Zone 7
	

	Zone 4
	
	Zone 8
	


What’s Next

If the second PDomain (PDomain 1) in compute server 2 is populated with CMIOUs, go to PDomain 1 on Compute Server 2 Configuration Worksheets on page 65 to provide LDom configuration information and CPU and memory resource allocation information for PDomain 1 in compute server 2.

PDomain With Three CMIOUs

Enter this configuration information if PDomain 0 in compute server 2 has three CMIOUs:

· LDom Configurations on page 56
· CPU Resource Allocation on page 57
· Memory Resource Allocation on page 57
· Client Access Network, Network Recipe, VLAN Tag and Cluster Information on page 58
· Database Zone Information on page 59
LDom Configurations
Read and understand the information in LDom Configurations For PDomains With Three CMIOUs on page 17 before completing the worksheets in this section.

Table 9: PDomain 0 in Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	

	
	U3-2
	
	

	
	U3-3
	
	
	


CPU Resource Allocation

Read and understand the information in CPU Resource Allocation For PDomains With Three CMIOUs on page 26 before completing the worksheets in this section.

Table 10: PDomain 0 in Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 2
	

	Check One Box
	Config
	One
	Two
	Three
	Total Number of Cores

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total number of cores must be 96, unless some resources are parked.
	


Memory Resource Allocation

Read and understand the information in Memory Resource Allocation For PDomains With Three CMIOUs on page 36 before completing the worksheets in this section.

Table 11: PDomain 0 in Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 2
	

	Check One Box
	Config
	One
	Two
	Three
	Total Amount of Memory

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total amount of memory must be 1.5 GB (1536 GB), unless some resources are parked.
	


Client Access Network, Network Recipe, VLAN Tag and Cluster Information
Read and understand the information in Understanding Client Access Network, Network Recipe, VLAN Tag, and RAC Cluster Options on page 39 before completing the worksheets in this section. 

Any Database Domain or database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information. Therefore:

· If an LDom is a member of a RAC cluster, enter that RAC cluster number here. It will automatically get IP addresses from that RAC cluster’s client access network and will use that cluster’s network recipe and VLAN tagging information.

· If an LDom is not a member of a RAC cluster, enter the following:

· Client network number that you want to use for this LDom

· Network recipe that you want to use for this LDom

· VLAN tagging information, if necessary, for this LDom

Table 12: PDomain 0 in Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U3-2
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U3-3
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:


Database Zone Information

If this LDom is a Database Domain with zones, your Oracle installer can set up a maximum of eight zones on this Database Domain. Your Oracle installer will also set up the RAC clusters for the zones in this Database Domain, where multiple zones within this Database Domain could be clustered together, or could be clustered together with zones in other Database Domains.

Any database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information.

For each zone in this Database Domain, enter the RAC cluster number that you want that zone to be a member of.   

	Database Zones
	Cluster Number
	Database Zones
	Cluster Number

	Zone 1
	
	Zone 5
	

	Zone 2
	
	Zone 6
	

	Zone 3
	
	Zone 7
	

	Zone 4
	
	Zone 8
	


What’s Next

If the second PDomain (PDomain 1) in compute server 2 is populated with CMIOUs, go to PDomain 1 on Compute Server 2 Configuration Worksheets on page 65 to provide LDom configuration information and CPU and memory resource allocation information for PDomain 1 in compute server 2.

PDomain With Four CMIOUs

Enter this configuration information if PDomain 0 in compute server 2 has four CMIOUs:

· LDom Configurations on page 60
· CPU Resource Allocation on page 60
· Memory Resource Allocation  on page 61
· Client Access Network, Network Recipe, VLAN Tag and Cluster Information on page 61
· Database Zone Information on page 62
LDom Configurations

Read and understand the information in LDom Configurations For PDomains With Four CMIOUs on page 19 before completing the worksheets in this section.

Table 13: PDomain 0 in Compute Server 2 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	
	U4-3
	
	
	

	
	U4-4
	
	
	
	


CPU Resource Allocation

Read and understand the information in CPU Resource Allocation For PDomains With Four CMIOUs on page 28 before completing the worksheets in this section.

Table 14: PDomain 0 in Compute Server 2 Configuration Worksheet: Four CMIOUs 
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 2
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Number of Cores

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total number of cores must be 128, unless some resources are parked.
	


Memory Resource Allocation 

Read and understand the information in Memory Resource Allocation For PDomains With Four CMIOUs on page 37 before completing the worksheets in this section.

Table 15: PDomain 0 in Compute Server 2 Configuration Worksheet: Four CMIOUs
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 2
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Amount of Memory

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total amount of memory resources must be 2 TB (2048 GB), unless some resources are parked.
	


Client Access Network, Network Recipe, VLAN Tag and Cluster Information
Read and understand the information in Understanding Client Access Network, Network Recipe, VLAN Tag, and RAC Cluster Options on page 39 before completing the worksheets in this section. 

Any Database Domain or database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information. Therefore:

· If an LDom is a member of a RAC cluster, enter that RAC cluster number here. It will automatically get IP addresses from that RAC cluster’s client access network and will use that cluster’s network recipe and VLAN tagging information.

· If an LDom is not a member of a RAC cluster, enter the following:

· Client network number that you want to use for this LDom

· Network recipe that you want to use for this LDom

· VLAN tagging information, if necessary, for this LDom

Table 16: PDomain 0 in Compute Server 2 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U4-2
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U4-3
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U4-4
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:


Database Zone Information

If this LDom is a Database Domain with zones, your Oracle installer can set up a maximum of eight zones on this Database Domain. Your Oracle installer will also set up the RAC clusters for the zones in this Database Domain, where multiple zones within this Database Domain could be clustered together, or could be clustered together with zones in other Database Domains.

Any database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information.

For each zone in this Database Domain, enter the RAC cluster number that you want that zone to be a member of.   

	Database Zones
	Cluster Number
	Database Zones
	Cluster Number

	Zone 1
	
	Zone 5
	

	Zone 2
	
	Zone 6
	

	Zone 3
	
	Zone 7
	

	Zone 4
	
	Zone 8
	


What’s Next

If the second PDomain (PDomain 1) in compute server 2 is populated with CMIOUs, go to PDomain 1 on Compute Server 2 Configuration Worksheets on page 65 to provide LDom configuration information and CPU and memory resource allocation information for PDomain 1 in compute server 2.

Chapter
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PDomain 1 on Compute Server 2 Configuration Worksheets
Complete the configuration worksheets in this chapter if you purchased the server upgrade kit, where you are adding a second compute server to a single compute server SuperCluster M7. 

Complete the worksheets in this chapter to provide this information for PDomain 1 in compute server 2:

· Number of LDoms in this PDomain

· PDomains with eight CMIOUs: 1 LDom (only available option)

· Type of LDoms in this PDomain:

· Application Domain running the Oracle Solaris 11 OS (dedicated domain)
· Database Domain (dedicated domain), with or without zones

· Root Domain, with some I/O Domains set up at the initial installation6
Note – Refer to the Oracle SuperCluster M7 Series Overview Guide for more detailed information on the different configurations available.
· Amount of CPU resources that you want to allocate to each LDom in this PDomain

· Amount of memory resources that you want allocated to each LDom in this PDomain

· Either of the following for each LDom in this PDomain: 

· Which RAC cluster that you want for each Database Domain or database zone, with that RAC cluster’s client network, network recipe and VLAN tagging configurations, or

· Specific client network, network recipe and VLAN tagging configurations for each non-RAC cluster LDom

Enter the configuration information for PDomain 1 on compute server 2 in these tables, depending on the number of CMIOUs that you have in this PDomain: 

	Check One Box 
	PDomain 1 on Compute Server 2 Configuration

	
	PDomain With One CMIOU on page 66

	
	PDomain With Two CMIOUs on page 68

	
	PDomain With Three CMIOUs on page 72

	
	PDomain With Four CMIOUs on page 75


PDomain With One CMIOU

Enter this configuration information if PDomain 1 in compute server 2 has one CMIOU:

· LDom Configurations on page 66
· CPU Resource Allocation on page 66
· Memory Resource Allocation on page 67
· Client Access Network, Network Recipe, VLAN Tag and Cluster Information on page 67
· Database Zone Information on page 68
LDom Configurations

Read and understand the information in LDom Configurations For PDomains With One CMIOU on page 15 before completing the worksheets in this section.

Table 17: PDomain 1 In Compute Server 2 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 1 on Compute Server 2

	


CPU Resource Allocation

Read and understand the information in CPU Resource Allocation For PDomains With One CMIOU on page 24 before completing the worksheets in this section.

Table 18: PDomain 1 In Compute Server 2 Configuration Worksheet: One CMIOU

	CPU Resource Allocation for PDomain 1 in Compute Server 2
	Total Number of Cores

	
	

	Note - Total number of cores must be 32, unless some resources are parked.
	


Memory Resource Allocation

Read and understand the information in Memory Resource Allocation For PDomains With One CMIOU on page 34 before completing the worksheets in this section.

Table 19: PDomain 1 In Compute Server 2 Configuration Worksheet: One CMIOU

	Memory Resource Allocation for PDomain 1 in Compute Server 2
	Total Amount of Memory

	
	

	Note - Total amount of memory resources must be 512 GB, unless some resources are parked.
	


Client Access Network, Network Recipe, VLAN Tag and Cluster Information
Read and understand the information in Understanding Client Access Network, Network Recipe, VLAN Tag, and RAC Cluster Options on page 39 before completing the worksheets in this section. 

Any Database Domain or database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information. Therefore:

· If an LDom is a member of a RAC cluster, enter that RAC cluster number here. It will automatically get IP addresses from that RAC cluster’s client access network and will use that cluster’s network recipe and VLAN tagging information.

· If an LDom is not a member of a RAC cluster, enter the following:

· Client network number that you want to use for this LDom

· Network recipe that you want to use for this LDom

· VLAN tagging information, if necessary, for this LDom

Table 20: PDomain 1 In Compute Server 2 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 1 on Compute Server 2

	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag: 


Database Zone Information

If this LDom is a Database Domain with zones, your Oracle installer can set up a maximum of eight zones on this Database Domain. Your Oracle installer will also set up the RAC clusters for the zones in this Database Domain, where multiple zones within this Database Domain could be clustered together, or could be clustered together with zones in other Database Domains.

Any database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information.

For each zone in this Database Domain, enter the RAC cluster number that you want that zone to be a member of.   

	Database Zones
	Cluster Number
	Database Zones
	Cluster Number

	Zone 1
	
	Zone 5
	

	Zone 2
	
	Zone 6
	

	Zone 3
	
	Zone 7
	

	Zone 4
	
	Zone 8
	


PDomain With Two CMIOUs

Enter this configuration information if PDomain 1 in compute server 2 has two CMIOUs:

· LDom Configurations on page 69
· CPU Resource Allocation on page 69
· Memory Resource Allocation on page 70
· Client Access Network, Network Recipe, VLAN Tag and Cluster Information on page 70
· Database Zone Information on page 71
LDom Configurations
Read and understand the information in LDom Configurations For PDomains With Two CMIOUs on page 16 before completing the worksheets in this section.

Table 21: PDomain 1 In Compute Server 2 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 1 in Compute Server 2

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	
	U2-2
	
	


CPU Resource Allocation

Read and understand the information in CPU Resource Allocation For PDomains With Two CMIOUs on page 25 before completing the worksheets in this section.

Table 22: PDomain 1 In Compute Server 2 Configuration Worksheet: Two CMIOUs

	Check One Box
	Config
	CPU Resource Allocation for PDomain 1 in Compute Server 2
	Total Number of Cores

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total number of cores must be 64, unless some resources are parked.
	


Memory Resource Allocation

Read and understand the information in Memory Resource Allocation For PDomains With Two CMIOUs on page 35 before completing the worksheets in this section.

Table 23: PDomain 1 In Compute Server 2 Configuration Worksheet: Two CMIOUs

	Check One Box
	Config
	Memory Resource Allocation for PDomain 1 in Compute Server 2
	Total Amount of Memory

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total amount of memory resources must be 1 TB (1024 GB), unless some resources are parked.
	


Client Access Network, Network Recipe, VLAN Tag and Cluster Information
Read and understand the information in Understanding Client Access Network, Network Recipe, VLAN Tag, and RAC Cluster Options on page 39 before completing the worksheets in this section. 

Any Database Domain or database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information. Therefore:

· If an LDom is a member of a RAC cluster, enter that RAC cluster number here. It will automatically get IP addresses from that RAC cluster’s client access network and will use that cluster’s network recipe and VLAN tagging information.

· If an LDom is not a member of a RAC cluster, enter the following:

· Client network number that you want to use for this LDom

· Network recipe that you want to use for this LDom

· VLAN tagging information, if necessary, for this LDom

Table 24: PDomain 1 in Compute Server 2 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 1 in Compute Server 2

	Check One Box
	Config
	One
	Two

	
	U2-1
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U2-2
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:


Database Zone Information

If this LDom is a Database Domain with zones, your Oracle installer can set up a maximum of eight zones on this Database Domain. Your Oracle installer will also set up the RAC clusters for the zones in this Database Domain, where multiple zones within this Database Domain could be clustered together, or could be clustered together with zones in other Database Domains.

Any database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information.

For each zone in this Database Domain, enter the RAC cluster number that you want that zone to be a member of.   

	Database Zones
	Cluster Number
	Database Zones
	Cluster Number

	Zone 1
	
	Zone 5
	

	Zone 2
	
	Zone 6
	

	Zone 3
	
	Zone 7
	

	Zone 4
	
	Zone 8
	


PDomain With Three CMIOUs

Enter this configuration information if PDomain 1 in compute server 2 has three CMIOUs:

· LDom Configurations on page 72
· CPU Resource Allocation on page 73
· Memory Resource Allocation on page 73
· Client Access Network, Network Recipe, VLAN Tag and Cluster Information on page 74
· Database Zone Information on page 75
LDom Configurations
Read and understand the information in LDom Configurations For PDomains With Three CMIOUs on page 17 before completing the worksheets in this section.

Table 25: PDomain 1 In Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 1 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	

	
	U3-2
	
	

	
	U3-3
	
	
	


CPU Resource Allocation

Read and understand the information in CPU Resource Allocation For PDomains With Three CMIOUs on page 26 before completing the worksheets in this section.

Table 26: PDomain 1 In Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	CPU Resource Allocation for PDomain 1 in Compute Server 2
	

	Check One Box
	Config
	One
	Two
	Three
	Total Number of Cores

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total number of cores must be 96, unless some resources are parked.
	


Memory Resource Allocation

Read and understand the information in Memory Resource Allocation For PDomains With Three CMIOUs on page 36 before completing the worksheets in this section.

Table 27: PDomain 1 In Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	Memory Resource Allocation for PDomain 1 in Compute Server 2
	

	Check One Box
	Config
	One
	Two
	Three
	Total Amount of Memory

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total amount of memory must be 1.5 GB (1536 GB), unless some resources are parked.
	


Client Access Network, Network Recipe, VLAN Tag and Cluster Information
Read and understand the information in Understanding Client Access Network, Network Recipe, VLAN Tag, and RAC Cluster Options on page 39 before completing the worksheets in this section. 

Any Database Domain or database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information. Therefore:

· If an LDom is a member of a RAC cluster, enter that RAC cluster number here. It will automatically get IP addresses from that RAC cluster’s client access network and will use that cluster’s network recipe and VLAN tagging information.

· If an LDom is not a member of a RAC cluster, enter the following:

· Client network number that you want to use for this LDom

· Network recipe that you want to use for this LDom

· VLAN tagging information, if necessary, for this LDom

Table 28: PDomain 1 in Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 1 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U3-2
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U3-3
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:


Database Zone Information

If this LDom is a Database Domain with zones, your Oracle installer can set up a maximum of eight zones on this Database Domain. Your Oracle installer will also set up the RAC clusters for the zones in this Database Domain, where multiple zones within this Database Domain could be clustered together, or could be clustered together with zones in other Database Domains.

Any database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information.

For each zone in this Database Domain, enter the RAC cluster number that you want that zone to be a member of.   

	Database Zones
	Cluster Number
	Database Zones
	Cluster Number

	Zone 1
	
	Zone 5
	

	Zone 2
	
	Zone 6
	

	Zone 3
	
	Zone 7
	

	Zone 4
	
	Zone 8
	


PDomain With Four CMIOUs

Enter this configuration information if PDomain 1 in compute server 2 has four CMIOUs:

· LDom Configurations on page 76
· CPU Resource Allocation on page 76
· Memory Resource Allocation on page 77
· Client Access Network, Network Recipe, VLAN Tag and Cluster Information on page 77
· Database Zone Information on page 78
LDom Configurations

Read and understand the information in LDom Configurations For PDomains With Four CMIOUs on page 19 before completing the worksheets in this section.

Table 29: PDomain 1 In Compute Server 2 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	
	U4-3
	
	
	

	
	U4-4
	
	
	
	


CPU Resource Allocation

Read and understand the information in CPU Resource Allocation For PDomains With Four CMIOUs on page 28 before completing the worksheets in this section.

Table 30: PDomain 1 In Compute Server 2 Configuration Worksheet: Four CMIOUs 
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Number of Cores

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total number of cores must be 128, unless some resources are parked.
	


Memory Resource Allocation

Read and understand the information in Memory Resource Allocation For PDomains With Four CMIOUs on page 37 before completing the worksheets in this section.
Table 31: PDomain 1 In Compute Server 2 Configuration Worksheet: Four CMIOUs
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Amount of Memory

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total amount of memory resources must be 2 TB (2048 GB), unless some resources are parked.
	


Client Access Network, Network Recipe, VLAN Tag and Cluster Information
Read and understand the information in Understanding Client Access Network, Network Recipe, VLAN Tag, and RAC Cluster Options on page 39 before completing the worksheets in this section. 

Any Database Domain or database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information. Therefore:

· If an LDom is a member of a RAC cluster, enter that RAC cluster number here. It will automatically get IP addresses from that RAC cluster’s client access network and will use that cluster’s network recipe and VLAN tagging information.

· If an LDom is not a member of a RAC cluster, enter the following:

· Client network number that you want to use for this LDom

· Network recipe that you want to use for this LDom

· VLAN tagging information, if necessary, for this LDom

Table 32: PDomain 1 in Compute Server 2 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 1 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U4-2
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U4-3
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:

	
	U4-4
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:
	Cluster number: 
OR 
Client network number: 

Network recipe: 
VLAN tag:


Database Zone Information

If this LDom is a Database Domain with zones, your Oracle installer can set up a maximum of eight zones on this Database Domain. Your Oracle installer will also set up the RAC clusters for the zones in this Database Domain, where multiple zones within this Database Domain could be clustered together, or could be clustered together with zones in other Database Domains.

Any database zone that is a member of a RAC cluster automatically gets assigned IP addresses from that RAC cluster’s client access network and has that cluster’s network recipe and VLAN tagging information.

For each zone in this Database Domain, enter the RAC cluster number that you want that zone to be a member of.   

	Database Zones
	Cluster Number
	Database Zones
	Cluster Number

	Zone 1
	
	Zone 5
	

	Zone 2
	
	Zone 6
	

	Zone 3
	
	Zone 7
	

	Zone 4
	
	Zone 8
	


Part
Adding CMIOUs to Your System
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Example Scenarios for CMIOU Upgrades
The following sections provide different example scenarios when adding CMIOUs in your SuperCluster M7. Refer to the Oracle SuperCluster M7 Series Overview Guide for more information on where CMIOUs are installed in the compute servers, depending on which PDomain the CMIOUs are installed in and how many CMIOUs are installed in that PDomain.

Example Existing Base Configuration

For each of these example upgrade scenarios, assume that you have this existing base configuration already set up at your site:

· One compute server installed in your SuperCluster M7

· Two PDomains in the compute server, both with two CMIOUs installed in each PDomain:

· PDomain 0: CMIOUs installed in CMIOU slots 0 and 3

· PDomain 1: CMIOUs installed in CMIOU slots 5 and 7

You would have already selected LDom configurations based on the number of CMIOUs that you have in each PDomain, in this case, one of the LDom configurations available for PDomains with two CMIOUS:
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Assume you selected these LDom configurations that were set up as part of the initial installation of your SuperCluster M7:

· PDomain 0: The U2-1 LDom configuration, where one LDom spans across both CMIOUs, and you selected a Database Domain (dedicated domain) as this LDom type.

· PDomain 1: The U2-2 LDom configuration, where two LDoms are set up, each on a single CMIOU, and you selected these LDom types:

· LDom 1: Database Domain (dedicated domain)

· LDom 2: Root Domain 

Example CMIOU Upgrade

Now, assume that you would like to add a total of three additional CMIOUs to your existing system, where the new CMIOUs would be physically installed in the following locations:

· PDomain 0:  One additional CMIOU added in this PDomain, for a total of three CMIOUs in PDomain 0:

· Existing CMIOUs installed in slots 0 and 3

· New CMIOU installed in slot 1

· PDomain 1: Two additional CMIOUs added in this PDomain, for a total of four CMIOUs in PDomain 1:

· Existing CMIOUs installed in slots 5 and 7

· New CMIOUs installed in slots 4 and 6

With these additional CMIOUs, you would now have some of the following LDom configurations to choose from:

· PDomain 0: The following LDom configurations are normally available for a PDomain with three CMIOUs:
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· PDomain 1: The following LDom configurations are normally available for a PDomain with four CMIOUs:
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However, because you have LDoms already set up on your PDomains, your LDom configuration choices are limited based on your existing configuration, as described in the following sections:
· Example Upgrade Scenario 1: Expanding Existing LDoms on page 85
· Example Upgrade Scenario 2: Adding New LDoms on page 86
Example Upgrade Scenario 1: Expanding Existing LDoms

In this scenario, you would want to keep the same number of LDoms and the same LDom configurations that you had previously, but you would want to expand them to include the new CMIOUs that will be installed in each PDomain.

· PDomain 0: Previously, you had the U2-1 LDom configuration, where you had a single LDom (Database Domain) spanned across the two existing CMIOUs. With a new, third CMIOU added to this PDomain, you could now change this LDom configuration to the U3-1 configuration, which would span this single LDom across all three CMIOUs.

Note that in this particular situation, you can use the U3-1 LDom configuration because you had a Database Domain for the LDom type. If you had a Root Domain for the LDom type, you would not be able to expand that existing LDom to use the U3-1 configuration because that would result in a Root Domain spanning across three CMIOUs, which would violate one of the rules outlined in Rules and Restrictions for Upgrading Your System on page 10.

· PDomain 1: Previously, you had the U2-2 LDom configuration, where you had two LDoms, each on a single CMIOU. With two new CMIOUs added to this PDomain, you could now change this LDom configuration to the U4-2 configuration:

· LDom 1: Database Domain (dedicated domain), spanned across CMIOU a and CMIOU b in the preceding figure (for PDomain 1, these would be CMIOU slots 4 and 5)

· LDom 2: Root Domain, spanned across CMIOU c and CMIOU d in the preceding figure (for PDomain 1, these would be CMIOU slots 6 and 7)

Example Upgrade Scenario 2: Adding New LDoms

In this scenario, you would want to keep the LDom configurations that you had previously, exactly as they are, and you would want to create new LDoms for the new CMIOUs that will be installed in each PDomain.

· PDomain 0: Previously, you had the U2-1 LDom configuration, where you had a single LDom (Database Domain) spanned across the two existing CMIOUs. With a new, third CMIOU added to this PDomain, you could change this LDom configuration to the U3-2 configuration, where:

· LDom 1 is the existing Database Domain LDom that you had previously, which would continue to span across two CMIOUs

· LDom 2 is a new single-CMIOU LDom, on the new CMIOU, and could be any LDom type (Database or Application Dedicated Domain, or Root Domain)

· PDomain 1: Previously, you had the U2-2 LDom configuration, where you had two LDoms, each on a single CMIOU. With two new CMIOUs added to this PDomain, you could now change this LDom configuration to the U4-4 configuration, where:

· LDoms 1 and 2 are the existing LDoms that you had previously (Database Domain and Root Domain), and each LDom would continue to exist on a single CMIOU, as they did previously

· LDoms 3 and 4 would be new LDoms on the new CMIOUs, and could be any LDom type (Database or Application Dedicated Domain, or Root Domain)

Note that you would not be able to choose the U4-3 LDom configuration for the new configuration if you wanted to keep the existing LDom configurations exactly as they were previously, where the existing LDoms were on a single CMIOU. That’s because, as described in Rules and Restrictions for Upgrading Your System on page 10, you are not allowed to move the existing primary LDom (LDom 1) from its position (in this case, from the two-CMIOU LDom 1 position to either of the single-CMIOU LDom positions in this configuration, which would be LDoms 2 or 3). However, you could choose the U4-3 LDom configuration with these modifications:

· LDom 1 remains the existing primary LDom (a Database Domain in the example scenario), but is now spanned across two CMIOUs rather than one as it was previously

· LDom 2 would be the second existing LDom from the previous configuration (a Root Domain in the example scenario) and would remain a single-CMIOU LDom

· LDom 3 would be a new LDom on a new CMIOU and could be any LDom type

Chapter
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Recording Your Existing System Information
Use the worksheets in this chapter to record your existing system configuration information, before you have performed any system upgrades:

· Existing Configuration: Number of CMIOUs in Each PDomain on page 87
· Existing LDom Configurations on page 89
Existing Configuration: Number of CMIOUs in Each PDomain

Provide the compute server-level PDomain configuration information that you currently have in these sections.

· Existing Configuration: Number of CMIOUs in PDomains in Compute Server 1 on page 88
· Existing Configuration: Number of CMIOUs in PDomains in Compute Server 2 on page 88
Existing Configuration: Number of CMIOUs in PDomains in Compute Server 1

Provide information on the number of CMIOUs that you currently have in each PDomain in compute server 1.

Table 33: Configuration Worksheet: Compute Server 1 PDomain Configurations
	Item
	Entry
	Description and Example

	Number of CMIOUs in PDomain 0
	
	The number of CMIOUs that you currently have in PDomain 0 in compute server 1.

Options: 1, 2, 3 or 4.

	Number of CMIOUs in PDomain 1
	
	The number of CMIOUs that you currently have in PDomain 1 in compute server 1.

Options: 0, 1, 2, 3 or 4.


Existing Configuration: Number of CMIOUs in PDomains in Compute Server 2

Provide information on the number of CMIOUs that you currently have in each PDomain in compute server 2.

Table 34: Configuration Worksheet: Compute Server 2 PDomain Configurations
	Item
	Entry
	Description and Example

	Number of CMIOUs in PDomain 0
	
	The number of CMIOUs that you currently have in PDomain 0 in compute server 2.

Options: 1, 2, 3 or 4.

	Number of CMIOUs in PDomain 1
	
	The number of CMIOUs that you currently have in PDomain 1 in compute server 2.

Options: 0, 1, 2, 3 or 4.


Existing LDom Configurations

Provide information in these sections for the LDom configurations that you currently have in each PDomain, depending on the number of CMIOUs that you have in each PDomain:

· Existing LDom Configurations: PDomain 0 on Compute Server 1 on page 89
· Existing LDom Configurations: PDomain 1 on Compute Server 1 on page 91
· Existing LDom Configurations: PDomain 0 on Compute Server 2 on page 93
· Existing LDom Configurations: PDomain 1 on Compute Server 2 on page 95
Existing LDom Configurations: PDomain 0 on Compute Server 1

Provide information in this section on the number and type of LDoms that you currently have in PDomain 0 in compute server 1, depending on the number of CMIOUs that you have in the PDomain:

· PDomain With One CMIOU on page 89
· PDomain With Two CMIOUs on page 89
· PDomain With Three CMIOUs on page 90
· PDomain With Three CMIOUs on page 90
PDomain With One CMIOU


Table 35: PDomain 0 In Compute Server 1 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 0 on Compute Server 1

	


PDomain With Two CMIOUs

Table 36: PDomain 0 in Compute Server 1 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 1

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	
	U2-2
	
	


PDomain With Three CMIOUs

Table 37: PDomain 0 in Compute Server 1 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 0 in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	

	
	U3-2
	
	

	
	U3-3
	
	
	


PDomain With Four CMIOUs

Table 38: PDomain 0 in Compute Server 1 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	
	U4-3
	
	
	

	
	U4-4
	
	
	
	


Existing LDom Configurations: PDomain 1 on Compute Server 1

Provide information in this section on the number and type of LDoms that you currently have in PDomain 1 in compute server 1, depending on the number of CMIOUs that you have in the PDomain:

· PDomain With One CMIOU on page 91
· PDomain With Two CMIOUs on page 91
· PDomain With Three CMIOUs on page 92
· PDomain With Four CMIOUs on page 92
PDomain With One CMIOU


Table 39: PDomain 1 In Compute Server 1 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 1 on Compute Server 1

	


PDomain With Two CMIOUs

Table 40: PDomain 1 in Compute Server 1 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 1 in Compute Server 1

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	
	U2-2
	
	


PDomain With Three CMIOUs

Table 41: PDomain 1 in Compute Server 1 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 1 in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	

	
	U3-2
	
	

	
	U3-3
	
	
	


PDomain With Four CMIOUs

Table 42: PDomain 1 in Compute Server 1 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 1 in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	
	U4-3
	
	
	

	
	U4-4
	
	
	
	


Existing LDom Configurations: PDomain 0 on Compute Server 2

Provide information in this section on the number and type of LDoms that you currently have in PDomain 0 in compute server 2, depending on the number of CMIOUs that you have in the PDomain:

· PDomain With One CMIOU on page 93
· PDomain With Two CMIOUs on page 93
· PDomain With Three CMIOUs on page 94
· PDomain With Four CMIOUs on page 94
PDomain With One CMIOU


Table 43: PDomain 0 In Compute Server 2 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 0 on Compute Server 2

	


PDomain With Two CMIOUs

Table 44: PDomain 0 in Compute Server 2 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	
	U2-2
	
	


PDomain With Three CMIOUs

Table 45: PDomain 0 in Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	

	
	U3-2
	
	

	
	U3-3
	
	
	


PDomain With Four CMIOUs

Table 46: PDomain 0 in Compute Server 2 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	
	U4-3
	
	
	

	
	U4-4
	
	
	
	


Existing LDom Configurations: PDomain 1 on Compute Server 2

Provide information in this section on the number and type of LDoms that you currently have in PDomain 1 in compute server 2, depending on the number of CMIOUs that you have in the PDomain:

· PDomain With One CMIOU on page 95
· PDomain With Two CMIOUs on page 95
· PDomain With Three CMIOUs on page 96
· PDomain With Four CMIOUs on page 96
PDomain With One CMIOU


Table 47: PDomain 1 In Compute Server 2 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 1 on Compute Server 2

	


PDomain With Two CMIOUs

Table 48: PDomain 1 in Compute Server 2 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 1 in Compute Server 2

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	
	U2-2
	
	


PDomain With Three CMIOUs

Table 49: PDomain 1 in Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 1 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	

	
	U3-2
	
	

	
	U3-3
	
	
	


PDomain With Four CMIOUs

Table 50: PDomain 1 in Compute Server 2 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 1 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	
	U4-3
	
	
	

	
	U4-4
	
	
	
	


Chapter

12
Providing CMIOU Upgrade Information
Use the worksheets in this chapter to provide the following CMIOU upgrade information for your system:

· Upgrade in the Number of CMIOUs in Each PDomain on page 97
· New LDom Configurations on page 99
Upgrade in the Number of CMIOUs in Each PDomain

Provide information in these sections on the number of CMIOUs that you are adding to your system and in which PDomain those additional CMIOUs will be added:
· Upgrade in Number of CMIOUs in PDomains in Compute Server 1 on page 98
· Upgrade in Number of CMIOUs in PDomains in Compute Server 2 on page 98
Upgrade in Number of CMIOUs in PDomains in Compute Server 1

Provide information on the number of CMIOUs that you are adding in each PDomain in compute server 1.

Table 51: Configuration Worksheet: Compute Server 1 PDomain Configurations
	Item
	Entry
	Description and Example

	Upgrade in number of CMIOUs in PDomain 0
	
	The number of CMIOUs that you are adding to this PDomain, and the new total number of CMIOUs for this PDomain with these new CMIOUs.

Example: 2 new CMIOUs, for a new total of 4 CMIOUs.

	Upgrade in number of CMIOUs in PDomain 1
	
	The number of CMIOUs that you are adding to this PDomain, and the new total number of CMIOUs for this PDomain with these new CMIOUs.

Example: 2 new CMIOUs, for a new total of 4 CMIOUs.


Upgrade in Number of CMIOUs in PDomains in Compute Server 2

Provide information on the number of CMIOUs that you are adding in each PDomain in compute server 2.

Table 52: Configuration Worksheet: Compute Server 2 PDomain Configurations
	Item
	Entry
	Description and Example

	Upgrade in number of CMIOUs in PDomain 0
	
	The number of CMIOUs that you are adding to this PDomain, and the new total number of CMIOUs for this PDomain with these new CMIOUs.

Example: 2 new CMIOUs, for a new total of 4 CMIOUs.

	Upgrade in number of CMIOUs in PDomain 1
	
	The number of CMIOUs that you are adding to this PDomain, and the new total number of CMIOUs for this PDomain with these new CMIOUs.

Example: 2 new CMIOUs, for a new total of 4 CMIOUs.


New LDom Configurations

Provide information in these sections for the new LDom configurations in each PDomain, depending on the number of CMIOUs that you have in each PDomain:

· Examples for Providing Upgrade Information on page 99
· PDomain 0 on Compute Server 1 on page 101
· PDomain 1 on Compute Server 1 on page 103
· PDomain 0 on Compute Server 2 on page 105
· PDomain 1 on Compute Server 2 on page 107
Examples for Providing Upgrade Information

In these examples, assume that your existing configuration is a PDomain with two CMIOUs, and you have the U2-2 LDom configuration with these LDom types:

· LDom 1: Database Domain (dedicated domain)

· LDom 2: Root Domain

You would have filled out the existing configuration information in the previous chapter in this manner:

	
	
	Number and Type of Domains on PDomain 0 in Compute Server 1

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	X
	U2-2
	DB
	Root


Now, assume that you purchased two new CMIOUs to add to this PDomain, bringing the total number of CMIOUs in this PDomain to four.

· If you decided to expand the existing LDoms so that you were keeping the same two LDoms, but expanding them to include the two new CMIOUs, you would complete the configuration worksheets in this manner:

	
	
	Number and Type of Domains on PDomain 0 in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	X
	U4-2
	DB (existing LDom, 1 new CMIOU)
	Root (existing LDom, 1 new CMIOU)

	
	U4-3
	
	
	

	
	U4-4
	
	
	
	


· If you decided to keep the existing LDoms exactly as they are now and you wanted to add two new LDoms for the two new CMIOUs (for example, a new Database Domain with 8 zones and a new Application Domain running the Oracle Solaris 11 OS), you would complete the configuration worksheets in this manner:

	
	
	Number and Type of Domains on PDomain 0 in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	
	U4-3
	
	
	

	X
	U4-4
	DB (existing LDom, no change)
	Root (existing LDom, no change)
	DB-Z: 8 zones (new LDom, 1 new CMIOU)
	App-S11 (new LDom, 1 new CMIOU)


PDomain 0 on Compute Server 1

Provide information in this section for the new LDom configuration for this PDomain, depending on the total number of CMIOUs that you will have in this PDomain once you have added your new CMIOUs:
· PDomain With One CMIOU on page 101
· PDomain With Two CMIOUs on page 101
· PDomain With Three CMIOUs on page 102
· PDomain With Four CMIOUs on page 102
PDomain With One CMIOU


Table 53: PDomain 0 In Compute Server 1 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 0 on Compute Server 1

	


PDomain With Two CMIOUs

Table 54: PDomain 0 in Compute Server 1 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 1

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	
	U2-2
	
	


PDomain With Three CMIOUs

Table 55: PDomain 0 in Compute Server 1 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 0 in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	

	
	U3-2
	
	

	
	U3-3
	
	
	


PDomain With Four CMIOUs

Table 56: PDomain 0 in Compute Server 1 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	
	U4-3
	
	
	

	
	U4-4
	
	
	
	


PDomain 1 on Compute Server 1

Provide information in this section for the new LDom configuration for this PDomain, depending on the total number of CMIOUs that you will have in this PDomain once you have added your new CMIOUs:

· PDomain With One CMIOU on page 103
· PDomain With Two CMIOUs on page 103
· PDomain With Three CMIOUs on page 104
· PDomain With Four CMIOUs on page 104
PDomain With One CMIOU


Table 57: PDomain 1 In Compute Server 1 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 1 on Compute Server 1

	


PDomain With Two CMIOUs

Table 58: PDomain 1 in Compute Server 1 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 1 in Compute Server 1

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	
	U2-2
	
	


PDomain With Three CMIOUs

Table 59: PDomain 1 in Compute Server 1 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 1 in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	

	
	U3-2
	
	

	
	U3-3
	
	
	


PDomain With Four CMIOUs

Table 60: PDomain 1 in Compute Server 1 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 1 in Compute Server 1

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	
	U4-3
	
	
	

	
	U4-4
	
	
	
	


PDomain 0 on Compute Server 2

Provide information in this section for the new LDom configuration for this PDomain, depending on the total number of CMIOUs that you will have in this PDomain once you have added your new CMIOUs:

· PDomain With One CMIOU on page 105
· PDomain With Two CMIOUs on page 105
· PDomain With Three CMIOUs on page 106
· PDomain With Four CMIOUs on page 106
PDomain With One CMIOU


Table 61: PDomain 0 In Compute Server 2 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 0 on Compute Server 2

	


PDomain With Two CMIOUs

Table 62: PDomain 0 in Compute Server 2 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	
	U2-2
	
	


PDomain With Three CMIOUs

Table 63: PDomain 0 in Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	

	
	U3-2
	
	

	
	U3-3
	
	
	


PDomain With Four CMIOUs

Table 64: PDomain 0 in Compute Server 2 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 0 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	
	U4-3
	
	
	

	
	U4-4
	
	
	
	


PDomain 1 on Compute Server 2

Provide information in this section for the new LDom configuration for this PDomain, depending on the total number of CMIOUs that you will have in this PDomain once you have added your new CMIOUs:

· PDomain With One CMIOU on page 107
· PDomain With Two CMIOUs on page 107
· PDomain With Three CMIOUs on page 108
· PDomain With Four CMIOUs on page 108
PDomain With One CMIOU


Table 65: PDomain 1 In Compute Server 2 Configuration Worksheet: One CMIOU

	Type of Domain on PDomain 1 on Compute Server 2

	


PDomain With Two CMIOUs

Table 66: PDomain 1 in Compute Server 2 Configuration Worksheet: Two CMIOUs
	
	
	Number and Type of Domains on PDomain 1 in Compute Server 2

	Check One Box
	Config
	One
	Two

	
	U2-1
	

	
	U2-2
	
	


PDomain With Three CMIOUs

Table 67: PDomain 1 in Compute Server 2 Configuration Worksheet: Three CMIOUs
	
	
	Number and Type of LDoms on PDomain 1 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three

	
	U3-1
	

	
	U3-2
	
	

	
	U3-3
	
	
	


PDomain With Four CMIOUs

Table 68: PDomain 1 in Compute Server 2 Configuration Worksheet: Four CMIOUs
	
	
	Number and Type of Domains on PDomain 1 in Compute Server 2

	Check One Box
	Config
	One
	Two
	Three
	Four

	
	U4-1
	

	
	U4-2
	
	

	
	U4-3
	
	
	

	
	U4-4
	
	
	
	


What’s Next

Go to Error! Reference source not found. on page Error! Bookmark not defined. to complete the worksheets for this configuration.

Chapter

13
CPU and Memory Resource Allocation Configuration Worksheets
Use the worksheets in this chapter to provide the CPU and memory resource allocation information for any new LDom configurations that you have in your system due to any CMIOU upgrades. Do not provide information for any LDom configurations that will be unchanged after the CMIOU upgrade.
· PDomain 0 on Compute Server 1 on page 109
· PDomain 1 on Compute Server 1 on page 113
· PDomain 0 on Compute Server 2 on page 116
· PDomain 1 on Compute Server 2 on page 118
PDomain 0 on Compute Server 1

Provide information in this section for the new LDom configuration for this PDomain, depending on the total number of CMIOUs that you will have in this PDomain once you have added your new CMIOUs. Do not provide information for any LDom configurations that will be unchanged after the CMIOU upgrade.
· PDomain With One CMIOU on page 110
· PDomain With Two CMIOUs on page 110
· PDomain With Three CMIOUs on page 111
· PDomain With Four CMIOUs on page 112
PDomain With One CMIOU


Table 69: CPU Resource Allocation Worksheet: One CMIOU

	CPU Resource Allocation for PDomain 0 in Compute Server 1
	Total Number of Cores

	
	

	Note - Total number of cores must be 32, unless some resources are parked.
	


Table 70: Memory Resource Allocation Worksheet: One CMIOU

	Memory Resource Allocation for PDomain 0 in Compute Server 1
	Total Amount of Memory

	
	

	Note - Total amount of memory resources must be 512 GB, unless some resources are parked.
	


PDomain With Two CMIOUs

Table 71: CPU Resource Allocation Worksheet: Two CMIOUs

	Check One Box
	Config
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	Total Number of Cores

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total number of cores must be 64, unless some resources are parked.
	


Table 72: Memory Resource Allocation Worksheet: Two CMIOUs

	Check One Box
	Config
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	Total Amount of Memory

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total amount of memory resources must be 1 TB (1024 GB), unless some resources are parked.
	


PDomain With Three CMIOUs

Table 73: CPU Resource Allocation Worksheet: Three CMIOUs
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Total Number of Cores

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total number of cores must be 96, unless some resources are parked.
	


Table 74: Memory Resource Allocation Worksheet: Three CMIOUs
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Total Amount of Memory

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total amount of memory must be 1.5 GB (1536 GB), unless some resources are parked.
	


PDomain With Four CMIOUs

Table 75: CPU Resource Allocation Worksheet: Four CMIOUs 
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Number of Cores

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total number of cores must be 128, unless some resources are parked.
	


Table 76: Memory Resource Allocation Worksheet: Four CMIOUs
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Amount of Memory

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total amount of memory resources must be 2 TB (2048 GB), unless some resources are parked.
	


PDomain 1 on Compute Server 1

Provide information in this section for the new LDom configuration for this PDomain, depending on the total number of CMIOUs that you will have in this PDomain once you have added your new CMIOUs. Do not provide information for any LDom configurations that will be unchanged after the CMIOU upgrade.
· PDomain With One CMIOU on page 113
· PDomain With Two CMIOUs on page 113
· PDomain With Three CMIOUs on page 114
· PDomain With Four CMIOUs on page 115
PDomain With One CMIOU


Table 77: CPU Resource Allocation Worksheet: One CMIOU

	CPU Resource Allocation for PDomain 0 in Compute Server 1
	Total Number of Cores

	
	

	Note - Total number of cores must be 32, unless some resources are parked.
	


Table 78: Memory Resource Allocation Worksheet: One CMIOU

	Memory Resource Allocation for PDomain 0 in Compute Server 1
	Total Amount of Memory

	
	

	Note - Total amount of memory resources must be 512 GB, unless some resources are parked.
	


PDomain With Two CMIOUs

Table 79: CPU Resource Allocation Worksheet: Two CMIOUs

	Check One Box
	Config
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	Total Number of Cores

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total number of cores must be 64, unless some resources are parked.
	


Table 80: Memory Resource Allocation Worksheet: Two CMIOUs

	Check One Box
	Config
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	Total Amount of Memory

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total amount of memory resources must be 1 TB (1024 GB), unless some resources are parked.
	


PDomain With Three CMIOUs

Table 81: CPU Resource Allocation Worksheet: Three CMIOUs
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Total Number of Cores

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total number of cores must be 96, unless some resources are parked.
	


Table 82: Memory Resource Allocation Worksheet: Three CMIOUs
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Total Amount of Memory

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total amount of memory must be 1.5 GB (1536 GB), unless some resources are parked.
	


PDomain With Four CMIOUs

Table 83: CPU Resource Allocation Worksheet: Four CMIOUs 
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Number of Cores

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total number of cores must be 128, unless some resources are parked.
	


Table 84: Memory Resource Allocation Worksheet: Four CMIOUs
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Amount of Memory

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total amount of memory resources must be 2 TB (2048 GB), unless some resources are parked.
	


PDomain 0 on Compute Server 2

Provide information in this section for the new LDom configuration for this PDomain, depending on the total number of CMIOUs that you will have in this PDomain once you have added your new CMIOUs. Do not provide information for any LDom configurations that will be unchanged after the CMIOU upgrade.
· PDomain With One CMIOU on page 116
· PDomain With Two CMIOUs on page 116
· PDomain With Three CMIOUs on page 117
· PDomain With Four CMIOUs on page 118
PDomain With One CMIOU


Table 85: CPU Resource Allocation Worksheet: One CMIOU

	CPU Resource Allocation for PDomain 0 in Compute Server 1
	Total Number of Cores

	
	

	Note - Total number of cores must be 32, unless some resources are parked.
	


Table 86: Memory Resource Allocation Worksheet: One CMIOU

	Memory Resource Allocation for PDomain 0 in Compute Server 1
	Total Amount of Memory

	
	

	Note - Total amount of memory resources must be 512 GB, unless some resources are parked.
	


PDomain With Two CMIOUs

Table 87: CPU Resource Allocation Worksheet: Two CMIOUs

	Check One Box
	Config
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	Total Number of Cores

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total number of cores must be 64, unless some resources are parked.
	


Table 88: Memory Resource Allocation Worksheet: Two CMIOUs

	Check One Box
	Config
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	Total Amount of Memory

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total amount of memory resources must be 1 TB (1024 GB), unless some resources are parked.
	


PDomain With Three CMIOUs

Table 89: CPU Resource Allocation Worksheet: Three CMIOUs
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Total Number of Cores

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total number of cores must be 96, unless some resources are parked.
	


Table 90: Memory Resource Allocation Worksheet: Three CMIOUs
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Total Amount of Memory

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total amount of memory must be 1.5 GB (1536 GB), unless some resources are parked.
	


PDomain With Four CMIOUs

Table 91: CPU Resource Allocation Worksheet: Four CMIOUs 
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Number of Cores

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total number of cores must be 128, unless some resources are parked.
	


Table 92: Memory Resource Allocation Worksheet: Four CMIOUs
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Amount of Memory

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total amount of memory resources must be 2 TB (2048 GB), unless some resources are parked.
	


PDomain 1 on Compute Server 2

Provide information in this section for the new LDom configuration for this PDomain, depending on the total number of CMIOUs that you will have in this PDomain once you have added your new CMIOUs. Do not provide information for any LDom configurations that will be unchanged after the CMIOU upgrade.
· PDomain With One CMIOU on page 119
· PDomain With Two CMIOUs on page 119
· PDomain With Three CMIOUs on page 120
· PDomain With Four CMIOUs on page 121
PDomain With One CMIOU


Table 93: CPU Resource Allocation Worksheet: One CMIOU

	CPU Resource Allocation for PDomain 0 in Compute Server 1
	Total Number of Cores

	
	

	Note - Total number of cores must be 32, unless some resources are parked.
	


Table 94: Memory Resource Allocation Worksheet: One CMIOU

	Memory Resource Allocation for PDomain 0 in Compute Server 1
	Total Amount of Memory

	
	

	Note - Total amount of memory resources must be 512 GB, unless some resources are parked.
	


PDomain With Two CMIOUs

Table 95: CPU Resource Allocation Worksheet: Two CMIOUs

	Check One Box
	Config
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	Total Number of Cores

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total number of cores must be 64, unless some resources are parked.
	


Table 96: Memory Resource Allocation Worksheet: Two CMIOUs

	Check One Box
	Config
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	Total Amount of Memory

	
	
	One
	Two
	

	
	U2-1
	
	

	
	U2-2
	
	
	

	Note - Total amount of memory resources must be 1 TB (1024 GB), unless some resources are parked.
	


PDomain With Three CMIOUs

Table 97: CPU Resource Allocation Worksheet: Three CMIOUs
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Total Number of Cores

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total number of cores must be 96, unless some resources are parked.
	


Table 98: Memory Resource Allocation Worksheet: Three CMIOUs
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Total Amount of Memory

	
	U3-1
	
	

	
	U3-2
	
	
	

	
	U3-3
	
	
	
	

	Note - Total amount of memory must be 1.5 GB (1536 GB), unless some resources are parked.
	


PDomain With Four CMIOUs

Table 99: CPU Resource Allocation Worksheet: Four CMIOUs 
	
	
	CPU Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Number of Cores

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total number of cores must be 128, unless some resources are parked.
	


Table 100: Memory Resource Allocation Worksheet: Four CMIOUs
	
	
	Memory Resource Allocation for PDomain 0 in Compute Server 1
	

	Check One Box
	Config
	One
	Two
	Three
	Four
	Total Amount of Memory

	
	U4-1
	
	

	
	U4-2
	
	
	

	
	U4-3
	
	
	
	

	
	U4-4
	
	
	
	
	

	Note - Total amount of memory resources must be 2 TB (2048 GB), unless some resources are parked.
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