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Chapter

1
Introduction

This chapter contains general information about the
organization of this guide and conventions used.

Topics:

• Overview.....11
• Scope and Audience.....11
• Documentation Admonishments.....11
• Manual Organization.....12
• My Oracle Support (MOS).....13
• Emergency Response.....14
• Related Publications.....14
• Customer Training.....14
• Locate Product Documentation on the Oracle

Technology Network Site.....15

10E61929 Revision 1, June 2015



Overview

Local Number Portability (LNP) provides a user with the ability to move the telephone service from
one service provider to another without changing the telephone number. LNP is managed by Number
Portability Administration Centers (NPACs), which serve different geographical regions. NPACs
distribute LNP data to local service management systems (LSMSs), which, in turn, distribute the LNP
data to network elements, for example, Eagle STPs. The LSMS keeps data for each NPAC region in a
separate regional database. The data for any telephone number must be the same at the NPAC, the
LSMS, and the network elements.

In addition, the LSMS stores locally provisioned data in a database separate from the regional databases
and sends that data to all network elements. Locally provisioned data must also be the same between
the LSMS and the network elements.

If the LNP databases of the LSMS and the network element get out of synchronization (for example,
after an outage), the LSMS LNP database is used as the master database to synchronize the network
element LNP database.

The LSMS and the network element use the following methods to synchronize their databases:

• Resynchronizing - the LSMS resends all transactions to the network element up to a maximum
number of transactions or a maximum period of time .

• Reconciling - after an audit of the network element LNP data, the user can reconcile any differences
discovered during the audit.

• Bulk Loading - complete replacement of the network element LNP database.

Scope and Audience

This manual is intended for anyone responsible for synchronizing the LNP database on the network
element with the LNP database on the local service management system. Users of this manual and
the others in the EAGLE family of documents must have a working knowledge of telecommunications
and network installations.

Documentation Admonishments

Admonishments are icons and text throughout this manual that alert the reader to assure personal
safety, to minimize possible service interruptions, and to warn of the potential for equipment damage.

11E61929 Revision 1, June 2015
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Table 1: Admonishments

DescriptionIcon

Danger:

(This icon and text indicate the possibility of
personal injury.)

Warning:

(This icon and text indicate the possibility of
equipment damage.)

Caution:

(This icon and text indicate the possibility of
service interruption.)

Topple:

(This icon and text indicate the possibility of
personal injury and equipment damage.)

Manual Organization

The procedures described in this document are performed on Oracle Communications EAGLE LNP
Application Processor (ELAP) 10.0 and higher.

This manual is organized into these sections:

• Introduction contains general information about the organization of this manual.

• LNP Database Synchronization Overview presents an overview of the various methods available,
depending on the features installed, for synchronizing the LNP database on the network element
(NE) with the LNP database on the Oracle Communications LSMS.

• Managing Resynchronization from the LSMS describes how automatic re-synchronization (which
re-sends all transactions previously sent from the LSMS to the NE up to a maximum number of
transactions) occurs and how to manage the re-synchronization.

• Choosing a Database Maintenance Procedure describes the notifications that let you know that manual
intervention is required when automatic re-synchronization of the LNP databases cannot be
accomplished, and guides you in choosing the most appropriate and efficient synchronization
procedure, depending on the features installed at the LSMS and at the NE.

• Auditing and Reconciling Network Elements from the LSMS describes how to audit network element
data. At any time, unless certain conditions exist, an audit of the subscription data contained on
the network element can be initiated from the LSMS. An audit compares the subscription version
data at the network element with that at the LSMS.

12E61929 Revision 1, June 2015
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• Managing Bulk Load from the LSMS describes how to initiate and manage an electronic bulk download
at the LSMS. Bulk loading completely replaces an LNP database (all subscription version, NPA
Split, Translation Type Service, default Global Title Translation and override Global Title Translation
data) at a network element.

• Copying One RTDB from Another RTDB describes how to copy the contents of the Real-Time Database
(RTDB) that exists on the mated Oracle Communications EAGLE LNP Application Processor
(ELAP) server to an RTDB within the same network element that needs database restoration or to
copy the contents of the RTDB that exists on an ELAP on the mated network element to an RTDB
that needs database restoration.

• Distributing the LNP Database after LSMS-Based Operation or RTDB Copy describes how the user
distributes to all the Service Modules in the network element the NE LNP database that has been
changed as a result of an LNP Database Synchronization operation. The NE LNP database may
have been re-synchronized as a result of a download from the LSMS as a result of a procedure in
Managing Bulk Load from the LSMS.

• LSMS GUI Messages lists in alphabetical order the messages that can appear when using the LSMS
GUI functions described in this manual.

• Enabling RTDB Audit on ELAP shows how to enable an LSMS audit when it has been disabled. By
default, an ELAP allows an audit from the LSMS, but the user may have disabled this ability in
order to debug a problem. An LSMS audit, as described in Auditing and Reconciling Network Elements
from the LSMS cannot be performed unless the ELAP has this setting enabled.

• LNP Database Synchronization Files describes the files that are recorded when the various types of
LNP database synchronization are performed.

• Synchronization Performance Estimates provides estimates of the transaction rates for the various
LNP database synchronization operations. Using these estimates can help decide which type of
operation to use, as described in Choosing a Database Maintenance Procedure.

My Oracle Support (MOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training
needs. A representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline
for your local country from the list at http://www.oracle.com/us/support/contact/index.html. When calling,
make the selections in the sequence shown below on the Support telephone menu:

1. Select 2 for New Service Request
2. Select 3 for Hardware, Networking and Solaris Operating System Support
3. Select one of the following options:

• For Technical issues such as creating a new Service Request (SR), Select 1
• For Non-technical issues such as registration or assistance with MOS, Select 2

You will be connected to a live agent who can assist you with MOS registration and opening a support
ticket.

MOS is available 24 hours a day, 7 days a week, 365 days a year.

13E61929 Revision 1, June 2015
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Emergency Response

In the event of a critical service situation, emergency response is offered by the Customer Access
Support (CAS) main number at 1-800-223-1711 (toll-free in the US), or by calling the Oracle Support
hotline for your local country from the list at http://www.oracle.com/us/support/contact/index.html. The
emergency response provides immediate coverage, automatic escalation, and other features to ensure
that the critical situation is resolved as rapidly as possible.

A critical situation is defined as a problem with the installed equipment that severely affects service,
traffic, or maintenance capabilities, and requires immediate corrective action. Critical situations affect
service and/or system operation resulting in one or several of these situations:

• A total system failure that results in loss of all transaction processing capability
• Significant reduction in system capacity or traffic handling capability
• Loss of the system’s ability to perform automatic system reconfiguration
• Inability to restart a processor or the system
• Corruption of system databases that requires service affecting corrective actions
• Loss of access for maintenance or recovery operations
• Loss of the system ability to provide any required critical or major trouble notification

Any other problem severely affecting service, capacity/traffic, billing, and maintenance capabilities
may be defined as critical by prior discussion and agreement with Oracle.

Related Publications

For information about additional publications that are related to this document, refer to the Related
Publications Reference document, which is published as a separate document on the Oracle Technology
Network (OTN) site. See Locate Product Documentation on the Oracle Technology Network Site for more
information.

Customer Training

Oracle University offers training for service providers and enterprises. Visit our web site to view, and
register for, Oracle Communications training:

http://education.oracle.com/communication

To obtain contact phone numbers for countries or regions, visit the Oracle University Education web
site:

www.oracle.com/education/contacts
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Locate Product Documentation on the Oracle Technology Network Site

Oracle customer documentation is available on the web at the Oracle Technology Network (OTN)
site, http://docs.oracle.com. You do not have to register to access these documents. Viewing these files
requires Adobe Acrobat Reader, which can be downloaded at http://www.adobe.com.

1. Access the Oracle Technology Network site at http://docs.oracle.com.
2. Click Industries.
3. Under the Oracle Communications subheading, click the Oracle Communications

documentation link.
The Oracle Communications Documentation page appears with Tekelec shown near the top.

4. Click the Oracle Communications Documentation for Tekelec Products link.
5. Navigate to your Product and then the Release Number, and click the View link (the Download

link will retrieve the entire documentation set).
A list of the entire documentation set for the selected product and release appears.

6. To download a file to your location, right-click the PDF link, select Save target as, and save
to a local folder.
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Chapter

2
LNP Database Synchronization Overview

This chapter presents an overview of the various
methods available, depending on the features

Topics:

• Introduction.....17 installed, for synchronizing the LNP database on
• LNP Configuration.....20 the network element with the LNP database on the

local service management system.• Overview of Synchronization Methods.....21
• Maximum Number of Simultaneous

Synchronization Operations.....24

16E61929 Revision 1, June 2015



Introduction

Local Number Portability (LNP) provides the ability to change (port) the telephone service from one
service provider to another service provider without changing the telephone number.

LNP is managed by Number Portability Administration Centers (NPACs), which serve different
geographical regions. NPACs distribute LNP data to local service management systems (LSMSs)
which, in turn, distribute the LNP data to network elements, for example, Eagle STPs. The Oracle
Communications LSMS can service up to eight NPACs and up to eight pairs of network elements, as
represented in Figure 1: Local Number Portability Network.

Figure 1: Local Number Portability Network

This manual describes the various methods used to keep data synchronized between the LSMS and
the network element.

17E61929 Revision 1, June 2015

LNP Database Synchronization OverviewLNP Database Synchronization



This manual does not describe synchronization activities between the NPAC and the LSMS. For
information about how data is synchronized between the NPAC and the LSMS, refer to Database
Administrator's Guide for LSMS.

LSMS Connectivity

The main function of the LSMS is to provision LNP data to the EAGLE. In order to perform this task,
the LSMS maintains active connections with one or more NPAC region servers and one or more EAGLE
nodes. While it is the goal of the LSMS to maintain active connections to each NPAC server and EAGLE
node as nearly full-time as possible, the more important goal is to reliably forward the data from the
NPAC to the EAGLE as quickly as possible. To that end, a number of protective problem detection
and recovery mechanisms are built into the LSMS design. Several of these protections actually allow
for the termination of application connectivity in order to gracefully restore full connectivity and
guarantee total recovery of data.

In the following situations, the LSMS proactively terminates and re-establishes application connectivity
with the NPAC and EAGLEs:

• If the LSMS detects network level connectivity failures with either the NPAC or EAGLE, the
respective LSMS processes terminate the socket level connection and then reconnect. This disconnect
and reconnect occurs in a matter of seconds. Built-in re-synchronization mechanisms ensure data
recovery. The data transmission is delayed by the time required to disconnect and reconnect, but
the execution of the recovery procedures prevents data loss.

• If the LSMS detects critical internal errors that would cause system outages, the LSMS processes
are designed to terminate and allow the LSMS sentry process to restart them. This is only done
for significant internal errors that jeopardize internal LSMS communications. Once the sentry
process restarts the LSMS processes, re-synchronization provides full data recovery. The restart
time for processes by sentry consists of the detection time plus the restart time. Processes typically
are restarted within 30 seconds.

LSMS to ELAP Connection

All normal LNP provisioning is conducted through the LSMS. Localized retrieval of data can be
accomplished through the ELAP user interface.

The LSMS communicates only with the HA-Active ELAP in the MPS system using a Virtual IP (VIP)
address interface. The LSMS connects to the HA-active ELAP at initialization. Although there are three
ELAP states (HA-Active, HA-Standby, and Down) only the HA-Active member of the ELAP HA pair
is connected to the VIP and listens for provisioning, audit and bulk download connections from the
LSMS. The LSMS provisions LNP data to the HA-Active ELAP across a TCP/IP connection in the
customer network.

LSMS Functions

The LSMS is responsible for the following functions:

• Sending normal updates to network elements
• Ensuring that supported network element’s LNP database is synchronized with the LSMS LNP

database
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Sending Normal Updates

Normal updates sent by the LSMS consist of:

• NPAC data that is received from NPACs and forwarded to the network elements. The LSMS keeps
data for each NPAC region in a separate regional database. The NPAC, LSMS, and the network
elements all must have the same LNP data for a given region.

• Locally provisioned data that is entered by the customer in a centralized place (the LSMS) and then
forwarded to one or more network elements. The LSMS stores locally provisioned data in the
supplemental database, which is separate from the regional databases. The LSMS sends the locally
provisioned data in the supplemental database to multiple network elements. Locally provisioned
data must also be the same between the LSMS and the network elements.

Normal updates are sent from the LSMS to the active ELAP at a rate of 25 TNs per second over a
connection that uses the High-Speed Operations Protocol (HSOP) over TCP/IP. The ELAP forwards
the messages to all Service Module cards using an IP multicast protocol (for more information, refer
to Administration and LNP Feature Activation Guide for ELAP).

Synchronizing LNP Databases

In this book, the term LNP database is used to mean a combination of regional and locally provisioned
data:

• At the LSMS the LNP database is considered to be the combination of regional data and locally
provisioned data that corresponds to the network element to be synchronized.

• At a network element the LNP database is considered to be one database which contains both
regional data and data that was provisioned at the LSMS. The network element’s LNP database
usually has multiple copies at the network element; each configuration described in this manual
specifies where in the network element the main LNP database is located. Synchronization methods
between the main network element LNP database and its copies within a network element are
described in other manuals; references are stated where appropriate.

The LSMS synchronizes with only a single copy of the network element’s LNP database. Usually the
synchronization occurs with the main network element LNP database; exceptions are noted as
appropriate.

The LSMS is responsible for ensuring that the network element’s LNP database is synchronized with
the LNP database at the LSMS. If the LNP databases of the LSMS and network element get out of
synchronization (for example, after an outage), the network element’s LNP database must be
synchronized to match the LSMS LNP database, which is considered to be the master database.

The LSMS and the network element use the following methods to synchronize their LNP databases.
For information about which method to choose, see Choosing a Database Maintenance Procedure. Some
methods permit synchronization from another network element LNP database that is known to be
synchronized with the LSMS LNP database.

• Resynchronizing—the LSMS resends all transactions that were previously sent from the LSMS to
the network element up to a maximum number of transactions or a maximum period of time. After
any outage between the LSMS and a network element, the LSMS and the network element
automatically attempt to resynchronize. If the number of transactions that needs to be retransmitted
is less than the maximum number of transactions that can be stored in the LSMS resynchronization
database (which can store a maximum of one million transactions), automatic resynchronization
occurs without operator intervention. For more information, see Automatic Resynchronization Process

19E61929 Revision 1, June 2015

LNP Database Synchronization OverviewLNP Database Synchronization



• Reconciling—after an audit of network element LNP data, the user can reconcile any differences
discovered by the audit. Reconciling allows the user to update only the LNP database records that
are found to be different during an audit. An audit compares certain types of LNP data at the LSMS
with the same types of data at the network element.

The user can choose to perform only an audit or to perform an audit and reconcile; the options are
described later in this manual (see Auditing and Reconciling Network Elements from the LSMS).
Although auditing without reconciling does not result in synchronized LNP databases, that option
is also described in this manual.

The LSMS allows various types of audit and also allows the user to choose to reconcile any
discrepancies found during the audit. Reconcile records are sent as normal updates and are available
after any kind of audit. For a more detailed overview, see Auditing and Reconciling Network Element
Data.

• Bulk loading—completely replaces a network element LNP database. Sometimes so much data needs
to be corrected that neither reconciling audited data nor resynchronizing the data is sufficient. The
following types of bulk loading are available (for a more detailed overview, see Bulk Loading LNP
Data):

• Support ELAP reload via database image—Introduced in ELAP 9.0. Improves the bulk data download
time by using a snapshot of the database.

• Electronic bulk load from the LSMS—Available if certain optional features are installed at the
LSMS and at the network element.

• Bulk load (reload) from RTDB on mated network element’s standby ELAP—Available if certain optional
features are installed at the network element and if both network elements are treated similarly
by the LSMS. This choice requires steps to be performed at the LSMS to determine whether the
network elements are treated similarly by the LSMS, but actual loading of data involves only
the mated network elements.

Additional information about synchronization methods is available in overview form in Overview of
Synchronization Methods, and more detailed information about each synchronization method is presented
in the remaining chapters of this manual.

LNP Configuration

Figure 2: LNP Configuration shows the LNP configuration of the LSMS, MPS, and EAGLE.
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Figure 2: LNP Configuration

Overview of Synchronization Methods

The following sections provide an overview of the basic resynchronization methods. More detailed
information is available in the remainder of this manual.

Resynchronizing LSMS and Network Element Data

The LSMS stores data that is sent to network elements in the following ways; this stored data enables
the LSMS and network element to resynchronize.

A resynchronization database that stores all NPAC and locally provisioned data sent to any network
element. This database holds a maximum of one million entries. This database is used for automatic
resynchronization, as described in Automatic Resynchronization.

While resynchronization is occurring, any new updates received at the LSMS are stored in the pending
queue. When an automatic resynchronization is complete and normal traffic between the LSMS and
network element resumes, the updates in the pending queue are transmitted as normal updates.
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Automatic Resynchronization

The LSMS and network element attempt to resynchronize automatically after any outage between the
LSMS and a network element. When the LSMS and network element reconnect, the network element
sends the LSMS the Database Time Stamp (DBTS) of the last update it received before the outage. If
the LSMS finds that DBTS in the LSMS resynchronization database, it begins automatic
resynchronization using the same protocol as is used for normal updates.

For information about the actions performed by the LSMS and network element during automatic
resynchronization, see Automatic Resynchronization Process. If the LSMS determines that automatic
resynchronization cannot be performed because the DBTS is not found in the resynchronization
database, notifications are posted at both the LSMS and the network element (see Notifications that
Database Maintenance Is Required). If those notifications are posted, you can choose among various
options for proceeding with synchronization (see Choosing a Synchronization Procedure).

Automatic resynchronization uses the same protocol as is used for normal updates.

Auditing and Reconciling Network Element Data

The user can initiate from the LSMS an audit of various types of data at any time except as noted in
Audit and Reconcile Function Summary. An audit compares the record for the specified data type at the
network element with that at the LSMS. The user can also choose to reconcile any discrepancies found
during an audit.

The following types of audit and reconcile are available; the first type can be performed simultaneously
for a given network element with either of the other two types:

• Audit and optional reconcile of a single SV or NPB —This type of audit uses the normal update channel
to compare a specified subscription version or number pool block record in the LSMS LNP database
to the corresponding record in the LNP database. If any discrepancies are found, they can be
reconciled immediately.

Note:

This type of audit is not available for LSMS releases prior to 8.X.

• Audit and optional reconcile of SVs and/or NPBs by NPA-NXX range, or of SVs and/or NPBs by time
range —This type of audit uses the normal update channel to compare a checksum for each
subscription version or number pool block record within a range of numbers or within a time range
in the LSMS LNP database to the checksum of the corresponding record in the LNP database. If
the checksums match, it is assumed that the records are the same.

After the audit completes, if differences were found, the LSMS user can choose to view the full
records of each encountered difference. In addition, the LSMS user can specify whether any
differences found should be reconciled.

• All other audit and optional reconcile (for example of DGTT, OGTT, and NPA Splits, of all TNs and/or
NPBs) —This type of audit compares the checksum for each specified record in the LSMS LNP
database to the checksum of the corresponding record in the LNP database. If the checksums match,
it is assumed that the records are the same. For information about the types of data that can be
audited with this type of audit, see Types of Data to Audit and Reconcile.

After the audit has completed, the LSMS user can specify whether differences found should be
reconciled.

Note:
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A reconcile for a Single SV/NPB audit must be performed as soon as the audit is complete, but
reconciles for the other types of audits can be performed immediately or can be postponed for
reconciling later. The postponement can be up to seven days.

Bulk Loading LNP Data

Bulk loading completely replaces the main LNP database at a network element. The LNP database
consists of regional and locally provisioned data. Bulk loading is required if the network element is
being initialized for one of the following reasons:

• Bringing the network element into the system for the first time

• Modifying the network element’s area of service by reconfiguring EMS routing

The following types of bulk loading are available:

• Support ELAP reload via database image (SERVDI)—creates an RTDB file directly from the LSMS LNP
database. This file is then transferred to the ELAP backup directory and activated using the GUI
Restore from Backup menu. The amount of data transmitted over the customer WAN is significantly
reduced as well as the time to reload the database.

• Electronic bulk load from the LSMS to ELAP—extracts the LNP database from the LSMS and downloads
it to the RTDB of the active ELAP at the network element. The transmission from the LSMS to the
ELAP requires about one hour for each million numbers in the LNP database. The distribution of
the RTDB from the active ELAP to the standby ELAP and to the Service Module cards is part of a
separate procedure (see Distributing an RTDB to Service Module Cards).

• Bulk load (reload) from RTDB on mated network element’s standby ELAP—copies the RTDB on standby
ELAP at the mated network element to the RTDB that needs restoration. This choice requires steps
to be performed at the LSMS to determine whether the network elements are treated similarly by
the LSMS, but actual loading of data involves only the mated network elements.

Both network elements must be treated similarly by the LSMS.

Table 2: Bulk Load Options compares the various bulk load options available.

Table 2: Bulk Load Options

User Action
at NE

User Action
at LSMSSee Chapter:Bulk Load Type

YesYes6Support ELAP reload via database image

YesYes6 and 8Electronic bulk load from the LSMS to
ELAP

YesNo7 and 8Reload from mated ELAP RTDB

YesYes7 and 8Reload from standby ELAP's RTDB on
mated network element
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Maximum Number of Simultaneous Synchronization Operations

The LSMS supports the following maximum number of simultaneous synchronization operations:

Maximum Number of Simultaneous Synchronization Operations for LSMS Release 12.0

With ELAP 9.0, the following synchronization operations can run simultaneously, of which only one
operation is allowed at a time per network element:

• Bulk loads (a maximum of two bulk loads, of different network elements, can occur simultaneously)

• Range audits (with or without reconcile) for each supported network element (the LSMS can support
up to sixteen network elements)

Table 3: Maximum Number of Simultaneous Synchronization Operations for LSMS Release 12.0 illustrates
the maximum number of simultaneous operations for LSMS.

Table 3: Maximum Number of Simultaneous Synchronization Operations for LSMS Release 12.0

Maximum Number Running Simultaneously (to
different network elements)Synchronization Operation

2Bulk Load

8Range Audit (with or without reconcile)

16Single SV/NPB Audit (with or without reconcile)

For example, you can perform a bulk load of STP1, a bulk load of STP2, Range Audits of STP 3, STP4,
STP5, STP6, STP7, and STP8, as well as a Single SV/NPB Audit of each network element, all at the
same time, for a total of 16 synchronization operations.
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Chapter

3
Managing Resynchronization from the LSMS

This chapter describes the features required for
resynchronization, the resynchronization types, and

Topics:

• Introduction.....26 how to initiate and manage resynchronization from
• Notifications that Database Maintenance Is

Required.....26
the Oracle Communications LSMS (LSMS) (Local
Service Management System).

• Choosing a Synchronization Procedure.....27
• Understanding Sequence of Procedures to Be

Performed.....28
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Introduction

This chapter describes how to determine if an LNP database needs to be restored and assists in choosing
one of the methods that can be used to complete the restoration. LNP Database Synchronization Overview
provides an overview of the variety of methods available; this chapter helps you determine when you
need to perform one of the methods and helps you choose which method is most appropriate.

Once you have decided which restoration method to use, see Understanding Sequence of Procedures to
Be Performed for a summary of the various procedures you must perform in the order indicated. The
remainder of this manual provides the detailed instructions for the procedures to be performed.

An LNP database in a given network element that needs to be restored when a condition occurs that
has caused the LNP database to be corrupted or back-level. The following are examples of conditions
that cause a need to restore an LNP database:

• A network outage occurs

• A hardware failure occurs at the system where the network element’s LNP database resides

• Software that controls LNP databases has been stopped

When the condition has been repaired, the LSMS and network element attempt to perform automatic
resynchronization, which requires no user action. For information about the actions performed by the
LSMS and network element during automatic resynchronization, see Automatic Resynchronization
Process.

When the LSMS and network element reconnect, the network element sends the LSMS the Database
Time Stamp (DBTS) of the last update it received before the outage. If the LSMS finds that DBTS in
the LSMS resynchronization database, it begins automatic resynchronization using the same protocol
as is used for normal updates.

If the LSMS determines that automatic resynchronization cannot be performed because the DBTS
cannot be found in the LSMS resynchronization database, notifications are posted at both the LSMS
and the network element (see Notifications that Database Maintenance Is Required). If those notifications
are posted, you can choose among various options for proceeding with synchronization (see Choosing
a Synchronization Procedure).

Notifications that Database Maintenance Is Required

During an attempt to automatically resynchronize, if the LSMS cannot access necessary log files or
cannot find the network element’s DBTS in the LSMS resynchronization database, the following actions
occur:

1. The LSMS sends this notification (with event number 0002) to the LSMS graphical user interface
(in addition, Surveillance notifications with the same event numbers are posted):

[Critical]:  <Timestamp> 0002 <CLLI> NE DB maintenance required

2. The LSMS informs the network element that database maintenance is required.
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3. The network element displays the following notification on the network element terminal (the
number xxxx indicates how many other notifications have already been displayed at the terminal):

rlghncxa03w 01-09-07 11:50:04 GMT EAGLE 39.0.0.0
*C  xxxx.0041 *C LSMS Connection  A1   LNP DB Maintenance Required.

After any of these notifications, the LSMS administrator and the network element operator should
confer and choose one of the synchronization options described in Choosing a Synchronization
Procedure.

Choosing a Synchronization Procedure

When the LSMS and the network element require database maintenance (see Notifications that Database
Maintenance Is Required), the LSMS and network element operators should confer to decide on the
method they will use to perform the database restoration. After they have agreed which method to
use, they work together to complete one or more procedures (see Understanding Sequence of Procedures
to Be Performed).

Use one of the following procedures to restore an LNP database, listed by priority of least elapsed
time and operator intervention (for more information about performance estimates for the various
methods, see Understanding Sequence of Procedures to Be Performed):

1. Copy the RTDB from the standby ELAP on the mated network element—If the mated network element
(NE) has both RTDBs synchronized with the LSMS (as indicated by the EMS status indicator for
the mated network element displaying green on the LSMS graphical user interface), copy the
standby RTDB from the mated NE to the RTDB that requires restoration.
This method requires:
a) Determination that the mated NE’s standby ELAP RTDB is current with the LSMS (indicated

by the EMS status indicator displaying green for the mated network element on the LSMS
graphical user interface).
If the EMS status indicator displays yellow or red, choose between method Step 2 and method
Step 3.

b) User action at the LSMS to verify that the mated NE is configured properly as a mate.
c) Sufficient bandwidth in the customer network, which connects the mated NEs.
d) Stopping software both on the ELAP from which the RTDB is being copied and also on the

ELAP to which the RTDB is being copied.
This method is recommended when both RTDBs at a given NE require recovery (after one RTDB
has been restored, its mate can be restored by copying the newly restored RTDB). The time
required to complete this method depends on the bandwidth of the customer network, as shown
in Table 20: Estimating Time to Copy RTDB Across Customer Network (then add approximately 9
minutes to copy to the local network element’s mate RTDB). For a detailed description of this
method, see Copy RTDB from Remote.

2. Support ELAP reload via database image—This function replaces the Copy the RTDB from the ELAP
Mate process. This method has faster reload times and provides synchronous data replication
between the active and standby nodes.
This method requires:
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a) LSMS 12.0 (or greater) and ELAP 9.0 (or greater).
b) User action at the NE to allow a user-initiated bulk load from the LSMS to occur (this action

prevents an inadvertent initiation of a bulk load or resynchronization).
c) User action at the LSMS GUI to initiate and manage the bulk download.

For detailed instructions on this method, see SERVDI Bulk Download.

3. Perform an electronic bulk load from the LSMS—If none of the other methods described in this section
is possible, perform an electronic bulk load from the LSMS.
This method requires:
a) User action at NE to allow an electronic bulk load from the LSMS to occur (this action prevents

an inadvertent initiation of an electronic bulk load).
b) User action at the LSMS GUI to initiate and manage the electronic bulk load.

For instructions on performing an electronic bulk load, see Bulk Load Procedure.

Understanding Sequence of Procedures to Be Performed

For most synchronization methods, the following phases must be completed:

1. Preparing for synchronization.
2. Preparing and transporting data to be used for synchronization.
3. Distributing LNP database synchronization at the network element.

Some phases are accomplished automatically by the LSMS and network element, and some phases
require operator intervention. Table 4: Procedures Required for Synchronization Phases summarizes,
for the various synchronization methods described in this manual, which phases are required for
each method and where those phases are described in this manual.

Table 4: Procedures Required for Synchronization Phases

Phase 3

Distributing
Data

Phase 2

Initiating or Completing Data
Transport

Phase 1

Preparing NE

Method

Automatic, as described in Automatic
Resynchronization Process

Not requiredAutomatic
resynchronization

Resynchronization
Methods

AutomaticManaging Audit and Reconcile
from the LSMS GUI

Not requiredAudit and
reconcile

Reconcile
Methods

Distributing an
RTDB to

SERVDI Bulk Download and
Restore RTDB on ELAP

Verify that
EMS Status
Indicator on

Support ELAP
reload via
database
imageBulk Load

Methods

Service Module
Cardsthe LSMS is

yellow

Distributing an
RTDB to

Copy RTDB from RemoteVerify that
EMS Status
Indicator on

Reload from
standby
ELAP’s RTDB
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Phase 3

Distributing
Data

Phase 2

Initiating or Completing Data
Transport

Phase 1

Preparing NE

Method

on mated
network
element

Service Module
Cards

the LSMS for
mated network
element is
green or
yellow

Distributing an
RTDB to

Managing Bulk Load from the
LSMS

Step 3Electronic bulk
load from the
LSMS to ELAP Service Module

Cards

Distributing an
RTDB to

Restore RTDB on ELAPVerify that
EMS Status
Indicator on

Reload from
mated ELAP
RTDB Service Module

Cardsthe LSMS is
yellow
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Chapter

4
Choosing a Database Maintenance Procedure

After any network outage, the LSMS and network
elements automatically attempt to resynchronize.

Topics:

• Choosing a Database Maintenance Procedure....31 This resynchronization occurs without operator
• Automatic Resynchronization Process.....31 intervention when the number of transactions that

need to be retransmitted is less than or equal to the
number that can be transmitted normally during a
four-hour period under maximum provisioning
load.
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Choosing a Database Maintenance Procedure

This chapter describes the features required for resynchronization, and how to initiate and manage
resynchronization from the LSMS. Resynchronization resends all transactions that were previously
sent from the LSMS to the network element up to a maximum number of transactions or a maximum
period of time.

Automatic Resynchronization Process

Automatic resynchronization is the process of automatically resending transactions that have occurred
during an outage up to the number of transactions that could occur under the maximum provisioning
load during an outage of up to four hours.

After any problem has been resolved that caused network outage between the LSMS and the network
element, the LSMS and the network element’s Element Management System (EMS) perform the actions
described in the following sections to begin automatic resynchronization (also called “short
synchronization”). The process does not require operator intervention unless it is unsuccessful, in
which case notifications are posted, as described in Notifications that Database Maintenance Is Required.

The following actions are part of the automatic resynchronization process:

1. The Job Routing Server (JRS) of the active ELAP determines the database time stamp (DBTS) of
both RTDBs (one on the active server and one on the standby server) and sends the DBTS that is
the older of the two. An RTDB’s DBTS represents the last time the RTDB received an update from
the LSMS.

2. The LSMS determines how many transactions in the log file have a time stamp equal to or after
the DBTS and does one of the following:

• If the LSMS detects that the number of transactions requiring resynchronization exceeds the
number that can be sent in four hours under maximum provisioning load, the LSMS posts at
the LSMS notifications that database maintenance is required and sends a message to the network
element indicating the automatic resynchronization cannot be performed. The active ELAP then
sends the more recent DBTS of the two RTDBs (if the DBTS values were different), and this step
is repeated. (If the more recent RTDB can be automatically resynchronized, you can copy the
other RTDB from it after it has been automatically resynchronized, as described in Copying One
RTDB from Another RTDB).

• If the LSMS detects that the number of transactions requiring resynchronization is less than or
equal to the number that can be sent in four hours under maximum provisioning load, the LSMS
and EMS proceed with automatic resynchronization as described in steps #3 through #6.

3. The LSMS displays the following notification at the LSMS user interface:

[Major]: <Timestamp> 8054 <CLLI>: Short Synchronization Started

Note:
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All notifications displayed during steps #3 through #6 are for information only; no user action is
necessary.

4. The LSMS stores all new updates arriving at the LSMS in the pending queue.

5. In chronological order, the LSMS sends all transactions stored in the log file specific to the network
element’s area of service. The chronological order starts at the first record that has a time stamp
equal to or before the database time stamp (DBTS). For more information about DBTS, see Step 2.
Although the resynchronization may result in duplicate messages, duplicate messages do not result
in database errors. Also, if the LSMS is able to perform automatic resynchronization based on the
older DBTS, any transactions sent to update the older RTDB but not needed by the newer RTDB
are ignored by the newer RTDB.

6. When resynchronization is complete, the LSMS displays the following notification at the LSMS
user interface:

[Cleared]: <Timestamp> 8059 <CLLI>: Short Synchronization Complete

Automatic resynchronization is now complete; any updates stored in the LSMS pending queue
are transmitted to the network element. Automatic resynchronization can occur for multiple network
elements simultaneously.
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Auditing and Reconciling Network Elements from the
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This chapter describes how to audit network
element data. In most cases, an audit of the
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Introduction

This chapter describes auditing and optional reconciling of network element data. An audit compares
the LNP data at the network element with that at the LSMS. At any time, except as noted in Audit and
Reconcile Function Summary.

You can also choose to reconcile any discrepancies found during an audit. Reconciling allows you to
update only the LNP database records that are found to be different during an audit.

Although auditing without reconciling does not result in synchronized LNP databases, you can perform
an audit without a reconcile for information purposes.

Methods of Auditing and Reconciling

You can perform audits and optional reconciles in either of the following ways:

• Through the LSMS GUI; see Managing Audit and Reconcile from the LSMS GUI

• Through the lsmsclaa command line interface; see Performing an Audit Using the Command Line

Operator Action at Network Element

An audit does not require any operator action at the network element. However, it is possible for the
NE operator to disable the ability to process an audit. This is sometimes necessary when the NE
operator is trying to debug a problem. If the NE operator has disabled the ability to process an audit,
the LSMS will receive a rejection that is posted on the GUI as the following error message:

 Connection already in use or operation not enabled at NE '<IP address>'

If this message occurs, perform the procedure described in Enabling RTDB Audit on ELAP.

Types of Data to Audit and Reconcile

The LSMS offers the following types of audits that compare records in the LSMS to records in a specified
network element:

• Single SV/NPB Audit—This type allows you to audit a single subscription version or number pool
block per supported network element at any time. If the audit reveals any discrepancy, you can
choose to reconcile immediately.

• Range Audit—You can audit the following types of ranges:

• Time Range Audit—One or both of the following types of regional data found to have been
created, modified, or deleted by the LSMS between the specified start and end date and time
for the audit (which must be during the previous seven days.)

• Subscription version data

• Number pool block data

• Object Range Audit—One or more of the following types of data that are stored in the LSMS
databases within the specified range of starting and ending values:

• Subscription version data
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• All TNs in the network element’s LNP database

• All TNs within an NPA-NXX range

• Number pool block data

• All NPBs in the network element’s LNP database

• Single SV/NPB

• All NPBs within an NPA-NXX range

• NPA Split data

• All TNs in the network element’s LNP database with a specified Old NPA

• All TNs within a specified Old NPA range

• Default GTT data

• All default GTTs in the network element’s LNP database with a specified NPA-NXX

• All default GTTs within an NPA-NXX range

• Override GTT data

• All override GTTs in the network element’s LNP database with a specified LRN

• All override GTTs within an LRN range

For more information about these types of data, refer to the Database Administrator's Guide for LSMS.

How Records Are Compared During an Audit

LNP data is determined to be out of synchronization by calculating a CRC (Cyclic Redundancy
Check)-32 checksum for each specified type of LNP data record at both the LSMS and at the network
element, and then comparing the checksums. If the checksums do not match, it is assumed that the
records do not match.

Because some network element LNP database objects may contain attributes that are not stored in the
LSMS LNP database, and vice versa, the computation of a checksum may not include all attributes.
In addition, some attributes, such as LNP type, that are common to both the LSMS and network element
LNP databases but which have different values, are not included in the computation of the checksums.
Table 5: LNP Data Type Attributes Included in Checksums shows which attributes are included in checksums
for each type of LNP data object.

Table 5: LNP Data Type Attributes Included in Checksums

Attributes Not Included in
ChecksumAttributes Included in ChecksumLNP Data Type

NPA Split • Start PDP (Permissive Dialing
Period)

• Old NPA (Numbering Plan Area)

• New NPA
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Attributes Not Included in
ChecksumAttributes Included in ChecksumLNP Data Type

• End PDP• NXX

Number Pool Block

• LNP (Local Number Portability)
type

• NPA-NXX-X

• LRN (Location Routing Number)

• SPID• DPC (Destination Point Code)

• SSN (Subsystem Number)

Subscription
Version

• LNP type

• TN (Telephone Number)

•

•

LRN

SPID• DPC

• SSN

Default GTT

• XLAT (Translate Indicator)

• NPA-NXX

• AIN (Advanced Intelligent Network)

• NGT (New Global Title
Translation Type); the LSMS

• IN (Intelligent Network)

stores the NGT as part of the
NPA-NXX object, while the NE
stores the NGT per point code

• TT (Translation Type)

• DPC

• SSN

• RI (Routing Indicator)

Override GTT •

• LRN

XLAT

• SPID

• TT

• DPC

• SSN

• RI

• NGT

• RGTA (Replace Global Title Address)

Discrepancies Detected by Audit

An audit can detect the discrepancies shown in Table 6: Audit Data Discrepancies. Each discrepancy is
counted, displayed on the GUI, and recorded in the audit log file (see Audit Error Messages).
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Table 6: Audit Data Discrepancies

DescriptionDiscrepancy Type

Mismatching checksums indicate that the network element has the
LNP data object in its database; however, one or more attributes of
the object are different from the equivalent attributes on the LSMS.

Different

The network element’s LNP database does not contain this object, but
the LSMS LNP database does contain it; the LSMS did not receive a
checksum for this object.

Missing

The network element’s LNP database contains an object that the LSMS
LNP database does not contain; the LSMS received a checksum for an
object not in its database.

Extra

Duplicate Data Detected by Audit

In addition to detecting these discrepancies, all types of audit except auditing by time range also detect
whether duplicate data resides in the LSMS and network element LNP databases. Duplicate data is
not considered to be a discrepancy and cannot be corrected by performing a reconcile operation. Each
duplicate LNP data object detected is counted and recorded in the audit log file. If duplicate LNP data
is detected, contact the My Oracle Support (MOS).

Note:  It is recommended that you correct any duplicates as soon as they are found, even before
performing a reconcile. If the duplicates are not corrected, future audits may show these duplicates
as different types of discrepancies at different times, and it will be more difficult to determine whether
the discrepancies have been caused by originally duplicate data.

Displaying Audit Results

Results of an audit are made available in the following ways:

• Displayed as they are calculated either on:

• The Audit Results tab of the GUI if the audit is initiated from the GUI (see Single SV/NPB Audit
and Optional Reconcile from LSMS GUI or Range Audit and Optional Reconcile from LSMS GUI)

• On the command line interface if the audit is initiated from the command line and the details
parameter is specified (see Performing an Audit Using the Command Line)

• Stored in a log (see Audit Error Messages).

Note:

Starting with LSMS Release 8.X, the audit log also contains information about partial audit results
when an audit is aborted or otherwise interrupted. For more information about how this information
can be used, see Continuing an Interrupted Object Range Audit.

• If discrepancies are found for either subscription versions or number pool blocks, discrepancy files
are created with full details about how the information is different. For more information, see
Discrepancy Files.

37E61929 Revision 1, June 2015

Auditing and Reconciling Network Elements from
the LSMS

LNP Database Synchronization



Reconciling

Any discrepancies detected during an audit can be optionally reconciled as soon as the audit completes
in one of the following ways:

• The user clicks the Reconcile button at the completion of a Single SV/NPB audit initiated from the
GUI (see Single SV/NPB Audit and Optional Reconcile from LSMS GUI)

• The user clicks the Reconcile Now button at the completion of a Range audit initiated from the
GUI (see Range Audit and Optional Reconcile from LSMS GUI)

• The user specifies the reconcile parameter when starting the audit from the command line (see
Performing an Audit Using the Command Line)

Starting with LSMS 8.X, any discrepancies detected during an Object Range audit can also be reconciled
up to seven days later by selecting the Save Reconcile button at the completion of the audit and then
later initiating a Post-Audit Reconcile (see Post-Audit Reconcile from the GUI).

Audit and Reconcile Function Summary

Table 7: Audit Types and Functions shows the functions performed for each type of audit.

Table 7: Audit Types and Functions

Can Be
Reconciled Later

Records
Interrupted

Audit Results

Generates
Full-Detail

Discrepancy
Log for SVs
and NPBs

Generates
Audit LogRateAudit Type

YesYesYesYes
24 million
records per
hour

Object Range

YesNoYesYes100 records
per second

1Time Range

NoNoYesYes100 records
per second

1Single
SV/NPB

1

1
Single SV/NPB Audits use the normal update channel, which can process 50 records per second,

but performance of Single SV/NPB is limited by how fast the GUI can process the display, which
may take up to five seconds.

Audit Restrictions

Before starting any audit, consider the following restrictions:

• Only one Single SV/NPB audit of a given network element can be performed at a time. If you
attempt to start a Single SV/NPB audit of a network element that is already performing a Single
SV/NPB audit or reconcile, an error message will be posted and no additional audit action will
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occur. You can perform a Single SV/NPB audit for each supported network element simultaneously,
and a Single SV/NPB audit can be performed on a given network element at the same time as a
Range Audit is performed for that network element.

• Only one Range audit or bulk load of a given network element can be performed at a time. If you
attempt to start a Range audit of a network element that is already performing any other database
synchronization operation, an error message will be posted and no additional audit action will
occur. You can perform a Range audit for each supported network element simultaneously, subject
to the restrictions described in Maximum Number of Simultaneous Synchronization Operations.

• An audit performed at the same time that automatic resynchronization is occurring between the
LSMS and the network element may result in false discrepancies because some of the LSMS data
may not have been sent yet over the normal update connection to the network element. At the end
of an audit, it is recommended that you determine whether an automatic resynchronization (also
called short resynchronization) has occurred (look at the notifications area of the GUI). If an
automatic resynchronization has occurred or is currently running, it is recommended that you
perform another audit when the automatic resynchronization has completed.

• A Range audit may time out at other times, for example, when the network element is busy or
when synchronization is occurring between the Number Portability Administration Center (NPAC)
and the LSMS. (For more information about when NPAC-to-LSMS synchronization occurs, refer
to the Alarms and Maintenance Guide). If the LSMS is processing a lot of other data, the audit may
eventually time out, a time-out message will be posted, and no audit action will occur.

In addition, consider the following usage note about Audit by Time Range:

• Except in the case of a SV and/or NPB that has been deleted, the SV and/or NPB to audit will be
retrieved from the LSMS database. For the case where an NPA Split has been created that changes
the SV and/or NPB residing in the LSMS database, this feature will only audit the new, post-split
SV and/or NPB. This is the case both during the NPA Splits’s permissive dialing period and after
the period ends. For more information about NPA Splits, refer to the Database Administrator's Guide
for LSMS.

Audit and Reconcile Timeline

This section provides an overview of how audit and reconcile is performed.

Single SV/NPB Audit and Reconcile Timeline

Figure 3: Timeline for a Single SV/NPB Audit with Reconcile illustrates how data is sent to a network
element before, during, and after a Single SV/NPB audit followed by a reconcile.
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Figure 3: Timeline for a Single SV/NPB Audit with Reconcile

The following describes the stages in more detail:

Single SV/NPB audit begins: The LSMS user decides to initiate a Single SV/NPB audit. To
start the audit at the LSMS, see Managing Audit and Reconcile from the LSMS GUI. No action
is required at the network element.

T1

A single SV/NPB audit completes very quickly; the LSMS user cannot abort the operation.

When this stage is complete, the LSMS user can choose to reconcile immediately discrepancies
that were found in the network element’s LNP database, start another audit, or terminate
the audit session.

Reconcile: The LSMS user decides to reconcile. To choose to reconcile, see Step 8 in Range
Audit and Optional Reconcile from LSMS GUI . No action is required at the network element.

T2

During this stage, a modify command is sent to the network element if the SV or NPB is
identified as different or missing in the NE’s database, or a delete command is sent if the
SV or NPB is identified as being extra in the NE’s LNP database (but not existing in the
LSMS LNP database).

Normal operations resumeT3

Range Audit and Reconcile Timeline

Figure 4: Timeline for a Range Audit with Reconcile illustrates how data is sent to a network element
before, during, and after a range audit followed by a reconcile.
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Figure 4: Timeline for a Range Audit with Reconcile

The following describes the range audit and reconcile stages in more detail:

Range audit begins: The LSMS user decides to initiate a range audit. To start the audit at the
LSMS, see Managing Audit and Reconcile from the LSMS GUI, Step 8. No action is required at
the network element.

T1

At any time during this stage, the LSMS user can choose to abort the operations. If aborted,
the user can choose to terminate the operation (closing the Range Audit window), or start
another range audit (either with the same ranges or different ranges).

Note:

Starting with LSMS Release 8.X, whenever an audit is interrupted, the LSMS records both
completely and partially audited records in the Audit Log file. The user can examine the audit
log file to determine which records have not yet been audited and perform another audit of
a smaller set of records. For more information, see Continuing an Interrupted Object Range Audit.

When this stage is complete, the LSMS user can choose to reconcile immediately discrepancies
that were found in the network element’s LNP database, start another audit, or terminate the
audit session.

Note:

Starting with LSMS Release 8.X, the user can also choose to reconcile discrepancies at a later
time.

Reconcile: The LSMS user decides to reconcile. To choose to reconcile, see Range Audit and
Optional Reconcile from LSMS GUI.

T2

During this stage, modify commands are sent to the network element for all data identified
as different and missing in the NE’s database, and delete commands are sent to the NE for all
data identified as being extra in the NE’s LNP database (but not existing in the LSMS LNP
database).
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Some differences between the LSMS and NE databases (such as capacity) may cause the NE
to reject some of the downloaded commands. These rejections would also occur during a
normal update. All commands rejected by the network element are recorded in the audit log
file (see Audit Error Messages).

At any time during this stage, the LSMS user can choose to abort the operations. If aborted,
this operation can be either restarted or terminated.

Normal operations resume.T3

Managing Audit and Reconcile from the LSMS GUI

This section describes the following audit and reconcile procedures you can perform through the
LSMS GUI.

• Single SV/NPB Audit and Optional Reconcile from LSMS GUI

• Range Audit and Optional Reconcile from LSMS GUI

• Post-Audit Reconcile from the GUI

You can also perform certain audit and reconcile functions of SVs or NPBs or both using the lsmsclaa
AUDIT function (see Performing an Audit Using the Command Line).

Audit Error Messages

For a listing of error messages that can appear on the GUI, along with explanation of possible cause
and suggested recovery, see LSMS GUI Messages.

Single SV/NPB Audit and Optional Reconcile from LSMS GUI

Use the following procedure to manage from the LSMS user interface an audit and optional reconcile
of a single subscription version or number pool block at a network element.

1. Ensure that none of the restricted situations described in Audit and Reconcile Function Summary is
occurring.

2. Log in as a member of the lsmsadm, lsmsuser, lsmsuext, lsmsview, or lsmsall user group.

Note:  If you plan to perform a reconcile if one is needed, log in as a member of
thelsmsuser,lsmsuext, orlsmsall user group.

3. Because a Single SV/NPB Audit requires very little time, it is unlikely that an NPA Split will occur
at the same time.
However, if you plan to perform a reconcile, to ensure that the reconcile and NPA Split do not
interfere, perform the following substeps:

Note:  Automatic split activation during a reconcile can cause the network element to be out of
synchronization with the LSMS database.

a) Generate an NPA Split Report.
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Select Pending for Status and All NPAC Regions for NPAC Region. For information about
creating and viewing NPA Split Data Reports, refer to the Database Administrator's Guide for
LSMS, (Chapter 5, “LSMS Reports”).

b) Determine whether NPA Splits are scheduled to be activated during the time the audit and
reconcile are to be performed:

• If no Pending NPA Splits were listed in the report in Step 3a, or if none of the Pending NPA
Splits has a PDP Start Date that occurs within the time period required to complete the audit
and reconcile, go to Step 4.

• If any Pending NPA Split has a PDP Start Date that occurs within the time period required
to complete the audit and reconcile, continue with next substep.

c) If any NPA Split is scheduled to be activated within the planned resynchronization period,
delay the reconcile until after the NPA Split has been activated.

4. Start the Audit window using either of the following:
a) From the main menu on the LSMS Console window, select LSMS-> LNP Database

Synchronization-> Single SV/NPB Audit -><CLLI>, where <CLLI> is the Common Language
Location Identifier for the network element to be audited.

b) Right-click the LSMS Console window’s EMS status icon that corresponds to the network
element to be audited, and select LNP Database Synchronization-> Single SV/NPB Audit.
The Single SV/NPB tab of the Audit window displays. If a different tab displays, click the Single
SV/NPB tab. An example of this window is shown in Figure 5: Single SV/NPB Audit Window,
Audit Range Tab.

Figure 5: Single SV/NPB Audit Window, Audit Range Tab

5. Do one of the following:
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a) Click the Single SV Object radio button and type the 10-digit TN value for the object you want
to audit.

b) Click the Single NPB Object radio button and type the 7-digit NPA-NXX-X value for the object
you want to audit.

6. To initiate the audit, click the Start button.
The display automatically changes to the Audit Results tab.

Note:  It is generally not necessary to perform any action at the network element before starting
an audit. However, it is possible for the NE operator to disable the ELAP’s ability to be audited. If
the following error message is returned, contact the NE operator to request that the procedure
described inEnabling RTDB Audit on ELAP be performed:

Connection already in use or operation not enabled at NE ‘<IP address>’

A single audit completes very quickly, and the popup message shown in Figure 6: Single SV/NPB
Audit Window, Audit Results Tab displays.

Figure 6: Single SV/NPB Audit Window, Audit Results Tab

Table 8: Audit Results Fields describes the meaning of the fields in this window.

Table 8: Audit Results Fields

Possible ValuesDescriptionField

00000000—99999999Number of data records that have been
audited in the LSMS LNP database

LSMS Total
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Possible ValuesDescriptionField

00000000—99999999Number of data records that have been
audited in the NE LNP database

NE Total

00000000—99999999Number of LNP data records that are
identical in both the LSMS and the NE
LNP databases

Same

00000000—99999999Number of LNP data records that are
present in the LSMS LNP database, but
not in the NE LNP database

Missing

00000000—99999999Number of LNP data records that are
present in the NE LNP database, but not
in the LSMS LNP database

Extra

00000000—99999999Number of LNP data records that are
present in both the LSMS LNP database

Different

and the NE LNP database, but with
different checksums

00000000—99999999Total number of LNP data record
discrepancies (Missing, Extra, and
Different)

Discrepancy Total

MM/DD hh:mm:ss
1

Time the audit phase was startedStart Date/Time

MM/DD hh:mm:ss
1

Time the audit phase completed
successfully or was abnormally
terminated

End Date/Time

hh:mm:ss
1
[A|F]

2
Amount of time the audit took to
complete or the amount of time the audit

Elapsed Time

had run before the user aborted it or a
failure occurred.

Number Pool Blocks or
Subscription Versions

List of LNP database objects whose
full-record discrepancy file from the
previous audit is available for viewing

Full-Record
Discrepancy
Combobox
1
 MM indicates month, range 01—12

DD indicates day, range 01—31

hh indicates hour, range 00—23

mm indicates minute, range 00—59

ss indicates second, range 00—59
2
 A is appended at the end of the time is the operation is aborted.

F is appended at the end of the time is the operation fails.
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To view the audit log file, click the View Log button. For more information about the log file, see
Audit Error Messages.

7. If a discrepancy is found, a discrepancy file is created, the Full-Record Discrepancy Log area
becomes selectable, and the pull-down allows you to select which discrepancy file you would like
to view.
For more information about the discrepancy files, see Discrepancy Files.

8. Examine the Audit Results tab to determine whether the object is listed as Missing, Extra, or Different
and decide if you want to reconcile it.
a) If you choose not to reconcile, click the Cancel button; you have now completed this procedure.
b) If you choose to reconcile, click the Reconcile button.

Note:  The Reconcile button is selectable only if you have logged in as a member of the
lsmsuser, lsmsuext, or lsmsall user group.

The reconcile update is sent over the same connection as normal updates. When the reconcile
completes, a window similar to the example shown in Figure 7: Reconcile Complete displays.

Figure 7: Reconcile Complete

Click OK; you have now completed this procedure.

Range Audit and Optional Reconcile from LSMS GUI

Use the following procedure to manage from the LSMS user interface a Time Range audit or Object
Range audit and optional reconcile of data at a network element.

1. Ensure that none of the restricted situations described in Audit and Reconcile Function Summary is
occurring.

2. Log in as a member of the lsmsadm, lsmsuser, lsmsuext, lsmsview, or lsmsall user group.

Note:  If you plan to perform a reconcile if one is needed, log in as a member of
thelsmsuser,lsmsuext, orlsmsall user group.

3. If you plan to perform a reconcile, perform the following substeps to ensure that no NPA Split is
scheduled to occur during the time required to perform the audit with reconcile.

Note:  Automatic split activation during a reconcile can cause the network element to be out of
synchronization with the LSMS database. To avoid this problem, first perform the following
substeps.

a) Generate an NPA Split Report.
Select Pending for Status and All NPAC Regions for NPAC Region. For information about
creating and viewing NPA Split Data Reports, refer to the Database Administrator's Guide for
LSMS, (Chapter 5, “LSMS Reports”).
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b) Determine whether NPA Splits are scheduled to be activated during the time the audit and
reconcile are to be performed (to estimate time required to perform the audit and reconcile, see
Synchronization Performance Estimates):

• If no Pending NPA Splits were listed in the report in Step 3a, or if none of the Pending NPA
Splits has a PDP Start Date that occurs within the time period required to complete the
reconcile, go to Step 4.

• If any Pending NPA Split has a PDP Start Date that occurs within the time period required
to complete the audit and reconcile, continue with next substep.

c) If any NPA Split is scheduled to be activated within the planned resynchronization period,
delay the reconcile until after the NPA Split has been activated.

4. Start the Audit window using either of the following:
a) From the main menu on the LSMS Console window, select LSMS-> LNP Database

Synchronization->Range Audit-><CLLI>, where <CLLI> is the Common Language Location
Identifier for the network element to be audited.

b) Right-click the LSMS Console window’s EMS status icon that corresponds to the network
element to be audited, and select LNP Database Synchronization->Range Audit.
The Audit Range tab of the Audit window displays. If a different tab displays, click the Audit
Range tab. An example of this window is shown in Figure 8: Audit Window, Audit Range Tab.

Figure 8: Audit Window, Audit Range Tab
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5. Select the data you want to audit by doing one of the following:
a) Click the All Database Objects radio button to audit all objects in the network element’s LNP

database.
b) To audit all subscription versions and number pool blocks within a specified time range, click

the NPB and SV Database Objects in Specified Time Range radio button.
The Start Date/Time and End Date/Time fields become active and display in the form
MM/DD/YY hh:mm:ss <AM|PM>, where MM represents month, DD represents day, YY
represents year, hh represents hour, mm represents minute, and ss represents second. To change
any of these values, double click on the value so that it is highlighted and then click the up or
down arrow to increment or decrement the value by one for each click on the arrow. For example
to change 10/09/01 12:00:00 AM to 10/12/01 12:00:00 PM, double click the day field (09) and
click the up arrow 3 times, then double-click the AM field and click the up arrow once. These
fields have the following constraints:

• The Start Date/Time must be seven days or less than the current date and time.

• The End Date/Time must be equal to or greater than the Start Date/Time.

• The End Date/Time must be equal to or less than the current date and time.

c) To audit a subset of all objects in the network element’s LNP database, click the All Database
Objects in Specified Data Range radio button, and then for each data type, click the pull-down
arrow at the right of the box, and select the desired data range for that object.
Table 9: Audit Range Values shows the possible values available in the pull-down for each data
type.

Table 9: Audit Range Values

ResultsConstraintsPull-down ValuesData Type

Only those NPA
Splits within theIf OLD NPA Range is

selected, two fields appear;

NPA Splits

• None

• All

specified range will
be audited. If nospecify a range by entering

the starting OLD NPA value

• Old NPA Range

ending value is
specified, thein the first field and enter the

ending OLD NPA value in the ending valuesecond field. Each value must defaults to theconsist of 3 numeric digits in
the range 200—999. same value as the

starting value.

Only those
Number Pool

If NPA-NXX Range or
NPA-NXX-X Range is

Number Pool
Blocks*

• None

• All

Blocks that have an
NPA-NXX or

selected, two fields appear;
specify a range by entering

• NPA-NXX Range

NPA-NXX-X
within the specified

the starting NPA-NXX or
NPA-NXX-X value in the first

range will befield and enter the ending
audited. If noNPA-NXX or NPA-NXX-X

value in the second field. ending value is
specified, the
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ResultsConstraintsPull-down ValuesData Type

For NPA-NXX Range, each
value must consist of 6

ending value
defaults to the

numeric digits in the range

same value as the
starting value.

200000—999999 (do not use
hyphens or periods).

For NPA-NXX-X Range, the
NPA-NXX must be the same
for the starting and ending
NPA-NXX-X values and each
value must consist of 7
numeric digits in the range
2000000—9999999 (do not use
hyphens or periods). An audit
of this type is performed only
over the normal update
connection.

Only those
Subscription

If NPA-NXX Range or TN
Range is selected, two fields

Subscription
Versions*

• None

• All

Versions that have
an NPA-NXX or

appear; specify a range by
entering the starting

• NPA-NXX Range

TN within the
specified range will

NPA-NXX or TN value in the
first field and enter the ending

be audited. If no

NPA-NXX or TN value in the
second field.

ending value is
specified, the

For NPA-NXX Range, each
value must consist of 6

ending value
defaults to the

numeric digits in the range

same value as the
starting value.

200000—999999 (do not use
hyphens or periods).

For TN Range, the NPA-NXX
must be the same for the
starting and ending TN values
and each value must consist
of 10 numeric digits in the
range 2000000—9999999 (do
not use hyphens or periods).
An audit of this type is
performed only over the
normal update connection.

Only those Default
GTTs that have an

If NPANXX Range is selected,
two fields appear; specify a

Default GTTs*

• None

• All NPA-NXX within
the specified range

range by entering the starting
NPA-NXX value in the first

• NPANXX Range will be audited. If
no ending value is

field and enter the ending
NPA-NXX value in the second
field. specified, the
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ResultsConstraintsPull-down ValuesData Type

ending value
defaults to the

Each value must consist of 6
numeric digits in the range

same value as the
starting value.

200000—999999 (do not use
hyphens or periods).

Only those
Override GTTs thatIf LRN Range is selected, two

fields appear; specify a range

Override GTTs

• None

• All

have an LRN
within the specifiedby entering the starting LRN

value in the first field and

• LRN Range

range will be
audited. If noenter the ending LRN value

in the second field. ending value is
Each value must consist of 10
numeric digits in the range

specified, the
ending value

0000000000—9999999999 (do
not use hyphens or periods).

defaults to the
same value as the
starting value.

* If any value other than None is selected for Subscription Versions, Number Pool Blocks, or
Default GTTs, you must either select All for NPA Splits or select Old NPA and specify a range
of 200—999.

6. To initiate the audit, click the Start button.
The display automatically changes to the Audit Results tab (shown in Figure 9: Audit Window, Audit
Results Tab), and the Start button is replaced by the Abort button.

Note:  It is generally not necessary to perform any action at the network element before starting
an audit. However, it is possible for the NE operator to disable the ELAP’s ability to be audited. If
the following error message is returned, contact the NE operator to request that the procedure
described inEnabling RTDB Audit on ELAPbe performed:Connection already in use or
operation not enabled at NE ‘<IP address>’

The progress is indicated by start time, elapsed time, numbers appearing in the various columns
for the selected data types, and status reported in the status field at the bottom of the window.
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Figure 9: Audit Window, Audit Results Tab

Table 10: Audit Results Fields describes the meaning of the fields in this window.

Table 10: Audit Results Fields

Possible ValuesDescriptionField

00000000—99999999Number of data records that have been
audited in the LSMS LNP database

LSMS Total

00000000—99999999Number of data records that have been
audited in the NE LNP database

NE Total

00000000—99999999Number of LNP data records that are
identical in both the LSMS and the NE
LNP databases

Same

00000000—99999999Number of LNP data records that are
present in the LSMS LNP database, but
not in the NE LNP database

Missing

00000000—99999999Number of LNP data records that are
present in the NE LNP database, but not
in the LSMS LNP database

Extra

00000000—99999999Number of LNP data records that are
present in both the LSMS LNP database

Different
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Possible ValuesDescriptionField

and the NE LNP database, but with
different checksums

00000000—99999999Total number of LNP data record
discrepancies (Missing, Extra, and
Different)

Discrepancy Total

MM/DD hh:mm:ss
1

Time the audit phase was startedStart Date/Time

MM/DD hh:mm:ss
1

Time the audit phase completed
successfully or was abnormally
terminated

End Date/Time

hh:mm:ss
1
[A|F]

2
Amount of time the audit took to
complete or the amount of time the audit

Elapsed Time

had run before the user aborted it or a
failure occurred.

Number Pool Blocks or
Subscription Versions

List of LNP database objects whose
full-record discrepancy file from the
previous audit is available for viewing

Full-Record
Discrepancy Combobox

1
 MM indicates month, range 01—12

DD indicates day, range 01—31

hh indicates hour, range 00—23

mm indicates minute, range 00—59

ss indicates second, range 00—59
2
 A is appended at the end of the time is the operation is aborted.

F is appended at the end of the time is the operation fails.

To view the audit log file, click the View Log button. For more information about the log file, see
Audit Error Messages.

To abort while an audit is in progress, click the Abort button. A confirmation dialog displays, as
shown in Figure 10: Abort Operation Dialog.audit

Figure 10: Abort Operation Dialog

a) Click the Yes button to immediately terminate the operation in progress.
If the LSMS has already started to create full-record discrepancy files, the operation does not
stop until the full-record discrepancy files are fully created. If you want to reconcile any
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discrepancies found before the audit was aborted, perform the procedure described in Post-Audit
Reconcile from the GUI

b) Click the No button to close the Abort confirmation dialog and return back to the main Audit
window with no other effect.

7. When the audit completes, an information dialog similar to Figure 11: Audit Complete Information
Dialog displays.

Figure 11: Audit Complete Information Dialog

8. When the audit completes or is terminated, the Audit window displays similar to the example
shown in Figure 12: Audit Complete.
In this example, discrepancies in SVs and NPBs have been found, so a discrepancy file for each
category has been created, the Full-Record Discrepancy Log area has become selectable, and the
pull-down allows you to select which discrepancy file you would like to view. If you wish to view
both files, first view one file, then view the other. For more information about the discrepancy files,
see Discrepancy Files.
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Figure 12: Audit Complete

Examine the Audit Results tab to determine whether any objects are listed as Missing, Extra, or
Different and decide if you want to reconcile them.
a) If you choose not to reconcile, click the Cancel button; you have now completed this procedure.
b) If you choose to reconcile later, click the Save Reconcile button.

When you are ready to perform the reconcile, follow the procedure described in Post-Audit
Reconcile from the GUI.

c) If you choose to reconcile immediately, ensure that you have considered any possible NPA
Splits as described in Step 3; then click the Reconcile Now button.

Note:  The Reconcile Now button is selectable only if you have logged in as a member of the
lsmsuser, lsmsuext, or lsmsall user group.

Reconcile updates are sent over the same connection as normal updates. When the reconcile
completes, a window similar to the example shown in Figure 13: Reconcile Complete displays.

Figure 13: Reconcile Complete
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Click OK; a window similar to the example shown in Figure 14: Reconcile Operation Complete
displays.

Figure 14: Reconcile Operation Complete

Click OK; you have now completed this procedure.

Post-Audit Reconcile from the GUI

Starting with LSMS release 8.X, a reconcile of an Object Range Audit can be performed at a time later
than immediately after an audit completes. This function can be used in the following situations:

• If a large number of discrepancies is found during an audit, you might want to postpone the
reconcile until a later time to avoid impacting normal traffic.

• If an Object Range Audit is aborted or interrupted, you can perform a Post-Audit Reconcile for all
of the objects that were successfully audited before the interruption. You can also examine the
Audit log to determine which objects were successfully audited, and perform another audit for
objects that were not completely audited (for more information, see Continuing an Interrupted Object
Range Audit).
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The Post-Audit reconcile function is enabled by the creation of a Reconcile file that contains all the
discrepant data found during the corresponding audit. Reconcile files are kept eight days and then
deleted.

Note:  Any reconcile (whether immediate or postponed) can be performed only once. When a reconcile
has been performed, the reconcile file is no longer available for selection from the Post-Audit Reconcile
window.

To perform a Post-Audit reconcile, perform the following procedure to choose among the available
reconcile files.

1. Log in as a member of the lsmsuser, lsmsuext, or lsmsall user group.
2. Perform the following substeps to ensure that no NPA Split is scheduled to occur during the time

required to perform the reconcile.

Note:  Automatic split activation during a reconcile can cause the network element to be out of
synchronization with the LSMS database.

a) Generate an NPA Split Report.
Select Pending for Status and All NPAC Regions for NPAC Region. For information about
creating and viewing NPA Split Data Reports, refer to the Database Administrator's Guide for
LSMS, (Chapter 5, “LSMS Reports”).

b) Determine whether NPA Splits are scheduled to be activated during the time the reconcile is
to be performed (to estimate time required to perform the reconcile, see Synchronization
Performance Estimates:

• If no Pending NPA Splits were listed in the report in Step 2a, or if none of the Pending NPA
Splits has a PDP Start Date that occurs within the time period required to complete the
reconcile, go to Step 4.

• If any Pending NPA Split has a PDP Start Date that occurs within the time period required
to complete the reconcile, continue with next substep.

c) If any NPA Split is scheduled to be activated within the planned resynchronization period,
delay the reconcile until after the NPA Split has been activated.

3. Start the Post-Audit Reconcile window using either of the following:
a) From the main menu on the LSMS Console window, select LSMS-> LNP Database

Synchronization->Post-Audit Reconcile-><CLLI>, where <CLLI> is the Common Language
Location Identifier for the network element to be audited.

b) Right-click the LSMS Console window’s EMS status icon that corresponds to the network
element to be audited, and select LNP Database Synchronization->Post-Audit Reconcile.
The Input File table of the Post-Audit Reconcile window displays. If a different tab displays,
click the Input File tab. An example of this window is shown in Figure 15: Post-Audit Reconcile
Window, Input File Tab.

4. Click the Browse button and select the file that corresponds to the audit you wish to now reconcile.
The example in Figure 15: Post-Audit Reconcile Window, Input File Tab shows a file has been selected.
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Figure 15: Post-Audit Reconcile Window, Input File Tab

5. Click Start.
After the LSMS finds the file to use for reconciling, the Post Audit Reconcile pop-up window shown
in Figure 16: Post Audit Reconcile Initialized displays.

Figure 16: Post Audit Reconcile Initialized

6. Click OK.
The Audit Results window displays, an example is shown in Figure 17: Audit Results Tab.
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Figure 17: Audit Results Tab

7. Ensure that you have considered any possible NPA Splits as described in Step 2; then click the
Reconcile Now button.
Reconcile updates are sent over the same connection as normal updates. When the reconcile
completes, a window similar to the example shown in Figure 18: Reconcile Complete displays.

Figure 18: Reconcile Complete

8. Click OK; a window similar to the example shown in Figure 19: Reconcile Operation Complete displays.
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Figure 19: Reconcile Operation Complete

Click OK; you have now completed this procedure.

Performing an Audit Using the Command Line

Use the following procedure to perform a network element audit and optional reconcile of subscription
versions (SVs) or Number Pool Blocks (NPBs) through the LSMS command line interface (lsmsclaa).

Note:  Starting with LSMS Release 8.X, the lsmsclaa AUDIT command can be used only to perform a
Single SV or NPB Audit.

The lsmsclaa command does not display a progress bar or provide a way to cancel the audit while
in progress. Results of the audit performed by this command are stored in the LsmsAudit.log file (see
Audit Error Messages) and in discrepancy files (see Discrepancy Files).

For more information about using the lsmsclaa command, refer to the Alarms and Maintenance Guide.

Use this procedure to perform an audit of SVs or NPBs from the command line.

1. Ensure that none of the restricted situations, as described in section Audit and Reconcile Function
Summary, are occurring.

2. To perform an audit only, log into the LSMS as a member of any user group.

Note:  If you need to perform a reconcile, log in as a member of thelsmsadm,lsmsuser,lsmsuext,
orlsmsall user group.
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3. If you plan to perform a reconcile, perform the following substeps to ensure that no NPA Split is
scheduled to occur during the time required to perform the audit with reconcile.

Note:  Automatic split activation during a reconcile can cause the network element to be out of
synchronization with the LSMS database. To avoid this problem, first perform the following
substeps.

a) Generate an NPA Split Report.
Select Pending for Status and All NPAC Regions for NPAC Region. For information about
creating and viewing NPA Split Data Reports, refer to the Database Administrator's Guide for
LSMS, (Chapter 5, “LSMS Reports”).

b) Determine whether NPA Splits are scheduled to be activated during the time the audit and
reconcile are to be performed (to estimate time required to perform the audit and reconcile, see
Synchronization Performance Estimates):

• If no Pending NPA Splits were listed in the report in this section, Step 3a, or if none of the
Pending NPA Splits has a PDP Start Date that occurs within the time period required to
complete the reconcile, go to Step 4.

• If any Pending NPA Split has a PDP Start Date that occurs within the time period required
to complete the audit and reconcile, continue with next substep.

c) If any NPA Split is scheduled to be activated within the planned resynchronization period,
delay the reconcile until after the NPA Split has been activated.

4. Start the command-line interface by entering the following command with parameters as defined
in Table 11: Parameters Used by Command-Line Interface:

$ $LSMS_DIR/start_cmdLine <SPID> <REGION> [<COMMANDFILE>] 

Table 11: Parameters Used by Command-Line Interface

CharactersRequired?DescriptionParameter

4YesService Provider ID<SPID>

6 to 11
Yes

Name of NPAC region<REGION>
(Note)

1 to 256No
Full name of a text file that contains a
series of commands to be run by the
command-line interface utility

<COMMANDFILE>

Note: To start the LSMS command line interface, you must specify one of the following values
for <REGION>: Canada, Midwest, MidAtlantic, Southeast, Southwest, Northeast, Western, or
WestCoast.

5. The following prompt indicates that the command-line interface has started:

Enter command ->
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6. Enter the following command at the command-line interface prompt (see Table 12: Audit Command
Parameters for a description of the command arguments):

audit <CLLI> <StartValue> [<ObjectType>] [reconcile] [details]

Table 12: Audit Command Parameters

ValuesRequired?DescriptionArgument Name

1–11 alphanumericYes

Common Language Location
Identifier of the network element<CLLI> whose LNP database is to be audited
and optionally reconciled.

YesThe argument represents the single
SV or NPB value to be audited.<StartValue>

• For NPB, 7 numeric
characters in range
2000000 to 9999999

• For SV or ALL, 10
numeric characters
in range 2000000000
to 9999999999

NPB or SV or ALLNo

One of the following to indicate
which data types in the specified
range to audit:

<ObjectType>

• NPB—audit only Number Pool
Blocks.

• SV—audit only subscription
versions.

• ALL—audit both Number Pool
Blocks and subscription versions.

Default is one of the following:

• If<StartValue>has 7 digits, the
default is NPB

• If<StartValue>has 10 digits,
the default is ALL

N/ANo

If this parameter is present, any
discrepancies found by the audit are

reconcile
reconciled. (If the user is not a
member of
thelsmsuser,lsmsuext,
orlsmsall groups, this parameter
is ignored.)

N/ANoIf this parameter is present, status
information is output every 5

details
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seconds and includes audit
discrepancy and reconcile download
statistics.

7. The command-line interface displays a message to indicate whether the audit or audit with reconcile
was successful.
For more information about the possible messages, refer to the Alarms and Maintenance Guide. You
have now completed this procedure.

Audit Logs

Audit log files are generated for Range Audits that are initiated either from the GUI or from the
command line. One log file is created for each day that a Range audit is performed. The log file is
named LsmsAudit.log.<MMDD>, where <MMDD> is the timestamp that contains month and day.
This log file is located in the directory /var/TKLC/lsms/logs/<CLLI>, where <CLLI> is the Common
Language Location Identifier of the network element being audited. Log files are maintained for seven
days after they are created; then they are automatically removed from the LSMS.

Note:  No log file is generated for a Single SV/NPB Audit.

Viewing Audit Log Files

You can view audit log files in either of the following ways

• If you are performing a Range audit from the GUI, any time after a Range audit has begun, you
can view the audit log file by clicking the View Log button. If the browser window used for
displaying reports and logs is not already open, it is opened automatically and displays the log
file.

• You can also use one of the following methods to open the window shown in Figure 20: Browsing
for Audit Log Files used to browse for this log:

Figure 20: Browsing for Audit Log Files

• Select Logs > Other... from the main menu of the LSMS Console window.
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• Click on the LSMS Console window’s EMS Status Icon that corresponds to the network element
being audited so that the icon is highlighted. Right-click and select Logs > LNP Database
Synchronization > Audit.

Scroll down to find the folder that has the <CLLI> name for the NE that is being audited.
Double-click the folder name, and then double click the file name LsmsAudit.log.<MMDD> that
corresponds to the month and day you desire.

Audit Log File Contents

Whenever a Range audit is started, the audit log file for that day is appended (if this is the first audit
of the day, the file is created). For each audit performed on that day, the audit log file contains
information similar to the information displayed on the Audit Range, Audit Results, and Download
Results tabs, such as start and end times for each stage, and numbers of missing, extra, and different
objects in various LNP categories. The log and window also record whether database entries are
present at the LSMS but missing at the NE, present at the NE but missing at the LSMS, or present at
both the LSMS and NE but containing different values.

The audit log file contains the following sections:

• Header Section

• Audit Section

• Reconcile Section

• Summary Section

Note:  Starting with LSMS Release 8.X, summary sections for Object Range Audits indicate whether
object types were completely audited, partially audited, or not audited, and shows results for both
completely and partially audited object types.

Audit Log File Example for Two Completed Audits

Figure 21: Example of an Audit Log File for Two Completed Audits shows an example of an audit log file
that contains two separate audits and reconciles performed on the same day.
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Figure 21: Example of an Audit Log File for Two Completed Audits

Audit Log File Example for a Partially Completed Audit

Figure 22: Example of Audit Log File for Partially Completed Audit shows an example of an audit log file
for an Object Range Audit that was interrupted.
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Figure 22: Example of Audit Log File for Partially Completed Audit

Continuing an Interrupted Object Range Audit

Starting with LSMS Release 8.X, if an Object Range Audit is interrupted, you can interpret the contents
of the audit log file to determine how many objects were completely audited. After the interruption
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has been resolved, you can complete your original audit goal by performing the following actions in
any order (the file shown in Figure 22: Example of Audit Log File for Partially Completed Audit is used as
an example):

• Perform a Post-Audit Reconcile (see Post-Audit Reconcile from the GUI), selecting the Partial Reconcile
File listed in the Audit log (<CLLI>.reconcileFile. 0606144036.tar.gz in the example
file). This Post-Audit Reconcile will reconcile the three discrepancies found in the Subscription
Version range from 919550 to 919554 (there were no discrepancies found in the NPA Splits).

• Perform another Range audit and reconcile of just SVs in the range 910555 to 910559.
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Chapter

6
Managing Bulk Load from the LSMS

This chapter describes how to initiate and manage
an electronic bulk download at the LSMS. Bulk

Topics:

• Introduction.....68 loading completely replaces an LNP database at a
• Bulk Load Overview.....68 network element. Electronic bulk loading from the

LSMS is available only if certain optional features• Managing Bulk Load from the LSMS.....70
are installed at the LSMS and at the network
element.
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Introduction

This chapter describes the features required for electronic bulk load and how to initiate and manage
electronic bulk load from the Local Service Management System (LSMS). Bulk loading completely
replaces an LNP database (all subscription version, number pool block, NPA Split, Translation Type
Service, default Global Title Translation, and override Global Title Translation data) at a network
element.

When to Perform a Bulk Load

Bulk loading is required when the network element is being initialized for one of the following reasons:

• Bringing the network element into the system for the first time

• Modifying the network element’s area of service by reconfiguring EMS routing

• The network element’s LNP database is corrupted and cannot be recovered using other
synchronization methods

For information about procedures that may be used instead of bulk loading, see Choosing a
Synchronization Procedure.

Bulk Load Restrictions

A maximum of two bulk loads (of different network elements) can be performed simultaneously. For
more information about the maximum number of synchronization operations that can occur
simultaneously, see Maximum Number of Simultaneous Synchronization Operations.

Bulk Load Overview

Bulk loading is the process of extracting the LNP database from the LSMS and sending the extracted
data over a communications link to the network element, where it is loaded into the main LNP database.
The bulk load fully replaces the network element’s main LNP database.

Figure 23: Bulk Load Timeline illustrates how data is sent to a network element before, during, and after
a bulk load.
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Figure 23: Bulk Load Timeline

The bulk load stages occur as follows:

T1  Initial bulk load stage begins: The LSMS user and network element operator decide to initiate a bulk
load as a result of:

• One of the reasons listed in Introduction.

• Receiving a notification that NE database maintenance is required. For more information, see
Notifications that Database Maintenance Is Required and Choosing a Synchronization Procedure.

To start the bulk load at the LSMS, see Managing Bulk Load from the LSMS.

During the bulk load, the network element’s LNP database is cleared (all LNP database entries are
deleted), and the entire LSMS LNP database is downloaded to the network element.

Some differences between the LSMS and NE databases (such as capacity) may cause the NE to
reject some of the downloaded commands. These rejections would also during a normal update.
All commands rejected by the network element are recorded in the bulk load log file (see Bulk Load
Log File) and can be viewed by clicking the View Log button on the Bulk Load dialog (see Figure
26: Bulk Load Window).

At any time during this stage, the LSMS user can choose to abort the bulk load. If aborted, this
operation can be either restarted or terminated.

T2  Automatic resynchronization stage begins: As soon as the previous stage completes, the LSMS
automatically begins a resynchronization to update the network element with any updates received
from NPACs or any data locally provisioned since stage T1.
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This stage can also result in download commands being rejected by the NE. All commands rejected
by the network element are recorded in the bulk load log file (see Bulk Load Log File) and can be viewed
by clicking the View Log button on the Bulk Load dialog (see Figure 26: Bulk Load Window).

When this stage is complete, the user has the option to commit or discard the LNP data downloaded
to the network element. If the user chooses to commit the changes, the DBTS is set to the time that this
stage began. If the user chooses to discard the changes, the network element’s LNP database is left in
a Database Maintenance Required (DMR) state.

T3  Network element database distribution stage begins: If the LSMS user chooses in the previous stage to
commit the data downloaded to the NE’s database, the ELAP operator copies the newly restored ELAP
RTDB to the mate ELAP, and then distributes the data to the Service Module cards as described in
Distributing the LNP Database after LSMS-Based Operation or RTDB Copy.

T4  Automatic resynchronization stage begins: At this stage, the bulk load procedures are complete, and
the LSMS and network element reconnect and begin the normal automatic resynchronization described
in Automatic Resynchronization Process. During this stage, the LSMS sends all NPAC updates or locally
provisioned data updates that have occurred since stage T2.

T5  Normal operations resume.

Managing Bulk Load from the LSMS

This section describes how to perform a bulk load, view bulk load log files, and understand bulk load
error messages.

Bulk Load Procedure

Use the following procedure to manage a bulk load from the LSMS user interface.

Note:  Before starting this procedure, contact My Oracle Support (MOS) to be available for assistance
if any problems are encountered while performing this procedure.

1. Perform the following substeps to ensure that no NPA Splits will activate during the bulk download
procedure:
a) As lsmsadm, enter the following lsmsdb commands to output the counts for both Subscription

Version and Number Pool Block objects:

%  cd $LSMS_DIR/../tools
%  lsmsdb -c counts | grep SubscriptionVersion
1,012,345 ... CanadaDB.SubscriptionVersion
5,434,123 ... MidAtlanticDB.SubscriptionVersion
7,111,222 ... MidwestDB.SubscriptionVersion
6,333,999 ... NortheastDB.SubscriptionVersion
8,044,000 ... SoutheaststDB.SubscriptionVersion
4,999,800 ... SouthwestDB.SubscriptionVersion
6,500,000 ... WestCoastDB.SubscriptionVersion
5,250,500 ... WesternDB.SubscriptionVersion
%  lsmsdb -c counts | grep NumberPoolBlock
1,205 ....... CanadaDB.NumberPoolBlock
10,400 ...... MidAtlanticDB.NumberPoolBlock
8,005 ....... MidwestDB.NumberPoolBlock
4,000 ....... NortheastDB.NumberPoolBlock
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7,500 ....... SoutheaststDB.NumberPoolBlock
1,225 ....... SouthwestDB.NumberPoolBlock
7,700 ....... WestCoastDB.NumberPoolBlock
5,500 ....... WesternDB.NumberPoolBlock

b) Total the counts listed in the first column of the output from both commands in substep a.
Divide this total by 2 million, to determine the estimated number of hours for the bulk load.

c) Generate an NPA Split Report.
Select Pending for Status and All NPAC Regions for NPAC Region. For information about
creating and viewing NPA Split Data Reports, refer to the Database Administrator's Guide for
LSMS.

d) Determine if NPA Splits are scheduled to be activated during the time the Bulk Load is to be
performed:

• If no Pending NPA Splits were listed in the report in substep c, or if none of the Pending
NPA Splits has a PDP Start Date that occurs within the time period required to complete the
Bulk Load, go to Step 2.

• If any Pending NPA Split has a PDP Start Date that occurs within the time period required
to complete the Bulk Load, continue with next substep.

e) Determine the date on which you want the NPA Splits to be activated.
This should be the next day after the expected completion of the Bulk Load Procedure (based
on the start date/time anticipated and the estimated length of the Bulk Load procedure, from
substep b). For example, if the Bulk Load is estimated to require 24 hours to complete and the
Bulk Load planned to be performed starting at 12 noon on April 1st, the NPA Split should be
postponed until April 3rd.

f) Postpone the NPA Split (refer to the Database Administrator's Guide for LSMS).

2. Ensure that the network element is prepared to receive a bulk load by doing the following:
a) Connect your web browser to the ELAP user interface (for more information, refer to the

Administration and LNP Feature Activation Guide for ELAP).
b) Log in with the user name and password for a user who is authorized to access the menu items

shown in this procedure.
The ELAP GUI is displayed, as shown in Figure 24: ELAP Main Menu.
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Figure 24: ELAP Main Menu

c) Select Maintenance > LSMSHS Bulk Download > Change Enabled.
The window shown in Figure 25: Enabling Change HS Bulk Download is displayed.

Figure 25: Enabling Change HS Bulk Download

d) If the information field indicates that the Bulkload for the ELAP is currently enabled, click the
Disable Bulkload for this ELAP button and this will allow the audit.

3. At the LSMS, log in as a member of the lsmsuser, lsmsuext, or lsmsall user group.
4. Start the Bulk Load window using either of the following:

a) From the Main Menu on the LSMS Console window, select LSMS > LNPDatabase
Synchronization > Bulk Load > <CLLI> , where <CLLI>  is the Common Language Location
Identifier for the network element that requires the bulk load.

b) Right-click the LSMS Console window’s EMS status icon that corresponds to the network
element requiring the bulk load, and select LNP Database Synchronization  > Bulk Load.
The Bulk Load window displays. An example of this window is shown in Figure 26: Bulk Load
Window.
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Figure 26: Bulk Load Window

5. To initiate the bulk load, click the Start button.
The Start button is replaced by the Abort button, and the View Log button becomes selectable.
Progress is indicated by start time, elapsed time, numbers of successful and failed update commands,
and status reported in the status field at the bottom of the window. When the bulk load phase
completes (as indicated in the status field and by a value appearing in the End Date/Time field
for the Bulk Load phase), the Re-sync phase begins and progress continues to be indicated in the
same ways. All other buttons become non-selectable. Table 13: Fields in Bulk Load Window  shows
the meaning of each of the fields that appears in this window.

Table 13: Fields in Bulk Load Window

Possible ValuesDescriptionField

0 — 99,999,999Total number of LNP commands that were
successfully transmitted and applied to the NE’s

Bulk Loaded

LNP database during the initial download phase of
the bulk load operation.
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Possible ValuesDescriptionField

0 — 99,999,999Total number of LNP commands that were
successfully transmitted and applied to the NE’s

Resynced

LNP database during the resynchronization phase
of the bulk load operation.

0 — 99,999,999Total number of LNP commands that were
successfully transmitted and applied to the NE’s

Download Total

LNP database during initial download and the
resynchronization phases of the bulk load operation.

0 — 99,999,999Total number of commands that were successfully
transmitted but rejected by the NE during the initial

Errors

download and the resynchronization phases of the
bulk load operation.

MM/DD
hh:mm:ss

1Time at which the initial download phase of the bulk
load operation was started by the user.

Bulk Load Start
Date/Time

MM/DD
hh:mm:ss

1Time at which the initial download phase of the bulk
load operation completed successfully or terminated
abnormally.

Bulk Load End
Date/Time

MM/DD
hh:mm:ss

1
[A|F]

2Amount of time the initial download phase of the
bulk load operation took to complete or the amount
of time it ran before the user aborted it.

Bulk Load Elapsed
Date/Time

MM/DD
hh:mm:ss

1Time at which the resynchronization phase of the
bulk load operation was started by the user.

Re-sync Start
Date/Time

MM/DD
hh:mm:ss

1Time at which the resynchronization phase of the
bulk load operation completed successfully (with
or without command rejections at the NE) or
terminated abnormally.

Re-sync End Date/Time

hh:mm:ss
1
[A|F]

2
Amount of time the resynchronization phase of the
bulk load operation took to complete or the amount
of time it ran before the user aborted it.

Re-sync Elapsed
Date/Time

VariesAppears as text at the bottom left of the window to
indicate the current status of the resynchronization
operation.

Status

1 MM indicates month, range 01—12

DD indicates day, range 01—31

hh indicates hour, range 00—23

mm indicates minute, range 00—59

ss indicates second, range 00—59

2 A is appended at the end of the time if the operation is aborted.
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Possible ValuesDescriptionField

F is appended at the end of the time if the operation fails.

The time required to download a database from the LSMS to the network element varies depending
on the number of records provisioned in the database and the quality of the transmission and
connections. To view the bulk load log file, see Bulk Load Log File. To abort during either the bulk
load phase or the resynchronization phase of an electronic bulk load is in progress, click theAbort
button. A confirmation dialog displays, as shown in Figure 27: Abort Bulk Load Operation Dialog.

Figure 27: Abort Bulk Load Operation Dialog

a) Click the Yes button to immediately terminate the operation in progress.
Go to Step 7 as if the bulk load had completed.

b) Click the No button to close the Abort confirmation dialog and return back to the main Bulk
Load window with no other effect.

6. When the bulk load operation completes, the information dialog shown in Figure 28: Bulk Load
Complete Information Dialog displays.

Figure 28: Bulk Load Complete Information Dialog

Click OK.

7. When the bulk load operation completes or is aborted, the Abort and Close buttons are replaced
by Commit and Discard buttons, as shown in Figure 29: Bulk Load Complete .
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Figure 29: Bulk Load Complete

Commit before you click the Discard button, you can view the bulk load log file by clicking the
View Log button (for more information about the file, including how to view it at other times, see
Bulk Load Log File). To conclude the bulk load operation, you must click one of the following buttons:

Click the Discard button to end the bulk load application (closing the Bulk Load window) and
to send the NE a discard command that results in changes to the ELAP RTDB that cannot be
undone. (For whatever reason you are performing this procedure, the ELAP RTDB is now in a
state of requiring database maintenance, but the bulk load application is no longer running.)

Note:  On the active MPS, verify that the DB Status is Coherent and the RTDB Level is greater than
zero before copying the newly downloaded database to the mated ELAP.

8. The NE operator must continue with the following steps to cause the RTDB to be distributed and
return the NE to normal operation as follows:
a) Copy the newly restored RTDB to its mate ELAP RTDB, as described in Copy RTDB from

RemoteCopy RTDB from Remote.
b) Distribute the data to the Service Module cards, as described in Distributing an RTDB to Service

Module Cards.
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Support ELAP Reload Via Database Image Function

The Support ELAP Reload via Database Image (SERVDI) function performs bulk data downloads
(BDD) that significantly reduces the time needed to reload an ELAP database.

The SERVDI function is executed on the LSMS system and creates an ELAP RTDB image file directly
from the LSMS LNP databases. See Figure 30: ELAP Reload Via DB Image Function. The SERVDI download
file must be transferred to the ELAP system backup directory. Once transferred, the file is activated
by using the Restore RTDB on ELAP process in the ELAP GUI.

Figure 30: ELAP Reload Via DB Image Function

SERVDI Bulk Download
Use the following procedure to perform an ELAP bulk download from the LSMS.

Note:  SERVDI is part of the optional LNP feature. Contact My Oracle Support (MOS) for more
information.

Note:  The LSMS bulk download SERVDI creates the bulkload file, but cannot send it to the active
ELAP unless the Secure Shell Keys (SSKs) have been exchanged. The procedure for exchanging the
keys is part of the ELAP configuration procedure, and is illustrated in Copy RTDB from Remote. After
the key exchange procedure is complete, the SERVDI bulk download can be sent from the LSMS to
the active ELAP.

1. Log in to the LSMS GUI as a member of the permission group that is authorized to perform this
operation.

2. From the LSMS Console window, select LSMS > LNP Database Synchronization > ELAP Reload
Via DB Image > <CLLI> where <CLLI> is the ELAP network element that requires the bulk
download.
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Figure 31: ELAP Reload Via DB Image

3. Click Generate Image.
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Figure 32: Generate Image

4. The LSMS creates a database file of the ELAP database image. When the process completes, a
confirmation dialog appears.

Figure 33: Database Image Completed
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Click OK to continue.

Note:  If necessary, you can stop the bulk download process before the database image is complete.
To stop the bulk download process, click Abort. A confirmation dialog appears. Click Yes to
terminate the bulk download in progress. Click No to continue with the bulk download.

Figure 34: Abort Bulk Download
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Figure 35: Abort Confirmation

5. Click Transfer Image to transfer the bulk download to the ELAP.
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Figure 36: Transfer Database Image to ELAP

When the transfer completes, a confirmation dialog appears. Click OK to continue.

Figure 37: Image Transfer Complete

6. Click Close to return to the main LSMS Console window.
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In order to complete this process, you must reload the ELAP database using the file generated in Step
4. For more information about how to reload an ELAP database, see Restore RTDB on ELAP.

Bulk Load Log File

This section describes the following topics:

• Viewing the Bulk Load Log File
• Bulk Load Log File Contents

Viewing the Bulk Load Log File

After a resynchronization has begun, you can view the electronic bulk load log file by clicking the
View Log button. The browser window displays the log file LsmsBulkload.log.<MMDD>. The file
is located in the directory /usr/local/LSMS/logs/<CLLI>. <CLLI>  is the Common Language
Location Identifier of the network element receiving the bulk load. < MMDD>  is the timestamp that
contains month and day that the file was created.

You can also use one of the following methods to open the window shown in Figure 38: Open Log Files
Window to browse for this log:

• Select Logs > Other... from the main menu of the LSMS Console window.

• Click on the LSMS Console window’s EMS Status icon that corresponds to the network element
receiving the bulk load so that the icon is highlighted. Right-click and select Logs > LNP Database
Synchronization > Bulk Load.

The Open Log Files window displays.

Figure 38: Open Log Files Window

Scroll down to find the folder that has the <CLLI>  name for the NE that was bulk loaded. Double-click
the folder name, and then double-click the file name LsmsBulkload.log.<MMDD> that corresponds
to the month and day you desire.

Note:  Log files are maintained for seven days and then automatically removed from the LSMS.
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Bulk Load Log File Contents

When a bulk load is started, the bulk load log file for that day is appended (if this is the first bulk load
of the day, the file is created). For each bulk load performed on that day, the bulk load log file contains
information similar to the information displayed on the Bulk Load main window, such as start and
end times for the bulk load, and numbers of successes and failures in various LNP categories.

The bulk load log file contains the following sections:

• Header Section

• Bulk Load Section

• Resynchronization Section

• Summary Section

• Download Commit/Discard Section

Refer to Appendix C of LNP Database Synchronization User's Guide for more information on these
sections.

Figure 39: Example Bulk Load Log File shows an example of a bulk load log file.
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Figure 39: Example Bulk Load Log File

Bulk Load Error Messages

For a listing of error messages that can appear on the GUI, along with explanation of possible cause
and suggested recovery, refer to Appendix A in LNP Database Synchronization User's Guide.
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Chapter

7
Copying One RTDB from Another RTDB

This chapter describes how to copy the contents of
the Real Time Database (RTDB) that exists on the
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Copying One RTDB from Another RTDB

This section describes the two methods for copying an EAGLE LNP Application Processor (ELAP)
Real Time Database (RTDB) from another ELAP RTDB to reload a corrupted or backlevel RTDB:

• Restore RTDB on ELAP
• Copy RTDB from Remote

For more information about when to perform each method, see Choosing a Database Maintenance
Procedure.

Restore the RTDB from the Mated ELAP

ELAP uses a Distributed Replicated Block Device (DRBD) to replicate the database. The DRBD replicates
the database by using a snapshot image of the database. The Support ELAP Reload Via Database
Image function, or SERVDI, is executed on the LSMS for the bulk download, and the process is
completed with the procedure to restore the RTDB. See Restore RTDB on ELAP for the detailed
procedure.

For more information on the SERVDI function, see SERVDI Bulk Download.

Copy RTDB from Remote ELAP

ELAP uses a snapshot image of the database to replicate the database. The Copy RTDB from Remote
procedure is used to copy the RTDB from the remote ELAP.

After completing the copy procedure, the database must be restored to make the transferred file the
active RTDB. See Restore RTDB on ELAP for the procedure to restore the RTDB.

Verifying RTDB Status

Before or after executing the Copy One RTDB to Another RTDB procedure, verify the status of the
RTDBs using either or both of the following methods:

• Verifying RTDB Status at the EAGLE Terminal
• Verifying RTDB Status at the ELAP User Interface

Verifying RTDB Status at the EAGLE Terminal

To verify the status of the ELAP RTDBs at the EAGLE terminal, enter the rept-stat-db:db=mps
command.

The command output displays the database timestamp (DBTS) of both ELAP RTDBs in the RTDB-EAGLE
field, as shown in bold in the following example. The DBTS indicates the last time an update was
received by this RTDB from the LSMS. If the two DBTS values are not the same, the RTDB with the
lower DBTS may need database maintenance.

    tekelecstp 02-10-29 08:55:54 NZST EAGLE 39.0.0
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                     ELAP A  ( ACTV )
                     C  BIRTHDATE               LEVEL     EXCEPTION
                     -  -------------------   --------  --------------
    RTDB             Y  02-10-29 08:20:04       12345        -

RTDB-EAGLE 02-10-29 08:20:04 12345 -

 -               
                     ELAP B ( STDBY )
                     C  BIRTHDATE               LEVEL      EXCEPTION
                     -  -------------------  ---------- --------------
    RTDB             Y  02-10-29 08:20:04       12345        -

RTDB-EAGLE 02-10-29 08:20:04 12345 -
;

Verifying RTDB Status at the ELAP User Interface

To verify the status of ELAP RTDBs at the ELAP Graphic User Interface (view the status of the
databases), perform the following procedure.

1. Open a browser window and connect your web browser to the ELAP GUI.
2. Log into the ELAP GUI with the user name and password for a user who is authorized to access

the menu items shown in this procedure.
The ELAP GUI is displayed, as shown in Figure 40: ELAP Main Screen.

Figure 40: ELAP Main Screen
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3. From the Main Menu, select RTDB > View RTDB Status.
The ELAP GUI workspace displays the RTDB status, as shown in Figure 41: ELAP RTDB Status.

Figure 41: ELAP RTDB Status

Note the values displayed for DB Level and DB Birthday for both the local RTDB and the mate
RTDB.

4. To verify that both RTDBs are ready for normal service, ensure that:
a) The status for both RTDBs displays
b) Both RTDBs are coherent
c) Both RTDBs have the same birthday
d) Both RTDBs have the same level (if provisioning is occurring, the levels might be different by

a small number)
If you are not sure how to interpret the status of the RTDBs, contact My Oracle Support (MOS).

You have now completed this procedure.

Restore RTDB on ELAP

Follow these steps to restore the RTDB from a backup file after performing a bulk download.

1. Open a browser window and connect your Web browser to the ELAP GUI.
2. Log into the ELAP GUI with the user name and password for an authorized user.
3. From the ELAP GUI menu, select Process Control > Stop Software to ensure that no other updates

are occurring. The screen shown in Figure 42: Stopping Software on the ELAP GUI displays. Click the
Stop ELAP Software button.
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Figure 42: Stopping Software on the ELAP GUI

After the software on the selected ELAP has stopped, the screen shown in Figure 43: Stop ELAP
Software - Success is displayed.

Figure 43: Stop ELAP Software - Success

4. Select RTDB  > Maintenance > Restore RTDB.

The Restore the RTDB screen displays, Figure 44: Restore the RTDB.

Figure 44: Restore the RTDB

5. Select the appropriate file to restore and click the Restore RTDB from the Selected File button.
6. To confirm restoring the file, click the Confirm RTDB Restore button on the confirmation dialog,

Figure 45: Confirm RTDB Restore.
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Figure 45: Confirm RTDB Restore

7. After the file is successfully restored, the screen shown in Figure 46: Successful RTDB Restoration
displays.

Figure 46: Successful RTDB Restoration

Copy RTDB from Remote

Note:  The software does not have to be stopped before performing this procedure.

Restore the RTDB to make the transferred file the active RTDB.

Follow these steps to copy the RTDB from a remote ELAP to the local ELAP.

1. Open a browser window and connect your Web browser to the ELAP GUI.
2. Log into the ELAP GUI with the user name and password for a user who is authorized to access

the menu items shown in this procedure.
3. From the ELAP GUI menu, select RTDB  > Maintenance > Copy from Remote .

The Figure 47: Copy RTDB from Remote Screen screen is displayed.

Figure 47: Copy RTDB from Remote Screen

4. To copy the remote RTDB, enter the remote box's IP address and a password for the "elapdev" user
ID in the fields shown in Figure 47: Copy RTDB from Remote Screen. Then, click the Select File To
Transfer button.
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5. Select the appropriate source from the screen that is displayed, as shown in Figure 48: Copy RTDB
from Remote Selection. Then, click the Copy the selected remote RTDB backup button.

Figure 48: Copy RTDB from Remote Selection

After the copy is complete, a confirmation message is displayed.

To reload the RTDB, follow the procedure as shown in Restore RTDB on ELAP.
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Operation or RTDB Copy

After an RTDB copy or a synchronization operation
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to the Service Module cards in the network element.
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Introduction

The network element has multiple copies of the LNP database. Synchronization operations are
performed on one database. After an RTDB copy or a synchronization operation initiated from the
LSMS GUI, the remaining NE LNP databases must be synchronized with the newly synchronized NE
database in one of the following ways:

• Automatic Data Distribution

After the following LNP database synchronization operations, data is distributed automatically
from the network element’s newly synchronized LNP database to all other LNP databases at the
network element:

• Automatic resynchronization (see Automatic Resynchronization Process)

• Reconcile (see Auditing and Reconciling Network Elements from the LSMS)

• Network Element Database is not Required after Copying an RTDB from its mate ELAP

If network element’s database synchronization is accomplished only by copying an RTDB from its
mate ELAP’s RTDB (but not when copying from the mate RTDB is performed after copying an
RTDB from the remote mated network element or after a bulk load from the LSMS), it is not
necessary to distribute the data to the Service Module cards because they are already synchronized
with the RTDB that was used to restore from. Therefore, after the copy, the Service Module cards
are now synchronized with both RTDBs.

• Other Network Element Database Distribution

After other LNP database synchronization operations, the network element main LNP database
must be distributed by operator intervention to other LNP databases within the network element
(both the mate RTDB and the service module cards). See My Oracle Support (MOS).

Distributing an RTDB to Service Module Cards

This section describes how to distribute the data from the ELAP RTDB to the Service Module cards
after the RTDB has been updated by one of the following actions:

• Copied from an RTDB on the mated network element (see Copying One RTDB from Another RTDB)

• Updated by one of the following operations sent from the LSMS:

• Bulk loaded from the LSMS (see Managing Bulk Load from the LSMS)

• Support ELAP Reload Via Database Image (SERVDI) bulk download from the LSMS (see SERVDI
Bulk Download)

1. Distribute the imported RTDB onto each Service Module card, which will also silence the LNP
database alarms.
Use one of the following methods:
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a) Method A loads the imported LNP database onto one Service Module card at a time by reloading
each Service Module card.
This method allows the global title translation and LNP functions to continue running while
the new RTDB is being loaded. When the Service Module card is reinitializing, its database goes
temporarily out of service for the period of time that it takes to reload the database on the Service
Module card. The time required to reload the database depends upon the size of the database
and can take as long as 23 minutes for an RTDB containing 384 million LNP subscriptions

b) Method B loads the imported RTDB onto all Service Module cards in the EAGLE by reinitializing
all the Service Module cards at once.

Caution:  This method not only loads the imported LNP database onto the Service
Module cards at the same time, but takes all the Service Module cards out of
service and the LNP subsystem will be offline. This method should be used only
in emergency situations.

Method A: Perform steps a and b in this method for each Service Module card, one Service
Module card at a time.

1. Take the Service Module card out of service with the rmv-card command specifying the
location of the Service Module card. If there is only one Service Module card in the EAGLE,
the force=yes parameter must be specified with the rmv-card command. For this example,
enter this command:

rmv-card:loc=1301

After successful completion of this command, the EAGLE returns the following output:

rlghncxa03w 06-08-01  11:11:28 GMT  EAGLE5 39.0
Card has been inhibited.

2. Return the Service Module card to service with the alw-card command with the location
of the Service Module card and the option data=persist to allow a warm restart if possible.
This command validates that the RTDB on the specified Service Module card is correct. If
the RTDB is correct, no further loading is required. If the LNP database is not correct, it is
automatically reloaded from the ELAP RTDB; loading may require up to an hour. For this
example, enter this command:

alw-card:loc=1301:data=persist

After successful completion of this command, the EAGLE 5 ISS returns the following output:

rlghncxa03w 06-06-01  11:11:28 GMT  Eagle5 39.0.0
Card has been allowed.

When the Service Module card is returned to service, the major alarm is silenced and UAM
0431, LNP database has been corrected, is generated.

3. Repeat Step 1 and Step 2 of Method A for each of the other Service Module cards in the EAGLE
5 ISS.

If any of the Service Module cards continue to boot, contact the My Oracle Support (MOS).
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Method B: Load the imported RTDB onto all Service Module cards in the EAGLE by reinitializing
all the Service Module cards at once by entering the following command:.

init-card:appl=vsccp

Caution:  This command initializes all the Service Module cards at once and not
only loads the imported RTDB onto the Service Module cards at the same time,
but takes all the Service Module cards out of service and the LNP subsystem will
be offline. This method should only be used in emergency situations.

Note:  A more graceful way of initializing the Service Module cards is to reroute all global title
translation traffic, including LNP traffic, to the mate network element using the inh-map-ss
command. The inh-map-ss command takes the mated application subsystem out of service.
When the mated application subsystem is out of service, all global title translation traffic,
including LNP traffic, is rerouted to the mate network element.

The mated application subsystem must be inhibited with theinh-map-ss command before
the Service Module cards are reinitialized with theinit-card:appl=vsccp command. After
theinit-card:appl=vsccp command has finished executing and all the Service Module
cards have reinitialized, return the mated application subsystem to service with thealw-map-ss
command.

When the imported database has been loaded onto each Service Module card, UAM 0431 is
displayed for each Service Module card showing that the UAM 0429 has been cleared and the
database on the Service Module card matches the database on the MASPs.

If any of the Service Module cards continue to boot, contact the My Oracle Support (MOS).

2. Verify that the Service Module cards are in-service by entering the rept-stat-sccp command.
The state of the Service Module cards, shown in the PST field of the rept-stat-sccp command
output, should be IS-NR (in-service normal). If the state of any Service Module card is not IS-NR,
contact the My Oracle Support (MOS).

Note:  The rept-stat-sccp command output contains fields that are not used by this procedure.
If you want to see the fields displayed by the rept-stat-sccpcommand, see the
rept-stat-sccp command description in the Commands User's Guide for EAGLE.
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Appendix

A
LSMS GUI Messages

This section lists the messages that can appear in
the LSMS GUI, and provides a description and
recovery for each message.

Topics:

• Introduction.....98
• GUI Messages.....98
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Introduction

This appendix lists, in alphabetical order, the messages that can appear when you are using the LSMS
graphical user interface (GUI) functions described in this book. For each message, this appendix shows
the probable cause for the message, which LSMS LNP Database Synchronization GUI functions the
message can appear for, and suggested recovery steps if the message indicates an error situation.

For information about other messages that may occur during the procedures described in this manual,
refer to one of the following:

• LSMS Alarms and Maintenance Guide for error messages that may occur from LSMS commands

• Commands Error Recovery Guide for EAGLE for error messages that may occur from commands
entered at the network element

Note:  If you cannot find the message in this appendix, contact the My Oracle Support (MOS).

GUI Messages

A TN filter has not been assigned to the EMS

May Occur During: Any LNP database synchronization operation

Explanation

The attempted operation cannot be performed until a TN filter is assigned to the EMS. The operation
is not started.

Recovery

Assign one or more regional TN filters or a single custom TN filter to the EMS for which the operation
is being performed (for information about assigning TN filters, refer to the Database Administrator's
Guide for LSMS) and try the operation again.

An LNP DB synchronization operation is already in progress for NE

May Occur During: Any LNP database synchronization operation

Explanation

The attempted operation cannot be performed because another LNP database synchronization operation
is already in progress for that network element. Only one bulk load, audit, or re-synchronization
operation for a given network element can be initiated at one time.

Recovery

Wait until the LNP database synchronization operation currently in progress completes and try the
operation again. If the error persists, contact your system administrator to determine whether a user
at another location may still have an LNP database synchronization operation window open for this
network element.
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Audit input queue failure

May Occur During: Audit

Explanation

The auditor was attempting to read LSMS data to be audited, but that queue had a failure. The audit
is not completed.

Recovery

Contact the My Oracle Support (MOS).

Audit input queue shutdown

May Occur During: Audit

Explanation

The auditor was attempting to read LSMS data to be audited, but that queue was shut down. The
audit is not completed.

Recovery

Contact the My Oracle Support (MOS).

Audit input queue timeout. Please contact Technical Services.

May Occur During: Audit

Explanation

The auditor was attempting to read LSMS data to be audited, but that queue has stayed empty too
long. The audit is not completed.

Recovery

Contact the My Oracle Support (MOS).

Audit NE input queue failure.

May Occur During: Audit

Explanation

The auditor was attempting to read network element data to be audited, but that queue had a failure.
The audit is not completed.

Recovery

Contact the My Oracle Support (MOS).

Audit NE input queue shutdown

May Occur During: Audit

Explanation

The auditor was attempting to read data to be audited from the network element, but that queue was
shut down. The audit is not completed.

Recovery
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Contact the My Oracle Support (MOS).

Audit NE input queue timeout. Please contact Technical Services.

May Occur During: Audit

Explanation

The auditor was attempting to read data to be audited from the network element, but no response
was received in the allowed time. The audit is not completed.

Recovery

Try the operation again. If the error persists, contact the My Oracle Support (MOS).

Auditing of <objType> is not supported by the NE

May Occur During: Audit

Explanation

An audit was attempted to be performed on a network element that does not support the object type
indicated by <objType>, where <objType> is one of the following:

• NPA Split

• Number Pool Blocks

• Subscription Versions

• Default GTTs

• Override GTTs

The audit is not performed.

Recovery

Select “All Database Objects in Specified Ranges” radio button and select only the object types that
are supported by the version of software running on the network element.

Bulk Load is required. NE's LNP DB timestamp (<timestamp>) is invalid

May Occur During: Reconcile

Explanation

The network element's LNP database timestamp (DBTS) is invalid. The operation is not started.

Recovery

A bulk download is required. Contact the My Oracle Support (MOS).

Bulk Load is required. NE's LNP DB timestamp (<timestamp>) is older than 7
days

May Occur During: Reconcile

Explanation
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The LSMS user attempted to reconcile or resynchronize a network element's LNP database whose
DBTS is older than seven days. (The transaction logs needed to perform this operation go back only
seven days.) The operation is not started.

Recovery

A bulk download is required.

Connection already in use at NE '<IP address>'

May Occur During: Any non-ELAP-based LNP database synchronization operation

Explanation

An attempt was made to start an LNP database synchronization operation to a network element for
which an LNP database synchronization operation is already running. The operation is not performed.

Recovery

1. Examine the notifications area of the LSMS GUI to determine whether another LNP database
synchronization operation is already running.

Note:  Look for event numbers 8066 through 8085 and read the message text to determine what
has occurred

If another LNP database synchronization operation is in progress, wait until it has completed, and
try your operation again.

2. If this error still occurs, contact the My Oracle Support (MOS).

Connection already in use or operation not enabled at NE '<IP address>'

May Occur During: Any LNP database synchronization operation

Explanation

An attempt was made to start an LNP database synchronization operation to a network element for
which one of the following is true:

• An LNP database synchronization operation is already running

• The ELAP is not enabled to receive the operation

The operation is not performed

Recovery

1. Examine the notifications area of the LSMS GUI to determine whether another LNP database
synchronization operation is already running.

Note:  Look for event numbers 8066 through 8085 and read the message text to determine what
has occurred

If another LNP database synchronization operation is in progress, wait until it has completed, and
try your operation again.

2. Contact the NE operator to determine whether the ELAP has been enabled for this synchronization
operation.

3. If this error still occurs, contact the My Oracle Support (MOS).
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Disk space in <directory> is insufficient for operation

May Occur During: Audit

Explanation

The directory identified by <directory> is used for storing temporary files. It does not have sufficient
space to perform the operation. The audit is not performed.

Recovery

Remove all unnecessary files from the specified directory (to determine the amount of disk space
needed for the operation, look at the LSMSTrace.log). Try the operation again.

ELAP architecture does not support LNP quantity requested

May Occur During: Feature Activation

Explanation

The EAGLE prevents the feature quantities from being enabled and activated without the proper
ELAP operating system.

Recovery

Check the version of the ELAP operating system and the Service Module cards installed. Contact the
My Oracle Support (MOS) to verify the requirements.

Error in receiving NE data (errno=<nnn>)

May Occur During: Any LNP database synchronization operation

Explanation

An error occurred while waiting to receive a message from the network element. The operation is not
completed. The connection was probably dropped.

Recovery

Find out why the error occurred and try it again. If the error persists, contact the My Oracle Support
(MOS).

Failed aborting operation in progress

May Occur During: Any LNP database synchronization operation

Explanation

The operation in progress cannot be aborted.

Recovery

Look in the LSMSTrace.log for the reason for the failure. Correct the problem and retry the operation.
If the error persists, contact the My Oracle Support (MOS).

Failed committing data downloaded to the NE

May Occur During: Any LNP database synchronization operation

Explanation

The operation was not completed. One of the following may have occurred:
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• The NE operator canceled the download

• A timeout occurred while waiting for an acknowledgement

• The connection has been dropped

Changes have not been committed, so the download has had no effect.

Recovery

Try the operation again.

Failed connecting to NE '<IP address>'

May Occur During: Any LNP database synchronization operation

Explanation

An attempt was made to start an operation to a network element, but an error prevented the
establishment of the connection. The operation is not performed.

Recovery

Verify that the displayed IP address is correct. Then, try the operation again. If the error persists,
contact the My Oracle Support (MOS).

Failed discarding data downloaded to the network element’s LNP database

May Occur During: Any LNP database synchronization operation

Explanation

The operation was not completed. One of the following may have occurred:

• A timeout occurred while waiting for an acknowledgement

• The connection has been dropped

• The network element operator has canceled the download

Recovery

Try the operation again.

Failed receiving data over normal update connection with NE (errno=<nn>)

May Occur During: Audit only or audit and reconcile

Explanation

An attempt was made to read a message from the network element, but no response was received in
the allowed time. The cause may be a dropped connection with the network element. The operation
is not performed.

Recovery

Try the operation again. If the error persists, contact the My Oracle Support (MOS).

Failed sending data over normal update connection with NE (errno=<nn>

May Occur During: Audit and reconcile
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Explanation

A failure occurred while auditing or reconciling the network element’s LNP database using the normal
update connection with the network element. The operation is terminated.

Recovery

To determine the reason for failure, look in the LSMSTrace.log. Try the operation again. If the error
persists, contact the My Oracle Support (MOS).

Failed starting operation

May Occur During: Any LNP database synchronization operation

Explanation

The requested operation failed to start.

Recovery

Look in the LSMSTrace.log for the reason for the failure. Correct the problem and retry the operation.
If the error persists, contact the My Oracle Support (MOS).

LSMS’s normal update connection with NE is not currently established

May Occur During: Audit and Reconcile

Explanation

The LSMS user attempted to perform an operation that requires the normal update, but that connection
is not currently established. The normal update connection is the connection between the LSMS and
one of the following at the MPS. The operation is not started.

Recovery

Establish the connection and try the operation again.

Maximum number of discrepancies has been reached - Bulk Load required

May Occur During: Audit

Explanation

The maximum number of discrepancies that can be detected in the network element’s LNP database
by an audit before a bulk load is required has been reached. The operation is terminated.

Recovery

Perform a Bulk Load operation to the network element (for more information, see Choosing a
Synchronization Procedure).

Maximum number of simultaneous Bulk Load LNP DB synchronization operations
has been reached

May Occur During: Bulk Load

Explanation

The LSMS user attempted to perform a Bulk Load LNP database synchronization operation while the
maximum permitted number of Bulk Load operations are currently in progress. The operation was
not started.
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Recovery

Try the operation again.

Maximum number of simultaneous LNP DB synchronization operations has been
reached

May Occur During: Any LNP database synchronization operation

Explanation

The LSMS user attempted to perform an LNP database synchronization operation while the maximum
permitted number of LNP database synchronization operations are currently in progress. The operation
was not started.

Recovery

Try the operation again.

NE dropped the connection (errno=<nn>)

May Occur During: Any LNP database synchronization operation

Explanation

A message was sent to the network element, but the network element dropped the connection without
sending a response message. The operation has failed.

Recovery

Try the operation again. If the problem persists, contact the My Oracle Support (MOS).

NE has reset the connection (errno=<nn>)

May Occur During: Any LNP database synchronization operation

Explanation

A message was sent to the network element, but the network element reset the connection without
sending a response message. The operation has failed.

Recovery

Try the operation again. If the problem persists, contact the My Oracle Support (MOS).

Network element is currently being re-synced with the LSMS. Operation
terminated.

May Occur During: Audit only or audit and reconcile

Explanation

The user attempted to perform an operation that uses the normal update connection with the network
element while an automatic resynchronization (also called a short synchronization) is in progress. The
operation is not started.

Recovery

1. Use one of the listed methods:

• Method A
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Look in the notifications area of the LSMS GUI console window for the listed notifications,
where <CLLI> is the Common Language Location Identifier for the network element for which
you wish to perform the operation.

1. Verify that this notification has been posted:

[Major]: <Timestamp> 8054 <CLLI>: Short Synchronization Started

2. Wait until this notification is posted before trying the operation again:

[Cleared]: <Timestamp> 8059 <CLLI>: Short Synchronization Complete

• Method B

Perform these steps to determine whether the eagle agent process is currently using the
normal update connection:

1. Log in to the active server as lsmsadm.

2. Enter the command:

$LSMS_DIR/eagle status <CLLI>

3. Examine the output to determine whether the eagle agent is currently resynchronizing
with the network element.

2. Try the operation again.

One or more NPAC regions in the regional TN filter are set inactive

May Occur During: Any LNP database synchronization operation

Explanation

The regional TN filters for the EMS of this network element include at least one NPAC region that is
currently set to inactive. The operation is not performed.

Recovery

1. Use one of the listed methods:

• Method A

Activate all NPAC regions that are selected in the EMS’s regional TN filter:

1. On the LSMS GUI console window, right-click anywhere in the NPAC status area and ensure
that all NPAC regions are selected.

This ensures that even inactive regions are displayed on the console window.

2. From the main menu, select LSMS > EMS Routing > View.

3. Determine whether any of the NPAC regions highlighted in the View EMS Routing window
have an inactive status on the console.

4. Activate those NPAC regions by right-clicking the NPAC status icon and selecting Associate.
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• Method B

Deselect all inactive NPAC regions that are selected in the EMS’s regional TN filter :

1. On the LSMS GUI console window, right-click anywhere in the NPAC status area and ensure
that all NPAC regions are selected.

This ensures that even inactive regions are displayed on the console window

2. From the main menu, select LSMS > EMS Routing > View.

3. Select only the NPAC regions that have active status on the console.

4. Click OK.

2. Try the operation again.

One or more NPAC regions must be set active

May Occur During: Any LNP database synchronization operation

Explanation

There are currently no active NPAC regions. The operation is not performed.

Recovery

1. Activate all NPAC regions that are selected in the EMS’s regional TN filter, by right-clicking
anywhere in the NPAC status area in the LSMS GUI console window and ensuring that all NPAC
regions are selected.

This ensures that even inactive regions are displayed in the console window.

2. From the main menu, select LSMS > EMS Routing > View.

3. Determine whether any of the NPAC regions highlighted in the View EMS Routing window have
an inactive status on the console.

4. Activate those NPAC regions by right-clicking the NPAC status icon and selecting Associate.

5. Try the operation again.

Operation forcefully terminated by external process

May Occur During: Any LNP database synchronization operation (only recorded in log file)

Explanation

The operation in progress is terminated. The LSMS user has logged out while an LNP database
operation is in progress.

Recovery

Log back in and try the operation again.

Out of memory

May Occur During: Audit
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Explanation

The operation process discovered it was out of heap space when sending a message to another thread
within this operation. The operation is not completed.

Recovery

Contact the My Oracle Support (MOS).

Problem with the NE connection (errno=<nn>)

May Occur During: Any LNP database synchronization operation

Explanation

An attempt to send a message to the network element failed with an unexpected error. The operation
did not complete.

Recovery

Try the operation again. If the error persists, contact the My Oracle Support (MOS).

Protocol violation on connection with NE. Please contact Technical Services.

May Occur During: Any LNP database synchronization operation

Explanation

An attempt was made to send a message to the network element, but the network element was not in
the proper state to accept that kind of message. Probably the network element is in a reset state because
the connection was dropped or the network element operator issued a chg-db:action=canceled
command. The operation was not completed.

Recovery

Try the operation again. A different error message should appear. Follow the recovery procedure
recommended for that error message.

Re-sync operation is not permitted while the LSMS is connected with the NE

May Occur During: User-initiated resynchronization

Explanation

The user attempted to initiate a resynchronization when the LSMS is connected to the network element.

Recovery

When the LSMS has a connection to the MPS, there is no need for a user-initiated resynchronization.
If the connection to the MPS is down and this error still appears, contact the My Oracle Support (MOS).

Received unexpected response from the NE

May Occur During: Audit

Explanation

A message that is neither a normal response nor any of the expected error responses was received
from the network element in response to an audit request. The audit is not completed.

Recovery
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Try the operation again. If the problem persists, contact the My Oracle Support (MOS).

Received unexpected response over normal update connection - protocol
violation

May Occur During: Audit only or audit and reconcile

Explanation

A message that is neither a normal response nor any of the expected error responses was received
from the network element over the normal update connection in response to an audit or update request.
The operation is terminated.

Recovery

Try the operation again. If the problem persists, contact the My Oracle Support (MOS).

The entire range of NPA Splits must be selected if auditing NPBs, SVs and/or
Default GTTs

May Occur During: Audit

Explanation

The user attempted to initiate an audit of one or more of the following without specifying the entire
range of NPA Splits:

• Default GTTs

• NPBs by NPA-NXX range

• SVs by NPA-NXX range

The operation is not started. (An audit by time range or of NPBs by NPA-NXX-X range and/or SVs
by TN range does not require or support auditing of NPA Splits.)

Recovery

Select one of the following values for the Old NPA range and try the operation again:

• ALL

• 200-999

Timeout connecting to NE. IP-address '<IP address>' (errno=<nnn>)

May Occur During: Any LNP database synchronization operation

Explanation

An attempt was made to start an operation to a network element, but the connection was not established
because of an unexpected error. The operation is not performed.

Recovery

Verify that the displayed IP address is correct, then try again. If the error persists, contact the My Oracle
Support (MOS).
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Timeout receiving data from the NE

May Occur During: Any LNP database synchronization operation

Explanation

An attempt was made to read a message from the network element (NE), but no response was received
in the allowed time. The operation is not completed. The connection was probably dropped.

Recovery

Try the operation again. If the error persists, contact the My Oracle Support (MOS).

Timeout sending data to NE (errno=<nn>)

May Occur During: Any LNP database synchronization operation

Explanation

Too much time elapsed while trying to send a message to the network element. The operation is not
completed. The connection was probably dropped.

Recovery

Find out why the timeout occurred, and try the operation again. If the error persists, contact the My
Oracle Support (MOS).

User is not authorized to perform operation to NE’s LNP database

May Occur During: Any LNP database synchronization operation

Explanation

SPID security is enabled. The LSMS user is not authorized to perform the LNP database synchronization
operation for the specified network element. The operation was not started.

Recovery

Contact your system administrator to be given authorization to access the data of the login SPID.
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Appendix

B
Enabling RTDB Audit on ELAP

Appendix B describes how to enable an RTDB audit
on the ELAP when it has been disabled. An RTDB

Topics:

• Introduction.....112 audit cannot be performed unless the ELAP has this
setting enabled.• Enabling an RTDB Audit.....112
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Introduction

Under normal conditions, an audit does not require any operator action at the network element.
However, it is possible for the NE operator to disable the ability to process an audit. This is sometimes
necessary when the NE operator is trying to debug a problem. If the NE operator has disabled the
ability to process an audit, the LSMS will receive a rejection that is posted on the GUI as the following
error message:

 Connection already in use or operation not enabled at NE '<IP address>'

If this message occurs, request that the network element perform Enabling an RTDB Audit.

Enabling an RTDB Audit

If the LSMS operator requests that the NE operator enable an RTDB audit, perform the following
procedure:

1. Log in to the ELAP GUI with the name and password of any user who is authorized to use the
Maintenance menu items (for more information about connecting to the ELAP GUI and user
authorization, refer to the Administration and LNP Feature Activation Guide for ELAP).
The ELAP Main Menu displays, as shown in Figure 49: ELAP Main Menu.

Figure 49: ELAP Main Menu

If the ELAP that you logged into is not Active, and the other ELAP is active, select Select Mate
from the main menu. (If both ELAPs are Standby, correct the situation preventing one ELAP from
taking the active role, and repeat this step.)

2. Select Maintenance > RTDB Audit > Change Enabled.
The window shown in Figure 50: Enabling Change RTDB Audit displays.
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Figure 50: Enabling Change RTDB Audit

3. If the Information field indicates that the RTDB Audit for this ELAP is currently Disabled (as shown
in Figure 50: Enabling Change RTDB Audit), click the Enable RTDB Audit button.
(If the Information field indicates that the RTDB Audit for this ELAP is Enabled, the ELAP is already
prepared for the audit.)
You have now completed this procedure.
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Appendix

C
LNP Database Synchronization Files

This appendix describes the files that are recorded
when the various types of LNP database
synchronization are performed.

Topics:

• Introduction.....115
• Log Files.....115
• Discrepancy Files.....125
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Introduction

This appendix describes the contents of the following files that are created for LNP Database
Synchronization operations.

• A log file is created to record the results of each audit or electronic bulk load (see Log Files).

• After an audit, the LSMS user has the option to view a discrepancy file that shows the full records
at both the LSMS and at the network element for any discrepancies found in subscription versions
or number pool blocks (see Discrepancy Files).

Log Files

When the LSMS user starts an audit, or electronic bulk load operation, the LSMS creates a log file to
record the results of the operation.

Location of LNP Database Synchronization Log Files

Table 14: LNP Database Synchronization Log File Directories shows the names of various LNP database
synchronization log files and the directories where they are stored. In this table, <CLLI> indicates the
Common Language Location Identifier of the network element for which the LNP database
synchronization operation is performed, and <MMDD> indicates the month and day the operation
was performed. Log files are maintained only for a period of seven days; after a log file has been stored
seven days, it is automatically deleted.

Table 14: LNP Database Synchronization Log File Directories

Log File Directory and NameLNP Database Synchronization Operation

/var/TKLC/lsms/logs/<CLLI>/LsmsAudit.log.<MMDD>Audit

/var/TKLC/lsms/logs/<CLLI>/LsmsBulkload.log.<MMDD>Electronic bulk load

Viewing an LNP Database Synchronization Log File

An LNP database synchronization log file can be viewed in any of the following ways:

• By clicking the View Log button on the window used to start the operation any time after the
operation has started

• By selecting Logs>Other... from the main LSMS menu; in the file chooser dialog that displays,
scroll to find the directory named <CLLI>, where <CLLI> is the Common Language Location
Identifier (CLLI) of the network element the operation is performed for, double-click the directory
to open it, and double-click the file name that corresponds to the month and day the operation was
performed

• By highlighting the EMS status icon for the network element the operation is performed for,
right-clicking and selecting Logs>LNP Database Synchronization><operation>, where <operation>
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is the operation being performed; in the file chooser dialog that displays, double-click the file name
that corresponds to the month and day the operation was performed

LNP Database Synchronization Log File Contents

An LNP database synchronization log file consists of a number of sections. Table 15: LNP Database
Synchronization Log File Contents shows which sections are present for each type of log file. The sections
are described in Header Section .

Table 15: LNP Database Synchronization Log File Contents

LNP Database Synchronization Operation Type

A=Audit/Reconcile, B=Bulk Load, R=Resync
Log File Section

A, B, RHeader

AAudit

AReconcile

BBulk Load

A, B, RRe-sync

A, B, RSummary

B, RDownload Commit/Discard

Header Section

The log file for every type of LNP database synchronization has a header section, which includes:

• Name of the user that started the operation

• Common Language Location Identifier (CLLI) of the network element for which the operation is
performed

• Date and time a connection was established with the network element

• IP address and port number of the network element for which the operation is being performed

Figure 51: Header Section Example shows an example of a header section.

Figure 51: Header Section Example
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Audit Section

The log file for every type of audit has an audit section, which includes:

• Type of LNP data currently being audited

• Date and time the audit started and completed

• List of duplicates and discrepancies found in the network element’s LNP database for the type of
data being audited. The list contains:

• LNP data type’s key field, as shown in Table 16: LNP Data Type Key Fields

Table 16: LNP Data Type Key Fields

Key FieldLNP Data Type

TNSubscription version (SV)

NPA-NXX-XNumber pool block (NPB)

Old NPANPA Split

NPA-NXXDefault GTT

LRNOverride GTT

• Type of discrepancy, as described in Table 17: LNP Data Type Key Fields

Table 17: LNP Data Type Key Fields

MeaningDiscrepancy Type

Receiving a checksum more than once for the same LNP object from
the LSMS or the NE indicates that a duplicate LNP object exist.DUPLICATE

Not receiving a checksum for a LNP object that resides in the LSMS
database indicates that the NE is missing that LNP object.MISSING

Receiving a checksum for a LNP object from the NE that does not reside
in the LSMS database indicates that the NE has an extra LNP object
which needs to be deleted.

EXTRA

Mismatching checksums indicate that the NE has the LNP data object
in its database; however, one or more attributes of that LNP data object
(for example. LRN) are different from the one on the LSMS.

DIFFERENT

• For duplicate NPBs or SVs found in the LSMS LNP database, the NPAC regions in whose
databases the duplicates reside

Figure 52: Audit Section Example shows an example of an audit section.
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Figure 52: Audit Section Example

Reconcile Section

When the user chooses to reconcile at the end of any type of audit, the log file for the audit has a
reconcile section, which includes:

• Date and time the reconcile started and completed

• The following information for all commands that failed or were rejected by the network element
(the maximum number of command rejections logged per operation is 100,000):

• Date

• Time

• Failure reason

• Command name

• Attributes

Figure 53: Reconcile Section Example shows an example of a reconcile section.
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Figure 53: Reconcile Section Example

Bulk Load Section

The log file has a bulk load section, which includes:

• Date and time the bulk load started and completed

• The following information for all commands that failed or were rejected by the network element
(the maximum number of command rejections logged per operation is 100,000):

• Date

• Time

• Failure reason

• Command name

• Attributes

Figure 54: Bulk Load Section Example shows an example of a bulk load section.
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Figure 54: Bulk Load Section Example
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Resynchronization Section

The log files contain a resynchronization section. In addition, the LNP database synchronization
operations contain a resynchronization section; these operations use the automatic resynchronization
function of the LSMS to transmit all data updates that may have been received at the LSMS during
the time the LNP database operation was occurring.

The resynchronization section includes:

• Date and time the resynchronization started and completed

• Network element’s LNP database timestamp (DBTS)

• The following information for all commands that failed or were rejected by the network element
(the maximum number of command rejections logged per operation is 100,000):

• Date

• Time

• Failure reason

• Command name

• Attributes

• Network element’s LNP DBTS after the resynchronization operation completed

Figure 55: Resynchronization Section Example shows an example of a resynchronization section.
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Figure 55: Resynchronization Section Example

Summary Section
Every LNP database synchronization log file contains a summary section. The contents of the summary
section depends on the type of LNP database synchronization operation, as described in the following
sections:

• Summary Section for Audit Operation

• Summary Section for Download Operations

Summary Section for Audit Operation

The log file for an audit includes an audit summary section, which includes:

• Range (data or time) of the LNP data type audited

• Total number of LNP data objects audited on both the LSMS and the network element

• Total number of LNP data objects that are identical on both the LSMS and the network element

• Total number of LNP data objects found for each type of discrepancy and total number of
discrepancies

• The following items, which are included only when duplicates are detected:

• Total number of LNP data objects found to be duplicate on the LSMS
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• Total number of LNP data objects found to be duplicate on the NE

• A note explaining that duplicate data cannot be corrected by performing a reconcile

Figure 56: Audit Summary Section Example for NPA-NXX Range shows an example of a audit summary
section for an audit performed for an NPA-NXX range.

Figure 56: Audit Summary Section Example for NPA-NXX Range

Figure 57: Audit Summary Section Example for Time Range shows an example of a audit summary section
for an audit performed for a time range.

Figure 57: Audit Summary Section Example for Time Range

Summary Section for Download Operations

Electronic bulk load synchronization operations have a period during which LNP data is downloaded
to the network element without being interspersed with normal data updates.

The log files for these types of operations includes a download summary section, which includes:

• Total number of objects that were successfully downloaded and applied to the network element’s
LNP database

• Total number of objects that were successfully downloaded to, but rejected by, the network element

Figure 58: Download Summary Section Example shows an example of a download summary section.
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Figure 58: Download Summary Section Example

Download Commit/Discard Section
The log files for the following types of LNP database synchronization operations include a download
commit/discard section:

• Electronic bulk load

• User-initiated resynchronization

The download commit/discard section includes:

• Date and time the download started and completed

• Status of the commit or discard request

Figure 59: Download Commit/Discard Section Example shows an example of a reconcile section.

Figure 59: Download Commit/Discard Section Example

Discrepancy Files

After an audit has completed, the LSMS user has the option of viewing full records information about
any subscription version (SV) or number pool block (NPB) data objects that were found to be missing,
extra, or different.

Location of Discrepancy Files

Table 18: LNP Database Synchronization Log File Directories shows the names of the two types of
discrepancy files and the directories where they are stored. In this table, <CLLI> indicates the Common
Language Location Identifier of the network element for which the audit was performed, and <MMDD>
indicates the month and day the audit was performed. Log files are maintained only for a period of
seven days; after a log file has been stored seven days, it is automatically deleted.

Table 18: LNP Database Synchronization Log File Directories

Full-Record Discrepancy File Directory and NameLNP Data Object Type

/var/TKLC/lsms/logs/<CLLI>/LsmsAudit.sv.discrepancy.log.<MMDD>Subscription version

/var/TKLC/lsms/logs/<CLLI>/LsmsAudit.npb.discrepancy.log.<MMDD>Number pool block
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Viewing a Discrepancy File

An LNP database synchronization log file can be viewed in any of the following ways:

• By clicking the View Discrepancies button on the Audit Results tab of the Audit window used to
start an audit of SVs or NPBs any time after the audit has completed

• By selecting Logs>Other... from the main LSMS menu; in the file chooser dialog that displays,
scroll to find the directory named <CLLI>, where <CLLI> is the Common Language Location
Identifier (CLLI) of the network element the operation is performed for, double-click the directory
to open it, and double-click the file name that corresponds to the month and day the operation was
performed

• By highlighting the EMS status icon for the network element the operation is performed for,
right-clicking and selecting Logs>LNP Database Synchronization-><operation>, where <operation>
is the operation being performed; in the file chooser dialog that displays, double-click the file name
that corresponds to the month and day the operation was performed

Discrepancy File Contents

A discrepancy file consists of a the following sections:

• Header section (see Header Section)

• Discrepancy section (see Discrepancy Section)

• Summary section (see Discrepancy Summary Section)

Header Section

Each type of discrepancy file contains a header section, which includes:

• Date and time the discrepancy file was generated

• Name of the user that started the operation

• Common Language Location Identifier (CLLI) of the network element for which the operation is
performed

Figure 60: Example of a Discrepancy File Header Section shows an example of a header section.

Figure 60: Example of a Discrepancy File Header Section

Discrepancy Section

Each type of discrepancy file contains a discrepancy section, which includes:

• Date and time the discrepancy file was generated

• Type of LNP data discrepancy
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• Side-by-side comparison of LSMS and network element LNP data records (including attributes
names and values)

A full-record discrepancy file contains up to a maximum of 1000 discrepancies.

Figure 61: Discrepancy Section Example, Audit of NPBs shows an example of a discrepancy section for
an audit of Number Pool Blocks (NPBs).

Figure 61: Discrepancy Section Example, Audit of NPBs

Figure 62: Discrepancy Section Example, Audit of TNs shows an example of a discrepancy section for an
audit of subscription versions (TNs).

Figure 62: Discrepancy Section Example, Audit of TNs
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Discrepancy Summary Section

Each type of discrepancy file contains a summary section, which includes:

• Total number of each type of discrepancy included in the report

• Date and time the discrepancy file was completed

Figure 63: Discrepancy Summary Section Example shows an example of a discrepancy summary section.

Figure 63: Discrepancy Summary Section Example
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Appendix

D
Synchronization Performance Estimates

This section provides estimates of the transaction
rates for the LNP database synchronization
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Introduction

This appendix provides estimates of the transaction rates for the various LNP database synchronization
operations. Using these estimates can help you decide which type of operation to use.

Recommended Network Bandwidth

To use any LNP database synchronization operation other than manual bulk load, it is recommended
that the network connection between the LSMS and each network element have a minimum bandwidth
that is equal to or greater than 50% of a T1 line (a minimum bandwidth of at least 96,000 bytes per
second).

The estimates shown in this appendix assume that the LNP database synchronization operation uses
bandwidth of 96,000 bytes per second.

Performance of LSMS to NE Operations

Table 19: LNP Database Synchronization Performance Estimates shows the performance estimates of various
LNP database synchronization operations. These estimates are based on a single LNP database
synchronization operation running on an LSMS system with minimal system activity.

Table 19: LNP Database Synchronization Performance Estimates

Worst Case Performance

Based On:

Data
Objects Per

Hour

(LSMS
Release 8.X
and ELAP

Release 5.0)

Data
Objects

Per Hour

(LSMS
Release
12.0 and

ELAP
Release

9.0)

Connection
(Note)

LNP Database
Synchronization

Operation

Amount of time it takes to look up
data in the LNP databases and

12,000,00024 millionDedicatedAudit

calculate checksums (LSMS - 600
objects per second, NE - 3400 objects
per second) and on the number of
discrepancies the LSMS finds (the
LSMS can record up to 1 million
discrepancies per hour).
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Worst Case Performance

Based On:

Data
Objects Per

Hour

(LSMS
Release 8.X
and ELAP

Release 5.0)

Data
Objects

Per Hour

(LSMS
Release
12.0 and

ELAP
Release

9.0)

Connection
(Note)

LNP Database
Synchronization

Operation

Amount of time it takes to create an
LNP database image file in the LSMS

150
millionDedicated

Support ELAP
Reload via Database

Image (SERVDI)

(2.5 million objects per second). Time
to transfer to NE is listed in Table 21:
Estimating Time to Transfer the Entire
Database.

Amount of time it takes to look up
data in the LSMS and create an update

2,000,000 to
4,000,0008 millionDedicatedBulk load command (600 objects per second)

transmit it (assuming 50% of T1, 750
Kbps) and insert data into NE database
(333 objects per second).

Amount of time it takes to look up
data in the LSMS and create an update

180,000180,000NormalReconcile command (600 objects per second)
transmit it (25 objects per second) and
insert data into NE database (333
objects per second).

Note:

This is the rate for the normal update channel, which includes both normal updates and reconciles.
The rate for reconciles depends on how much normal traffic exists.

Performance of NE to NE Operations

Table 20: Estimating Time to Copy RTDB Across Customer Network shows estimates of the time required
to copy an RTDB across the customer network, depending on the speed of the customer network.

Table 20: Estimating Time to Copy RTDB Across Customer Network

Estimated Time to Copy One Million NumbersSpeed of Customer Network

11.5 seconds*100 Megabits/second

40 seconds*10 Megabits/second
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Estimated Time to Copy One Million NumbersSpeed of Customer Network

3.7 minutes1.44 Megabits/second

41.67 minutes128 Kilobits/second

95.25 minutes56 Kilobits/second

*At this network speed, system performance is limited by ELAP disk

Starting with ELAP 9.0, the database size for transfer is no longer dependent on the number of database
entries. Table 21: Estimating Time to Transfer the Entire Database shows the estimated transfer times for
the database as a whole.

Table 21: Estimating Time to Transfer the Entire Database

Estimated Time to Copy DatabaseSpeed of Customer Network

2 minutes100 Megabits/second

15 minutes10 Megabits/second

95 minutes1.44 Megabits/second

17 hours128 Kilobits/second

40 hours56 Kilobits/second
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Glossary

C

Common Language Location
Identifier

CLLI

The CLLI uniquely identifies the
STP in terms of its physical
location. It is usually comprised of
a combination of identifiers for the
STP’s city (or locality), state (or
province), building, and traffic unit
identity. The format of the CLLI is:

The first four characters identify
the city, town, or locality.

The first character of the CLLI must
be an alphabetical character.

The fifth and sixth characters
identify state or province.

The seventh and eighth characters
identify the building.

The last three characters identify
the traffic unit.

D

All data that can be administered
by the user, including cards,

Database

destination point codes, gateway
screening tables, global title
translation tables, links, LNP
services, LNP service providers,
location routing numbers, routes,
shelves, subsystem applications,
and 10 digit telephone numbers.

DatabaseDB

Data bus

E
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E

EAGLE Local Number Portability
Application Processor

ELAP

The EAGLE LNP Application
Processor (ELAP) platform
provides capacity and performance
required to support the ported
number database.

Element Management SystemEMS

The EMS feature consolidates
real-time element management at
a single point in the signaling
network to reduce ongoing
operational expenses and network
downtime and provide a higher
quality of customer service.

H

High SpeedHS

L

Local Number PortabilityLNP

The ability of subscribers to switch
local or wireless carriers and still
retain the same phone number.

Local Service Management SystemLSMS

An interface between the Number
Portability Administration Center
(NPAC) and the LNP service
databases. The LSMS receives LNP
data from the NPAC and
downloads that data to the service
databases. LNP data can be entered
into the LSMS database. The data
can then be downloaded to the
LNP service databases and to the
NPAC.

M
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M

Multi-Purpose ServerMPS

The Multi-Purpose Server provides
database/reload functionality and
a variety of high capacity/high
speed offboard database functions
for applications. The MPS resides
in the General Purpose Frame.

Messages Per Second

A measure of a message processor’s
performance capacity. A message
is any Diameter message (Request
or Answer) which is received and
processed by a message processor.

N

Network ElementNE

An independent and identifiable
piece of equipment closely
associated with at least one
processor, and within a single
location.

In a 2-Tiered DSR OAM system,
this includes the NOAM and all
MPs underneath it. In a 3-Tiered
DSR OAM system, this includes the
NOAM, the SOAM, and all MPs
associated with the SOAM.

Network Entity

Number Portability Administration
Center

NPAC

This center administers the Service
Management System (SMS)
regional database, managed by an
independent third party, to store
all Local Number Portability data,
including the status of a ported
telephone number, the current
service provider and the owner of
the telephone number.

P
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P

Permissive Dialing PeriodPDP

Power Distribution Panel

Monitors primary and secondary
power sources on a continuous
basis.

Packet Data Protocol

R

Real Time DatabaseRTDB

T

Transmission Control
Protocol/Internet Protocol

TCP/IP

U

Unsolicited Alarm MessageUAM

A message sent to a user interface
whenever there is a fault that is
service-affecting or when a
previous problem is corrected. Each
message has a trouble code and text
associated with the trouble
condition.
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