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1. PREFACE

This guide provides instructions for installing Oracle Communications Policy Management (also referred to
as Policy Management) software for Wireless, Fixed Broadband and Cable networks on Bare Metal
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Hardware. Where specific procedures are described in related documents, you are referred to those
documents.

1.1 RELATED DOCUMENTS

The following Tekelec Platform documents are available from the Oracle Help Center website at
http://docs.oracle.com/cd/E57832 01/index.htm

(1]

(2]

(3]
[4]
[5]
[6]
[7]
[8]
[9]

E4917 - HP Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release 2.2.9
(see Note)

E76846 - HP Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release 2.2.10
(see Note)

E67765 - Oracle Firmware Upgrade Pack, Release Notes, Release 3.1.5

E70315 - Oracle Firmware Upgrade Pack, Release Notes, Release 3.1.6

E67825 - Oracle Firmware Upgrade Pack, Upgrade Guide, Release 3.1.5

E70316 - Oracle Firmware Upgrade Pack, Upgrade Guide, Release 3.1.6

E53017 - TPD Initial Product Manufacture, Release 6.7.2+

E53486 Tekelec Platform 7.0.x, Configuration Guide

E53018 Tekelec Virtualization Operating Environment (TVOE) 3.0, Software Upgrade Procedure

[10]E54387 - PM&C Incremental Upgrade, Release 5.7 and 6.0

Note: The HP Solutions Firmware Upgrade Pack (HP FUP) is provided for customers who bought their HP
hardware through Oracle. If you need assistance, contact My Oracle Support.

The following Policy Management documents are available from the Oracle Help Center website at
http://docs.oracle.com/cd/E66963 01/index.htm

[111E72271 - 12.2 Release Notes

[12]E66966 - Configuration Management Platform, Wireless User's Guide, Release 12.2
[13]E66967 - Configuration Management Platform, Cable User's Guide, Release 12.2
[14]E66965 - Platform Configuration User's Guide, Release 12.2

[15]E82607 - Network Impact Report

[16]E66971 - Policy Front End Wireless User's Guide

[171E72270 - Mediation Server User's Guide

[18]E66972 - Bandwidth on Demand Cable User's Guide

[19]E66973 - Troubleshooting Reference

[20]E66969 - SNMP User's Guide

[211E81791 - Licensing Information User Manual

[22]EB1553 - Analytics Data Stream Wireless Reference
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[23]E66970 - OSSI XML Interface Definitions Reference

The following documents are available from the Oracle Technology Network at
http://www.oracle.com/technetwork/topics/security/alerts-086861.html:

e Critical Patch Update Advisories
e Security Alerts

1.2 ACRONYMS

Table 1. Acronyms and Terms
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Term Definition

BoD Bandwidth on Demand — application manager within a cable network

CMP Configuration Management Platform — component of a Policy Management system

Data Source | Interface that provides data to components

ECO Engineering Change Order

FUP Firmware Upgrade Pack

HP c-Class HP blade server system

iLO Integrated Lights-Out — an HP embedded server remote management feature

ILOM Integrated Lights Out Management. An Oracle embedded server remote management
feature

IMI Internal Management Interface

IPM Initial Product Manufacture

MA Management Agent — one of the components in a cable network.

Mediati Component that interfaces with SPR and Boss to process subscriber profile and

ediation : e

service subscription data

MPE Multimedia Policy Engine — component of a Policy Management System

MRA Multiprotocol Routing Agent — also referred to as the Policy Front End (PFE) —
component of a Policy Management System

NW-CMP Network-Level CMP in a Multi-Level OAM Policy Deployment

OA HP Onboard Administrator

OAM The Operation, Administration, and Management network (The Platform
documentation refers to this as the XMI network.)

PCRF Policy Charging and Rules Function

PFE Policy Front End (also referred to as Multiprotocol Routing Agent) — component of a
Policy Management System
Platform Management and Configuration — provides hardware and platform

PM&C management capabilities at the site level for Tekelec platforms. The PM&C
application manages and monitors the platform and installs the TPD operating system
from a single interface

REP A replication network, to carry database replication traffic between servers in a cluster

RMS Rack-Mounted Server

S-CMP Site-Level CMP in a Multi-Level OAM Policy Deployment

SIG-A The Signaling A network (The Platform documentation refers to this as the XSI-1
network)

SIG-B The Signaling B network

SIG-C The Signaling C network

SSH Secure Shell
Oracle Communications: Tekelec Platform Distribution. A standard Linux-based

TPD operating system packaged and distributed by Oracle. TPD provides value-added
features for managing installations and upgrades, diagnostics, integration of 3rd party
software (open and closed source), build tools, and server management tools.
Tekelec Virtualization Operating Environment — a TPD-based virtualization host.
TVOE allows for virtualization of servers so that multiple applications can reside on

TVOE one physical machine while still retaining dedicated resources. This means software
solutions that include multiple applications and require several physical machines can
be installed on very few (possibly one) TVOE Hosts.

UDR User Database Repository

XMI External Management Interface — see OAM

XSI-1 External Signaling Interface 1 — see SIG-A

2. INSTALLATION OVERVIEW
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This document describes how to install the 12.2 Policy Management application on supported hardware
platforms.

At the completion of installation, assuming that networking has been correctly configured, you should be
able to do the following:

e Log in to the management interfaces for the Policy Management system from your network

e Access the management interfaces for the Policy Management system from a remote location
(specifically, an Oracle support office)

o Verify that there are no alarms for the Policy Management system

e Make a test call through the Policy Management system

2.1 OVERVIEW OF INSTALLED COMPONENTS

This document describes methods utilized and procedures executed to configure hardware to be used
with Policy Management software and to install Policy Management components on that hardware.
The Policy Management components are:

e Multimedia Policy Engine (MPE) — a required element that provides policy control decisions and
charging control

e Policy Front End, also called the Multimedia Routing Agent (MRA) — an optional element that
maintains bindings that link subscribers to MPE devices

e Configuration Management Platform (CMP) — a required element that provides element
management functions

e Management Agent (MA) — an element in a cable network that collects network and topology
information to make routing and policy decisions

¢ Bandwith on Demand (BoD) Application Manager — a required element in a cable network that
manages subscriber resources and data

e Mediation — a required element in a Wireless-c network that manages subscriber resources and
data
2.2 OVERVIEW OF THE INSTALLATION PROCESS
There are two starting points for installation:
1. Equipment ordered from, pre-configured from, and installed by Oracle
2. Equipment ordered and installed by you

In the first case, there will be a known pre-configuration of the equipment that can reduce the installation
time.

In the second case, you should verify the hardware installation and cabling before starting. Also, additional
steps will be required for initial configuration of systems. In this case, it is possible that firmware revisions
may be newer than the qualified baseline. This document may not be enough to deal with all issues for
your installation. At a minimum, the hardware configuration and cabling Technical References for the
installation will be needed. This document assumes that all hardware meets Oracle specifications.

You can configure the Policy Management software to operate in an environment of multiple internal and
external networks, including the following:

e For Oracle hardware, the Oracle Integrated Lights Out Management (ILOM) feature, an
independent subsystem inside an Oracle server which is used for out-of-band remote access
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e For HP hardware, the integrated Lights Out (iLO) feature, an independent subsystem inside an HP
server which is used for out-of-band remote access

e For all configurations (c-Class and RMS), an administrative (OAM) network, to carry internal
management traffic between Policy Management servers

e A signaling (SIG-A) network, to carry signaling traffic between Policy Management servers and an
external network (a second signaling network, SIG-B or SIG-C, is also supported)

e A replication (REP) network, to carry database replication traffic between servers in a cluster

e For Cable environment, a backplane network to connect two servers in an HA (High-Availability)
configuration

These networks must be cabled in a specific topology of internal cabinet cabling, switches, and external
connections supported by the platform software. Different hardware requires different topologies. This
document assumes that the specific topology appropriate for your hardware is installed and verified
correct.

Installing Policy Management software involves a number of steps that you or others must complete in the
following order:

1. Planning the installation. See Section 3, “Planning Your Installation.”

2. Reviewing and meeting system requirements. See Section 4, “System Requirements”.

3. Preparing the hardware and operating-system environment (including management servers if required).
See Section 5, “Preparing the System Environment’.

4. Installing the Policy Management software. See Section 6, “Configure Policy Application Servers in
Wireless Mode” or Section 7, “Configure Policy Application Servers in Cable Mode”

3. PLANNING YOUR INSTALLATION
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This section provides a planning overview of the Installation activities.
3.1 ABOUT PLANNING YOUR POLICY MANAGEMENT INSTALLATION
To install and use Policy Management software, you must plan your system by performing the following

tasks:

o Determine the services and the mode you want to provide; for example, Wireless, Wireless-C (see
note), or Cable.

e Determine the names and addresses of network elements used in your network with which Policy
Management will interact.

e Determine the names and addresses of external data sources used in your network with which the
Policy Management software will interact; for example, subscriber profile repositories, on-line
charging servers, and offline charging servers.

e Choose the Policy Management components you want to install.
¢ |Install Policy Management software and any optional components.
e Configure each Policy Management component.

Note: Wireless-C supports a wireless system supporting a Mediation server; SMS Notification Statistics;
and SCTP counters.

Oracle recommends contacting Oracle Consulting regarding your plans.
3.2 ABOUT TEST SYSTEMS AND PRODUCTION SYSTEMS

Some customers prefer to test the Policy Management software in a separate environment to verify its
functions, behavior, and performance before introducing it to their networks. Oracle recommends that a lab
solution be installed that is a replica of the product environment. A lab solution can be used to test and
verify use cases prior to being implemented in a production environment, as well as test new
configurations or features ahead of implementation.

A test system could focus on only one integration point at one time; for example, throughput or
connectivity. In some cases, a test system could use a traffic simulator rather than actual subscriber data
during testing.

For detailed information about Policy Management components, see the Configuration Management
Platform, Wireless User's Guide or the Configuration Management Platform Cable User's Guide.

See Section 4.0, “System Requirements,” for information about required hardware and software.

3.3 SYSTEM DEPLOYMENT PLANNING

The decision of what interconnect method to use depends on the server hardware and the implementation
scale, and you should decide before placing an equipment order.

3.3.1 Networking (c-Class Hardware)

HP c-Class systems are connected to your network using Ethernet uplinks directly from enclosure
switches. The HP Proliant 6120XG or 6125XLG switches are currently supported with an uplink capacity of
10 GB or higher.
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3.3.2 Networking (RMS Hardware)

Oracle and Netra X5-2 RMS, as well as HP RMS, are each connected individually to your network using IP
networking switches. This includes installed interfaces NIC1, NIC2, and iLO.

3.4 ABOUT INSTALLING AND MAINTAINING A SECURE SYSTEM

The following principles are fundamental for establishing and maintaining a secure system:

o Change the factory default passwords immediately, but keep a secure record of your changes.
This includes the root user passwords to servers as well as the passwords to the administrative
accounts for HP OA, Platform Management and Configuration (PM&C), and the Policy
Management CMP system.

o Keep software up-to-date. You must keep the product and the installed software dependencies up-
to-date. This includes the latest product release and any patches that apply to it.

e Keep up-to-date on security information. Oracle regularly issues security-related patch updates
and security alerts. You must install all security patches as soon as possible. See related Oracle
patch and security bulletins for more information. See also Section 4.1.5, “About Critical Patch

Updates.”
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4. SYSTEM REQUIREMENTS

This chapter describes the hardware, firmware, operating system, and software requirements for installing
software.

4.1 SOFTWARE REQUIREMENTS

The Policy Management software executes as a set of applications under an operating environment on
server hardware (some of which has its own management software). Later releases of software may be
posted as per the latest Oracle engineering change order (ECO).

4.1.1 Operating Environment

Tekelec Platform (TPD)—ISO or USB image file:
e TPD.install-7.0.3.0.0_86.46.0-OracleLinux6.7-x86 _64.iso
e TPD.install-7.0.3.0.0_86.46.0-OracleLinux6.7-x86_64.usb

Tekelec Virtual Operating Environment (TVOE)—ISO or USB image file:
e TVOE-3.0.3.0.0_86.46.0-x86_64.iso
e TVOE-3.0.3.0.0_86.46.0-x86_64.usb

Note: TVOE is used for the PM&C (Platform Management and Configuration) server

4.1.2 Platform Management and Configuration (PM&C)

For HP c-Class hardware, the Platform Management and Configuration (PM&C) server is required. PM&C
is an Oracle application that provides tools to manage multiple enclosures and server software, as well as
networking equipment (enclosure switches). The Platform Management and Configuration (PM&C) server
can also be used for RMS installations but is optional.

e PMAC-6.0.3.0.2_60.28.0-x86_64.iso

4.1.3 Policy Management Application

The Policy Management software consists of the following products:

e CMP: cmp-12.2.0.0.0_65.1.0-x86_64.iso

e MPE: mpe-12.2.0.0.0_65.1.0-x86_64.iso

e MRA (PFE): mra-12.2.0.0.0_65.1.0-x86_64.iso

e MA: ma-12.2.0.0.0_65.1.0-x86_64.iso

e BoD: bod-12.2.0.0.0_65.1.0-x86_64.iso

e Mediation: mediation-12.2.0.0.0_65.1.0-x86_64.iso
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4.1.4 Acquiring Software

Customers:

If you already have a commercial license you should download your software from the Oracle Software
Delivery Cloud, which is specifically designed for customer fulfillment.

For patches, see My Oracle Support.

Note: The following is an example of downloading the Policy Management software.

CLOUD

Oracle Software Delivery Cloud

Here you can download Oracle software products. If you have
guestions regarding the download process, please see our
Frequently Asked Questions. Mew User? Register Here

Forgot User ID [ Password?

Set the “Search by” field to “Oracle Communications Policy Management” select “12.2.0.0.0”

CLOUD AQ ey.oppermann@orace.com  English Sign Out

Oracle Software Delivery Cloud

MNeed Help? Contact Software Delivery Customer Service

To add items to your Download Queue, enter the Oracle Product or Release into the type-ahead field below, then select from the list of available ~
platforms. The title will be displayed in the Download Queue. Repeat this step for all titles you wish to downlead. Once complete, click 'Continue’.

Filter Products by W] programs ] LinuxfovMvMs [ Self-Study Courseware  [] 1-Click Offerings

Search by |al Orade C ications Policy M it % Select Platform +
Oracle C icath Policy P t, Second

load Level Authentication -~
Downioad Ques [ contiue |
Q Oracle C icati Policy I t, Session

Recovery and Timer Enhancement

Selected Item Load More Ttems 1-25 of 163 items ‘ Platform ‘
Product: Oracle Communica Release (51) Tekelec
Oracle C icath Policy I it 12.2.0.0.0
Oracle C icath Policy I it 12.1.2.0.0
Oracle C icath Policy I it 12.1.1.0.0
Oracle C icath Policy I it 12.0.0.0.0
Oracle G icati Policy I t11.5.2.1.0 o
Oracle C ications Policy I t11.5.1.1.0
About Oracle | Legal Notic  Oradle € ications Policy I t 11.5.0.0.0 B @R
Copyright © 2016 Oradle and;
Oracle C icath Policy I it 11.1.2.0.0

15 of 237 E82615 Revision 01


http://edelivery.oracle.com/
http://edelivery.oracle.com/
http://support.oracle.com/

Policy Management 12.2 Bare Metal Installation Guide

Choose Continue

CLOUD m  English Sign Out

Oracle Software Delivery Cloud

Need Help? Contact Software Delivery Customer Service

To add items to your Download Queue, enter the Oracle Product or Release into the type-ahead field below, then select from the list of available

-~

platforms. The title will be displayed in the Download Queue. Repeat this step for all titles you wish to download. Once complete, click "Continue'.

Filter Products by W] programs W] Linux/ovmvms [ Self-Study C [ 1-click Offering:

Search by [an Start fyping... Select Platform v

Download Queue m
Orade C ations Policy 12.2.0.0.0 Tekelec
W

About Oracle | Legal Notices | Terms of Use | Your Privacy Rights B [DYin} f]
Copyright © 2016 Oracle andfor its affiliates. All rights reserved.

Choose Oracle Communications Policy Management checkbox for 12.2.0.0.0 and Continue

CLOUD FAQ

bradley.opperma ade.com  English Sign Out

Oracle Software Delivery Cloud

Need Help? Contact Software Delivery Customer Service

If more than one release is available, you may select an alternate release by dicking on the 'Select Alternate Release..." link.

Download Queue

[#] Release Selected Ttem Applicable Terms & Restrictions Size Published Date
- S N Orade Communications Policy -
M Orade C ations Policy 12 Management 12.2.0.0.0 Oradle Standard Terms and Restrictions  25.5 GB Dec 13, 2016

< Return to Search

16 of 237 E82615 Revision 01



Policy Management 12.2 Bare Metal Installation Guide

Confirm the License Agreement
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Choose the required Software files in their .zip compressed format

Note: Choose “View Digest Details” in the lower left corner to see MD5sum and SHA-1 references

File Download B
4 You may download files:
= Using the download manager - Select the checkboxes next to the desired files, then dick 'Download’
N = Individually - Click the file name to download
Print
ns Policy Managemen
Oracle Communications Policy Ma t (12.2.0.0.0) for Tekelec A

E V839764-01.7p Orade Communications Policy Management Agent 12.2.0.0.0-65.1.0 971.9 MB

[+/] V839765-01.zip Orade Communications Policy Bandwidth On-Demand Application Manager 12.2.0.0.0-65.1.0 841.9 MB

[¥] V835766-01.zip Orade Communications Policy Mediation 12.2.0.0.0-65.1.0 845.8 MB

[] V839768-01.2ip Oracle Communications Policy Configuration Management Platform 12.2.0.0.0-65.1.0 1.2 GB

[+/] V835770-01.zip Orade Communications Policy Multimedia Policy Engine LT 12.2.0.0.0-65.1.0 862.9 MB

[] V835771-01.zip Orade Communications Policy Front End 12.2.0.0.0-65.1.0 832.0 MB

[ v839772-01.2p Oracle Communications Policy Bandwidth On-Demand Application Manager 12.2.0.0.0-65.1.0 QCOW2 1.2 GB

|:| V839773-01.zip Oracde Communications Policy Management Agent 12.2.0.0.0-65.1.0 QCOW?2 1.4 GB

|:| V839775-01.zip Oracle Communications Policy Mediation 12.2.0.0.0-65.1.0 QCOW?2 1.2 GB

[ ve39776-01.2ip Oracle Communications Policy Configuration Management Platform 12.2.0.0.0-65.1.0 QCOW2 1.6 GB

[] Vv835777-01.zip Oracdle Communications Policy Multimedia Policy Engine 12.2.0.0.0-65.1.0 QCOW2 1.2 GB

[] V835778-01.zip Oracle Communications Policy Multimedia Policy Engine LI 12.2.0.0.0-65.1.0 QCOW2 1.3 GB

W

[ ve39779-01.zip Orade Communicatiens Policy Front End 12.2.0.0.0-65.1.0 QCOW?2 1.2 GB
Total 21 files About 1 days (at 256KB/sec) Total Size 25.5 GB
MOTE: Some downloaded parts may be split into more than one file.
WGET Options View Digest Details < Back Restore _

4.1.5 About Critical Patch Updates

Install all Oracle Critical Patch Updates as soon as possible. To download critical patch updates, find out
about security alerts, and enable email notifications about critical patch updates, see Oracle patch and
security bulletins.
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4.1.6 Additional Software Requirements

For an HP c-Class hardware installation, the PM&C netConfig tool uses network configuration files to
configure enclosure and aggregation switches. The Policy Management ISO image files include switch
configuration template files. You should edit these template files to make them specific for your installation
and place them on the PM&C server after it is installed.

Note: These files may change from release to release.

4.2 HARDWARE REQUIREMENTS

The following servers are supported:
e Oracle X5-2 server (rack mount)
e Netra X5-2 server (rack mount)
e HP DL360/DL380 (G6/G8/G9 RMS)
e HP c-Class server (BL460 G6/G8/G9 Blade Server)

Note: A c-Class installation requires one dedicated management server running PM&C software for each
site. For an RMS installation PM&C is optional.

Also have on hand:
e HP or Oracle firmware ISO or USB image files
e Ifyou are installing USB files, USB flash drives (5GB or larger) for creating bootable USB media
e Laptop
e Console cable (to connect the laptop to switches in a c-Class environment)

e Category 5 Ethernet cable (to connect the laptop to the local switch, for serial over LAN console
connections, and to access system GUIs)

e HP Blade Monitor/Keyboard/USB front handle cable (optional, for console and USB access
directly to servers in a c-Class environment)

4.3 ACQUIRING FIRMWARE
Several procedures in this document pertain to upgrading firmware on various servers and hardware
devices. This process varies depending on from whom you purchased your hardware.
The following Policy Management 12.2 servers and devices may require firmware updates:
e Oracle X5-2 RMS server
¢ Netra X5-2 RMS Server
e HP DL360/DL380 RMS server
e HP c7000 Blade System Enclosure Components:
o Onboard Administrator
o HP 6125XLG blade switches
o HP BL480c/BL460c blade servers

18 of 237 E82615 Revision 01



Policy Management 12.2 Bare Metal Installation Guide

You must complete all firmware updates before putting the Policy Management system into service.

4.3.1 Acquiring Firmware for Oracle Hardware

If you have purchased Oracle X5-2 or Netra X5-2 servers directly from Oracle, see the discussion of
Firmware Components in the Oracle Firmware Upgrade Pack, Release Notes, Release 3.1.5 or Oracle
Firmware Upgrade Pack, Release Notes, Release 3.1.6 for information on how to acquire the firmware.

Note: You can obtain firmware upgrade media for the Oracle X5-2 RMS from the Oracle Help Center
website. Specific downloading instructions are in the Oracle Firmware Upgrade Pack, Release Notes,
Release 3.1.5 or Oracle Firmware Upgrade Pack, Release Notes, Release 3.1.6.

4.3.2 Acquiring Firmware for HP Hardware Purchased Through Oracle

The HP Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release 2.2.9 or HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release 2.2.10, are provided for
customers who bought their HP hardware through Oracle. Each describes new functionalities, fixed bugs,
known bugs, and any additional installation and configuration instructions required, relative to this release.

For Policy Management 12.2, the minimum supported firmware is 2.2.9. Contact My Oracle Support for
assistance if needed.

Firmware is available as:
e ISO or USB image files of HP Smart Update Firmware:
o FW2_SPP-2.2.8.0.0_10.43.0.is0
o FwW2_SPP-2.2.8.0.0_10.43.0.usb
e [SO image files of HP Misc Firmware ISO:
o FW2_MISC-2.2.8.0.0_10.43.0.is0

Note: Later releases may be posted as per the latest Oracle ECO.

4.3.3 Acquiring Firmware for HP Hardware Purchased Directly

If you have purchased your own HP hardware, Oracle does not directly provide you with firmware upgrade
media. See HP Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release 2.2.9 or HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release 2.2.10.

4.4 INFORMATION REQUIREMENTS

You must determine and record the IP addresses that you will need to configure the equipment. You
should also record switch ports, cable drops, and IP network address assignments for your network.

Be certain of the equipment location and the system identification method. Oracle recommends that you
prepare, or have at hand, enclosure layout diagrams.
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4.4.1 Logins/Passwords

The standard configuration steps will configure standard passwords for root, admusr, pmacadmin, HP
OA, and some other standard accounts referenced in this procedure. These passwords are not included in
this document. Contact Oracle Support for this information.

Initial login to an HP server/module is configured by HP at the factory. However, if you purchased your
equipment from Oracle, then the HP passwords are replaced with the standard passwords.

When first logging in to the Configuration Management Platform (CMP), the management interface for the
Policy Management product, three login IDs are available by default:

e admin This is the default administrator user with all privileges.
e operator This is the default operator user with all privileges except user administration.
e viewer This is the default read-only user.

The initial password for all three of these login IDs is policies. You are required to change the password
the first time each login ID is used.
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5. PREPARING THE SYSTEM ENVIRONMENT

To install the software, you first need to prepare the system environment with the following:
e Supported hardware servers (installed or racked), powered and cabled together
o Each server includes the required firmware revision
o Each server includes the required operating system software at the required revision level
e Supported interconnection switches, either enclosure switches or aggregation (network) switches

To prepare and configure servers, you will also need their login information.

5.1 PREPARING AN ORACLE X5-2 RMS ENVIRONMENT

The following procedures are specific to Oracle X5-2 and Netra X5-2 RMS servers.

5.1.1 ILOM Configuration Procedure

Oracle Integrated Lights Out Management (ILOM) is an independent subsystem inside an Oracle server
which is used for out-of-band remote access. You must configure the ILOM subsystem.

Prerequisites:

To complete this procedure, you need the following information and material:
e Static IP address, netmask, and default gateway of the server
e The current date and time

e The passwords you intend to define for the default Administrator account and the root user
(root_password)

e Local console access (monitor/keyboard) or a laptop connected to the server’s serial console

The ILOM configuration procedure is described in TPD Initial Product Manufacture, Software Installation
Procedure (Appendix F).

5.1.2 Updating Oracle Server Firmware

Each server must have the correct release of firmware.

The procedure for updating Oracle server firmware is described in the Oracle Firmware Upgrade Pack,
Upgrade Guide, Release 3.1.5 and Oracle Firmware Upgrade Pack, Upgrade Guide, Release 3.1.6.

5.1.3 ILOM Web GUI Settings

After you have performed the ILOM configuration procedure, ILOM is accessible through its web GUI
interface. You should now change the default password for the root account.

To complete this procedure, you need to record the new password for the root account (root_password).

To change the password, while in the ILOM web interface, navigate to ILOM Administration > User
Management > User Accounts. Select Edit, change the root account password, and click Save.
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The procedure to update ILOM web GUI settings is described in TPD Initial Product Manufacture,Software
Installation Procedure. (Appendix F)

5.1.4 BIOS Configuration Oracle and Netra X5-2 RMS Server

The procedures for BIOS configuration are located in section 710.3.3:BIOS Settings for Oracle Rack Mount
Servers of this document. BIOS configurations are also referenced in TPD Initial Product
Manufacture,Software Installation Procedure. (Appendix E)

After completing ILOM and BIOS configuration, the Oracle RMS server will be ready to IPM.

5.1.5 IPM of an Oracle X5-2 RMS Server

Every Oracle X5-2 RMS server must go through an initial product manufacturing (IPM) procedure to install
software on it.

Prerequisites:
To complete this procedure, you need the following materials and to perform these installation steps:

e TPD ISO image file (Section 4.1 Software Requirements)

Additional information regarding the IPM install procedure is described in the TPD Initial Product
Manufacture, Software Installation Procedure (Section 3.3)

5.1.5: IPM of Oracle X5-2 RMS Server

STEP # | This procedure will install system OS ( IPM) of the server

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

Needed material:

- TPDISO image file to be used for virtual mount accessible on laptop or
- USB device prepared with bootable version of TPD image

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

=

Insert Bootable USB Create a bootable USB drive with the TPD ISO image file. Use the method provided in the
I:' Media/mount TPD 1SO “README.txt” file that is included with the downloaded Policy Software or other suitable

method for creating a bootable USB device. There are several readily available utilities to
achieve this.

Then insert the USB drive locally into the server and reboot the server to the bootable USB
device. Then proceed to Step 3 of this procedure if using this method

If local access to the server is not available and network access to the iLOM of the server has
been enabled you can use the remote console capability of the X5-2 iLOM as per the following
procedure

See Section “8.1.2: Accessing the iLO VGA Redirection Window for Oracle RMS Servers”

Login to iLOM web interface and Navigate to “System Information” = “Summary” then launch
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5.1.5: IPM of Oracle X5-2 RMS Server

the remote console:
Note: This will launch the “video redirection” console which is preferred to perform these

procedures

OHRACLE  itegewied Lightn, Dol Banager v2.04.37

]

T LS ey PR | Py | e [T DA el T A Nt el Sal rm
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S |

[T

The iLOM remote system console will launch. If no OS has been previously installed something
similar to the following will be presented:

Mouse Syac LCH |L'VWim LA RAR KW |RECi Contexi  [Leck] C-AltDel S E

MR
Intel (R
opyr ight 1 13, =]l Corparation

A DHCE aiTers were

7= pracle(R) Integeated Lights Dut Manager Remote Sysb obe Phu =101x|
KVMS  Preferences Help

Storage...

Relinguish Full Control

Escit

In the Storage devices form that opens up, click on the “Add” button.
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5.1.5: IPM of Oracle X5-2 RMS Server

) 551 fuabled

[

o

Browse to ISO image file that will be mounted and click on “Select”.

¥
Look In: ‘IjTPDiso ‘-‘ E

[} TPD.install-7.0.3.0.0_86.46.0-Oraclel Ijlluxﬁ.?—xﬂﬁ_ﬂ.iso‘

File Name: |TF’D.msIa\I-7 0.3.0.0_86.46.0-OracleLinux8. 7-x86_64.is0

|
Files of Type: [Al Fles [~]

The Storage Devices form will now display the selected ISO image file. Highlight the file and the

Connect option will now be available at the bottom of the form. Click on “Connect”. And then
Confirm “OK”".

EETTETTE— x

g Duice Type
1220 Sofware Delvery Chowd - |50 image

551 Ensbeed

24 of 237

E82615 Revision 01




Policy Management 12.2 Bare Metal Installation Guide

5.1.5: IPM of Oracle X5-2 RMS Server

The Storage Devices will indicate that the ISO image has successfully mounted/connected.

Leave this window open.

BT |

[F5] Dwsimn Tpgs
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2. Console: Boot server,

I:' wait for TPD boot:
form

Return to the iLO summary page and navigate to Host Management -> Host Control

Lo £ F.T ol ] SSE R ST T— Y

Er
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Change the drop down tab to <CDROM>. And click on “save”. This will cause the server to
boot to the virtually mounted ISO image from the previous steps.
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ORACLE

Integrated Lights Out Manager v3.2.4.52

AVIGATION Host Control

e View and configure the host control infermation. Next Boot Device confi

Summary
RlEe Settings
Memo
. Next Boot Device: |CDROM :I
Power
Cooling Save

Storage
Networking

In the iLO Navigate to Host Management -> Power Control and select “Reset” from the drop
down menu to reboot the server. Click on “Save” and the server will reboot to the mounted
ISO image.

ORACLE" inegrated Lights 0t Manager v3 1463

P il

= BT e TR - o
il Tk Frld Pt 06T 0 Euleb 10 CTBRl Tl PO’ 108, POl 00 S IOHT b STROAN N QW BED Smmsciann Frss 0F
o T3 et G BLaRaTe Popy (8N Do T ek o S i bem s Tk Pl bl Prred e Sy Bendn Pk Priri] B e

rarLa

Frachkin

Open Prabers 1)
Brile Loy
nole Zardrul

M g el

Console: Enter TPD
boot: command with
correct options

TPD install takes 20 —
40 minutes to
complete

The server has now booted to the virtually mounted TPD ISO image and the following screen is
presented:
-7 Oracle(R) Integrated Lig

KVMS Preferences Help

Copyright (C) 2003, 2015, Oracle andrsor its affiliates. All rights reserved.

7.0.3.0.0.86.46.0

xBb_61
For a detailed description of all the supported commands and their options,
please refer to the Initial Platform Manufacture document for this release.
In addition to linux & rescue TPD provides the following kickstart profiles:

[ TPD | TPDnoraid | TPDluvm i TPDcompact | HDD 1
Commonly used options are:

console=<comsole_option>[,<{console_option>]1 1]
primaryConsole=<console_option> 1]
rdate=<server_ip> 1]

scrub 1

reserved=<sizel>[,<sizeN>]1 1

diskconf ig=HWRAIDL,forcel 1
drives=<device>[,devicel 1]

gquestArchive 1

To install using a monitor and a local keyboard, add console=tty®

poot: _
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“IPM” the server using the following command at the boot prompt:

*boot: TPDnoraid diskconfig=HWRAID,force console=tty0

To install wsing a monmitor and a local keyboard, add conzole=ttyo

hoot: TPDnoraid console=tty® diskconf ig=HWRAID,force

Note: If a direct connection to the serial console is being used for this step instead of the
remote iLO console it is not necessary to include “console=tty0”

After the command has been entered press the carriage return and you will see something like
the following screen indicating that the OS is installing

hoot ! TPDnoraid diskconf ig=HWRAID,force console=ttyd

Note: If a non-Policy Management application was previously installed on the server, you may
have to clean up logical disc partitions created by the application. Depending on the disc
partitioning, this may add up to four hours to the installation process. Refer to TPD Initial
Product Manufacture, Software Installation Procedure (Section 3.4)

The TPD installation takes 20-40 minutes to complete, starting with some checks then
installation starts:

Installation Starting
Starting installation process

19

Then you will be able to monitor the packages installation progress:

Fackage Installation

|
Packages completed: 524 of 881

Installing

selinux-pol icy-targeted-3.7.19-268 8.1 .e16_b.3precel?.8.2.0.8_B6.
Z6.8.noarch (3 HE)

SELimuix targeted baze policy

Then post installation scripts kick off:

Post-Installation

RBumming post-installation scripts

After IPM the process is completed, you are prompted to press Enter to reboot the server.
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| Complete |
Congratulations, your Oracle Linux Server installation iz complete.
Please reboot to use the installed system. Hote that updates may

be available to ensure the proper functioning of your system and
installation of these wpdates is recommended after the reboot.

At this time the media can be disconnected. Using the iLOM’s remote console, Add “Storage
Devices” form, unmount the image from the ILOM remote console. Then highlighting the
remote console dialog window press Enter to reboot the server as per the following steps. .

In the case a bootable USB device was used, remove the USB device

To unmount the ISO image file select the file and click on “Disconnect if the file was previously
“connected”

) W, il

Press Enter to boot the server from TPD and finish up the installation. The installed OS can be
seen booting up
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HVME  Prels

Mlowse Sync| | LCH| |L'Wa |LAL HAE EWa RCH  Costex fLock]| C8.AR.0w - =l

4. Console: Login prompt

Once the server reboots, the login prompt is displayed. Login into the server with admusr.

Note: The server will reboot itself more than once during the TPD installation process.

7= Ovacteiiy
I che = 0] =
KVMEI P e Halp

Bouse Sym | LCil LW LAR RAR KW RCo Comien| fLock] Coil-Air-De I J:_'

46 .0, 4% B4 omoan =

If no login prompt is displayed after waiting 15 minutes, contact Oracle Customer Support for
assistance.

5. Console: Run syscheck

”

From the CLI prompt, run the “sudo syscheck” command. This checks the health of each of the
major subcomponents of the system, and displays an “OK” if all passed, or a descriptive error
of the problem if anything failed. The following shows a successful run of syscheck, where all
subsystems pass, indicating the post-install process is complete.
1ostnamee?I1f bebB4f3 login: admusr

Password :

admusrB@hostnamee?91fbcoB4f3 ~15
admusr@hostnamee?91fbcoB4f3 ~15 sudo syscheck

fumming modules in class disk...
0K

modules in class hardware...
114

modules in class net...
114

modules in class proc...
0K

fumming modules in class system...
114

fumming modules in class uwpgrade. ..
114

0G LOCATION: ~var-TELC-log-syscheck-fail_log
admusrBhostnamee?91fbc6B4f3 ~15 _

If any of the modules return an error, do not continue; contact Oracle Customer Support and
report the error condition.
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6.

[]

Console: Verify Install Verify that IPM completed successfully by checking the install logs for errors and displaying the
success install TPD platform version. . To do this, log in as admusr and then run the following
commands:

$ sudo verifylPM (--force if needed)
S sudo echo $? (should return 0 errors)
S sudo getPlatRev (should return the current TPD version installed)

Previous screen shot shows no errors returned which indicates the TPD installation process is
successfully completed. If errors are found, contact Oracle Customer Support.

THIS PROCEDURE HAS BEEN COMPLETED

5.1.6

Installing Policcy Management Software

5.1.6: Installing Policy Management Software

STE P | Use this procedure to install the Policy Management software on an Oracle rack mount server (RMS).
#
Prerequisites:
Before beginning this procedure, you must have the following material and information:
e The appropriate release and application package(s) of the Policy Management software, either on physical
media to mount directly on the server or available as an ISO image file to mount virtually.
e Access to the server, either directly or through the ILOM remote console.
e If you are using the ILOM remote console, you need the IP address of the ILOM system and the login
information.
Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number
Note: Two methods for installing the Policy Application are presented here. The 15t is to use a USB drive inserted locally
into the server. This is the preferred method. The 2" is to use the virtual mount capability of the iLO remote console over
a network. This method is dependent on having a good network connection from the workstation where the I1SO is located
to the target server iLO. The browser used to attach the ISO and launch the server iLO remote console should be co-
located with the ISO file repository. Additionally any method that places the Policy Application ISO image file in the
/var/TKLC/upgrade directory of the target server is acceptable.
IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.
1. Make the Policy Copy the Policy Application ISO image file (CMP/MPE/MRA/BOD/MA/Mediation) onto a USB drive
I:' Application 1SO and insert the USB drive locally into the server.
images available
for installation Connect to the server Console or Remote Console:
- using a VGA Display and USB Keyboard, or
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- using the Server iLO port and iLO Web Interface (to access Remote Console)

Proceed to step #2 of this procedure

Or

If you are using the ILOM remote console and have the Policy Management software as an I1SO
image file, do the following:

a. Open a browser, enter the URL of the ILOM system, and log in. For example:

CRACLE" misgraisd Ligein Oul anage:

it Lag n

b.  Select System Information > Summary. The Summary Information page opens.
Under Actions, locate Remote Console and click Launch. For example:

c. The ILOM remote system console starts. Select “continue” and “run” if needed.

ET— X
Do you want to Contime?
Thas coneection to this st is uinisied.
! Welnibe: b 10, 75, 1L v
Moter  The cevificats m: not vakd wmd b ety ol B eebarte
e b raton
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D you waivt to run this application

Mame  Hemote System Console Plus

: N Publnber:  [racke &mxa, I
o

Location: b (10 T L0, S50

Tron ks wll rur wath anrerrcied SooEEm. whe Iy Pt R SOETERLeT SN personl
imlreaten of rob_ Hun e myicalen orly o v sl S ioisbon e puisinfer slsrer.

[ Dot st e B gmn o agie v Bt publichr e atation s

d. Select KVMS > Storage. The Storage Devices window opens.

all=
L)
L] Laa) man v (on) | |Comtam) puecsg) [Cnsn o = e |
e. From “KVMS”, click “Storage”:
-.",_:l.'lru_it{ﬂ]lnttwattdlmﬂmﬁl_ e : ,_Ll:-ljﬁl

KVMIS | Preferences Help

Slorage...

Relinquish Full Control

Exit

f.  Inthe Storage Devices window, click Add... The Add Storage Device window opens.

e =

- Desce Trpe
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g. Browse to the ISO image file to mount and click Select.

Note: Make certain that the ISO image file selected
(CMP/MPE/MRA/BOD/MA/MEDIATION) is the correct one for the target server according
to the Policy Solution Design!

F oracle(R) Integrated Lights Out Manager Re i m| ﬂ

KVMS Preferences Heln

[rootel Path Device Type

[_-' Add Storage Device
Look In: ||j 12.2.0 Policy Configuration Manageme... |v‘ E

[ boa-12.2.0.0.0_65.1.0-x86_64.is0 [ pointerDoc-Production
[} emp-12.2.0.0.0_65.1.0-x86_64.is0 [} README.txt
[} ma-12.2.0.0.0_65.1.0-x86_64.is0 [ va39768-01.zip
D mediation-12.2.0.0.0_65.1.0-x86_64.is0
[} mpe-12.2.0.0.0_65.1.0 x86_64.is0
[} mra-12.2.0.0.0_65.1.0-x86_64.is0

q] il

File Name:  [cmp-12.2.0.0.0_65.1.0%36_64.is0

Files of Type: |AII Files

[]SSLE

| Add... | ‘ Connect | | Remove...

The Add Storage Device window closes, and the Storage Devices window displays the selected 1ISO
image file.
h.  Select the ISO image file. The Connect button, at the bottom of the form, becomes
enabled. For example:
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L+ Saorage Devices S
irath DhEac o Typa

A 2.1 Softwie Dty Cloud(F._ 150 Image

P

[¥] 554 Enabied

fadd.. i Copnecl i
Lo ]

Click Connect and then OK. The Storage Devices window indicates that the ISO image file is
successfully connected. For example:

T ——
Pam Dnpescs Ty

= E5L [nabiod

Piranr, nalely reeee g o wpe drv e el o s ey el poe v bl e e ey 2k g

Pirans rormovs anid et po mriatin pedn abe pou b e e v

Db et

LA

Leave this window open.

2. Console: Login as

I:' <admusr>

Connect to the server console, either directly or remotely:
e Directly — using a display and keyboard
e Remotely — using the iLO Remote Console and the server iLO port

Login as <admusr> if not already logged in.
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[ 55 et et e v, s g 141 £ MR B

Fomees lentich vt Do Karybated iy

T S| CoRT T )
3. Console: verify You can verify the platform revision by logging in as the user admusr and entering the following
I:' platform revision command: $ sudo getPlatRev For example:

#sudo getPlatRev

4. Console: run platcfg
I:I and validate the Enter the following command to start the Platform Configuration utility:
media #sudo su - platcfg

The Platform Configuration Main menu opens.

From the Main menu, navigate to Maintenance > Upgrade > Validate Media, select the ISO image
file, and press Enter.

| Main Menu | Upgrade Menu
Maintenance Menu

Validate Media

Diagnostics pgrade Early Upgrade Checks
Server Configuration Backup and Restore Initiate Upgrade

Security Halt Server Copy USE Upgrade Image
Remote Consoles View Mail Queues Non Tekelec RPM Management
Restart Server Accept Upgrade

Eject CDROM Reject Upgrade

Exit Exit

Network Configuration
NetBackup Configuration
Bolicy Configuration
Exit

Note: Depending on the method used the platcfg utility will search for any mounted ISOs and if
successful will display the Policy Application ISO image file to install

For example:
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5.1.6

=
=
[
=
m
-
o
a
=
L]
o
[u]
-
2
B
L]
m
2]
Q
F=]

-
i

Then choose the ISO image

The utility displays “Validating media or cdrom”... and a series of hash marks (#) signs. When i

la Is

finishes it displays information about the ISO image file and the message the CDROM or Med

Valid. The following example shows a successful validation

- 12.2.8.8.8_65.1.8

cmp-12.2.8.8.8_65.1.8-xB6_64.iso

Press Enter to return to the menu. Scroll to exit and press enter again.

In menu opens.

The Ma

verify

Console

platform revision

01

Ision

E82615 Rev
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— Upgrade Menu |———

alidate Media
Early Upgrade Checks
Initiate Upgrade
Copy USB Upgrade Image
Non Tekelec RPM Management
Accept Upgrade
Re ject Upgrade
Exit

o

6. Console: Select ISO
I:I to install, and
confirm

Application install

From the Main menu, navigate to Maintenance > Upgrade > Initiate Upgrade. The Choose
Upgrade Media Menu window opens. For example:

Main Menu

Maintenance

Diagnostics

Upgrade Menu
Maintenance Menu

Backup and Restore

Validate Media
Early Upgrade Checks

Server Configuration fnitiate Upgrade

= H
. = =
may take 20 Minutes Security H Halt Server H Copy USB Upgrade Image 5
. . . Remote Consoles H View Mail Queues H Non Tekelec REM Management =
—if installing with a Network Configuration = Restart Server = ey =
R . . NetBackup Configuration 3 Eject CDROM H g o H
virtual mount, it will Policy Configurarion 3 Exit Fedees teo =
Exit
take longer
Select the ISO image as per the previous step.
Note: The server will reboot twice during the installation process, Do Not Remove the media at
this time.
7. Console: Verify Policy | After the application has completed installation log back in to the command line as admusr and

install version

confirm the installed TPD platform version and the policy application version.

SappRev
! cmp-1b login: admusr
‘assword :
ast
y “1§ appRev
Thu Jan 19 17:87:28 2817
Product MName:
Product Release: 12.2. ) 1]
A
.3.8.8
B.8.8_65.1.

86.46 .8-0raclelinux6.?-x86_64.is0
b_64.is0

cmp-12.2
Oraclelinux 6.7

Verify:

e  TPD revision installed
e  Policy application installed and its revision
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8. Console: Verify

I:I Install success

Inspect the file /var/TKLC/log/upgrade/upgrade.log to verify that the installation succeeded; look
for the line “Upgrade returned success!” near the end of the file. The following example shows a
successful installation:

Note: If the installation is not successful, inspect the following log files for more details and to see
if errors occurred:

e  /var/TKLC/log/upgrade/upgrade.log
e  /var/TKLC/log/upgrade/ugwrap.log

Remove Media

Remove the installation media or dismount the virtually mounted ISO image file from the server.
The Policy Management software is installed on the server.

([

Policy Solution Repeat this procedure to install each Policy Management component (CMP, MPE, MRA, BoD, MA,
servers MEDIATION) on each server.
For Wireless mode, proceed to Section 6: Configure Policy Application Servers in Wireless Mode
For Cable mode, proceed to Section 7: Configure Policy Application Servers in Cable Mode
THIS PROCEDURE HAS BEEN COMPLETED
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5.2 PREPARING AN HP RMS ENVIRONMENT
The procedures listed in this section are specific to HP DL380 rack-mount servers.

5.2.1 ILO Configuration Procedure

You can configure the HP Integrated Lights-Out (iLO) remote management feature from the Console Boot
menu. You can also configure iLO from the iLO GUI.

Prerequisites:

To complete this procedure, you need the following information and material:
e Static IP address, netmask, and default gateway of the server
e The current date and time

e The passwords you intend to define for the default Administrator account and the root user
(root_password)

e Local console access (monitor/keyboard) or a laptop connected to the server’s serial console

The ILO configuration procedure is described in TPD Initial Product Manufacture, Software Installation
Procedure. (Appendix F)

5.2.2 Updating DL380 Server Firmware

Each server must have the correct release of firmware.

The procedure for updating Oracle server firmware is described in the HP Solutions Firmware Upgrade
Pack, Software Centric Release Notes, Release 2.2.9 and HP Solutions Firmware Upgrade Pack,
Software Centric Release Notes, Release 2.2.10.

5.2.3 ILO Web GUI Settings

After you have performed the ILO configuration procedure, ILO is accessible through its web GUI
interface. You should now change the default password for the root account.

To complete this procedure, you need to record the new password for the root account (root_password).

To change the password, while in the ILO web interface, navigate to ILOM Administration > User
Management > User Accounts. Select Edit, change the root account password, and click Save.

The procedure to update ILOM web GUI settings is described in TPD Initial Product Manufacture,Software
Installation Procedure. (Appendix F)

5.2.4 BIOS Configuration HP DL380 RMS Server

The procedure for BIOS configuration are located in section 8.3.1:BIOS Settings for HP Gen 8 Blade and
Rackmount Servers or 8.3.2:BIOS Settings for HP Gen 9 Blade and Rackmount Servers of this
document. BIOS configurations are also referenced in TPD Initial Product Manufacture,Software
Installation Procedure. (Appendix E)
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After completing ILOM and BIOS configuration the HP DL380 RMS server will be ready to IPM

5.2.6 IPM of a HP DL380 RMS Server

Every HP DL380 RMS server must go through an initial product manufacturing (IPM) procedure to install
software on it.

Prerequisites:
To complete this procedure, you need the following materials and to perform these installation steps:

e TPD ISO image file (Section 4.1 Software Requirements)

Additional information regarding the IPM install procedure is described in the TPD Initial Product
Manufacture, Software Installation Procedure (Section 3.3)

5.2.5: IPM of a HP DL380 RMS Server

STEP # | This procedure will install system OS ( IPM) of the server

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.
Needed material:
- TPDISO image file to be used for virtual mount accessible on laptop or

- USB device prepared with bootable version of TPD image

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

1. Insert Bootable USB | Create a bootable USB drive with the TPD ISO image file. Use the method provided in the
I:I Media/mount TPD “README.txt” file that is included with the downloaded Policy Software or other suitable method
ISO for creating a bootable USB device. There are several readily available utilities to achieve this.

Then insert the USB drive locally into the server and reboot the server to the bootable USB device.
Then proceed to Step 3 of this procedure if using this method

If local access to the server is not available and network access to the iLO of the server has been
enabled you can use the remote console capability of the HP iLO as per the following procedure

See Section “8.1.2: Accessing the iLO VGA Redirection Window for HP Servers”

If you are using the iLO remote console and have the TPD software as an ISO image file, do the
following to restart the server to the ISO image file:

a. Open a browser, enter the URL of the iLO system (management_server_iLO_ip), and log
in. For example:
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b.  On the home page, select Remote Console > Remote Console. The Remote Console
page opens. For example:

T indagrated Rpmssot Conmci | M5 T BTy

svn e e Bl [ompon Liesp BC1

—_—

L0 Mokl A

BErrarnET Eh ST lsm mE e pae e e mh me i e e

Note: When launching a remote console, the .NET application is compatible with a Windows
browser; Java is compatible with both Windows and Firefox browsers.

c. IntheJava Integrated Remote Console section, click Launch. A security warning window
opens, prompting for confirmation that you want to run the application. For example:
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Werifying application requirements. This may kake a few maments.

d. Click Run. The Remote Console window opens.
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and click Open. The ISO image file is mounted.
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g. Select Power Switch > Momentary Press. The server powers down.

-5;1' iLD Integrated Remote Console - Server: mass-cmp-1b | iLO: ILOUSES
Power Switch Virtual Drives Keyboard Help
Llj Momentary Press

I~
E) (P:;?BZZ: Hold NOTICE PROPRIETARY SYSTEM
) Reset ; intended to be used solely by auth

ourse ur legitimate corporate busine Use ar

2xtent necessary to properly administer the syste
mauthorized users or users operating beyond theix
and to investigate improper acce or use. By acc
jou are consenting to this monitoring.

h.  When the Power Switch options display the Momentary Press option, Click Momentary
Press again.

-5}‘:7 iLO Integrated Remote Console - Server: Site2-nw-cmp-b | iLO: ILOUSES:
Power Switch Virtual Drives Keyboard Help

Ll_) Momentary Press

i.  The server starts, and upon completion of the boot process displays a screen similar to
the following
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O = =ip

KVMS Preferences Help

Mouse Sync | L Ctl| |L Win| |L Alt| R Alt| R Win| R Ctl Context| |[Lock] | |Ctl-Al-Del =g — IL;IJ
Copyright (C) 2003, 2015, Oracle andror its affiliates. fill rights reserved.

7.0.3.0.0.86.46.0

xB6_64
For a detailed description of all the supported commands and their options,
please refer to the Initial Platform Manufacture document for this release.
In addition to linux & rescue TPD provides the following kickstart profiles:

[ TPD | TPDnoraid | TPDlwm | TPDcompact | HDD 1
Commonly used options are:

[ console=<console_option>[,<console_option>1 1
[ primaryConsole=<{console_option> 1

[ rdate=<{server_ip> 1

[ scrub 1]

[ reserved=<sizel>[,<sizeN>]1 1

[ diskconf ig=HWRAIDL,forcel 1

[ drives=<{device>[,devicel 1]
[ guestArchive 1

To install using a monitor and a local keyboard, add console=tty®

boot :

2. Console: Enter TPD

I:I boot: command
with correct options

TPD install takes 20

- 40 minutes to
complete

Enter the following command at the boot prompt to initiate the initial product manufacture (IPM)
process.

eboot: TPDnoraid console=tty0 diskconfig=HWRAID,force

Note: If a direct connection to the serial console is being used for this step instead of the remote
iLO console it is not necessary to include “console=tty0”

Note: If a non Policy Management application was previously installed on the server, you may
have to clean up logical disc partitions created by the application. Depending on the disc
partitioning, this may add up to four hours to the installation process. Refer to TPD Initial Product
Manufacture, Software Installation Procedure (Section 3.4)

TPD installation takes 20—40 minutes. During this process you see in-progress windows similar to
the following

boot : TPDnoraid diskconf ig=HWRAID,force console=ttyd

1 Installation Starting

Starting installation process

19
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Then you will be able to monitor the packages installation progress:

{ Package Installation |

[
Packages completed: 524 of 681

Imztal ling
selinux-pal icy-targeted-3.7.19-268.8. 1 . el6_6. Jprere 17 8.2 .8.8_BG6.
26 .H.noarch (3 HE)

SELinux targeted base policy

Then post installation scripts kick off:

Post-Installation

Rumning post-installation =scripts

After IPM process is completed, you are prompted to press Enter to reboot the server. At this
point the media used to install the OS must be removed or unmounted before selecting the
Reboot option. Otherwise the server will again boot to the bootable media.

| Complete |
Congratulations, your Oracle Linux Server installation iz complete.
Please reboot to use the installed system. Hote that uwpdates may

be available to ensure the proper functioning of your system and
inztallation of these updates is recommended after the reboot.

When you see the Complete window, the IPM process is complete.

3. Remove or

I:I unmount the
installation media.

In case installation is done remotely via iLO’s remote console, unmount the image from the
console’s virtual drives menu (uncheck the image file option) then press Enter to reboot the
server. In the case a bootable USB device was used, remove the USB device

If you reboot the server without removing the installation media the server will again boot to
the bootable media. If this happens, wait until you see the Complete window, remove the
bootable image, and restart again.
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4.

Console: Press
Enter to reboot

Make sure the console window is selected. Press Enter.
The server restarts and displays the login prompt

Console: Login
prompt

Once the server reboots, the login prompt is displayed.
If no login prompt is displayed after waiting 15 minutes, contact Oracle Customer Support for
assistance.

Console: Run
syscheck

Log in as the user root and enter the following command to check the major components of the
system:
# syscheck

The utility displays OK for each component that passes, or a descriptive error of the problem if a
component fails. The following example shows a successful run where all subsystems pass,
indicating that the post-installation process is complete:

Running modules i

Running modules in cle

Funning modules in cle

funning modules in class

Aail_log

If any of the modules return an error, do not continue; contact My Oracle Support and report the
error condition.

Console: Verify
Install success

Verify that IPM completed successfully via the following commands:
$ sudo verifylPM (-force if needed)
S sudo echo $? (should return 0 errors)

S sudo getPlatRev (should return the current TPD version installed)

The following example shows a successful installation:

Note: If you see any errors, contact My Oracle Support.

Repeat this procedure for every server.

THIS PROCEDURE HAS BEEN COMPLETED
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5.2.6: Installing Policy Management Software

STEP | This procedure will install the Policy Management Software.
#
Prerequisites:

Before beginning this procedure, you must have the following material and information:

e  The appropriate release and application package(s) of the Policy Management software, either on physical
media to mount directly on the server or available as an ISO image file to mount virtually.

e Access to the server, either directly or through the ILO remote console.
e If you are using the ILO remote console, you need the IP address of the ILO system and the login information.

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number

Note: Two methods for installing the Policy Application are presented here. The 15t is to use a USB drive inserted locally
into the server. This is the preferred method. The 2" is to use the virtual mount capability of the iLO remote console over
a network. This method is dependent on having a good network connection from the workstation where the 1SO is located
to the target server iLO. The browser used to attach the ISO and launch the server iLO remote console should be co-
located with the ISO file repository. Additionally any method that places the Policy Application ISO image file in the
/var/TKLC/upgrade directory of the target server is acceptable.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

Make the Policy Copy the Policy Application I1SO image file (CMP/MPE/MRA/BOD/MA/Mediation) onto a USB drive

1.

I:I Application ISO and insert the USB drive locally into the server.
images available for
installation Connect to the server Console or Remote Console:

- using a VGA Display and USB Keyboard, or
- using the Server iLO port and iLO Web Interface (to access Remote Console)

Proceed to step #2 of this procedure

Or

If you are using the iLO remote console and have the Policy Management software as an I1SO
image file, do the following to mount the ISO image file as a virtual drive:

Note: This method is dependent on having a good network connection from the workstation
where the I1SO is located to the target server iLO. The browser used to attach the I1SO and launch
the server iLO remote console should be co-located with the I1SO file repository.

a. Open a browser, enter the URL of the iLO system (management_server_iLO_ip), and log
in. For example:
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After login the iLO home screen presents.

b. Onthe home page, select Remote Console. The Remote Console page opens. For
example:

07 S s g e . e e e e ' na e sty P T s e ey o
=

T
B R A

Note: When launching a remote console, the .NET application is compatible with a Windows
browser; Java is compatible with both Windows and Firefox browsers.

c. IntheJava Integrated Remote Console section, click Launch. A security warning window
opens, prompting for confirmation that you want to run the application. For example:

aunching Application _ EI

P v

Yerifving application reguirements, This may kake a few moments.

Application Bun - Secunky Waming

=
Do o manl 10 run B application? ﬁ‘%

Mastmar:
ey e Femate Cormcie

From [Hower cwer e string below Eo vee the foll domain]
00250504 248

Publindrr:
gttt Comgiry

e | o]

e applsatons from the Tt ermes can b wsefil, they can potentally hars yaur
caomgetie, I pie 25 a8 It the Roerh, 83 208 rus Bl 1aftwing.
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d. Click Run. The Remote Console window opens.

5 a0 Intrgrated Hemecle Consele - Seroer: inass-oep-1 | 80 ILOUSESLIVTH. o =1
Power Setch Virtoal Drives Keyboard  Nelp

NOTICE
intended to
BitE Cor |.-||'||' busines . ATE
rij Lo proper lij admi L the sijslem,
3 OF USErs jond their

e. Select Virtual Drives > Image File CD-ROM/DVD, browse to the I1SO image file location,
and click Open. The ISO image file is mounted.

d LD Integrated Kemole Consobe - =erver mass-cmp-1b | L0C ILOUSISIZYYIM

Note: Make certain that the 1ISO image file selected (CMP/MPE/MRA/BOD/MA/MEDIATION) is
the correct one for the target server according to the Policy Solution Design!

cerver =1o]x]

g
il
|

x

9__ 7 = 12. 2.0 Software Dedv.... = 32 20 Poloy Configuration Management Plitform so « 13 | Search 12.3.0 Pobey Configur. LR ]

Crganize = Mew folder = - ] i
A bopperma A pame - | iate modifed | T
‘:-_.E::': P Baad- 12 2 0UOLOS. B.0-_g4 s R B 07 M %0 Pl

o Dkl (D)
3. 1.5 Firmvware w12 2.0.0.0_65. LO-wid_Gdiso B2 7P o B R 50 FE

B0.5 SR MIHe meriabor: |2 1.0.0.0_85. L0385 _Gdss BFTE LS End] M S0 FE
mpe-12. 2000 E5. 1.0-wBE_ &40 B2TIILE B dd AM =0 FE
12.2.0 Software Debvery Ooud 12, 200000 65 L0
12,20 Pakey Corthgue ation Marugemens Plalfam s
12, 2.0 Multimesds Poboy Engne 50

12. 2.0 Pedey Froed Endign

el

A

Miechabion

PMAC

oD o 4] | i)

File namne: | crp-12.20.0.0 651 0385 _6d o =] [0 enage Fies 115 =

mwa- LR OO 5. §.0-286_EA.na SIS B-A5 A =8 A

Com ] e |

720 % %00 wlu]e] =] R JEE

In this example the CMP I1SO image has been selected. Click open to mount the required ISO
image file, the screen will close (the I1SO has mounted) and you will be returned to the CLI prompt
of the remote console.
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2.

[]

Console: Login as
<admusr>

Connect to the server console, either directly or remotely:
e Directly — using a display and keyboard
e  Remotely — using the iLO Remote Console and the server iLO port

Login as <admusr> if not already logged in.

ot =lulels] T T

Console: verify
platform revision

You can verify the platform revision by logging in as the user admusr and entering the following
command: $ sudo getPlatRev For example:

#sudo getPlatRev

Console: run platcfg
and validate the
media

Enter the following command to start the Platform Configuration utility:
#sudo su - platcfg

The Platform Configuration Main menu opens.

From the Main menu, navigate to Maintenance > Upgrade > Validate Media, select the 1ISO image
file, and press Enter.

| Main Menu |

Diagnostics

Server Configuration
Security

Remote Consoles

Upgrade Menu
Maintenance Menu

Backup and Restore
Halt Server

Validate Media
Early Upgrade Checks
Initiate Upgrade

Copy USE Upgrade Image
View Mail Queues Non Tekelec RPM Management
Restart Server Bccept Upgrade

Eject CDROM Reject Upgrade

Exit Exit

Network Configuration
NetBackup Configuration
Bolicy Configuration
Exit

Note: Depending on the method used the platcfg utility will search for any mounted 1SOs and if
successful will display the Policy Application ISO image file to install
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For example:

Choosze Upgrade Media Menu |

PN
1.2

Then choose the ISO image and press enter:

The utility displays “Validating media or cdrom”... and a series of hash marks (#) signs. When it
finishes it displays information about the ISO image file and the message the CDROM or Media is
Valid. The following example shows a successful validation:

gy

5. Console: verify

I:I platform revision

Press Enter to return to the menu. Scroll to exit and press enter again.
cmp-12.2.8.8.8_65.1.8-x86_64.is0 - 12.2.8.8.8_65.1.8 I
i

The Main menu opens.

— Upgrade Menu [———

Jalidate Media

Early Upgrade Checks
Initiate Upgrade

Copy USBE Upgrade Image

Non Tekelec RPM Management
Accept Upgrade

Re ject Upgrade

Exit

St O
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6. Console: Select ISO
I:I to install, and
confirm

Application install
may take 20 Minutes
—if installing with a
virtual mount, it will

From the Main menu, navigate to Maintenance > Upgrade > Initiate Upgrade. The Choose
Upgrade Media Menu window opens. For example:

Main Menu

Diagnostics

Server Configuration
Security

Remote Conscles
Network Configuration
NetBackup Configuration
Policy Configuration

Upgrade Menu
Maintenance Menu

Backup and Restore
Halt Server

View Mail Queues
Restart Server
Eject CDROM

Exit

Validate Media

Early Upgrade Checks
Initiate Upgrade

Copy USB Upgrade Image
Non Tekelec RPM Management
Accept Upgrads

Reject Upgrade

Exit

Exit

take longer
Select the I1SO image as per the previous step, and press ENTER
Choose Upgrade Media Menu
Note: The server will reboot twice during the installation process, Do Not Remove the media at
this time.
7. Console: Verify Policy | After the application has completed installation log back in to the command line as admusr and

install version

confirm the installed TPD platform version and the policy application version.

SappRev
a cmp-1b login: admusr
SSWo
.ast login: Fri Jan 28 17:11:38 on ttyl
15 appRev

. Thu Jan 19 17:07:20 2817

tro Product:

Base Di
Base
]_86.46.8-0racleLinuxb.?-x86_64.iso
name : b_64.iso
0S:

Verify:

e  TPD revision installed
®  Policy application installed and its revision

8. Console: Verify
Install success

Inspect the file /var/TKLC/log/upgrade/upgrade.log to verify that the installation succeeded; look
for the line Upgrade returned success! near the end of the file. The following example shows a
successful installation:
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Note: If the installation is not successful, inspect the following log files for more details and to see
if errors occurred:

e  /var/TKLC/log/upgrade/upgrade.log
e  /var/TKLC/log/upgrade/ugwrap.log

Remove Media

Remove the installation media or dismount the virtually mounted I1SO image file from the server.
The Policy Management software is installed on the server.

servers

9.
10. Policy Solution

Repeat this procedure to install each Policy Management component (CMP, MPE, MRA, BoD, MA,
MEDIATION) on each server.

For Wireless mode, proceed to Section 6: Configure Policy Application Servers in Wireless Mode

For Cable mode, proceed to Section 7: Configure Policy Application Servers in Cable Mode

THIS PROCEDURE HAS BEEN COMPLETED
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5.3 PREPARING A C-CLASS ENVIRONMENT
5.3.1 Preparing the PM&C Management Server

This section references the procedures used to install Policy Management software in a c-Class
environment. A Platform Management and Configuration (PM&C) application on a Management Server is
required for a c-Class installation. The Management Server is a rack mount server. PM&C provides tools
to manage multiple enclosures and server software as well as networking equipment (enclosure switches).

Tekelec Virtual Operating Environment (TVOE) 4.1 Software Requirements is required for the
Management Server installation. You must install TVOE first, then the PM&C application.

The procedure for installing and configuring the Management Server is described in the Tekelec Platform
7.0.x, Configuration Guide.

It is necessary to IPM the Management Serrver and udate the Firmware according to the type of Hardware
that will used for the Management Server.

Refer to Section 3.6 Management Server Procedures
e 3.6.1 IPM Management Server

e 3.6.2 Upgrade Management Server Firmware

To install the Platform Management and Configuration (PM&C) application on the Management Server
refer to Section 3.7 PM&C Procedures

e 3.7.1 Deploying Virtualized PM&C Overview

e 3.7.2Installing TVOE on the Management Server
e 3.7.3 TVOE Network Configuration

e 3.7.4 Deploy PM&C Guest

The procedures referenced in this section deploy PM&C on the management server. In Policy
Management 12.2, the management server is used for installation, adding new servers, field repairs, and
deploying firmware upgrades. PM&C installation is not service-affecting for the Policy Management
system; that is, Policy Management itself does not rely on PM&C to function.

5.3.2 HP C-7000 Enclosure Configuration

Procedures for Installing and configuring a HP C-7000 enclosures can be found in Tekelec Platform 7.0.x,
Configuration Guide.

Refer to Section 3.5 C7000 Enclosure Procedures

PM&C can manage multiple enclosures. The following procedures are applied for each enclosure.

e Section 3.5.1 Configure Initial OA IP

You can configure the OA IP address using the enclosure front panel display.
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e Section 3.5.2 Configure Initial OA Settings Using the Configuration Wizard

This procedure will configure initial OA settings using a configuration wizard. This procedure should be
used for initial configuration only and should be executed when the Onboard Administrator in OABay 1 (left
as viewed from rear) is installed and active.

Prerequisites:

If the aggregation switches are supported by Oracle, then the Cisco 4948/4948E switches need to be
configured

If the aggregation switches are provided by the customer, the user must ensure that the customer
aggregation switches are configured as per requirements provided in the NAPD (CGBU_019407).

e Section 3.5.3 Configure OA Security

This procedure will disable telnet access to OA.

e Section 3.5.4 Upgrade or Downgrade OA Firmware

This procedure will update the firmware on the OA'’s.

e Section 3.5.5 Store OA Configuration on Management Server

This procedure will backup OA settings on the management server.

e Section 3.5.9 Updating IPv4 Addressing
This procedure will update the IP addressing for a C7000 enclosure.
Or

e Section 3.5.10 Updating IPv6 Addressing

This procedure will update the IP addressing for a C7000 enclosure. It may be used to add IPv6
addresses and/or to edit existing IPv6 addresses.

e Section 3.5.11 Add SNMP Trap Destination on OA

An SNMP trap destination must be added and configured using the Onboard Administrator (OA), or
SNMP must be disabled.
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5.3.3: Adding the Cabinet and the Enclosure to PM&C

STEP
#

This procedure provides instructions to add a cabinet and an enclosure to the PM&C system inventory.

Prerequisite:
Before beginning this procedure, you must have configured the PM&C application.
To complete this procedure, you need the following information:

e  The cabinet ID (cabinet_id), a number from 1 to 654.

e  The Location ID (location_id), a number from 1 to 4, used to uniquely identify the enclosure within the
cabinet. The cabinet ID and location ID are combined to create a globally unique ID for the enclosure (for
example, an enclosure in cabinet 502 at location 1 will have an enclosure ID of 50201). Enclosures are
typically numbered from the bottom; that is, the enclosure in the bottom of the cabinet is location 1.

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

I:I!‘

PM&C GUI: Login Open web browser and enter: https://<pmac_management_network_ip>
Log in as the pmacadmin user.

ORACLE

Orache System Login

Pl Jan 37 28:31280 2007 UAC
Login
Endiar your ermsmss and padowodd o kg n
Rart b A, B cast an B B0 0T

Pamsword. fessses

R Rt

—

PM&C GUI: Navigate to Main Menu -> Hardware -> System Configuration -> Configure Cabinets.
Configure Cabinets

£ Main Menu
B & Hardware
. @ & System Configuration

- JConfigure Cabinets

: B Configure Enclosures
i Scftware

56 of 237

E82615 Revision 01




Policy Management 12.2 Bare Metal Installation Guide

5.3.3: Adding the Cabinet and the Enclosure to PM&C

3. PM&C GUI: Add

I:' Cabinet

On the Configure Cabinets panel click on Add Cabinet...

Provisioned Cabinets

There are no provisioned
cabinets

Add Cahinet

4. PM&C GUI: Enter

I:' Cabinet ID

Enter Cabinet ID and press Add Cabinet.

Add Cabinet

CabinetID: Cabinet 1D must be from 1 to 634,

5. PM&C GUI: Check

I:I errors

If no error is reported to the user you will see the following:

Configure Cabinets

Info -

Provisioned Cabinets
101

Add Cabinet || Delete Cabinet

Or you will see an error message:

Add Cabinet

f e Cabinet D 900 is invalid: must be between 1 and 654

6. PM&C GUI: Go to

I:' Configure HPC
Enclosures

Navigate to Main Menu -> Hardware -> System Configuration -> Configure Enclosures.

£, Main Menu

B & Hardware
- em Configuration

onfigure Cabinets

iE Software
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7. PM&C GUI: Go to

I:' Add Enclosure

On the Configure Enclosures panel click on Add Enclosure...
Provisioned Enclosures

There are no provisioned
enclosures

Add Enclosure

8. PM&C GUI: Add

I:' Enclosure

On the Add Enclosure panel, enter the Cabinet ID, Location ID, and two OA IP addresses
(the enclosure's active and standby OA).

Then click on Add Enclosure.

Cabinet ID:| 101 ~
Location |D: (1 Location D must be from 1 to 4.
Bay 1 OAIP: |10 240 237 134
Bay 2 OAIP: |10 240 237 135

Add Enclosure

Notes:

Location ID is used to uniquely identify the enclosure within the cabinet. It can have a value
of 1, 2,3 or 4. The cabinet id and location id will be combined to create a globally unique id
for the enclosure (for example, an enclosure in cabinet 502 at location 1, will have an
enclosure id of 50201).

Enclosures are typically numbered from the bottom. i.e. Enclosure in the bottom of the
cabinet is location = 1.

9. PM&C GUI: Monitor

I:I the Enclosure
discovery status

When the task is complete, the text will change to green and the Progress bar will indicate
"100%".

Configure Enclosures & Help
Thu May 26 15:12:04 2011 UTC

o & Enclosure 50501 has been successfully added to the system

o

Provisioned Enclosures
50501

Add Enclosure
o
(1] Task Target Status Running Time  Update Time Progress
3 Add Enclosure Enc:50501 OpenHpi Deamon Started 0:00:17 0:00:44 92%

10. PM&C GUI:

I:I Background Task
monitoring

This page allows the user to monitor status updates:

Enclosure added - starting 0:01:13 2011-10-08 100%

13  AddEnclosure Enc:50202 monitoring Thatan

NOTE: DO NOT click the L%l button as this will delete the selected task from the Background
Task Monitoring status screen.
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11. PM&C GUI: Wait The color of the progress bar will change to green when complete:

D until the Add
Enclosure task )3 AddEnclosure Enc:50202 ISR ST 0:01:13 B 100%
finishes monitoring 02:20:32

If the Add Enclosure task fails the Status will display information concerning the failed step
and the color of the Progress bar will change to red.

12. PM&C GUI: Verify Software = Software Inventory

I:I Software Inventory If the control network is properly configured, the blades have TPD installed (at minimum),
and the Enclosure switches have a control network configured, the Software Inventory form

will show blade server information.

Example below:

Software Inventory @r
Sat Oct 20 20154108 2012 1
Ident 1P Address Hostname: PlatName  PlatVersion  AppName App Version
ENci23801 Bay:1lE 99Mieh3 4248
Enc:23801 Bay3f 192.168.1.8 cs-th31-smp-a TPD (486_64) 50172450  CMP £.00_231.0
Enc:23801 Bay4F 192.168.1.16 hostname1 346527660  TPD («36_64) 4.24-70.00.0  MRA 7.51_164.0
ENci23801 BaysE 192.168.1.10 ce-th31-mpe2-a TPD (+86_64) 5.0.1-72450  WPE 8.0.0_29.1.0
Enc:23801 BayIE 192.168.1.13 cslab-cmp3-a TPD (486_64) 60172450  CMP £.00_291.0
Enc:23801 Bay:aF 192.168.1.7 csth3t-mped-a TPD (x8B_B4) 50172450  MPE £.0.0_231.0
ENci23801 BaySE 192.168.1.11 cslab-spr-h TPD (:86_64) 4.24-70.90.0
Enc:23801 Bay11F. 19216816 ce-th3t-cmp-h TPD (86_64) 60172450  CMP an@zaw 0
Enc:23801 Bay 2F. 192.168.1.12 hostname1 346527788  TPD («36_64) 4.24-70.00.0  MRA 7.51_164.0
Enc:23801 Bay:13F 192168.1.5 ta-th31-mpez-h TPD (486_Bd) 501-72450  MPE 8002910
Enc:23801 Bay.16F. 192162114 cslab-cmp3-h TPD (86_64) 501-72450  CHP £.0.0_29.1.0
Enc:23801 Bay:16F. 192.168.1.15 cs-th3t-mped-b TPD (8B_B4) 50172450  MPE £.0.0_231.0

Host pmacTVOE238

192.168.1.1 pmac23g TPD (486_64) 6.0.0-80.22.0 PMAC 5.00_50.10
Guest pmac?3@

NOTE: The procedure to configure the Enclosure switches, if they have not been previously
configured, is yet to be performed.

THIS PROCEDURE HAS BEEN COMPLETED

5.3.4 Configure Blade Server iLO Password for Administrator Account

The file change_ilo_admin_password.xml is provided on the Policy Management ISO image file and is
used by the PM&C netConfig tool to push the configuration to the switches. The file may change from one
release to the next. Edit this file for your installation and copy it to the PM&C server after it is installed.

Prerequisite:
Before beginning this procedure, you must configure the OA IP addresses.

Use this mandatory procedure to set iLO passwords for the Administrator and root accounts on all
servers:

1. Onthe PM&C server, in the directory /usr/TKLC/smac/html, create the following subdirectory:
/ilo_passwd

2 . Set the directory permissions to an appropriate level. For example:

$ sudo chmod go+x /usr/TKLC/smac/html/ilo_passwd
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3. Locate the file change_ilo_admin_password.xml on the Policy Management ISO image file. For
example:

$ sudo find . -name change_\* -print ./TPD/872-2544-102-9.1.0_28.1.0-cmp-
x86_64/upgrade/change_ilo_admin_passwd.xml

4. Copy the file to the following directory:

lusr/TKLC/smac/html/ilo_passwd

5. Set the file permissions to an appropriate level. For example:

$ sudo chmod 777 change_ilo_admin_passwd.xml

6. Edit the file to update the root password, iLO root password, and iLO Administrator password fields.

7. Make a temporary copy of the file in the following directory:
lusr/ITKLC/smac/html/public-configs/

8. Log in to the active OA as the user root and enter the following command:

> hponcfg all http://management_server_ip/public-configs/change_ilo_admin_passwd.xml
After the command finishes, verify that no errors occurred.

9. Log out from the active OA.

10. Delete the temporary copy of the file.

11. (Optional) You can verify access to the server iLO by opening a browser, entering the IP address of
the server iLO system (management_server iLO_ip), and logging in using the values for Administrator and
iLO Administrator password.

12. (Optional) You can verify root access to the server iLO using an SSH session. For example:

# ssh root@ management_server_iLO_ip password: iLO_root_password

5.3.5 Configuring c-Class Aggregation and Enclosure Switches Using netConfig

The c-Class environment includes paired aggregation switches and enclosure switches. You should
prepare and verify network configuration files (used to configure the switches) in advance.

The Policy Management ISO image files include template configuration files in the directory
/upgrade/switchconfig/examples/netConfig/. The templates include variables that you can replace with site-
and customer-specific information. You can edit these template files to make them specific for your
installation and place them on the PM&C server after it is installed. The PM&C netConfig tool uses these
network configuration files to configure the switches. The following template files are provided:
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o For 4948 aggregation enclosure switches:
o 4948 cClass_init.xml
o 4948 layer2_configure.xml
o 4948 layer3_configure.xml
o 4948 RMS_init.xml
e For 4948E aggregation enclosure switches:
o 4948E_cClass_init.xml
o 4948E_layer2_configure.xml
o 4948E_layer3_configure.xml
o 4948E_RMS_init.xml
e For 6120XG enclosure switches:
o 6120XG_init.xml
o 6120XG_Single_configure.xml (for connections using a single 10 Gb/s copper uplink)

o 6120XG_LAG_Uplink_configure.xml (for connections using a bundle of four 1 Gb/s copper
uplinks)

o 6120XG_TagCtl_Uplink_configure.xml (if the Control network will be VLAN tagged)
e For 6125XLG enclosure switches:
o 6125XLG_init.xml
o 6125XLG_Single_configure.xml (for connections using a single 10 Gb/s copper uplink)

o 6125XLG_LAG_Uplink_configure.xml (for connections using a bundle of four 1 Gb/s
copper uplinks)

Prerequisite:

Before beginning this procedure, you must have installed PM&C and configured the initial OA settings, the
netConfig repository, and the initial OA IP address. To complete this procedure you need the following
software and information:

e The appropriate netConfig XML files
e The HP Miscellaneous Firmware ISO image file
e The cabinet ID, a number from 1 to 654 (cabinet_id)

The procedures to configure aggregation switches and enclosure switches using netConfig are described
in the Tekelec Platform 7.0.x, Configuration Guide.

Tips: To minimize errors, after you prepare the files, review and verify them.

These templates cover the common configurations, but may not cover all possible configurations. You may
need to change or add to these templates for specific requirements. To avoid potential support issues, do
not deviate from Oracle standards.
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5.3.6 Configuring the Application Blades
The following procedures are applied for each enclosure.

Note: during the following OA configuration steps, the IP addresses of the Enclosure switches are set.
These IP addresses are then used to configure the Enclosure switches.
5.3.7 Updating Application Blade Firmware

Policy Management servers must have the correct release of firmware.

The procedure for updating Oracle server firmware is described in the HP Solutions Firmware Upgrade
Pack, Software Centric Release Notes, Release 2.2.9 and HP Solutions Firmware Upgrade Pack,
Software Centric Release Notes, Release 2.2.10.

5.3.8 Confirming and Updating Application Blade BIOS Settings

You need to confirm and update the BIOS boot order on the Policy Management servers.

Prerequisites:
Before beginning this procedure, you must have updated the firmware on the Policy Management servers.
To complete this procedure, you need the following information:

e The root password root_password (use the root account instead of the Admin account)

¢ You should not need to reset the date and time

The procedure for BIOS configuration are located in section 8.3.71:BIOS Settings for HP Gen 8 Blade and
Rackmount Servers or 8.3.2:BIOS Settings for HP Gen 9 Blade and Rackmount Servers of this
document. BIOS configurations are also referenced in TPD Initial Product Manufacture,Software
Installation Procedure. (Appendix E)

5.3.9 Loading Policy Management Software Images onto the PM&C

Prerequistes:
o Before beginning this procedure, you must have configured the PM&C application.
e To complete this procedure, you need the following:
o TPD ISO image file.
o Policy Management ISO image files (CMP, MPE, MRA, Mediation).

See Section 4.1:Software Requirements

The procedure for loading software images onto the PM&C server is described in the Tekelec Platform
7.0.x, Configuration Guide Section 3.7.9.1PM Enclosure Blades Using the PM&C Application
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5.3.10 IPM Enclosure Blades Using the PM&C

5.3.10: IPM Enclosure Blades Using the PM&C

STEP | This procedure will provide the steps to install TPD on Blade servers from PM&C.

#
Prerequisites: Enclosures containing the blade servers targeted for IPM that have been configured.

Appropriate version of TPD is previously added to the PM&C Software Image management.

Check off (‘/) each step as it is completed. Boxes have been provided for this purpose under each step number.
IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

1 PM&C GUI: Verify if | Navigate to Software -> Software Inventory.

PM&C Contol
Network is
established to the
blades.

£ Main Menu

3 & Hardware

| B @ System Inventory

! | @\ MW Enclosure 10101
j FRU Info

; B System Configuration
B & Software
10 | YSoftware Inventory]

Manage Software Images

Ident IP Address
Enc:50301 Bay:1F 192.168.1.6
Enc:50301 Bay:2F 192.168.1.12
Enc:50301 Bay:3F 192.168.1.8
Enc:50301 Bay:8F 19216815
Enc:50301 Bay:9F 192.168.1.11
Enc:50301 Bay:10F 192.168.1.10
Enc:50301 Bay:11F 192.168.1.9
Enc:50301 Bay:16F 192.168.1.7

If the PM&C Control network is correctly configured, the PM&C will act as a DHCP server and
provide control network addresses in the range of 192.168.1.3 — 254 to the blade servers in
the managed cabinets/enclosures. PM&C always takes the address of 192.168.1.1. If the
server has requested an IP address from PM&C, the IP address will appear in the “IP
Address” column. TPD will always do this when a server blade is booted, and also
periodically after this.

If there are no IP Addresses in this view, then either:
e  PM&C Control Network is not correctly configured (probably a switch config issue)

e  The Blades do not have an OS installed.

Enc:201 Bay:14F
Enc:801 Bay:16F
Enc:802 Bay:1F

If there are IP addresses in this view it means that an OS has been previously installed.

Enc:801 Bay:6F 192.168.1.21 hostnameb9d92ad4cefe  TPD (x86_64) 7.0.2.0.0-86.23.0
Enc:801 Bay:8F 192.168.1.16 hostname6ide5d091047e  TPD (x86_64) 7.0.2.0.0-86.23.0

Porceed to the next step to IPM (install the OS) on the selected blade
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5.3.10: IPM Enclosure Blades Using the PM&C

PM&C GUI: Initiate
OS Install

Navigate to Software -> Software Inventory.

= S Main Menu

& Wcoftware Invent

- |l Manage Software Images

Select the servers you want to IPM with a bootable TPD ISO image file and select Install OS
button. If you want to install the same OS image to more than one server, you may select
multiple servers by clicking multiple rows individually. Selected rows will be highlighted in
green.
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Note: IPM is also a useful recovery procedure if a server is in a bad or unknown condition, or
was configured with a different application, since the IPM will clean all the existing software
and disk configurations off of the server, and bring the server to a clean state.

After selecting “Install OS” the Software Install —Select Image screen appears:

software Install - Select Image
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Any bootable images in the PM&C repository will present. Choose the correct bootable
image to proceed with the OS installation of the selected blade and click on “Software Start
Install”.
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5.3.10: IPM Enclosure Blades Using the PM&C

PM&C GUI: Monitor | Navigate to Main Menu > Task Monitoring to monitor the progress of the OS Installation
OS Install background task. A separate task will appear for each blade affected.

Background Task Momiborsng

Toa Tagar . FumsagTeme  lmaTems  Progme
A
m musd R 10 a1 et 1Y ot o il e
| -0 e {1001 B 128 et il e oo b . [
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F—— o 1] a8 S == s =
M
f maod o 1) W - rmm i .
T e 1000) Bar 4t bt Y ot 222 etpigrd e
ep——r e A Bar M [a—— o :-';t:'a-“ [T
M nay
- i 10l el T R S s
manm
o ol Ao 10001 mar 1l ik PIY ot roasa il [

When the installation is complete, the task will change to green and the Progress bar will
indicate "100%".

D Task Target Status State Running Time  Start Time Progress
- o Done: TPD.install-7.0.3.0.0_86.46.0- e 2017-01-29
] 970 Install OS Enc:801 Bay:8F OracleL inu 7.x36. 64 COMPLETE 0:21:52 e 100%
[} 869 install OS Enc:801 Bay:6F Done: TPD.install-7.0.3.0.0_86.46.0- COMPLETE 0:23:00 2017-01-29 100%

OracleLinux6.7-x86_64 18:12:33

NOTE: if the OS Install step fails, then it may be that the Control Network is not correctly
established, and troubleshooting will be required.

THIS PROCEDURE HAS BEEN COMPLETED

5.3.11

5.3.11:

Install Policy Management Software on Blades using PM&C

Install the Policy Management Application Software on Blades using PM&C

STEP
#

This procedure will Use this procedure to install the Policy Management software on HP c-Class servers using PM&C

Caution: Do not mix up the enclosures when deploying the applications. The bottom enclosure in a cabinet is
identified in Oracle documentation as Enclosure 1. The enclosure above this is Enclosure 2. However, PM&C GUI
forms may list the enclosures with Enclosure 1 listed first, and Enclosure 2 listed below this in the form lists. This can
be a source of confusion.

Prerequisites:

Before beginning the procedure, complete hardware installation and verification as well as the IP networking plan
and IP assignments.

To complete the procedures in this section, you need the following material and information:

e  The appropriate release and Policy Management Application iso image(s) of the Policy Management
software stored on the PM&C server.

e Layout diagram for c-Class enclosure(s), identifying which bays will run which Policy Management
application.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.
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5.3.11: Install the Policy Management Application Software on Blades using PM&C

1. PM&C GUI: Login

Open web browser and enter: http://<management_network_ip>
Login as PM&C admin user.

ORACLE

Oracle System Login
Sum Fan 2% 23:51:00 2087 UTC

Log In
Enber your usernams and password o log m

Session was lopged cut at 1051209 pr.

Username

Passward
[0 Change password

Lag Ini

2. PM&C GUI: Select

I:' Servers for
Application install

Navigate to Software -> Software Inventory.

ENTACLA fm—hmmqmt&:-f-;rm

Sl lwarn Inveonlony
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b Vel B -
et 0 || ] |
Tramsba 0 |
—ge | Fretman

Select the servers on which the application is to be installed. If you want to install the same
application image to more than one server, you may select multiple servers by clicking
multiple rows individually. Selected rows will be highlighted in green.

Note: After the TPD OS has been installed the system will assign a given hostname.

Note: 8 is the maximum number to be selected at one time.

Click on Upgrade
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5.3.11: Install the Policy Management Application Software on Blades using PM&C

3.

[]

PM&C GUI: Initiate
Application Install

The Software — Upgrade Page presents. The left side of this screen shows the servers to
which the Application Software will be applied. From the list of available images presented,
select the correct version and Application Software Package (CMP/MRA/MPE/Mediation)
according to the system design.

Software Upgrade - Select Image

Targets Select Image

Entity Status Image Name Type Architecture Description

Enc:801 Bay:GF ©mp-11.5.0.0.0_39.1.0-x86_64 Upgrade x86_64 11.5.0 CMP

Enc:801 Bay:8F cmp-11.5.2.1.0_8.1.0-x86_64 Upgrade x86_64 11.52 CMP
€mp-12.0.0.0.0_45.1.0-%86_64 Upgrade X86_64 12.0 CMP GA (1-20-2017)
cmp-12.1.1.0.0_14.1.0-x86_64 Upgrade X86_64 12.1.1 CMP
cmp-12.1.2.0.0_22.1.0-x86_64 Upgrade X86_64 12.1.2 CMP GA (1-20-2017)
cmp-12.2.0.0.0_65.1.0-x86_64 iIJpgrade x86_64 12.2 CMP GA (1-20-2017)
€mp-9.9.2.0.0_18.1.0-x86_64 Upgrade x86_64 Policy 9.9.2 CMP
FW2_MISC-22900_10440 Upgrade *86_64 FUP 223 MISC
mediation-9.9.2.0.0_18.1.0-x86_64 Upgrade X86_64 Policy 9.9.2 Mediation
mpe-11.5.0.0.0_39.1.0-x36_64 Upgrade x86_64 11.5.0 MPE
mpe-11.5.2.1.0_8.1.0-x86_64 Upgrade xB6_64 11.5.2 MPE
mpe-12.1.2.0.0_22.1.0x86_64 Upgrade x86_64 12.1:2 MPE GA (3:20-2017)

Supply Software Upgrade Arguments (Optional)

Start Software Upgrade |

Click on Start Software Upgrade, a confirmation window will pop up, click on OK to proceed
with the install

PM&C GUI: Monitor
the installation
status

Navigate to Main Menu > Task Monitoring to monitor the progress of the Application
Installation task, a separate task will appear for each blade affected.

Background Task Monitoring

D Task Target Status State Running Time  Start Time Progress
) 19 Upgrade Enc:10001 Bay:9F Task ID assigned IN_PROGRESS  0:00:00 33_1252':%'24 40%
118 Upgrade Enc:10001 Bay:1F Task D assigned IN_PROGRESS  0:00:01 53_1252-2)29-24 40%

When the installation is complete, the task will change to green and the Progress bar will
indicate "100%".

) 962 Upgrade Enc:301 Bay:12F Success COMPLETE 0:10:11 32-111;311425 100%
2] 961 Upgrade Enc:301 Bay:AF Success COMPLETE 0:11:05 Gl 100%

REPEAT the above
steps for each
Application

Repeat steps 3 and 4 for each Application beings installed at the site.
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Install the Policy Management Application Software on Blades using PM&C

Verify Application
installations-Accept
Upgrade

Navigate to Software -> Software Inventory.

£, Main Menu
B & Hardware
: B & System Inventory
: @8 Enclosure 10101
B FRU Info
B System Configuration

B & Software
: - PSoftware Inventory

B Manage Software Images

At this point, all the target servers have had their correct applications newly installed and
the AppVersion appears as Pending Acc/Reject.

Software Inventory

Ident IP Address Hostname Plat Name Plat Version App Name App Version

Enc:801 Bay 6F 192.168.1.35 hosinamebelal7f4da20 TPD (x86_64) 7.0.3.0.0-86.46.0 CMP Pending Acc/Rej
Enc:801 Bay 8F 192.168.1.162 hosinamee8a?acbb9dbd  TPD (x86_64) 7.0.3.0.0-86.46.0 CcMP Pending Acc/Rej
Enc:801 Bay-9F 192.168.1.237 mass-cmp2-1b TPD (x86_64) 7.0.3.0.0-86.46.0 CMP Pending Acc/Rej

Verify the App Name shows the correct name (CMP/MPE/MRA/Mediation) for each server
on which the Applications are now installed. Also confirm the correct Enclosure and Bay
position. Confirm all assignments are per the design. Now select the servers you wish to
“Accept Upgrade”. The Accept Upgrade” button will now be available to press. Confirm you

wish to accept the Upgrade.
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5.3.11: Install the Policy Management Application Software on Blades using PM&C

7. Verify Application Navigate to Software -> Software Inventory.
I:I installations-Accept
Upgrade
& Software
]
Manage Software Im
At this point, all the target servers have had their correct applications newly installed and
the AppVersion appears as Pending Acc/Reject.
Software Inventory
Ident IP Address Hostname Plat Name Plat Version App Name App Version
Enc:g01 Bay 6F 192.168.1.35 hosinamebela17i4da20  TPD (x86_64) 7.0.3.0.0-86.46.0 CMP Pending Acc/Rej
Enc:801 Bay.8F 192.168.1.162 hosinamee8a2acbb9dbd TPD (x86_64) 7.0.3.0.0-86.46.0 CMP Pending Acc/Rej
Enc:801 Bay:9F 192.168.1.237 mass-cmp2-1b TPD (x86_64) 7.0.3.0.0-86.46.0 cMP Pending Acc/Rej
Verify the App Name shows the correct name (CMP/MPE/MRA) for each server on which
the Applications are now installed. Also confirm the correct Enclosure and Bay position.
Confirm all assignments are per the design. Now select the servers you wish to “Accept
Upgrade”. The Accept Upgrade” button will now be available to press. Confirm you wish to
accept the Upgrade.
Seltware Inventory
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5.3.11: Install the Policy Management Application Software on Blades using PM&C

8. Verify Application Navigate to Software -> Software Inventory.

|:| Installations Software Inventory
Ident IP Address Hostname Plat Name Plat Version App Name App Version
Enci Ea\}& 192.168.1.35 hostnamebelal17f4da20 TPD (285:645 7.03.0.0-36.46.0 CMP 12,2,0,!;,0_55,1;0
Enc:201 Bay.8F 192.168.1.162 hostnamee8a2acbb9dbd TPD (x86_64) 7.0.3.0.0-86.46.0 CMP 12.2.0.0.0_65.10

You can now confirm that the “App Version” column no longer displays the “Pending
Acc/Rej” status but rather shows the correct Application Version.

THIS PROCEDURE HAS BEEN COMPLETED
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6. CONFIGURE POLICY APPLICATION SERVERS IN WIRELESS MODE

The following procedures configure the Policy Management Application and establish the network
relationships, to a level that would allow a basic test call though the system.

The following procedures are common to c-Class and RMS environments, except for small differences
noted within the procedures.

It is assumed that the Installation tasks associated with preparing the appropriate Installation Environment
in Section 5 have been completed prior to proceeding with the following tasks.

The post-installation tasks consist of the following:

1.

N oo k0w DN

Establishing network addresses and connections for every Policy Management server
Configuring the first CMP server

Configuring the CMP Site 1 cluster to manage the Policy Management network
Configuring a CMP Site 2 cluster for Geo-Reundancy (optional)

Configuring Policy Management clusters

Exchanging SSH keys between Policy Management servers

Configuring routing on servers

Configuration Management Platform Wireless User's Guide Release 12.2

Platform Configuration User's Guide Release 12.2
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6.1 PERFORM INITIAL SERVER CONFIGURATION OF POLICY SERVERS - PLATCFG

6.1: Perform Initial Server Configuration of Policy Servers - Platcfg

STEP
#

You must configure the operation, administration, and management (OAM) network address of the server, as well as
related networking. Execute the referenced procedure on every server in the Policy Management network.

Prerequisites:

To complete this procedure, you need the following information:

This procedure assumes that you are using Policy Management in a Wireless or Wireless-C (Wireless with
Mediation).

You need to know whether or not the server has an optional Ethernet Mezzanine card installed.
Hostname — the unique hostname for the device being configured.

OAM Real IP IPv4 Address — the IP address that is permanently assigned to this device.

OAM Default IPv4 Route — the default route of the OAM network. The MPE and MRA system may move
the default route to the SIG-A interface once the topology configuration is complete. The default route
remains on the OAM interface for the CMP system.

OAM Real IP IPv6 Address (optional) — the IP address that is permanently assigned to this device.

OAM Default IPv6 Route (optional) — the default route of the OAM network. Note the MPE and MRA
system may move the default route to the SIG-A interface once the topology configuration is complete. The
default route remains on the OAM interface for the CMP system.

NTP Server(s) — a reachable NTP server(s) (ntp_address).

DNS Server A (optional)— a reachable DNS server.

DNS Server B (optional) — a reachable DNS server.

DNS Search — the domain name appended to a DNS query.

Device — the bond interface of the OAM device. Use the default value, as changing this value is not
supported.

OAM VLAN Id — the OAM network VLAN ID.

SIG A VLAN Id — the Signaling-A network VLAN ID.

SIG B VLAN Id (optional) — the Signaling-B network VLAN ID.

SIG C VLAN Id (optional) — the Signaling-C network VLAN ID.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.
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=

Login to server as

I:' root via Console

Access the iLO GUI, and open a Remote Console session then login as root
Note: iLO procedures can be found in section 8:Accessing the iLO VGA Redirection Window

© =10l

KVMS Preferences Help
Mouse Sync| | (L Ctl| (L Win| |L Alt| |R Alt| |[RWin| RCtl| | |Context| [Lock]||Ctl-Alt-Del 2(_1/ LEI‘J

NOTICE - PROPRIETARY SYSTEM
his system is intended to be used solely by authorized users in the
ourse of legitimate corporate business. Users are monitored to the
extent necessary to properly administer the system, to identify
mauthorized users or users operating beyond their proper awthority,
nd to investigate improper access or use. By accessing this system,
ou are consenting to this monitoring.

hostname11381b29a859 login:

2. Remote Console:

I:' Verify the type of
server

Login as root, via the Remote Console, and confirm the installed Policy Management
software version and server profile

# getPolicyRev
# getPolicyRev —p
% oracle(R) Integrated Lights Out Manager Remote Syste _|al x|

KVMS Preferences Help

Mouse Sync L Ctl| |L Win| |L Alt| |R Alt| |RWin| |R Ctl Context| |[Lock]| |Ctl-Alt-Del :{y I_,gl

[root@hostname11381b29a859 ~1#t getPolicyRew
12.2.8.8.8_65.1.8
[root@hostnamel11381b29a859 ~1#t getPolicyRev -p

mp
[root@hostname11381b29a859 1

The Server Profile will be either cmp, mpe, mra or mediation
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3. Remote Console:

I:' Login to platcfg

a) Run platcfg tool by executing the following command

#su — platcfg

KVMS Preferences Help

Mouse Sync | L Ctlf |LWin| (L Alt| |RAlt| RWin||(RCtl| | |Context| |[Lock] |Ctl-Alt-Del ﬁ/y LEJ

opyright (C) 2883, 2817, Dracle and-/or its affiliates. All rights reserved.
Hostname: hostnamel1381b29a859

Diagnostics

Server Conf iguration
Security

Network Configuration
Remote Consoles
NetBackup Configuration
Policy Conf iguration
Exit

The_ p-Iat-cfg iool opens -

b) Select : Policy Configuration
—— Main Menu —

ey

Maintenance [
Diagnostics

Server Conf iguration
Security

Network Configuration
Remote Consoles
NetBackup Conf iguration

The Policy Configuration Menu opens
— Policy Contiguration Menuw |————

é
Perform Initial Configuration

Restart Application

Cluster Configuration Removal

Verify Initial Configuration

Uerify Server Status

SSL Key Configuration

Ethernet Interface Parameter Settings
Save Platform Debug Logs

Cluster File Sync

Routing Config

Firewall

DSCP Conf ig

Backup and Restore

Exit
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4, Remote Console: Set

I:I Policy Mode

a) Set Policy Mode from the “Select Policy Mode” menu
Select Wireless Policy mode from the options available as shown below:

b) Select: OK

Wireless is the default configuration, if the “Current Policy Mode is “Wireless” prompt is not
presented then the Wireless Mode will be set.

c) Select: Yes

Depending on the hardware configuration you may be presented with a “Select Network
Layout” screen. Refer to Configuration Management Platform Wireless User's Guide Release
12.2 (Setting Policy Management Mode) for further detail.

In the case the “Select Network Layout” screen is not presented you will be returned to the
Policy Configuration Menu.

75 of 237

E82615 Revision 01



http://docs.oracle.com/cd/E66963_01/index.htm
http://docs.oracle.com/cd/E66963_01/index.htm

Policy Management 12.2 Bare Metal Installation Guide

6.1: Perform Initial Server Configuration of Policy Servers - Platcfg

5. Remote Console: From the Policy Configuration Menu select “Perform Initial Configuration”
I:I Perf(?rm In.itial — Policy Configuration Menu |————
Configuration

Set Policy Mode &
Perform Initial Configuration
Restart Application

Cluster Configuration Remowal
Uerify Initial Configuration
Uerify Server Status

S3L Key Configuration
Ethernet Interface Parameter Settings
Save FPlatform Debug Logs

Cluster File Sync

Routing Config

Firewall

DSCP Config

Backup and Restore

Exit fi

The initial configuration form opens

] Initial Lontiguration |

HostMName :

0AM Real IPv4 Address:
0AM IPv4 Default Route:
0AM Real IPv6 Address:
0AM IPvE Default Route:
NTP Servers: Sl GEsIEliEV R

DNS Serwver A:

DNS Serwver B:

DNS Search:

0AM Device:

DAM ULAN:

S1GA ULAN:

SIGE ULAN:

SIGC ULAN:
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6. Remote Console:

I:' Perform Initial
Configuration

Enter the configuration values and then select OK, where:

HostName--The unique name of the host for the device being configured.

OAM Real IP Address--The IP address that is permanently assigned to this device.
OAM Real IPv4 Address--The IPv4 address that is permanently assigned to this
device.

OAM Default Route--The default route of the OAM network.

OAM IPv4 Default Route--The IPv4 default route of the OAM network.

OAM Real IPv6 Address--The IPv6 address that is permanently assigned to this
device.

OAM IPv6 Default Route--The IPv6 default route of the OAM network.

NTP Server (required)--A reachable NTP server on the OAM network.

DNS Server A (optional)--A reachable DNS server on the OAM network.

DNS Server B (optional)--A second reachable DNS server on the OAM network.
DNS Search-- the domain name appended to a DNS query

OAM Device--The bond interface of the OAM device. Note that the default value
should be used, as changing this value is not supported.

*OAM VLAN--The OAM network VLAN Id (only applies to c-Class servers or Oracle
X5-2 RMS; field does not display otherwise).

SIG A VLAN --The Signaling-A network VLAN Id (only applies to c-Class servers or
Oracle X5-2 RMS; field does not display otherwise).

SIG B VLAN (optional)--The Signaling-B network VLAN Id (only applies to c-Class
servers or Oracle X5-2 RMS; field does not display otherwise).

SIG C VLAN (optional)--The Signaling-B network VLAN Id (only applies to c-Class
servers or Oracle X5-2 RMS; field does not display otherwise).

Note: All of the fields listed above are required, except for fields DNS Server and DNS Search,
which are optional but recommended.

Note: Every network service and IP flow that is supported by IPv4 is now supported by IPv6.
Either interface or a combination of the two can be configured.
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7. Remote Console:

I:' Perform Initial
Configuration

For example:

| Inmitial Lvontiguration f

HostName: »

DAM Real IPv4 Address: pLERCCES RSP
DAM IPv4 Default Route: pLZIREcsg b s

0AM Real IPw6 Address:

0AM IPvE Default Route:

NTP Servers: jEIRCGERE WL

DHS Server A:

DNS Server B:

DNS 3earch:

0AM Device:

DAM ULAN:

SIGA ULAN:

SIGB ULAN:

SIGC ULAN:

When finished completing the form, select OK to save and apply the configuration. At this
point the screen pauses for approximately a minute. This is normal behavior.

Confirmation message displays, select YES to save and apply the configurations.
—] Save and apply these configuration settings? |—

Save and apply these configuration settings?

The platcfg form will process the configuration of the server, and then it will return to the platcfg
menu.

— Policy Configuration Menu ———

é
Perform Initial Configuration

Restart Application

Cluster Configuration Removal

Verify Initial Configuration

Verify Server Status

SSL Key Conf iguration

Ethernet Interface Parameter Settings
Save Platform Debug Logs

Cluster File Sync

Routing Config

Firewall

DSCP Conf ig

Backup and Restore

Exit
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8. Remote Console: From the main menu navigate to Policy Configuration -> Verify Initial Configuration from
I:' Verify Initial within the platcfg utility.
Configuration

A display similar to the following is shown.

Note: The NTP status may not have updated. This is normal behavior. You may need to
press the Forward button to view the NTP status.

79 of 237 E82615 Revision 01




Policy Management 12.2 Bare Metal Installation Guide

6.1: Perform Initial Server Configuration of Policy Servers - Platcfg

9. Remote Console: Exit from this screen and select Verify Server Status:

I:' Verify Server Status

Policy Configuration Menu

Set Policy Mode

Perform Initial Configuration

Restart Application

Cluster Configuration Remouval

Uerify Initial Configuration

35L Key Conf iguration

Ethernet Interface Parameter Settings

Save Platform Debug Logs
Cluster File Sync
Routing Config

Firewall

DSCFP Conf ig

Backup and Restore

Exit

The server should be in a running state. For example:

opyright (C) 2883, ZA17, Oracle andsor its affiliates. All rights reserved.
Hostname: x52-cmp-la

Index Table of Contents
[Policy Process Management Status: Rumming
[Server Role: Unknown

Use arrow keys to move between options i

|

<Enter> selects

Note: At this point in the installation procedure the Server Role will be “Unknown”.
“Unknown” is a valid state during initial configuration because the cluster has not yet been
formed.

Press “Exit” repeatedly until completely exiting the platcfg utility. You will be returned back to
Linux prompt screen.
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10. Ping the OAM From the Linux command prompt ping the OAM gateway (default Gateway from the initial
I:' default gateway to config procedure) to make sure the gateway is reachable.
verify server is
available on the ine th K . hable:
network mgt e OAM gteay to a e sure itis reachable:
If the gateway is reachable it should be possible to SSH to the server IP and login as admusr
In case you cannot SSH to the configured server or cannot reach the OAM gateway, review the
initial configurations and review the network setup to ensure there are no connectivity issues.
Execute ip -4 addr (IPv4) or ip -6 addr (IPv6) to confirm the IP addresses configured during the
initialization are present.
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11.

[]

Verify NTP
connectivity

NOTE: Server sync to Network Time Protocol (NTP) is very important to the later steps in this
install.

To sync and verify NTP server connectivity, perform these steps:

# ntpq -pn

The “*” sign besides the NTP server Ip indicates the NTP server is in sync.

In case the sign is not there, you may try manually to sync with NTP server through the
following steps:

# service ntpd stop

# ntpdate <ntpserver address>
Bad response: 26 Jun 16:47:25 ntpdate[16364]: no server suitable for synchronization found

Good response:

# service ntpd start

If ntpdate has a bad response, follow up to get the needed networking, firewalls and
permissions to solve this connectivity issue with the NTP server.

NOTE: ‘ntpdate’ is an emergency utility; use only when you see significant time difference
between system and the actual time.

Repeat on remaining
servers

Repeat this procedure on all Policy components’ servers that are planned for service.

If solution is geo-redundant, this procedure need to be performed on sitel and site2 Policy
servers

THIS PROCEDURE HAS BEEN COMPLETED

6.2 PERFORM INITIAL CONFIGURATION OF THE POLICY SERVERS - CMP GUI

This procedure will perform initial configuration of the CMP GUI on a newly installed environment.

Note: In a deployment that has Geo-Redundant CMP servers (that is, CMP servers at two different sites), the other pair of CMP
servers will be added to the network topology using the CMP server at Site 1. The CMP Site 1 cluster will push the configuration
to the Site 2 (Geo-Redundant) CMP servers later.

82 of 237

E82615 Revision 01




Policy Management 12.2 Bare Metal Installation Guide

6.2: Perform Initial Configuration of the Policy Servers - CMP GUI

STEP
#

This procedure will configure the CMP at the Active site (CMP Site 1).
Prerequisites:

e  Network access to the CMP OAM REAL IP address, to bring up a web Browser GUI (http)

e If network access to the CMP is not available and the installation has an Aggregation switch, then a laptop can be
configured to use a port on the Aggregation switch to access the CMP GUI. If an Aggregation switch is not
available, a temporary switch may be used to provide network access to the CMP GUI.

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE..

I:I!‘

CMP GUI Open CMP GUI for the first time by opening the CMP OAM IP address in a supported
browser:
http://<cmp_real_OAM_ip>

Note: The initial GUI configuration can be performed on either CMP that will be located at
Sitel. If this is not geo-redundant solution there will be no Site 2 location.

If Network access has not been been enabled and the Installation has an Aggregation
switch, then a laptop can be configured to use a port on the Aggregation switch to access
the CMP GUI. Alternately, if an Aggregation switch is not available, a temporary Aggregation
switch may be needed during installation.

CMP GUI: Set CMP Mode Once connected to the CMP GUI for the 15t time the , the user will be prompted to configure
in 1%t selected CMP operation mode settings for the system, which define what functionality will be
configurable from the CMP GUI. The selection depends on the customer deployment.

The Policy Management Initial Configuration Screen presents as follows:
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ORACLE

Policy Management Initial Configuration Screen

CMP is not awrently configured in an operational mode. Please configure it before proceeding.

Importont: Dptions marked s Restricted are for wse within specific emvironments and sheuld net be enabled withsut autherization.

Mode

Cable
PCMM
DQOS (Restrict=d)
Diameter AF

Wireless
Dizmneter 3GPP
Dismneter 3GPP2 (Restricted)
PCC Extensions (Restrictzd)
Quotas Gx
Quotas Gy (Restrict=d)
LI (Restrict=d)
SCE-Gx {Restrict=d)
Gax-Lite (Restrictzd)
Ciseo Gx {Restrictzd)
DSR {Restrict=d)
Wirsless-C (Restricted)

SMS
SMPR
CMPF (Restrict=d)
¥ML (Restricted)

SPR
Subscriber Profiles (Restricted)
Quota (Restricted)

Wirsline {Restricted)

SPC {Restrict=a)

RADIUS (Restrict=d)

BaD
PCMM
Dismeter (Restrictzd)
RDR (Restrict=d)

000 00000 O00 O0000000000 OO0

Mamogs Policy Sarvers
Mamage MA Servers

Mhamage Policies

Mamage MRAS

Mamaga BoDs

Mamogs Madiation Sarvers

Maomogs 3PR Subsoiber Dota

Mamogs Gec-Badundant

Mamogar is HA [dustarsd)

Mamaga Analyfic Data

Mamogs Direct Link

Mamogar is NW.CMP [Restricied)

Meamoge Segment Monogement Servars (Restricied)

OO00drROOO0ORREOR

[

[Note: modes can be changed at a later time if needed, but the method to access to this
mode selection is not documented.] Contact Oracle Support if Mode selection is required to
be changed after the initial configuration.

3. CMP GUI: Set CMP Mode
in 1st selected CMP

Below is an example of a configuration that will provide basic functionality for a Policy
12.2.x Wireless solution. The wireless mode of operation will have already been confirmed
in earlier procedures. (Checkboxes are for example only).

For greater detail refer to the Configuration Management Platform Wireless User's Guide —
CMP Modes section
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ORrRACLE

Policy Management Initial Configuration Screen

CMF iz not oerentty configured in on operationol mode. Please configure it before proceeding.

Importont: Options marked o= Restricted are for wse within specific environments ond should nat be enabled withsut autherizrtion.

Meode
Cable
PCMM O
D05 [Restrict=d) O
Diameter AF O
Wireless
Diameter 3GPP ]
Dismeter IGFFZ (Restrict=d)  []
PCC Extensions (Restrict=d) O
Quotas Gx |
Quotas Gy {Restrict=d) O
LI [Re=tricted) O
SCE-Ex {Restrict=d) O
Gx-Litm (Restricted) O
Ciszo Gx {Restrict=d) O
DSR. {Restrict=d) O
Wireless-C (Restrick=d) O
SMS
SMPP ]
CHPF {Restricted) O
ML (Restricted) O
SPR
Subscriier Profiles (Restricted) []
(uota [Restrict=d) O
Wirsline {Restrict=d) O
SPC {Restrictsd) O
RADIUS (Restricted) O
BaD
PCMM O
Dimmeter (Restricted) O
RDR [Restrict=d) O
Maomoga Policy Sarvars =)
Mhannga MA Sorvars O
Mannga Polidos =
Manoge MRAs =
Manoge BoDs O
Mhanogs Madiction Sarvers 0
Mhanogs SPR Subscriber Data 0
Hhamogs Geo-Redundant 0
Monoger is HA [dustered) =
Maomoga Analytic Dota O
Mhamoga Diract Link O
Mhamogar is NW-CMP [Restriced) O
Mannga Sogment Monagament Sarvars (Restrictod) O

Note: Restricted mode options should only be selected with the advice of an Oracle Support
representative.

The following examples are for reference only. The particular requirements for any given
customer configuration may be specific that customer.

For a Wireless network:

e Wireless: Diameter 3GPP
Quotas Gx
Manage Policy Servers
Manage Policies
Manage MRAs
Manage Geo-Redundant
Manager is HA (clustered)
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For a Wireless-C network:
e  Wireless: Diameter 3GPP, Quotas Gx, DSR, Wireless-C; SMS: CMPP
Manage Policy Servers
Manage Policies
Manage MRAs
Manage Mediation Servers
Manage SPR Subscriber Data
Manager is HA (clustered)

About using Wireless-C Mode:

Wireless-C : Supports a wireless system supporting a Mediation server; SMS Notification
Statistics; and SCTP counters

To support a Mediation server, the Policy Management system must be configured for
Wireless-C mode and have “Manage Mediation Servers” enabled.

The Mediation server provides the interface between a Subscriber Profile Repository (SPR)
server and a business and operation support system (BOSS) client to manage subscriber
data. The Mediation server uses SOAP messaging over HTTP/HTTPS protocol to process
subscriber profile and service subscription data.

Additional Information:

Diameter 3GPP, 3GPP2(Restricted) and Gx-Lite (Restricted) enable the functionality required
to support these protocols in a Policy Management Solution

LI (Restricted) is used if the MPE installation will perform LI (Lawful Intercept )functions. To
use this option the LI version of the MPE I1SO image must have been installed on the MPEs
in the Policy Management Solution. Contact Oracle Support for additional Information.

Manage Policy Servers & Manage Policies are basic functions of the Policy Management
Solution

Manage MRAs is only needed if MRAs, which are optional, are planned in the deployment

Manager is HA (clustered) provides High Availability functionality for a clustered pair of
servers and is typically used in customer deployments.

Manager is NW CMP & Manager is S-CMP are specific to a “Tiered CMP System”
deployment. Refer to Configuration Management Platform Wireless User's Guide for the
procedure to deploy a Tiered CMP System.

Note: The mode selections on this form depend on the customer deployment and should
conform with the engineering team responsible for the planned Policy Management
Solution deployment.

4, CMP GUI: Login to CMP

I:I GUI

After finishing the policy mode selection and pressing “OK”, login screen below would be
displayed:
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ORACLE’

5. CMP GUI: Set admin

I:' password

Initial, default login is admin/policies
After login, the system will prompt the user to change the admin password.

(=) el Oracle Communications Policy Management

Pavuward [ 2pred

Thea passssard lor this scooan bes axgired asd =t be changad.

Lnerrares
Lurmant Fasword

Fapuword

Chargn Faarens Casol

Enter the default old password then the new password twice and press “Change Password”
button.

6. CMP GUI: Verify that the

I:' CMP GUI is displayed, with
expected menus.

'@ =J'al Oracle Communications Policy Management

B Bedey Barvers
5 o

MY FAYORITES
BLECY SERVER
sl b

o qprwieen Tempsstr
Aguin whmwrs

A Lt
il P idi

el Lorrornbitns
Py Consdles 1D
Trwie Prodie

ety Pt
Prrirerd Tomn Prodam
| I
‘argeng Servern

[T TP S—

Hirharirg Ry
L il e S By
Aarshaes. Werdeey

P BEY MARLCE N
N TWUHR

! HEA

* ATHERH WLST ROPORTE

T FLATFONRM S27TING

¢ eCRADE

C AL CONFTSURATINN
]
ADMIKISTRATION
FELr

THIS PROCEDURE HAS BEEN COMPLETED
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This procedure will perform initial configuration of the CMP GUI, CMP Site 1 cluster

6.3: CMP Sitel Cluster Topology Configuration

STEP
#

You must configure the active site (Site 1) CMP cluster.

Note: In a deployment that has Geo-Redundant CMP servers (that is, CMP servers at two different sites), the other pair of
CMP servers will be added to the network topology using the CMP server at Site 1. The CMP Site 1 cluster will push the
configuration to the Site 2 (Geo-Redundant) CMP servers later.

Prerequisites:

To complete this procedure, you need the following information:
e  OAMVIP — IP address and netmask for the cluster VIP address on the OAM network.
e Hostname — The names you choose for each server in the cluster.

e  Signaling VIPs (optional) — Up to four IPv4 or IPv6 addresses and netmasks of the signaling VIP addresses. For
each, select None, SIG-A, SIG-B, or SIG-C to indicate whether the cluster will use an external signaling network. If
you specify either SIG-A, SIG-B, or SIG-C you must enter a Signaling VIP value.

e The admin password (cmp_password) you previously defined.
e (Cluster Name — The name you choose for the CMP cluster (the default is CMP Site 1 Cluster).

e HW Type — Determines whether VLANs are required. If you select c-Class, c-Class (segregated traffic), or Netra
hardware, VLANs are required. For RMS hardware, VLANs are not required.

e Network VLAN IDs — The values designated during the Initial Configuration done with placfg.

e  SNMP configuration (optional)— snmp_sys_location (the enclosure name), snmp_community_string (the
community string), and snmp_trap_destination (the trap destination), which you previously defined.

e  Network access to the CMP OAM IP address, to bring up a web Browser GUI (http)

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

I:I!‘

CMP GUI: View Note: Only the following Web Browsers are supported in Oracle Communications Policy
Topology Settings Management 12.2

e Mozilla Firefox® release 31.0 or later

e Google Chrome version 40.0 or later

*Internet Explorer in not supported for this procedure
Select: Menu - Platform Settings - Topology Settings = all clusters

The initial form will open, and display a message that initial configuration detected and CMP
Site 1 Cluster should be added.
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(ol Oracle Communications Policy Management — ﬁ'ﬁ'ﬁ'
ey { semetiegepr gl i
Ul baregs
[ T el g Lk T mmrerk | el e
2. CMP GUI: Add CMP Site | Select the button to “Add CMP Site 1 Cluster”.
I:I 1 Cluster — Server A
The Topology Configuration form is displayed.
¥ 1 osguabenry ¢ o ligpa ral boey
=i ooy Lliwgri
2 o
[ =t meertmny
| :;'hm x;ﬁ‘&:; [ VLAN IS
HAY Trpm [Fa= = I-\."' i
[ i\xa n
s v | e F |
Sagraiey Wil
vnn-h-j-l |
Gaaarsl ottimgs
- |-J|r||:n|u||\r
P retemace et O e

In this form, the CMP cluster can be given a name, and certain characteristics of the cluster
are defined.

This form will define a VIP address to be assigned to the active server in the cluster.

Complete the form according to the system design.

Define the “Cluster Settings”

Select the “HW Type” from the list

—| ElCluster Settings

General

Settings

Name CMP Sitel Cluster

Appl Type CMP Sitel Cluster

HW Type
C-Class(Segregated Traffic)
Oracle RMS
RMS

QAM VIP WM

Add New VIP |Ed'|l Delete

Signaling VIPs

Add New VIP |Ed'|l Delete
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Available options are:

e (C-Class (default) — HP Enterprise ProLiant BL460 Gen6/Gen8/Gen9 server

e (C-Class (Segregated Traffic) (a configuration where Signaling and other networks are
separated onto physically separate equipment) — HP Enterprise ProLiant BL460
Gen6/Gen8/Gen9

e  Oracle RMS (rack-mounted servers using tagged VLANs)

e RMS (for a rack-mounted server not using VLANSs)

e VM (virtual machine)

If you selected C-Class, C-Class (Segregated Traffic), or Oracle RMS, enter the General Network
- VLAN IDs.

Enter the OAM, SIG-A, and (optionally) SIG-B virtual LAN (VLAN) IDs.

VLAN IDs are in the range 1-4095. The default values are:

e OAM-3
e SIG-A-5
e SIG-B-6

Select OAM VIP “Add New VIP”.

OAM VIP I

Add New VIP Edit| | Delete

The New OAM VIP dialog box appears: Enter the OAM VIP and the mask.

New DAM VIP

| Save | | Cancel |

This is the IP address the CMP server uses to communicate with a Policy Management cluster.

Note: Enter the IPv4 address in standard dot format and its subnet mask in CIDR notation
from 0 to 32, or the IPv6 address in standard 8-part colon-separated hexadecimal string
format and its subnet mask in CIDR notation from 0 to 128.

Click “save”.
The OAM VIP and mask are saved. Repeat this step for a second OAM VIP, if needed.
Note: Typically Signaling VIPs are not added to the CMP

Define the settings for Server-A in the Server-A section of the page

The “IP” address and “Host Name” of Server-A will be the IP address and Host Name used
during the “Initial Configuration” of the server from section 6.1 of this document. They must
match exactly. If Server-A is network reachable from the CMP it is recommended to use the
“load” button once the IP address and IP Preference have been defined. The CMP will
attempt to load the hostname from the ip reachable server. This will not only confirm network
connectivity but will also minimize the possibility of th incorrectly defining the Host Name.

To configure Server-A, in the Server-A section of the page:

a) (Required) To enter the IP address, click Add New IP.
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The Add New IP dialog box appears.
1. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard IP dot-format.
For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal string
format.

2. Select the IP Preference: IPv4 or IPV6.

The server will preferentially use the IP address in the specified format for communication.

. If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be selected.
. If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be selected.
b) Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of the Linux
command uname —n).

Note: If the server has a configured server IP, you can click Load to retrieve the remote server
host name. If the retrieve fails, this a sign that the ip address configured is not accessible
across the network. Alternately, you may enter the host name manually but it is
recommended to do any network troubleshooting that may be required.

Server-A example:

Delete Server-A I

General Settings

I{IP‘_I > =10.75.150.133/>

Add New IP | Edit | Delete

IP Preference ® 1pva O IPVS
HostName x52-cmp-1a
Forced Standby O

Topology Configuration of the HW Type “Oracle RMS” example:
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—| ElCluster Settings
General -
Settings Network Configuration
Name CMP Sitel Cluster I Network:
Appl Type CMP Sitel Cluster VLAN ID
HW Type [aracle rms 0AM [
SIG-A |41
<DAM VIP1><10.75.150,132/26>
0OAM VIP SIG-B |42

Add New VIP I Edit| | Delete

Signaling VIPs

Add New VIP IEdil Delete

—| Elserver-A
Delete Server-A |

General Settings

|<Ipl> <10.75.150.133/>

Add New IP | Edit  Delete

1P Preference ® 1pva O 1PV6
HostName x52-cmp-1a
Forced Standby O

Savel &nce\l

When done, Save the form and select OK .

If the configuration contains VLAN IDs you will be prompted to confirm the VLAN IDs.

The VLAN IDs on the page must match the VLAN IDs configured on the server.
A mismatch will cause HA to fail. Please confirm that the VLAN IDs are correct
= before saving.

|site |oam [s16-A |s1e-B |
|Primary |20 |a1 a2 |

Cancel

Then the following confirmation prompt appears. Click <OK>

Active Server will restart and you will be logged out.

At this point you will be logged out of CMP GUI.

3. CMP GUI: Login using

I:' the CMP cluster VIP.

After the Topology Configuration is saved, the CMP VIP address will be taken by the Active
CMP server of the cluster. This may take a minute.

Login to the CMP GUI using the VIP address, then navigate to Platform Settings = Topology
Settings 2 all clusters > CMP Sitel Cluster
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Verify the configured CMP server is now in “Active” state

4 SSH to CLI: If the CMP

I:I VIP is not available

SSH to the CMP Real IP address of the CMP server to confirm the server role is “active” as
shown below

# ha.mystate

o rootdiSite | -CMP- Az

NOTE: “DbReplication_old” with role “O0S” is not an indication of a problem and can be
ignored.

It is still possible to login to the CMP server with its Real IP address, if needed, to verify that
the Topology Configuration was done correctly.

5 CMP GUI: Modify CMP

I:I Site 1 Cluster —add
Server B

Modify CMP Site 1 Cluster — add Server B

Select: Menu = Platform Settings = Topology Settings
Select View for CMP Site 1 Cluster
Select Modify Server B

N Toemioyy Satteg [T R— [ - -
=L ]
¥ e
Eaveraal
g
AT
sl Ten
o
W 1 e

The Topology Configuration now presents Server-B for configuration.
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—| ElCluster Settings

General -
Settings Network Configuration
Name CMP Sitel Cluster I Network
Appl Type CMP Sitel Cluster VLAN ID
HW Type Oracle RMS OAM 40
DAM VIP <0AM VIP1><10.75.150.132/26> SIG-A 41
Signaling VIPs SIG-B 42
—| & Server-A

General Settings

P <IP1=<10.75.150.133=

IP Preference IPva

HostMame x52-cmp-la

Forced Standby No

Status achive
—| =Server-B

Delete Server-B
General Settings
P |
Add New 1P Edit| Delete

IP Preference O va O 1Pvs

HostMame Load

Forced Standby O

Define the settings for Server-B in the Server-B section of the page

To configure Server-B, in the Server-B section of the page:

a) (Required) To enter the IP address, click Add New IP.
The Add New IP dialog box appears.
1. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard IP dot-format.
For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal string
format.

2. Select the IP Preference: IPv4 or IPV6.
The server will preferentially use the IP address in the specified format for communication.

. If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be selected.
. If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be selected.

b) Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of the Linux
command uname —n).

Note: If the server has a configured server IP, you can click Load to retrieve the remote server
host name. If the retrieve fails, this a sign that the ip address configured is not accessible
across the network. Alternately, you may enter the host name manually but it is
recommended to do any network troubleshooting that may be required.

Example of Sitel CMP Cluster Server B Topology Configuration
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[ Esemers]

Delete Server-B

General Settings

.75.150.134>
IP
Add New 1P| edit| Delete |
IP Preference ® 1Pva O 1PVS
HostName |x52-cmp-1b Load
Forced Standby Automatically set

Eavel Cancel |

a. Select “save” then “OK” on the following confirmation message.

Active Server will restart and you will be logged out.

oK Cancel |
L -

The server status will be “out-of-service” for few minutes and that is expected until the cluster
forms.

ElServer-B

General Settings

IP <IP1><10.75.150.134>
IP Preference IPv4

HostName ¥52-cmp-1b

Forced Standby Yes

Status out-of-service

Note: Wait for any Alarms, such as the following, to clear. This takes about 5 minutes

31282 The HA manager {cmha) is impaired by a s/w fault

6. CMP GULI: Verify Server B

I:' is added

Refresh the CMP GUI screen: Menu - Topology = CMP Site 1 Cluster
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Topology Configuration
3 Topology Settings Modify Cluster Settings | Modify Server-A || Modify Server-8 | | Back
=43 Al Clusters

JECHP Sitei Cluste:

—| PCluster settings
g:;f;;'s Network Configuration
Mame CMP Site1 Cluster [ General Network
Appl Type CMP Site1 Cluster VLAN TD
HW Type Orade RMS oam a0
oAM VIP <OAM VIP1><10.75.150.132/26> s1G-A a1
signaling vIPs sicB a2
—| E Server-A
General Settings
» <IP1><10.75.150.133>
1P Preference Pva
HostName x52-cmp-1a
Forced Standby No
Status active
—| Elserver-B
General Settings
i <IP1><10.75.150.134>
1P Preference Pva
HostName X52-cmp-1b
Forced Standby Yes
Status standby

Verify status is:
e  Forced Standby = yes (automatically set upon entering CMP Server-B information)
e  Status = standby (after refreshing the page)

7. CMP GUI: Remove Force

I:I Standby on Server B

Click Modify Server-B button and uncheck “Force Standby”, then click Save when finished and
OK to the following confirmation message:

[Esmers)
Delete Server-B |

General Settings

<IP1l*= <10.75.150.134/>

IP
Add New IP | Edit | Delete
IP Preference ® 1Pva O 1PVE
HostMame |x52-cmp-1b Load
| Forced Standby |:||
Status standby

Cancel |

Verify status becomes:
e  Forced Standby = no
e  Status = Standby

HServer-B

General Settings

- <IP1><10.75.150.134>
IP Preference IPv4

HostName X52-cmp-1b

Forced Standby No

Status standb—j

8. CMP GUI: Verify CMP

I:' cluster

SYSTEM ADMINISTRATION —> Reports

Verify both CMP servers are present, with one “Active” and the other in “standby”
status and also the status of the cluster is “On-line”:
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2. C|M|: GUL: Verify CMP SYSTEM WIDE REPORTS > Active Alarms
cluster
I:I Verify that there are no active alarms on CMP(s).

10. EMP GUI: Add SNMP PLATFORM SETTING > SNMP Settings
ervers

Make the appropriate configuration for SNMP destination, version and community string and
then select save.
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NOTE: De-select the checkbox for “traps enabled” until ready to go live.

THIS PROCEDURE HAS BEEN COMPLETED
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You must configure the management relationships between the active-site CMP cluster and the other
servers as well as the cluster assignments. After you complete these procedures, the status of the servers
will be available from the CMP system.

You can configure clusters at remote sites even if those sites are not yet fully networked or configured. In
this case the CMP system reports alarms and will continue to try to establish the management services to
the clusters until it can reach them. When the clusters become available, the CMP system will update
status and the alarms will clear.

Note: For the full management relationships to be established, certain IP network services must be
allowed between the CMP Site 1 cluster and the other clusters in the network. Incorrectly configured
firewalls in the network can cause the management relationships to fail and alarms to be raised at the
CMP system.

6.4.1 Adding a CMP Site2 Cluster for CMP Geo-Redundancy

6.4.1: Adding a CMP Site2 Cluster for CMP Geo-Redundancy

STEP | This procedure will configure a Geo-Redundant CMP Site2 Cluster. After this procedure a Site2 CMP Cluster will be visible

# on the CMP GUI: Platform Setting = Topology Settings

IMPORTANT:

Certain IP network services must be allowed between the CMP Sitel cluster and the CMP Site2 cluster in the network, in
order for the Geo-Redundant CMP relationship to be established. Incorrectly configured Firewalls in the network can
cause issues. It is highly recommended that any network issues are resolved before performing this procedure.

Prerequisites:

Before beginning this procedure, verify that you have HTTP access to the CMP server. The Policy Management CMP
software must be installed on the target servers which will form the CMP Site2 Cluster and they must have been
configured with network time protocol (NTP), IP routing, and OAM IP addresses. See Section 5:Preparing the System
Environment in this document.

To complete this procedure, you need the following:

e HW Type — Determines whether VLANs are required. If you select c-Class, c-Class (segregated traffic), or Netra
hardware, VLANSs are required. For RMS hardware, VLANs are not required.

e  OAMVIP — The IP address and netmask the CMP cluster uses to communicate with an MPE or MRA cluster.

e Network VLAN IDs (depends on HW Type) — The values designated during the Initial Configuration done with
placfg.

e  The information that you previously configured for the CMP Site 1 cluster.

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

CMP GUI: Login to CMP From Browser, enter CMP Server VIP in Navigation string.
Server GUIs (using VIP)

I:I!‘

Note: Only the following Web Browsers are supported in OCMP 12.2

e Mozilla Firefox® release 31.0 or later
e Google Chrome version 40.0 or later

*Internet Explorer in not supported for this procedure
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ORACLE

Login as admin (or a user with admin privileges)

2. CMP GUI: View Active

I:I Alarms

It is recommended to View the Active Alarms in the system before performing Configuration
work. Check Alarm information and determine if any Alarms present may affect configuration
activies.

11/05/15 02:59 PM | admin | Logou

View of Alarms from CMP GUI upper right banner

Pt asal Tomar Prafdas

Dinplay resulis par paga: [51 5]
[hiestd Frey D Meatf Last] Tobal 1| papes

Brsmrang Pasldss
Lbary T il g e Beverdty  Alarm I Age /2
L S

Barimy Catwmay BT
— ey

Tosiam BV Dufabman
Tastnm Wandars

FULECY MAMALGTFLRT
wa

SURSCE R R

) 1w

HER

SYSTLM WIDE REPDETS
) Daskieresd
Sebairdas ARy g

View of Alarms from System Wide Reports -> Active Alarms

IMPORTANT: In Policy 12.2.x, there is On-line help provided for Alarm descriptions.

In the Alarm views, click on the alarm Id to open the Alarm description help page.
Alternatively, from the Menu select On-Line Help, and select Troubleshooting Guide. Search
this for the Alarm Id.

3. CMP: View Topology

I:I Settings

PLATFORM SETTINGS -> Topology Settings

Cluster Configuration
‘2 Topology Settings
= J"_‘ Il Clusters Add CMP Sitel Cluster Add CMP Site2 Cluster Add MPE/MRA Cluster I |

[8] cmp site1 Cluster

Cluster Settings

[ Name [ Appl Type OAM VIP [ Server—¢
| CMP Sitel Cluster (P) | CMP Sitel Cluster 10.240.220.228/27 | 10.240.220.

The Topology Settings screen allows for the selection of adding a CMP Site2 Cluster (used for
CMP Cluster Geo-Redundancy) or adding an (MPE/MRA) Cluster.

Note: Adding a CMP Site2 Cluster does not require the “Manage Geo-Redundant” mode
option to be selected. This option is for adding Geo-Redundant MPE/MRA/Mediation clusters.
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4.

[]

CMP GUI: Add Site 2
CMP Cluster

Adding a CMP Site2 CMP cluster is optional. If the Policy Management Solution design calls
for “Geo-Redundant” CMP clusters, the “Site 2 CMP Cluster” must be configured from the
“CMP Sitel Cluster” GUL.

PLATFORM SETTINGS > Topology Settings

Cluster Configuration

Add CMP Site2 Cluster || Add MPE/MRA Cluster |

\ MName | Appl Type | 0AM VIP | Serv
[ CMP Sitel Cluster (F) [ cMPsitel Cluster | 10.75.150.132/26 [ 10.75.1

Cluster Settings

Select “Add CMP Site2 Cluster” and the Topology Configuration from presents

Topology Configuration

—I ElCluster Settings

General
Settings
Name CMP Site2 Cluster

Network Configuration

-
Appl Type CMP Site2 Cluster General Network—————————
HW Type | C-Class = VLAN 1D
oaM =
= siG-A s
0AM VIP I ﬂ sic-s s
Add New VIR
signaling VIPs
Add New vIP
«{ Elserver-A

Delete Server-A

General Settings

v | E

Add new 1P
1P Preference  1pva T 1pvE
HostName I
Load

Forced Standby T

save | cancel

Complete the form according to the system design.

Define the “Cluster Settings”

Select the “HW Type” from the list.
Available options are:

e  (C-Class (default) — HP Enterprise ProLiant BL460 Gen6/Gen8/Gen9 server

e C-Class (Segregated Traffic) (a configuration where Signaling and other networks are
separated onto physically separate equipment) — HP Enterprise ProLiant BL460
Gen6/Gen8/Gen9

e  Oracle RMS (rack-mounted servers using tagged VLANs)

e RMS (for a rack-mounted server not using VLANSs)

e VM (virtual machine)

If you selected C-Class, C-Class (Segregated Traffic), or Oracle RMS, enter the General Network
- VLAN IDs.

Enter the OAM, SIG-A, and (optionally) SIG-B virtual LAN (VLAN) IDs.
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VLAN IDs are in the range 1-4095. The default values are:

e OAM-3
e SIG-A-5
e SIG-B-6

Select OAM VIP “Add New VIP”.

OAM VIP I

Add New VIP Edit| | Delete

The New OAM VIP dialog box appears: Enter the OAM VIP and the mask.
New DAM VIP

IP
Mask

| Save | | Cancel |

This is the IP address the CMP server uses to communicate with a Policy Management cluster.

Note: Enter the IPv4 address in standard dot format and its subnet mask in CIDR notation
from 0 to 32, or the IPv6 address in standard 8-part colon-separated hexadecimal string
format and its subnet mask in CIDR notation from 0 to 128.

Click “Save”.
The OAM VIP and mask are saved. Repeat this step for a second OAM VIP, if needed.

Note: Typically Signaling VIPs are not added to the CMP.

Define the settings for Server-A in the Server-A section of the page

The “IP” address and “Host Name” of Server-A will be the IP address and Host Name used
during the “Initial Configuration” of the server from section 6.1 of this document. They must
match exactly. If Server-A is network reachable from the CMP it is recommended to use the
“load” button once the IP address and IP Preference have been defined. The CMP will
attempt to load the hostname from the IP reachable server. This will not only confirm network
connectivity but will also minimize the possibility of incorrectly defining the Host Name.

To configure Server-A, in the Server-A section of the page:
a) (Required) To enter the IP address, click Add New IP.
The Add New IP dialog box appears.
1. Enter the IP address in either IPv4 or IPv6 format.
This is the IP address of the server. For an IPv4 address, enter it in the standard IP dot-format.
For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal string
format.

2. Select the IP Preference: IPv4 or IPV6.

The server will preferentially use the IP address in the specified format for communication.

. If neither an IPvé OAM IP nor a static IP address is defined, IPv6 cannot be selected.
. If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be selected.
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b) Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of the Linux

command uname —n).

Note: If the server has a configured server IP, you can click Load to retrieve the remote server
host name. If the retrieve fails, this a sign that the IP address configured is not accessible

across the network. Alternately, you may enter the host name manually but it is
recommended to do any network troubleshooting that may be required

For example: Here the HostName has been populated by clicking on the “load” button.

~| Elserver-A
Delate Sarver-A |

General Settings

1P
Add NewIPI EditI Delete
1P Preference * 1pya O IPve
| E52-:mp-2a |
HostMame
Load |

Forced Standby -

An example of the completed form for HW Type “Oracle RMS”.
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“Save” the completed form and confirm the VLAN IDs if needed
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VLAN Confirmation

The VLAN IDs on the page must match the VLAN IDs configured on the server.
H A mismatch will cause HA to fail. Please confirm that the VLAN IDs are correct
5= before saving.

|site [oam ls1G-A |sice |
|Pri mary |3 ‘5 |6 I

There will be a transition period and some alarms that will clear after a few minutes while the
“Sitel CMP Cluster” configures the GeoRedundant “CMP Site2 Server-A”. When complete the
Geo-Redundant “CMP Site2 Cluster” is now visible in PLATFORM SETTINGS - Topology
Settings

e i e T o P

Note: For further detail of regarding the relationship between the Primary Sitel CMP Cluster
(P) and the Site2 CMP Cluster (S) refer to Configuration Management Platform Wireless
User's Guide

Confirm the newly added “Site2 CMP Cluster” Server-A is “active”.

PLATFORM SETTINGS > Topology Settings=>CMP Site2 Cluster

3 Moo Ferem ettt e e e A

Note: Server-B is now visible and will be used for the next step

5. CMP GUI: Add Site 2

I:' CMP Cluster

CMP-Site2 Cluster will need Server-B added to complete the cluster configuration. From the
“Topology Setting” menu click on CMP Site2 Cluster.

Click on “Modify server-B”.

B

e bk
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Define the settings for Server-B in the Server-B section of the page

To configure Server-B, in the Server-B section of the page:
a) (Required) To enter the IP address, click Add New IP.
The Add New IP dialog box appears.
1. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard IP dot-format.
For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal string
format.

2. Select the IP Preference: IPv4 or IPV6.

The server will preferentially use the IP address in the specified format for communication.
. If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be selected.
. If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be selected.

b) Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of the Linux
command uname —n).

Note: If the server has a configured server IP, you can click Load to retrieve the remote server
host name. If the retrieve fails, this a sign that the IP address configured is not accessible
across the network. Alternately, you may enter the host name manually but it is
recommended to do any network troubleshooting that may be required.

For example:
e e | [ e

+ TS S Euvie asarel il

Lemeral ilergs

There will be a transition period and several alarms that will clear after a few minutes while
the Sitel CMP Cluster configures the GeoRedundant CMP Site2 Server-B. Wait for all the
alarms to clear and then then confirm that Server B in the CMP Site2 Cluster is now standby.
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PLATFORM SETTINGS > Topology Settings=> CMP Site2 Cluster

el . e s
i a8 Sl =
] ek it st
] o e i
Note: Forced Standby of Server-B status is Yes.
6. CMP GUI: Clear “Forced From the Topology Settings” menu select the CMP Site2 Cluster and click on the “Modify
I:' Standby” — Server-B Server-B” again to uncheck the “Forced Standby” state of “Server-B” by unchecking the

“Forced Standby” box. “Save” the configuration.

1opology LonTiguraton
A Topolegy Settings

B all sites Ecluster Settings

B3 All Clusters . \
- eneral i
8] cMp sitet Cluster Settings Network Configuration
ROl CHP sit=2

Name CMP Site2 Cluster General Network—————

VLAN ID
HW Type Oracle RMS oaM 3

OAM VIP <OAM VIP1><10.75.175.200/25> SIG-A 5
Signaling VIPs SIGB 6

«{ El Server-A

Appl Type CMP Site2 Cluster

General Settings

i <1P1><10.75.175.201>
1P Preference 1Pva

HostName X52-cmp-2a

Forced Standby No

Status active

«{ Elserver-B

Delate Server-8

General Settings

<IP1> <10.75.175.202/> ﬂ

Add New 1P

P

IP Preference & 1pva © 1pvE
HostName [xs2-cmp-2b Load

Forced Standby [
Status standby

The Geo-Redundant Site2 cluster confugration has been completed. The CMP Sitel Cluster

will be marked with a (P) for primary and the CMP Site2 Cluster wiil be marked with an (S) for
secondary.

PLATFORM SETTINGS > Topology Settings=>

=
S5 S
3.
- . b Py | Prbmeeens e v et e e
s - . rere v
L PR — - L TL [E—

THIS PROCEDURE HAS BEEN COMPLETED
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6.4.2: Setting Up a Non-CMP Cluster (MIPE/MRA/Mediation)

STEP | This procedure will configure the management relationships between the CMP and other Non-CMP clusters in Wireless
# Mode.
A non-CMP cluster includes one of the following server types:

o MPE

o MRA

. Mediation

IMPORTANT:

Certain IP network services must be allowed between the CMP Site 1 cluster and the other clusters in the network, in
order for the full management relationships to be established. Incorrectly configured Firewalls in the network can cause
the Management relations to fail, and Alarms to be raised at the CMP.

Prerequisites:

Before beginning this procedure, verify that you have HTTP access to the CMP server.

Before defining a non-CMP cluster, ensure the following:

e The server software is installed on all servers in the cluster.

e The servers have been configured with network time protocol (NTP), IP Routing, and OAM IP addresses.

e  The server IP connection is active.

See Section 5:Preparing the System Environment in this document.
To complete this procedure, you need the following:

e HW Type — Determines whether VLANs are required. If you select c-Class, c-Class (segregated traffic), or Netra
hardware, VLANs are required. For RMS hardware, VLANs are not required.

e OAM VIP (optional) — The IP address and netmask a CMP cluster uses to communicate with an MPE or MRA
cluster.

e  Signaling VIPs (required) — The IP address a policy charging and enforcement function (PCEF) uses to
communicate with a cluster. At least one signaling VIP is required. Define up to four IPv4 or IPv6 addresses and
netmasks of the signaling VIP addresses. For each, select None, SIG-A, SIG-B, or SIG-C to indicate whether the
cluster will use an external signaling network. You must enter a Signaling VIP value if you specify either SIG-A,
SIG-B, or SIG-C.

e Network VLAN IDs — The values designated during the Initial Configuration done with placfg.

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.
IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.
1 CMP GUI: Login to CMP From Browser, enter CMP Server VIP in Navigation string.

Server GUIs (using VIP)
Note: Only the following Web Browsers are supported in OCMP 12.2

e Mozilla Firefox® release 31.0 or later
e  Google Chrome version 40.0 or later

*Internet Explorer in not supported for this procedure

106 of 237 E82615 Revision 01




Policy Management 12.2 Bare Metal Installation Guide

6.4.2: Setting Up a Non-CMP Cluster (MPE/MRA/Mediation)

ORACLE

Login as admin (or a user with admin privileges)

2. CMP GUI: View Active

I:I Alarms

It is recommended to View the Active Alarms in the system before performing Configuration
work. Check Alarm information and determine if any Alarms present may affect configuration
activies.

11/05/15 02:59 PM | admin | Logou

View of Alarms from CMP GUI upper right banner
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View of Alarms from System Wide Reports -> Active Alarms

IMPORTANT: In Policy 12.2.x, there is On-line help provided for Alarm descriptions.

In the Alarm views, click on the alarm Id to open the Alarm description help page.
Alternatively, from the Menu select On-Line Help, and select Troubleshooting Guide. Search
this for the Alarm Id.

3. Mode Configuration

I:I Considerations

The proper Modes must be selected during the initial GUI configuration for all the options in
this procedure to be available for configuration on the CMP. To add a Non-CMP cluster the
following Mode Options must be selected on the CMP:

e  MPE (Manage Policy Servers)
e  MRA (Manage MRAs)
e  Mediation (Manage Mediation Servers)
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Manage Policy Servers
Marnage MA Servers
Manage Policies

|P—-1ar‘|age MRAS

Manage BoDs
| Manage Mediation Servers
Manage SPR Subscriber Data
Manage Geo-Redundant
Manager is HA (clustered)
Manage Analytic Data
Manage Direct Link
Manager is NW-CMP (Restricted)
Manage Segment Management Servers (Restricted)

I S | ) | (U

Notes:
e Mediation Servers are used with Wireless-C Mode enabled. Thisis a

restricted setting. For further details on using the Wireless-C mode contact
your Oracle Support representative. Mediation Servers are not needed for most
Wireless configurations.

e [f “Manage Geo-Redundant” mode is selected proceed to the next procedure
6.4.4: Setting Up a Non-CMP Cluster (MPE/MRA/Mediation).

Modes can be changed at a later time if needed, but the method to access this mode selection
is not documented. Contact Oracle Support if Mode selection is required to be changed after
the initial configuration.

4. CMP GUI: Add
I:' MPE/MRA/Mediation
Clusters

PLATFORM SETTINGS -> Topology Settings

Cluster Configuration

Add MPE/MRA/Mediation Cluster |

Cluster Settings

[ cmp site1 Cluster

-[8] cmp site2 Clust Name Appl Type 0AM VIP Ser
e CMP Sitel Cluster (P) CMP Site1 Cluster 10.75.150.132/26 10.75.
CMP Site2 Cluster (5) CMP Site2 Cluster 10.75.175.200/25 10.75.

On the cluster Configuration page select “Add MPE/MRA/Mediation”

Note: Mediation will only be present if “Manage Mediation Servers” was selected.

e The procedure for adding an MPE/MRA or Mediation Cluster is the same except for
selecting “Appl Type” which will be MPE/MRA or Mediation respectively.

The Topology Configuration page presents:
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Topelogy Configuration

[l ro00/00y Settings
EM3 Al Clusters «{ ElCluster Settings
8] cMp sitet Cluster . :
eneral 5
*[8] CMP Site2 Cluster Settings Network Configuration
Name [General Network————————
Appl Type MeE | VLAN ID
OAM 3
HW Type C-Class -
H SIG-A
— SIG-B &
oAM vIP zi siec [z
Add New VIR
Signaling VIPs
Add New VIP
‘{ ElServer-A

Delete Server-A

General Settings

P j
Add New IP

1P Preference  pva T IPve

HostName
Load

Forced Standby [T

Elserver-B
Add Server-8

Save | Cancal

5. CMP GUI: Add
I:I MPE/MRA/Mediation
Clusters

Complete the form according to the system design.

Itis allowed to add both Server-A and Server-B at the same time.

Notes:
e Itis possible to come back at a later time and modify any settings made at this time.

e  The procedure for adding an MPE/MRA or Mediation Cluster is the same except for
selecting “Appl Type” which will be MPE/MRA or Mediation respectively.

Define the “Cluster Settings”

Name (required) — Name of the cluster. Enter up to 250 characters, excluding quotation
marks(") and commas (,).

Appl Type — Select the type of server: MPE (default) MRA or Mediation
HW Type — Select the type of hardware:

e  (C-Class (default) — HP ProLiant BL460 Gen6/Gen8 server

e (C-Class (Segregated Traffic) (a configuration where Signaling and other networks are
separated onto physically separate equipment) — HP ProLiant BL460 Gen6/Gen8

e Oracle RMS — Oracle Server X5-2 or Oracle Netra Server X5-2

. RMS (rack-mounted server) — HP ProLiant DL360 Gen6 or HP ProLiant DL380
Gen8/Gen9 server

e VM (virtual machine)

e  VM(Automated) (VM managed by NF Agent)

If you selected C-Class, C-Class (Segregated Traffic), or Oracle RMS, enter the General Network
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- VLAN IDs.

Enter the OAM, SIG-A, and (optionally) SIG-B virtual LAN (VLAN) IDs.

VLAN IDs are in the range 1-4095. The default values are:

e OAM-3
e SIG-A-5
e SIG-B-6

OAM VIP — The OAM VIP is not typically used for Non-CMP clusters. The Real IP address
is used by the CMP to communicate with the Non-CMP cluster.

Signaling VIPs (required) — The signaling VIP is the IP address a PCEF (or Gateway) device uses
to communicate with a cluster. Click Add New VIP to add a VIP to the system. A cluster
supports the following redundant communication channels for carriers that use redundant
signaling channels.

e SIG-A
e SIG-B
e SIG-C
At least one signaling VIP is required.
For Example:
™ use site Configuration
General Settings Metwork Configuration
Site Name Cityl j General Network————
VLAN 1D
HW T Oracle RMS -
¥ee e J OAM 40
SIG-A 41
-
OAM VIP j SIG-B 42
Add New VIP sie-c
Signaling VIPs
<Signaling VIP1><10.196.68.11/26><51G-A> =]
[ -]

Add New VIP

Define the settings for Server-A in the Server-A section of the page

The “IP” address and “Host Name” of Server-A will be the IP address and Host Name used
during the “Initial Configuration” of the server from section 6.1 of this document. They must
match exactly. If Server-A is network reachable from the CMP it is recommended to use the
“load” button once the IP address and IP Preference have been defined. The CMP will
attempt to load the hostname from the IP reachable server. This will not only confirm network
connectivity but will also minimize the possibility of incorrectly defining the Host Name.

To configure Server-A, in the Server-A section of the page:
a) (Required) To enter the IP address, click Add New IP.
The Add New IP dialog box appears.
1. Enter the IP address in either IPv4 or IPv6 format.
This is the IP address of the server. For an IPv4 address, enter it in the standard IP dot-format.
For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal string

format.
2. Select the IP Preference: IPv4 or IPV6.

110 of 237

E82615 Revision 01




Policy Management 12.2 Bare Metal Installation Guide

6.4.2: Setting Up a Non-CMP Cluster (MPE/MRA/Mediation)

The server will preferentially use the IP address in the specified format for communication.
. If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be selected.
. If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be selected.
b) Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of the Linux
command uname —n).

Note: If the server has a configured server IP, you can click Load to retrieve the remote server
host name. If the retrieve fails, this a sign that the IP address configured is not accessible
across the network. Alternately, you may enter the host name manually but it is
recommended to do any network troubleshooting that may be required.

For example:

~{ Elserver-A

Delate Sarvar-A

General Settings Path Configuration

E———e— |
1P hed

Add Hew1p | Edit | Delste

1P Preference @ 1pva C 1pyg j

¥52-mpe-1s Add New
HostName
Load

Forced Standby |

Define the settings for Server-B in the Server-B section of the page

To configure Server-B, in the Server-B section of the page:

a) (Required) To enter the IP address, click Add New IP.
The Add New IP dialog box appears.
1. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard IP dot-format.
For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal string
format.

2. Select the IP Preference: IPv4 or IPV6.

The server will preferentially use the IP address in the specified format for communication.

. If neither an IPvé OAM IP nor a static IP address is defined, IPv6 cannot be selected.
. If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be selected.

b) Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of the Linux
command uname —n).

Note: If the server has a configured server IP, you can click Load to retrieve the remote server
host name. If the retrieve fails, this a sign that the IP address configured is not accessible
across the network. Alternately, you may enter the host name manually but itis
recommended to do any network troubleshooting that may be required.
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For example:

—{ Clserver-B
Delate Server-B

General Settings Path Cenfiguration
P Static IP =

P

Add Wew1p | Edit | Delate

1P Preference © pva © 1pye =l

[xs2-mpe-16 Add New
HostName
Load

Forced Standby [T

Note: These settings are only an example of a likely configuration. An actual deployment will
be specific to customer requirements.

6. CMP GUI: Add
I:' MPE/MRA/Mediation

Clusters

“Save” the Topology Configuration from the bottom of the Topology Configuration page.

Confirm the VLAN configuration if the hardware type requires VLANs

VLAN Confirmation

The VLAN ID= on the page must match the VLAN IDs configured on the server.
H A mismatch will cause HA to fail. Please confirm that the VLAN IDs are correct
S before saving.

|site |oam |s16-A |s16-B |s1G-c |
|primary |20 41 la2 | |

Click <OK> to confirm

Active server will restart.

If the cluster has been added successfully it will now be visible on the Cluster Configuration
page. The Cluster Configuration page presents:

=
i i iy
B S - LS e == S

= == e 1P i TN T T

7. CMP GUI: Add
I:' MPE/MRA/Mediation

Clusters

Confirm the Cluster has been added successfully.

®  The following shows an example of adding a Non-CMP cluster of “Appl Type” <MPE>

Check that all alarms have cleared and then click on “View” for the Cluster that has just been
added
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The “Topology Configuration presents” for the newly Non CMP cluster

There should be an “active” and a “standby” server. It does not matter which server is active.
If this is the case, and there are no alarms, then the cluster has been added successfully.
For Example:

Topology Configuration
Modify Cluster Settings | Modify Server-A | Modify Server-8 | Back

—| SlCluster Settings

General

Network Configuration

Settings

Name MPE-01 General Network———
Appl Type MPE VLAN ID

HW Type QOracle RMS gfgiA :T

0AM VIP SIG-B 42

Signaling VIPS - gignaling VIP1=<10.196.68.10/26=<SIG-A= sIG-C

—| = Server-A

General Settings

1P

IP Preference
HostName
Forced Standby

<IP1><10.75.150.136>
IPvd

®52-mra-1a

No

Status

active

~| SlServer-B

General Settings
1P

1P Preference
HostName

Forced Standby

=IP1><10.75.150.137>
IPva

X52-mra-1b

No

| Status

standby |

Note: If the topology configuration is performed at a time when there is no network
connectivity between the CMP and the MRA/MPE/Mediation servers being added to the
topology, the status of these newly added servers will show as “offline” and alarms will be
generated due the offline state. These alarms will persist until such time as the servers
become reachable from the CMP. The CMP will continually retry connecting to the servers
that have been newly added in the topology. In this case no further configuration can be
performed until the network connectivty between the CMP and the target servers is available.
Do not proceed further but rather return to this step at such time the network connectivty
from the CMP to the target servers is available. If the servers are reachable then proceed to
the next step.

The new cluster has now been successfully added.

Repeat the previous
step for additional
clusters

A list of Clusters to be configured can be added to this step as a reminder.

The procedure for adding an MPE/MRA or Mediation Cluster is the same except for selecting
“Appl Type” which will be MPE/MRA or Mediation respectively.

If the CMP will Manage
Remote sites, and these
are not yet available.

If the CMP will Manage Remote sites, and these are not yet available.

a) Configure these clusters, but Return to the Verify Steps above after the connectivity has
been established.

—-OR—

b) Configure these clusters at a later time when the connectivity is established.

THIS PROCEDURE HAS BEEN COMPLETED
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6.4.3: Setting Up a Geo-Redundant Site

STEP
#

This procedure will create “Sites” that will be used if Geo-Redundant Clusters will be added to the CMP Topology. A Geo-
Redundant Cluster will be associated with these “Sites” in the next procedure. If Geo-Redundant Clusters will not be
needed than this procedure can be skipped.

Prerequisites:

e  Before beginning this procedure, verify that you have HTTP access to the CMP server.
e Names of Sites to be created

Check off (\/) each step as itis completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

[N

CMP GUI: Login to CMP
Server GUIs (using VIP)

From Browser, enter CMP Server VIP in Navigation string.

Note: Only the following Web Browsers are supported in OCMP 12.2

e Mozilla Firefox® release 31.0 or later
e  Google Chrome version 40.0 or later

*Internet Explorer in not supported for this procedure

ORACLE’

Login as admin (or a user with admin privileges)

CMP GUI: View Active
Alarms

It is recommended to View the Active Alarms in the system before performing Configuration
work. Check Alarm information and determine if any Alarms present may affect configuration
activies.

11/05/15 02:59 PM | admin | Logou

View of Alarms from CMP GUI upper right banner
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View of Alarms from System Wide Reports -> Active Alarms

IMPORTANT: In Policy 12.2.x, there is On-line help provided for Alarm descriptions.

In the Alarm views, click on the alarm Id to open the Alarm description help page.
Alternatively, from the Menu select On-Line Help, and select Troubleshooting Guide. Search
this for the Alarm Id.

3. CMP: View Topology

I:I Settings

PLATFORM SETTINGS -> Topology Settings

Confirm that “All Sites” appears in the Topology Settings Menu.

Delete Site Successfully.

Site Configuration

Create Site

“[8] cmP site1 Cluster
[#] cwP site2 Cluster

Note: Sites may only be created when Manage Geo-Redundant mode is enabled.

Manage Policy Servers

Manage MA Servers

Manage Policies

Manage MRAS

Manage BoDs

Manage Mediation Servers
Manage SPR Subscriber Data
Manage Geo-Redundant
Manager 15 HA (clustered)
Manage Analytic Data

Manage Direct Link

Manager is NW-CMP (Restricted)
Manage Segment Management Servers (Restricted)

o« |

Note: If Manage Geo-Redundant mode was not selected during initial configuration of the
Sitel CMP Cluster, the CMP modes can be changed now if needed, but the method to access
this mode selection is not documented. Contact Oracle Support if Mode selection is required
to be changed after the initial configuration.

ORI AR R A
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4.

[]

CMP GUI: Create Sites
for Geo-Redundant
Configuration

For a Geo-Redundant Configuration at least 2 Sites must be created before proceeding with
this procedure. This step is preparation for adding Geo-Redundant MPE/MRA/Mediation
clusters and is not needed to add a Geo-Redundant CMP Cluster. If Geo-Redundancy is not
anticpated this step may be skipped.

PLATFORM SETTINGS > Topology Settings=>All Sites

a. Select Create Site

| a Topology Settings
- _ Greate site |
El‘a All Clusters
8] cMP site1 Cluster

The Site Configuration form opens.

Site Configuration

New Site

Name

Max Primary Site Failure Threshold 0

HW Type C-Class =l

Metwork Configuration

—General Network

VLAN 1D
OAM [
siga |
sies |
siec |

 User Defined Network

WLAN ID
REP
Save Cancel I

b. Select the HW Type from the list.
The available options are:

e  (C-Class (default)

e C-Class(Segregated Traffic) (for a configuration where Signaling and other networks
are separated onto physically separate equipment)

e Oracle RMS (rack-mounted servers using tagged VLANs)

e RMS (for a rack-mounted server)

e VM (for a virtual machine)

e VM (Automated) (for a VM managed by NF Agent)

If you selected C-Class, C-Class(Segregated Traffic), or NETRA, enter the General Network -
VLAN IDs.

c. Enter the OAM, SIG-A, and (optionally) SIG-B virtual LAN (VLAN) IDs.

VLAN IDs are in the range 1-4095. The default values are:

e OAM-3
e SIG-A-5
e SIG-B-6
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d. Name the new Site and Save.

Site Configuration
23 Topology Settings

@ New Site

=2 Al Clusters

N Name |City1
8] cuP site1 Cluster Max Primary Site Failure Threshold 0
HW Type RMS

Save I Cancel

The newly named site will be present in the Topology Settings menu.

wile I ordigeralisn
=3 Topokgy Satinge Crmate Wit

e Hax Primary Site Failure Threshold

el 2 f

e e 'j
] CMP el Chuster

B CMFP Sl Cluster

e. Create a 2" Site and Save.

Site Configuration

New Site

MName

Max Primary Site Failure Threshold o

HW Type c-Class |

Network Configuration

r—General Network ————————————

VLAN 1D
OAM [
si-a |
siee |
sic-c [

User Defined Network —————

VLAN 1D
REP I
Save I Cancel I

The newly named site will be present in the Topology Settings menu.

Ereale Sile Succ easfully.
=3 Topsiogy Sattnge " e v

i e Sy Confluration
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it '] "
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THIS PROCEDURE HAS BEEN COMPLETED
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6.4.4: Setting Up a Geo-Redundant Non-CMP Cluster (MIPE/MRA/Mediation)

STEP
#

This procedure will configure the management relationships between the CMP and other Geo-Redundant Non-CMP in
Wireless Mode.

A non-CMP cluster includes one of the following server types:

MPE
MRA
Mediation

IMPORTANT:

Certain IP network services must be allowed between the CMP Site 1 cluster and the other clusters in the network, in
order for the full management relationships to be established. Incorrectly configured Firewalls in the network can cause
the Management relations to fail, and Alarms to be raised at the CMP.

Prerequisites:

Before beginning this procedure, verify that you have HTTP access to the CMP server.

Before defining a non-CMP cluster, ensure the following:

The server software is installed on all servers in the cluster.

The servers have been configured with network time protocol (NTP), IP Routing, and OAM IP addresses.
The server IP connection is active.

See Section 5:Preparing the System Environment in this document.

Procedure 6.4.3: Setting Up a GeoRedundant Site has been completed.

To complete this procedure, you need the following:

HW Type — Determines whether VLANSs are required. If you select c-Class, c-Class (segregated traffic), or Netra
hardware, VLANSs are required. For RMS hardware, VLANs are not required.

OAM VIP (optional) — The IP address and netmask a CMP cluster uses to communicate with an MPE or MRA
cluster.

Signaling VIPs (required) — The IP address a policy charging and enforcement function (PCEF) uses to
communicate with a cluster. At least one signaling VIP is required. Define up to four IPv4 or IPv6 addresses and
netmasks of the signaling VIP addresses. For each, select None, SIG-A, SIG-B, or SIG-C to indicate whether the
cluster will use an external signaling network. You must enter a Signaling VIP value if you specify either SIG-A,
SIG-B, or SIG-C.

Network VLAN IDs — The values designated during the Initial Configuration done with placfg.

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

I:I!‘

CMP GUI: Login to CMP From Browser, enter CMP Server VIP in Navigation string.

Server GUIs (using VIP)

Note: Only the following Web Browsers are supported in OCMP 12.2

e Mozilla Firefox® release 31.0 or later
e Google Chrome version 40.0 or later

*Internet Explorer in not supported for this procedure
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ORACLE

Login as admin (or a user with admin privileges)

2. CMP GUI: View Active It is recommended to View the Active Alarms in the system before performing Configuration
I:I Alarms work. Check Alarm information and determine if any Alarms present may affect configuration
activies.

11/05/15 02:59 PM | admin | Logou

View of Alarms from CMP GUI upper right banner
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View of Alarms from System Wide Reports -> Active Alarms

IMPORTANT: In Policy 12.2.x, there is On-line help provided for Alarm descriptions.

In the Alarm views, click on the alarm Id to open the Alarm description help page.
Alternatively, from the Menu select On-Line Help, and select Troubleshooting Guide. Search
this for the Alarm Id.

3. Mode Configuration The proper Modes must be selected during the initial GUI configuration for all the options in
I:' Considerations this procedure to be available for configuration on the CMP. To add a Non-CMP cluster the
following Mode Options must be selected on the CMP:

e  MPE (Manage Policy Servers)

e  MRA (Manage MRAs)

e  Mediation (Manage Mediation Servers)
e Manage Geo-Redundant
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Manage Policy Servers

Manage MA Servers

Manage Policies
|P—-1ar‘|age MRAS

Manage BoDs
| Manage Mediation Servers
Manage SPR Subscriber Data
| Manage Geo-Redundant
Manager is HA (clustered)
Manage Analytic Data
Manage Direct Link
Manager is NW-CMP (Restricted)
Manage Segment Management Servers (Restricted)

_I_I_I?ITIE?I?I_IIE?I_IE

Notes:
e  Mediation Servers are used with Wireless-C Mode enabled. Thisis a
restricted setting. For further details on using the Wireless-C mode contact
your Oracle Support representative.

e  “Manage Geo-Redundant” mode provides the ability to configure “Primary”
and “Secondary” sites as well as adding a Server-C (spare) to each Non-CMP
cluster in the Topology.

Modes can be changed at a later time if needed, but the method to access this mode selection
is not documented. Contact Oracle Support if Mode selection is required to be changed after
the initial configuration.

a. CMP GUI: Add PLATFORM SETTINGS - Topology Settings
I:I MPE/MRA/Mediation
CIUSterS Cluster Configuration
= Settings Add MPE/MRA/Mediation Cluster |
T Al sites Cluster Settings
9] city1 | —
Name A Type Site Preference 0AM VIP Server-
@ City2 CMP Sitel Cluster (F) CMP ;‘;el ‘(’:‘Tustar N/A 10.75.150.132/26 10.75.150.
EH Al Clusters CMP Site2 Cluster (S) CMP Site2 Cluster N/A 10.75.175.200/25 10.75.175.
3] cmP site1 Cluster
181 cmp site2 Cluster
On the cluster Configuration page select “Add MPE/MRA/Mediation”.
Note: “Mediation Cluster” will only be present if “Manage Mediation Servers” was selected in
mode options.
e  The procedure for adding an MPE/MRA or Mediation Cluster is the same except for
selecting “Appl Type” which will be MPE/MRA or Mediation respectively.
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The Topology Configuration page presents:

By ]
i =
Ll
. R———
- - -
Cl - =
C] -
S e
etmareb v
T — —
, -
[er— et Cirsiis
Notes:

e “All Sites” will be present in the Topology Settings menu.

e “Primary Site Settings” and “Secondary Site Settings” will be present on the
Topology Configuration page.

e Server-C will be present Under “Secondary Site Settings”.

5. CMP GUI: Add Complete the form according to the system design.
I:' L\:/IIESEt/e'\r/ISRA/MEdlatlon Itis allowed to add both Server-A, Server-B and Server-C at the same time. To add Server-

C expand the Server-C option by clicking on the “+” sign for Server-C.

Notes:
e Itis possible to come back at a later time and modify any settings made at this time.

e  The procedure for adding an MPE/MRA or Mediation Cluster is the same except for
selecting “Appl Type” which will be MPE/MRA or Mediation respectively.
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Define the “Cluster Settings”

Name (required) — Name of the cluster. Enter up to 250 characters, excluding quotation
marks(") and commas (,).

Appl Type — Select the type of server: MPE (default) MRA or Mediation
Site Preference — NORMAL (default)

DSCP Marking = PHB(None)is the default

Replication Stream Count =1 through 8. 1 is the default.

Replication and Heartbeat = None is the default. OAM is typically preferred.
Backup Heartbeat = None (default) or OAM

For Example:

Chastar etisaga

PR ———
F e ) . H > L -

Note: A warning icon ( ! ) indicates that you cannot select a network until you define a static
IP address on all servers of both sites.

Define the “Primary Site Settings” (General Settings)

~| ElPrimary Site Settings

[T Use site Configuration

General Settings

Site Name Unsperified

HW Type C-Cless

OAM VIP

Add New VIP

L 1

[tz

Network Configuration

0AM

SIG-A
SIG-B
SIG-C

rGeneral Network———————

VLAN ID
3

s
&
7

Signaling VIPs
User Defined Network—————

WLAN ID

o

REP

Add New VIP

Site Name —Here the added server can be associated with a previously configured site in the
drop down tab if this will be Geo-Redundant topology

HW Type — Select the type of hardware:

e  C-Class (default) — HP ProLiant BL460 Gen6/Gen8 server

e C-Class (Segregated Traffic) (a configuration where Signaling and other networks are
separated onto physically separate equipment) — HP ProlLiant BL460 Gen6/Gen8

e  Oracle RMS — Oracle Server X5-2 or Oracle Netra Server X5-2

e  RMS (rack-mounted server) — HP ProLiant DL360 Gen6 or HP ProLiant DL380
Gen8/Gen9 server

e VM (virtual machine)

e  VM(Automated) (VM managed by NF Agent)

Define the “Network Configuration” if you selected C-Class, C-Class(Segregated Traffic), or
Oracle RMS, enter the General Network - VLAN IDs.
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Enter the OAM, SIG-A, and (optionally) SIG-B virtual LAN (VLAN) IDs.

VLAN IDs are in the range 1-4095. The default values are:

e OAM-3
e SIG-A-5
e SIG-B-6

If the hardware type is C-Class or C-Class(Segregated Traffic), for the User Defined Network,
enter the REP VLAN ID.

Note: Virtual LAN (VLAN) IDs are in the range of 1-4095.

OAM VIP — The OAM VIP is not typically used for Non-CMP clusters. The Real IP address
is used by the CMP to communicate with the Non-CMP cluster.

Signaling VIPs (required) — The signaling VIP is the IP address a PCEF (or Gateway) device uses
to communicate with a cluster. Click Add New VIP to add a VIP to the system. A cluster
supports the following redundant communication channels for carriers that use redundant
signaling channels.

e SIG-A
e SIG-B
e SIG-C

At least one signaling VIP is required.

Define the settings for Server-A in the “Primary Site Settings” section of the page

Note: The “IP” address and “Host Name” of Server-A will be the IP address and Host Name
used during the “Initial Configuration” of the server from section 6.2 of this document. They
must match exactly. If Server-A is network reachable from the CMP it is recommended to use
the “load” button once the IP address and IP Preference have been defined. The CMP will
attempt to load the hostname from the IP reachable server. This will not only confirm network
connectivity but will also minimize the possibility of incorrectly defining the Host Name.

—{ Slserver-A

Delate Server-A

General Settings Path Configuration

ﬂ Static IP :I
P -

Add New IP
1P Preference © 1pva © 1pvs L
HostName Add New
Load
Forced Standby [T

To configure Server-A, in the Server-A section of the page:
a) (Required) To enter the IP address, click Add New IP.
The Add New IP dialog box appears.
1. Enter the IP address in either IPv4 or IPv6 format.
This is the IP address of the server. For an IPv4 address, enter it in the standard IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal string
format.
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b)

2. Select the IP Preference: IPv4 or IPV6.

The server will preferentially use the IP address in the specified format for communication.

If neither an IPvé OAM IP nor a static IP address is defined, IPv6 cannot be selected.
If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be selected.

Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of the Linux
command uname —n).

Note: If the server has a configured server IP, you can click Load to retrieve the remote server
host name. If the retrieve fails, this a sign that the IP address configured is not accessible
across the network. Alternately, you may enter the host name manually but itis
recommended to do any network troubleshooting that may be required.

c) Inthe Path Configuration section, to add a Static IP, click Add New.
The New Path dialog box appears.

Note: If an alternate replication path and secondary HA heartbeat path is used, a server Static
IP address must be entered in this field.

1. Enter a Static IP address and Mask.
2. Select the Interface:

e SIG-A
e SIG-B
e SIG-C
e REP

e  BKUP

Define the settings for Server-B in the Server-B section of the page

Select “Add Server-B” on the Topology Configuration page

Add Server-B

The “Server-B” configuration form opens

—{ Elserver-B

Delate Server-B

General Settings Path Configuration

ﬂ Static 1P| =
P =

Add Hew [P
1P Preference © 1eva O 1pus |

Add New

Forced Standby [T

To configure Server-B, in the Server-B section of the page:

a) (Required) To enter the IP address, click Add New IP.
The Add New IP dialog box appears.
1. Enter the IP address in either IPv4 or IPv6 format.
This is the IP address of the server. For an IPv4 address, enter it in the standard IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal string
format.
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2. Select the IP Preference: IPv4 or IPV6.

The server will preferentially use the IP address in the specified format for communication.

. If neither an IPvé OAM IP nor a static IP address is defined, IPv6 cannot be selected.
. If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be selected.

b) Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of the Linux
command uname —n).

Note: If the server has a configured server IP, you can click Load to retrieve the remote server
host name. If the retrieve fails, this a sign that the IP address configured is not accessible
across the network. Alternately, you may enter the host name manually but itis
recommended to do any network troubleshooting that may be required.

c) Inthe Path Configuration section, to add a Static IP, click Add New.
The New Path dialog box appears.

Note: If an alternate replication path and secondary HA heartbeat path is used, a server Static
IP address must be entered in this field.

1. Enter a Static IP address and Mask.
2. Select the Interface:

e SIG-A
e SIG-B
e SIG-C
e REP

e  BKUP

Define the “Secondary Site Settings”

—{ FlSecondary Site Settings
7 use site Configuration

General Settings Network Configuration

Site Name Unspacified

(K JEN

rGeneral Network——————————
VLAN ID
OAM 3

HW Type c-Class

OAM VIP

[z

siG-A 5
Add New VIP 5168 s
Signaling VIPs siec |7

I

rUser Defined Network————
VLAN ID

REP

I |

Add New VIP

Site Name —Here the added server can be associated with a previously configured site in the
drop down tab if this will be Geo-Redundant topology

HW Type — Select the type of hardware:

e  C-Class (default) — HP ProLiant BL460 Gen6/Gen8 server

e C-Class (Segregated Traffic) (a configuration where Signaling and other networks are
separated onto physically separate equipment) — HP ProlLiant BL460 Gen6/Gen8

e  Oracle RMS — Oracle Server X5-2 or Oracle Netra Server X5-2

e  RMS (rack-mounted server) — HP ProLiant DL360 Gen6 or HP ProLiant DL380
Gen8/Gen9 server

e VM (virtual machine)

e  VM(Automated) (VM managed by NF Agent)
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Define the “Network Configuration” if you selected C-Class, C-Class(Segregated Traffic), or
Oracle RMS, enter the General Network - VLAN IDs.

Enter the OAM, SIG-A, and (optionally) SIG-B virtual LAN (VLAN) IDs.

VLAN IDs are in the range 1-4095. The default values are:

e OAM-3
e SIG-A-5
e SIG-B-6

If the hardware type is C-Class or C-Class(Segregated Traffic), for the User Defined Network,
enter the REP VLAN ID.

Note: Virtual LAN (VLAN) IDs are in the range of 1-4095.

OAM VIP — The OAM VIP is not typically used for Non-CMP clusters. The Real IP address
is used by the CMP to communicate with the Non-CMP cluster.

Signaling VIPs (required) — The signaling VIP is the IP address a PCEF (or Gateway) device uses
to communicate with a cluster. Click Add New VIP to add a VIP to the system. A cluster
supports the following redundant communication channels for carriers that use redundant
signaling channels.

e SIG-A
e SIG-B
e SIG-C

At least one signaling VIP is required.

Define the settings for Server-C in the “Secondary Site Settings” section of the page

Select “Add Server-C” on the Topology Configuration page
Add Server-C
The “Server-C” configuration form opens
a) (Required) To enter the IP address, click Add New IP.
The Add New IP dialog box appears.

1. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard IP dot-format.
For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal string
format.

2. Select the IP Preference: IPv4 or IPV6.

The server will preferentially use the IP address in the specified format for communication.

. If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be selected.
. If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be selected.

b) Enter the HostName of the server.
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This must exactly match the host name provisioned for this server (the output of the Linux
command uname —n).

Note: If the server has a configured server IP, you can click Load to retrieve the remote server
host name. If the retrieve fails, this a sign that the IP address configured is not accessible
across the network. Alternately, you may enter the host name manually but itis
recommended to do any network troubleshooting that may be required.

For example:
In the Path Configuration section, to add a Static IP, click Add New.
The New Path dialog box appears.

Note: If an alternate replication path and secondary HA heartbeat path is used, a server Static
IP address must be entered in this field.

1. Enter a Static IP address and Mask.
2. Select the Interface:

e SIG-A
e SIG-B
e SIG-C
e REP

e  BKUP

Note: These settings are only an example of a likely configuration. An actual deployment will
be specific to customer requirements.

10. CMP GUI: Add
I:' MPE/MRA/Mediation

Clusters

“Save” the Topology Configuration from the bottom of the Topology Configuration page.

Confirm the VLAN configuration if the hardware type requires VLANs

VLAN Confirmation

The VLAN ID= on the page must match the VLAN IDs configured on the server.
H A mismatch will cause HA to fail. Please confirm that the VLAN IDs are correct
55 before saving.

|site |oam |s16-A |s16-B |s16-c |
|Primary |40 [41 la2 | |

Click <OK> to confirm

Active server will restart.

Ok Cancel

If the cluster has been added successfully it will now be visible on the Cluster Configuration
page. The Cluster Configuration page presents:
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11. CMP GUI: Add Confirm the Cluster has been added successfully.
I:I MPE/MRA/Mediation
Clusters e The following shows an example of adding a Non-CMP cluster of “Appl Type” <MPE>
Check that all alarms have cleared and then click on “View” for the Cluster that has just been
added
Oracle Communications Policy Management
: 1 ==
“Server-A” and “Server-B” should be an “active” and “standby”. It does not matter which
server is active. Server-C should show a staus of “Spare”. If this is the case, and there are no
alarms, then the Geo-Redundant cluster has been added successfully.
For Example:
1oty | al byl Bl
R TR il e oy | iy ey s | iy ke s e Y|
= R
s
A Herenaide
Sl AR cuaten |
B i s
B e Chasties i’:m__ A et
¥ SEhEeeT B B s
F - 1 Pk Vom Pt e
ir S L I-I—d-l-i _—
b Celess L, e
Baraing . <Bgmatog V- S ps m
1 VAN 10
=7y
[
i
s e R e T
e -
55
il |
[ | ——
| el artiag. R | Rl
- <Pl <SRRI phetes
| = veearay e
| Pe—- -
lE]u‘ ==
—| FlSecondary Site Settings
gj‘"‘f;;'s Network Configuration
Site Name Marlboro ]
HW Type C-Class
0AM VIP
Signaling VIPs <Signaling VIP1><10.196,165.15/26><S5IG-A>
User Defined Network:
VLAN ID
REP
—| Elserver-c
General Settings Path Configuration
P <IP1><10.240.166.30> Static IP
IP Preference  IPvd
HostName ohig-mpe-a
Forced Standby No
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Note: If the topology configuration is performed at a time when there is no network
connectivity between the CMP and the MRA/MPE/Mediation servers being added to the
topology, the status of these newly added servers will show as “offline” and alarms will be
generated due the offline state. These alarms will persist until such time as the servers
become reachable from the CMP. The CMP will continually retry connecting to the servers
that have been newly added in the topology. In this case no further configuration can be
performed until the network connectivty between the CMP and the target servers is available.
Do not proceed further but rather return to this step at such time the network connectivty
from the CMP to the target servers is available. If the servers are reachable then proceed to
the next step.

Confirm the newly added Non-CMP clusters have been associated with the correct “Site”.
Topology Settings—>All Sites—><Site Name>

For example: Here “MPE Sitel Cluster” is associated to the Morrisville Site as a “Primary Site
Cluster”. This would be “Server-A” and “Server-B”.

-

5 Topology Settings

E4E3 Al Sites Modify | Delete | Back |
@ Marlboro Confiaurats
H iguration

@ Mormisville] 9

59 All Clusters MName Morrisville

CMP Sitel Cluster B i .
Max Primary Site Failure Threshold 0
CMP Site2 Cluster HW Type

MPE Sitel Cluster

© e e e

MNetwork Configuration
MRA Sitel Cluster r General Network

VLAN ID

oaM

SIG-A

SIG-B

SIG-C

r User Defined Network
VLAN ID

REP

Primary Site Clusters

MName Site Preference
MPE Sitel Cluster Normal

Secondary Site Clusters

Name Site Preference
MRA Sitel Cluster Normal

Here “MPE Sitel Cluster” is associated to the Marlboro Site as a “Secondary Site Cluster”. This
would be “Server-C”.
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23 Topology Settings
E‘a All Sites Modify | Delete | Backl

Configuration

B2 Al Clusters Name Marlboro

CMP Sitel Cluster . B .
Max Pimary Site Failure Threshold 0

a0
[#] cmPp site2 Cluster HW Type
&

MPE Sitel Cluster Network Configuration

MRA Sitel Cluster - General Network

VLAN ID

OAM

SIG-A

SIG-B

SI1G-C

 User Defined Network
VLAN ID

REP

Primary Site Clusters

Name Site Preference
MRA Sitel Cluster Normal

Secondary Site Clusters

Name Site Preference
MPE Sitel Cluster Normal

The new cluster has now been successfully added.

12. Repeat the previous

I:I step for additional
clusters

A list of Clusters to be configured can be added to this step as a reminder.

The procedure for adding an MPE/MRA or Mediation Cluster is the same except for selecting
“Appl Type” which will be MPE/MRA or Mediation respectively.

13. If the CMP will Manage
I:I Remote sites, and these
are not yet available.

If the CMP will Manage Remote sites, and these are not yet available.

a) Configure these clusters, but Return to the Verify Steps above after the connectivity has
been established.

—-OR—

b) Configure these clusters at a later time when the connectivity is established.

THIS PROCEDURE HAS BEEN COMPLETED

6.5 PERFORMING SSH KEY EXCHANGES

You must exchange SSH keys between the CMP, MPE, MRA, and Mediation servers. Perform this
procedure whenever you add additional servers to the Policy Management topology. You can execute the
command multiple times, even if keys were previously exchanged

Note: After the topology is set up and SSH keys are exchanged, it is possible that a server in the topology
changes its keys. This happens when:
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A new server is added to the topology

A server is re-installed

A server is replaced by another server

A server has its SSH keys recreated manually

In any of the above scenarios, reexecute this procedure. The SSH provisioning utility will recheck the
existing SSH key exchanges in the entire topology and provision any key exchanges not yet executed.
You can execute the command multiple times, even if keys were previously exchanged.

6.5 Performing SSH Key Exchanges

STEP
#

Prerequisite:

- CMP Site 1 cluster is configured and GUI available

- Before beginning this

procedure, the systems that are exchanging keys must be configured and reachable.

Check off (¥) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

I.I:I

Ssh to CMP Site 1
active server: Execute
Key Exchanges to all
servers

Use SSH to connect to the active server at the CMP Site 1 cluster as the user admusr.

Enter the command sudo ha.mystate to determine if the server is the active server in the
HA cluster. The following example shows an active server:

Ssh to CMP Site 1
active server: Execute
Key Exchanges to all
servers

a) Enter the following command:

S sudo qpSSHKeyProv.pl --prov (double dash)

You are prompted: The password of admusr in topology:

b) Enter the admusr password (admusr_password).

The procedure exchanges keys with the rest of the servers in the Policy Management
topology. If the key exchange is successful, the procedure displays the message SSH keys are
OK. The following example shows a successful key exchange:

c) Enter the Password of admusr
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3. Ssh to CMP Site 1 Enter the following command to verify that the keys are successfully exchanged:

I:' active server: Verify
Key Exchanges to all

Servers $sudo qpSSHKeyProv.pl --check --verbose

You are prompted: The password of admusr in topology:
Enter the admusr password (admusr_password).
The procedure verifies keys with the rest of the servers in the Policy Management

topology and displays the results of each exchange. The following example shows all keys
have been checked and have been exchanged successfully:
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THIS PROCEDURE HAS BEEN COMPLETED

6.6 CONFIGURE ROUTING ON YOUR SERVERS

On the MPE and MRA servers, the default route is initially configured to route all traffic via the OAM
interface for remote servers. This facilitates clustering and topology configurations. However, in many
networking environments, it is desirable to route signaling traffic (that is, Diameter messages) using the
Signaling interfaces of the servers and switches, and OAM traffic (that is, replication, configuration, alarms,
and reports) using the OAM interface. This requires configuring routing on the servers.

If you are using the Signaling interfaces, you must configure the required static routes on the MPE and
MRA servers to separate OAM and Signaling traffic. The recommended method to provide separation is:

e Add static routes on the OAM network to management servers (CMP, NTP, SNMP, PM&C).
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Note: Adminstration of the MPE and MRA servers that require SSH access may be impacted by
moving the default gateway and may need static routes as well.

e Change the default route on the servers to the Sig-A network.

In this way, traffic to other signaling points in the network will follow the default route over the Sig-A
network.

Other routing configurations may be required, depending on your needs.

Prerequisite:

Before beginning this procedure, verify that you have SSH access to the MPE and MRA servers.

You need the following information to complete this procedure:

e The root account password (root_password)

e At a minimum, the following static routes:

Site 1 and 2 CMP OAM network (if not co-located)
Server C for georedundant MPE and MRA clusters
NTP server

DNS server

snmp_trap_destination (SNMP trap destination)
Remote backup archives

External syslog servers

Any host you wish the MPE or MRA server to access over the OAM network (that is, routes to
mates in georedundant networks)

O O O O O O 0 O

The procedure for configuring routing on your servers is described in the Platform Configuration User's
Guide.

Tip: During this procedure, ensure that access to the server ILOM or iLO remote console is always
available in case a route change impacts remote access to get back into the server. Using SSH from the
CMP system to connect to the MRA or MPE servers is recommended to minimize such impacts.

Note: You must perform this procedure for every MPE and MRA server. You should perform this
procedure only for the MPE and MRA servers, as the CMP system should retain the default route on the
OAM interface.

6.7 CONFIGURE POLICY COMPONENTS

This section will cover procedures to configure the Policy Servers to a minimum level to execute a test call.
Additional details can be found in the Configuration Management Platform Wireless User's Guide

6.7.1 Adding MPE and MRA to CMP Menu
This procedure will configure the Policy Server (MPE) and MRA applications.

6.7.1: Adding MPE and MRA to the CMP Menu
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6.7.1: Adding MPE and MRA to the CMP Menu

STEP | This procedure will perform the configuration of MPE/Policy Server and MRA applications
#
Prerequisite:
- Network access to the CMP OAM IP address, to bring up a web Browser GUI (http)
- MRA and MPE clusters have been added to the CMP Topology
Note: Only the following Web Browsers are supported in OCMP 12.2
e  Motzilla Firefox® release 31.0 or later
e  Google Chrome version 40.0 or later
*Internet Explorer in not supported for this procedure
Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.
IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.
1 Create Policy Server in Select: Policy Server-> Configuration=> Policy Servers

CMP GUI

' rrmB—=l Oracle Communications Policy Management
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A 2 ooy Seree
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Click “Create Policy Server” in the Policy Server Administration screen:

LN Proy dereeey

-

i
]

Bram i rd Templairbewer saelor red Srrpial rs bube praeds wver beghes mmkrerd e eyt

) ) L

Enter values for the configuration attributes:
a) Associated Cluster (required) — Select the cluster with which to associate this MPE
device. MPE clusters already configured in Topology Settings will be listed.

b) Name — Name of this MPE device. The default is the associated cluster name.

c) Description / Location (optional) — Information that defines the function or location of
this MPE device.

d) Secure Connection — Designates whether or not to use the HTTPS protocol for
communication (certifcates must be configured to use this option) between Policy
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Management devices. If selected, devices communicate over port 8443.
e) Type — Defines the policy server type:

¢ Oracle (default) — The policy server is an MPE device and can be fully managed by the
CMP.

¢ Unmanaged — The policy server is not an MPE device and therefore cannot be actively
managed by the CMP. This selection is useful when an MPE device is routing traffic to a non-
Oracle policy server.

Note: When configuring an “Associated Cluster”, the drop down tab will only be populated
with MPE clusters that have been configured in the CMP Topology from previous steps.

New Policy Server

Configuration

Associated Cluster
Name

Description / Location

After completing the form, Click “Save” and confirm Configured Policy Server status is “On-
line”:

S Pbor Sarvers
“ 3 Grasp: ALL

Palivy Séresr lafuh

t52.mmm =) 5

2. Check MPE cluster in

I:I Reports tab

Select: Policy Server-> Configuration -> <MPE>-> Reports tab
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Validate that MPE cluster status is “On-line” and that both Active and Standby servers
displayed correctly.
3. Diameter configuration of | Select: Policy Server> Configuration> MPE—> Policy Server tab
There are many configurations on Policy Server tab of a newly associated MPE. The most
important is to define Diameter Realm and identity to allow Diameter connections.
23 Policy Servers Cache Quota Usage O true O false ® undefined
B9 AL
@ Cache Entity State Otrue O false ® undefined
Subscribe Quota Usage Otrue O false @ undefined
Subscribe Entity State Otrue O false ® undefined
Diameter
Diameter Realm |umcle.cnm
Diameter Identity [perf.oracle.com
Befauitn i ]
Correlate PCEF sessions Otrue Ofalse @ undefined
Validate user O true O false ® undefined
Diameter PCEF Default Profile [rza ]
Use Synchronous Sd Otrue O false ® undefined
Identify Duplicate sessions based on Otrue Ol’alse @ undefined
APN
Subs_criber ID to detect duplicate | -
sessions
Protocol Timer Profile I .
Prevent Overlapping Rule Names Otrue Ol’alse @ undefined
59:
Initiate S9 Requests O true O false ® undefined
Accept 59 Requests Otrue O false ® undefined
Primary DEA |<nane> [~]
Secondary DEA |<nane> [v]
To define these Diameter parameters, click the “Modify” button on top of page then fill in
the Diameter Realm and Identity that your network will be using and click “Save”:
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l-\ll ri bk Deseription

[ Harmueter Eealm Ther dlomain of responsibsility (for cxample, galactel . com) for the MPE

thevicn

Diameter bdentity The tully qualified domain name (FQDN) of the MPE device {for example,

mpn!-.g:alﬂ.r_'tnl. com |

For example:
Diameter

Diameter Realm
Diameter Identity

oracle.com
porf.oracle.com

Default Resource Td =Mone >
Correlate PCEF sessions Yes
Validate user Mo
Diameter PCEF Default Profile =MNone=
Use Synchronous Sd MNo
Identify Duplicate sessions based HNo

an APM

Subscriber ID to detect duplicate

sESsions

Prevent Overlapping Rule Names false

Protocol Timer Profile undefined

4, Create MRA in CMP GUI

Select: MRA - Configuration> ALL

FOLAET mamacdninr &) o
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Click “Create Multi-protocol Routing Agent” in the MRA Administration screen:

o
= o

amlogmraima
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Enter information as appropriate for the MRA cluster:

a) Associated Cluster (required) — Select the MRA cluster from the list.

b) Name (required) — Enter a name for the MRA cluster.

c) Description/Location (optional) — Free-form text. Enter up to 250 characters.

d) Secure Connection — Select to enable a secure HTTP connection (HTTPS) instead of a
normal connection (HTTP). The default is a non-secure (HTTP) connection.

e) Stateless Routing — Select to enable stateless routing. In stateless routing, the MRA
cluster only routes traffic; it does not process traffic. The default is stateful routing.

Then Click “Save” and confirm Configured MRA status is “On-line”:
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Check MRA cluster in

I:I Reports tab

Select: MRA -> Configuration -> MRA -> Reports tab
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Validate that MPE cluster status is “On-line” and that both Active and Standby servers
displayed correctly.

6. Diameter configuration

I:I for MRA

Select: MRA -> Configuration -> MRA -> MRA tab

It is important to define Diameter Realm and identity to enable Diameter messaging to
function correctly:

ORACLE Oracle Communications Policy Management
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To define these Diameter parameters, click the “Modify” button on top of page then fill in
the Diameter Realm and Identity that your network will be using and click “Save”:

Diameter
Diameter Realm oracle.com
Diameter Identity mra.oracle.com

THIS PROCEDURE HAS BEEN COMPLETED
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Configure MPE Pool on MRA (Policy Front End)

If MRAs (Policy Front End) are used in the Policy Management System, the MPEs for which the MRA will
act as the Policy Front End, must be added to the MPE Pool on the MRA. If MPEs are not used in the
Policy Solution this procedure can be skipped.

6.7.2: Configure MPE Pool on MRA (Policy Front End)

STEP
#

This procedure will add the MPE clusters to the MPE Pool of the MRA (Policy Front End)

Prerequisite:

- Network access to the CMP OAM IP address, to bring up a web Browser GUI (http)
- MRA and MPE clusters have been added to the CMP Menu

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

I:I!‘

Create Network Element
in CMP GUI

Select: MRA - Configuration> <MRA>-> MRA tab

o e e ) i
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Click “Modify” in the MRA Administration screen: The “MPE Pool" configuration form is
presented.
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Click “Add” under “MPE Pool”: The “Add Diameter MPE Peer” form opens.

Add Diameter MPE Peer

MPE Type IInternaI
Associated MPE | ¥52-mpel
Mame x52-mpel

Primary Site IP 10.196.239.38 ]
Secondary Site IP E|
Diameter Realm oracle.com

Diameter [dentity x52-mpel.oracle.com

Protocol Timer Profile | undefined -
Route New Subscribers v
Transport
« TCP

Connections 1
| sCTP

Max Incoming Streams Is_v

Max Qutgoing Streams IS_V

| Save | | Cancel

Click the “Associated MPE” drop down on the “Add Diameter MPE Peer” form. MPE
clusters previously configured in the CMP topology and added to the CMP menu will be

listed here.
MPE Type |Interna|
Associated MPE
x532-mpel
Lhlame
Primary Site IP [*]
Secondary Site IP E|

Diameter Realm

Diameter Identity

Protocol Timer Profile
Route New Subscribers v

— Transport
« TCP

Connections 1
SCTP

Max Incoming Streams IB_V
Max Outgoing Streams IB_V

| Save ‘ Cancel
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Choose an MPE cluster from the drop down tab.

Add DMameter MPL Peer

HPE Type [ Irnternal ]
|nswciatad HPE | x52-mpe] gl]
Hame x52-mpel

Primary Site IP 10.196.239.35 [+
Secondary Site [P =]
Diameter Realm oracle.com

Diameter Identity X5 2 ML OFaChe.00m

Protecol Timer Profile und-:ﬁnedav|
Route New Subscribers ¢

Transporl

« TCP
Connections [Ed
5_::“2
Max Incoming Streames r_
Max Outgoing Streams [2 ~

| save |c:an-:el

The required fields will auto-populate. Click “Save”

MPE.

The added MPE cluster now appears in the MPE Pool.

MPE Pl

G Add B Clone T) Bt | 3¢ Delita

Mame Primary Site 1P Secandary Site 1P m"
w52-mpal B0 106390, 38 ersinsem

Navigate to the bottom of the form and click “Save” again.

Liameter laentity |netramra.oracle.com

mpel.oracle.com

Note: The Diameter Realm and Diameter Identity must have already been data-filled on the

Tdentity

W5 R
mpel.oracke.com

59

Primary DEA <None> ;I

Secondary DEA <None=> LI

cae |
The added MPE cluster can now be seen in the “MPE Pool”.
MPE Pool
Name Primary Site IP dary Site Di i Route New Transport Type Connection 1
P Realm Identity Subscribers Info 1

x52-mpel 10.196.239.38 oracle.com ®52- true TCcP Connections : 1 1
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Confirm the Diameter connection to the MPE from the MRA on the MRA Reports tab

Select: MRA -> Configuration -> MRA -> Reports Tab
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A 1401 Log can be noted in the MPE Trace Log that the Diameter connection between the
MRA and the MPE has been established.

1401 Diameter:Transport connection opened with peer 10.196.68.10:34824

THIS PROCEDURE HAS BEEN COMPLETED

6.7.3 Define and Add Network Elements
Network elements are configured in the CMP to define the External systems that the Policy Server will
communicate with.

6.7.3: Define and Add Network Elements

STEP
#

This procedure will add the Network elements that are configured in the CMP to define the External systems that the
Policy Server will communicate with.

Prerequisite:
- Network access to the CMP OAM IP address, to bring up a web Browser GUI (http)
- MRA and MPE clusters have been added to the CMP Menu

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

1.

Create Network Element Select: Network—> Network Elements=>All
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D in CMP GUI
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Click “Create Network Element” in the “Network Element Administration” screen:
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Enter information for the network element:

a) Name (required) — The name you assign to the network element.

b) Host Name/IP Address (required) — Registered domain name, or IP address in IPv4 or
IPv6 format, assigned to the network element.

c) Backup Host Name (optional) — Alternate address that is used if communication
between the MPE device and the network element’s primary address fails.

d) Description/Location (optional)— Free-form text. Enter up to 250 characters.

e) Type (required) — Select the type of network element.

The supported types are:

Note: This list varies depending on the configuration of the CMP system.

* PDSN — Packet Data Serving Node (with the sub-types Generic PDSN or Starent)

e HomeAgent — Customer equipment Home Agent

* GGSN (default) — Gateway GPRS Support Node

¢ Radius-BNG — RADIUS broadband network gateway

e HSGW — HRPD Serving Gateway

* PGW — Packet Data Network Gateway

* SGW — Serving Gateway

¢ DPI — Deep Packet Inspection device

¢ DSR — Diameter Signaling Router device

* NAS — Network Access Server device

f) Protocol Timer Profile—select a protocol timer profile. For information on creating
protocol timers, see Managing Protocol Timer Profiles in the CMP Wireless User’s Guide
g) Capacity — Not applicable.

When you finish, click Save.
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For this example a “PGW” Network Element has been defined.

New Network Element

Name

Host Name / IP Address
Backup Host Name
Description / Location

Type PGW VI

Protocol Timer Profile undefined 'l

Capability Usage-Report-26 ‘l
7|

Capacity

After completing the form, Click “Save” .

Network Element Administration
4 Network Elements

i Create Network Elament Creste Group | Bulk Delets || Search |
=3
Group: ALL
Name 4 Host Name / IP Address
PGW-test 10.250,35.177

The new Network Element has now been created.

2. Configure Network

I:I Element in CMP GUI

Select: Network—> Network Elements—> Network Element entity

i 1 wran & ) X
e B Network Element Administration

# S Rrlmrark |lement: PLW Lot

i T
CINF DL R

ekl § mn g i

The newly created Network Element will display on the “System” tab, showing the
configuration from the previous step. For an initial call to the Policy Management System,
the Network Element will need connectivity to the Policy Management System. In addition
the Network Element will need a Diameter Identity assigned that will be used to
authenticate the Diameter connection from the Network Element.

Click on the “PGW” tab of the Network Element to assign the Diameter Identity that will be
used to authenticate to the Policy Management System.

Click “Modify”.
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Note: This tab is dependent on the Network Element “Type” that was configured during the
previous step. In this example the Network Element “Type” used is a “PGW” (Packet
Gateway) which will be used to establish a Diameter connection to the Policy Management
System.

When you finish, click Save.

Metwoek [lement Adminisiration
3 Nefwori Hemenis
Hetworlk Element: FOW -test
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3. Deploy Network Element Select: Network—-> Network Elements > <Network Element entity>
D in CMP GUI
i ] )
e B mpst g Netwaork Element Administration
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Click “Modify” in the Network Element Administration screen and check the boxes as
appropriate to deploy the network element to the MPE and MRA if present.
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When you finish, click “Save”.

Select: Policy Server - Configuration=> <MPE> > Policy Server tab

——
MY FAVORITES ‘A Policy Servers
= Policy Server: x52-mpel
POLICY SERVER E{3 A v P
Configuration
System Reports | Logs Diamy
Configuration Template
Applicati
prications Modify || Advanced
Match Lists
Policy Counter 1D Associations

Traffic Profiles Applications <Nonex
Network Elements PGW-test
Retry Profiles etworl Eement Groups <MNone=

Protocol Timer Profiles

Confirm the deployed Network Element has now been associated with the MPE.

Select: MRA > Configuration=><MRA> > MRA tab

MRA Administration

= {;‘ AL Multi-protocol Routing Agent: x52-mral

System Reports | Logs Diameter Routing T Session Viewer ]

Modify Advanced

Associations

Network Elements PGW-test
ETWOTK CIerment Groups =None>

Confirm the deployed Network Element has now been associated with the MRA.

THIS PROCEDURE HAS BEEN COMPLETED
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6.8 LOAD POLICIES AND RELATED POLICY DATA

This step is optional. Policies are not required to process a test call but for the purpose of verification, a
basic Policy can be installed manually, or using an import action and an xml file. The policy must be
deployed to the MPE which will process the test call.

Here is an example of a very simple policy that can be used to confirm session creation for a test call by
viewing the trace logs on the MPE that processes the test call.

e rJ\al—l Oracle Communications Policy Management

MY FAVORITES = Policy Library Policy: New Request Test
* POLICY SERVER =) ALL
*:‘I“ Modify | Delete | Deploy | Toggle View |

POLICY MANAGEMENT m MNew Request TesH]

Policy Library Policy Description

Template Library where tf‘le req_uestis creating alnel_nrse.ssior! ) o o
send notification to trace log with " Policy triggered for new test request’ and severity ~Warning

Policy Table Library continue processing message

Note that this policy needs to be deployed to the relevant MPE that will process Diameter session
requests. Deployed Policies can be verified from the “Policies” tab of the MPE that will process the test

request:

e =Tl Oracle Communications Policy Management

Policy Server Adminidration

¥ TAVORITES - Policy Sevea Py Sarvaan HBL-F

BT MR R 4= T — .
j - Briflem | Baparis | Logs | Pelly Bevves | 1M | Baiiling Bala Bewried | Bwlaeg

Candipaatn

[ wd vy wlon Tevaplate # EEEE
=
6.9 ADD A DATA SOURCE

This step is optional. When the test call is received by the MPE, the MPE can be configured to perform a
Subscriber lookup to an appropriately configured Subscriber Database. Refer to CMP Wireless User's
Guide for more information.

| Sorverbmbe || Scand Crilond Searvh Fillers Bvosiaiod Della Soures

Losrramion 2| A
Adein State -
Pegim Eralle Subscription
Undjus Ii=a Lo métil-ET -

Sh Profis !w: e
Probsol Tirme Hﬁkllﬂdﬂnﬂd -

Transport !

= TCP TR
Convaitiin [1] B [RCOming Shnaamms
M Culigedeg SAradrmd (5
Prisssany Servers
Primary Bdenbity Senedary [dentity
Primary Address Secomdary Aidress
Primary Port e Secomcary Port 3864
W
0 I
L4 *
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Here is a sample configuration. This form will be specific to the customer site.

[ Server Info ” Search Criteria H Search Filters H Associated Data Sources 1
=
|Cammnn |
Admin State [
Realm oracle.com Enable Subscription [¥
Unigue Mame MPBay10 Use Notif-Eff |

Sh Profile Profilava ¥
Prot.ocol Timer lﬁundafined =
Profile

Transport
@ TCP O scTP
Cunnachunsl 1> Max Incoming Straamsl 'I

Max Qutgoing Streams I VI

Primary Servers |

Primary Identity mpbay10.oracle.com Secondary Identity
Primary Address 10.196.165.22 Secondary Address
Primary Port 3868 Secondary Port 3868 L‘

6.10 PERFORM TEST CALL

A basic test call will confirm that the system is ready for testing of call scenarios defined by the customer.
The test call will be initiated from the network element that has been previously created. For example, a
PGW (Packet Gateway) will first establish a Diameter connection with the PCRF and then initiate the test
call by sending an Initial Diameter CCR-I message.

Note: Customer specific information such as “Indexing” and “Diameter Realm and Diameter Identity” may
be required on the on the MPE —>Policy Server tab for the test call. The following is a sample for reference
only.

3 Policy Servers
Ea ALL Policy Server: MPEO1

@

System Reports | Logs Diam

Mod'lfyl Adwvanced |

The configuration was applied successfully.

Associations

Applications <None>
Network Elements PGW1

Network Element Groups <None>
Notification Servers <None=

~Subscriber Indexing

Defaults

Index by IPv4: true
Index by IP-Domain-Id: false
Index by IPvG: false
Index by Username: false
Index by NAI: false
Index by E.164 (MSISDN): true
Index by IMSI: true
=< No Overrides by APN =
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6.11 PRE-PRODUCTION CONFIGURATIONS

There are other steps required to verify the Operations configuration of the system. For example, to verify
that the SNMP traps (Alarms) are being delivered to the customer Network Management centers. These
are outside the scope of this document, but also need to be planned and executed.

Please reference the following document for information on configuring SNMP:
SNMP User's Guide 12.2

Additional Procedures can be referenced from the following documents:
Platform Configuration User's Guide Release 12.2
CMP Wireless User’'s Guide 12.2

Changes in the behavior of Release 12.2 are documented in the Oracle® Communications Policy
Management Release Notes Release 12.2

Behavior Modifications

Removal of Manual Statistics Mode (Statistics Mode Unification) - ER 22534128
As of this release, the manual statistics mode is no longer available. The default and only available
mode in this release is interval mode statistics. In prior releases, manual stats mode is the default.

Firewall Enabled by Default - ER 22536198
Firewall functionality is now enabled by default. Server firewall protects Policy Management against
DDoS, flooding attacks, and unwanted connections. The settings are not altered upon upgrade.
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7. CONFIGURE POLICY APPLICATION SERVERS IN CABLE MODE

The following procedures configure the Policy Management Application in Cable Mode and establish the
network relationships, to a level that would allow a basic test call though the system.

The following procedures are common to HP and Oracle RMS environments, except for small differences
noted within the procedures.

For the greater detail please refer the following documents as found in the reference section of
this document.

Configuration Management Platform Cable User's Guide Release 12.2

Platform Configuration User's Guide Release 12.2

7.1 PERFORM INITIAL CONFIGURATION OF POLICY SERVERS - PLATCFG

7.1: Perform Initial Configuration of the Policy Servers- Platcfg

STEP | You must configure the operation, administration, and management (OAM) network address of the server, as well as
# related networking. Execute the referenced procedure on every server in the Policy Management network.

Prerequisites:
To complete this procedure, you need the following information:

e  This procedure assumes that you are using Policy Management in a cable network.

e  You need to know whether or not the server has an optional Ethernet Mezzanine card installed.

e Hostname — the unique hostname for the device being configured.

e  OAM Real IP IPv4 Address — the IP address that is permanently assigned to this device.

e  OAM Default IPv4 Route — the default route of the OAM network. The MPE, BOD and MA system will move
the default route to the SIG-A interface once the topology configuration is complete. The default route
remains on the OAM interface for the CMP system.

e  OAM Real IP IPv6 Address (optional) — the IP address that is permanently assigned to this device.

e  OAM Default IPv6 Route (optional) — the default route of the OAM network. Note the MPE,BOD and MA
system will move the default route to the SIG-A interface once the topology configuration is complete. The
default route remains on the OAM interface for the CMP system.

e  NTP Server(s) — areachable NTP server(s) (ntp_address).

e  DNS Server A (optional)— a reachable DNS server.

e  DNS Server B (optional) — a reachable DNS server.

e DNS Search — the domain name appended to a DNS query.

e Device — the bond interface of the OAM device. Use the default value, as changing this value is not
supported.

e  OAM VLAN Id — the OAM network VLAN ID for Oracle X5-2 RMS.

e  SIG AVLAN Id — the Signaling-A network VLAN ID for Oracle X5-2 RMS.

e  SIG B VLAN Id (optional) — the Signaling-B network VLAN ID for Oracle X5-2 RMS.

e  SIG CVLAN Id — SIG-Cis not supported in Cable mode

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.
Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.
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=

Login to server as Access the iLO GUI, and open a Remote Console session then login as root
I:' root via Console Note: iLO procedures can be found in Section 8: Accessing the iLO VGA Redirection Window

NOTICE - PROPRIETARY SYSTEM
[his system is intended to be used solely by authorized users in the
ourse of legitimate corporate business. Users are monitored to the
Extent necessary to properly administer the system, to identify
mauthorized users or users operating beyond their proper authority,
pnd to investigate improper access or use. By accessing this system,

bou are consenting to this monitoring.

hostnamef 15329346598 login:

2. Verify the type of Login as root, via Console.

I:' server logged in to
# getPolicyRev —p

Output will be either bod, cmp, ma, or mpe as in the following example for cmp policy
server:

[root@hostnamef 1539346598 ~1# getPolicyRev -p
CHp

[rootPhostnamef 15329346598 ~1# _
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3. Verify Policy Mode in

I:' platcfg

Run platcfg tool:

#su - platcfg

intenance

Diagnostics

Server Configuration
Remote Consoles
Security

Network Configuration
NetBackup Configuration
Policy Configuration
Exit

e

From the main menu navigate to Policy Configuration -> Set Policy Mode

Choose the relevant Policy mode from the deployment as shown below (in this procedure

we are choosing Cable):

Select Policy Mode

Confirm switching the policy mode from the default “Wireless” to “Cable”:

———————— Warning!

target Mode "Cable"?

Current Mode iz "Wireless", Switch to
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4. Perform Initial After mode is set, system will return back to the Policy Configuration menu. Scroll to
I:' Configuration “Perform Initial Configuration” to start performing the initial configuration of the server:

Fill in the initial configuration values for the server:
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5. Enter the configuration values and then select OK, where:
I:' « HostName--The unique name of the host for the device being configured.
¢ OAM Real IP Address--The IP address that is permanently assigned to this device.

¢ OAM Real IPv4 Address--The IPv4 address that is permanently assigned to this device.
¢ OAM Default Route--The default route of the OAM network.

¢ OAM IPv4 Default Route--The IPv4 default route of the OAM network.

¢ OAM Real IPv6 Address--The IPv6 address that is permanently assigned to this device.
¢ OAM IPv6 Default Route--The IPv6 default route of the OAM network.

o NTP Server (required)--A reachable NTP server on the OAM network.

* DNS Server A (optional)--A reachable DNS server on the OAM network.

* DNS Server B (optional)--A second reachable DNS server on the OAM network.

* DNS Search--A directive to a DNS resolver (client) to append the specified domain name
(suffix) before sending out a DNS query.

¢ OAM Device--The bond interface of the OAM device. Note that the default value should
be used, as changing this value is not supported.

* BackPlane Device [Only available in Cable mode] -- the bond interface of the
backplane device Note that the default value should be used, as changing this value is
not supported.

* BackPlane IP Prefix [Only available in Cable mode] -- The Ip address prefix assigned
for the Backplane direct link.

In case the H/W used is Oracle X5-2 or NETRA RMS, VLANSs can be used and the following
prameters will be available for configuration in this menu:

¢ OAMVLAN--The OAM network VLAN Id

* SIG A VLAN --The Signaling-A network VLAN Id
¢ SIG B VLAN --The Signaling-B network VLAN Id
¢ SIG C VLAN --Not supported in Cable mode

Note:

1. All of the fields listed above are required, except for fields DNS Server and DNS Search,
which are optional but recommended

2. Every network service and IP flow that is supported by IPv4 is now supported by IPv6.
Either interface or a combination of the two can be configured.

When finished completing the form, select OK to save and apply the configuration.
The configuration in the following snapshot is only an example for HP RMS H//W. Actual
configuration should be in accordance with network design requirements

| Initial Configuration [

HostName:

02M Real IPv4 Address
ORM IPv¢ Default Route
OAM Real IPv6 Address
ORM IPvé Default Route:
NTP Servers:

DNS Server A:

DNS Server B:

DNS Search:

OAM Device:
BackplaneDevice
BackplaneIpPrefix:

The platcfg form will process the configuration of the server, and then it will return to the
platcfg menu.
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6. Verify Config

From the main menu navigate to Policy Configuration -> VerifyInitial Configuration from
within the platcfg utility.

Policy Configuration Menu

Set Policy Mode

Perform Initial Configuration
Restart Application

Cluster Configuration Remowval
Uerify Server Status

S5L Key Conf iguration
Ethernet Interface Parameter Settings
Save Platform Debug Logs
Cluster File Sync

Routing Config

Firewall

DSCP Conf ig

Backup and Restore

Exit

A display similar to the following is shown.

Index Table of Contents

Date/Time: 12/06/2016 16:52:32
ardware Type: ProLiantDL360G6

[BackplaneIpPrefix="169.254.88"
[DNSSearch=""
[DNSServerA=""
[DNSServerB=""
DefaultGw="10.240.155.1"
DefaultIpveGw=""
Device="bond2"
ostName="5itel-CMP-A"
LayoutProfile="directlink"”
HtpServIipAddr="10.250.54.75"
CAMDevice="bond2"
[SIGADevice="bondl"
|SIGEDevice="bond3"
[ServIpAddr="10.240.155.4/27"
[ServIpveaddr=""
P S5tatus:
remote refid st t when poll reach delay offset Jjitter

*10.250.54.75 182.5.41.40 2 u 566 1024 377 0.218 -0.091 2.371

Note: The NTP status may not have updated. This is normal behavior. You may need to
press the Forward button to view the NTP status.
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7. Verify Server Status

Exit from this screen and select Verify Server Status:

Policy Configuration Menu

Set Policy Mode

Perform Initial Configuration
Restart Application

Cluster Configuration Remouval
Uerify Initial Configuration
35L Key Conf iguration
Ethernet Interface Parameter Settings
Save Platform Debug Logs
Cluster File Sync

Routing Config

Firewall

DSCFP Conf ig

Backup and Restore

Exit

The server should be in a running state. For example:

Index Table of Contents
Policy Process Management Status: Running
Server Role: Active

Press “Exit” repeatedly until completely exiting the platcfg utility. You will be returned back
to Linux prompt screen.

8. Ping the OAM
I:I default gateway to

verify server is
available on the
network

From the Linux command prompt ping the OAM gateway (default Gateway from the initial
config procedure) to make sure the gateway is reachable.

Ping the OAM gateway to make sure it is reachable:
[root@3itel-CMP-B ~1# ping 168.248.155.1
PING 18.248.155.1 (18.248.155.1) 56(84) bytes of data.
18.248.155.1: icmp_seq=1 tt1=255 time=0.747 ms
Io4 bytes from 18.248.155.1: icmp_seq=2 tt1=255 time=8.754 ms
64 bytes from 168.248.155.1: icmp_seq=3 tt1=235 time=0.747 ms
18.248.155.1: icmp_seq=4 tt1=255 time=18.8 ms

18.2408.155.1: icmp_seq=5 tt1=255 time=B.753 ms
64 bytes from 18.248.155.1: icmp_seqg=6 tt1=Z55 time=8.70%1 ms

If the gateway is reachable it should be possible to SSH to the server IP and login as admusr

In case you cannot SSH to the configured server or cannot reach the OAM gateway, review the
initial configurations and review the network setup to ensure there are no connectivity issues.

Execute ip -4 addr (IPv4) orip -6 addr (IPv6) to confirm the IP addresses configured during the
intialization are present.
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9. Verify NTP NOTE: Server sync to Network Time Protocol (NTP) is very important to the later steps in this

I:I connectivity install.

To sync and verify NTP server connectivity, perform these steps:

# ntpq -pn

The “*” sign besides the NTP server Ip indicates the NTP server is in sync.

In case the sign is not there, you may try manually to sync with NTP server through the
following steps:

# service ntpd stop
# ntpdate <ntpserver address>

Bad response: 26 Jun 16:47:25 ntpdate[16364]: no server suitable for synchronization found
Good response:

# service ntpd start

If ntpdate has a bad response, follow up to get the needed networking, firewalls and
permissions to solve this connectivity issue with the NTP server.

NOTE: ‘ntpdate’ is an emergency utility; use only when you see significant time difference
between system and the actual time.

10. Repeat on remaining | Repeat this procedure on all Policy components’ servers that are planned for service.
I:I servers If solution is geo-redundant, this procedure need to be performed on sitel and site2 Policy
servers

THIS PROCEDURE HAS BEEN COMPLETED

7.2 PERFORM INITIAL CONFIGURATION OF THE POLICY SERVERS - CMP GUI

This procedure will perform initial configuration of the CMP GUI on a newly installed environment.

IMPORTANT:

In a deployment that will have Geo-Site CMP servers (requires a secondary Site2-CMP cluster) , the Geo-site CMP servers do not
get configured with this procedure. Instead, the Active (Sitel) CMPs are configured with this procedure, and are designated as
“CMP Site 1”. The other pair of CMPs will be added to the network Topology from the CMP Site 1 GUI . The CMP Site 1 cluster
will push the configuration to the Geo-Site (site2 cluster) CMPs at a later step in these procedures.
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STE P | This procedure will configure the CMP at the Active site (CMP Site 1).

# -
Prerequisite:
- Network access to the CMP OAM REAL IP address, to bring up a web Browser GUI (http)
Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.
IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.
1. Open CMP GUI Open CMP GUI for the first time by navigating the CMP OAM IP address in a supported
I:' browser:
http://<CMP_REAL_OAM_IP>
Note: The initial GUI configuration can be performed on either CMP that will be located at
Sitel. If this is not geo-redundant solution there will be no Site 2 location.
2. Set CMP Mode in 15t Once connected to the CMP GUI for the 15t time, user will be prompted to select the

I:I selected CMP

“modes” for the system, which define what functionality will be configurable from the CMP
GUIL. The mode selection depends on the customer deployment.

Select the check boxes as needed, and click OK.
The following page provides a sample selection for Cable common related options.

OoORACLE

Pelicy Management Initial Configuration Screen

L=}

[Note: modes can be changed at a later time if needed, but the method to access to this
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mode selection is not documented.] Contact Oracle Support if Mode selection is required to
be changed after the initial configuration.

For the greater detail please refer to “The Mode Settings Page” in the following
document (as found in the reference section of this document).

Configuration Management Platform Cable User's Guide Release 12.2

3. Login to CMP GUI

After finishing the policy mode selection and pressing “OK”, login screen below will be
displayed:

ORACLE’

4. Set admin password

Initial, default login is admin/policies
After login, the system will prompt the user to change the admin password.

Current Passvord |

New Password

Confirm Password

Change Password

Enter the default old password then the new password twice and press “Change Password”
button.

5. Verify that the CMP GUI is
displayed, with expected
menus.

ORACLE Oracle Communications Policy Management

Y FAYDRITES
POLICY S LR

4 o mgram by

4 o megpam almery Twerapdale
Ml B ety

e
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BoD

SWSTIM WITA ALPIATS
PLATIFORS SETTING
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SESTIM ADSINIST R TICH
WELP

THIS PROCEDURE HAS BEEN COMPLETED
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This procedure will perform initial configuration of the CMP GUI, CMP Site 1 cluster

7.3: CMP Sitel Cluster Configuration

STEP
#

This procedure will perform configure the CMP at the Active site (CMP Site 1)
For additional detail please refer to the following (as per the reference section in this document).

Configuration Management Platform Cable User's Guide Release 12.2

Note: The recommended sequence of creating the Policy Management topology is as follows:

1. Configure the primary CMP cluster — You start to build a topology by logging in to the active CMP server at the primary
site. Configure the CMP cluster settings. The settings are replicated (pushed) to the standby CMP server. Together, the two
servers form a primary, or Site 1, CMP cluster. This will be the primary CMP site for the whole topology network. The
primary site cannot be deleted from the topology.

2. Configure the secondary CMP cluster (optional) — Use the primary CMP cluster to configure a secondary, or Site 2, CMP
cluster. A secondary CMP cluster can provide geo-redundancy.

3. Configure MPE, MA and BOD clusters — Enter MPE, MA and BOD clusters settings on the active CMP server on the
primary site.

4. For geo-redundancy (optional), configure additional sites for MPE-S and BOD clusters.

IMPORTANT:
In a deployment that has Geo-Site CMP servers, these Geo-site CMP servers DO NOT get configured with this procedure.
Instead, the Active site CMPs are configured with this procedure, and are designated as “CMP Site 1”. The other pair of
CMPs will be added to the network Topology from the CMP Site 1 GUI. The CMP Site 1 cluster will push the configuration
to the Geo-Site CMPs at a later step in these procedures.
Prerequisites:
To complete this procedure, you need the following information:

e  OAM VIP — IP address and netmask for the cluster VIP address on the OAM network.

e  Hostname — The names you choose for each server in the cluster.

e Signaling VIPs (optional) — Up to four IPv4 or IPv6 addresses and netmasks of the signaling VIP addresses. For
each, select None, SIG-A, SIG-B to indicate whether the cluster will use an external signaling network. If you
specify either SIG-A, SIG-B, you must enter a Signaling VIP value.

e  The admin password (cmp_password) you previously defined.
e  (Cluster Name — The name you choose for the CMP cluster (the default is CMP Site 1 Cluster).

e HW Type — Determines whether VLANs are required. If you select Oracle X5-2, or Netra hardware, VLANs are
required. For HP RMS hardware, VLANs are not required.

e Network VLAN IDs — The values designated during the Initial Configuration done with placfg.

e  SNMP configuration (optional)— snmp_sys_location (the enclosure name), snmp_community_string (the
community string), and snmp_trap_destination (the trap destination), which you previously defined.

e Network access to the CMP OAM IP address, to bring up a web Browser GUI (http)

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.
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1. View Topology Settings

[]

Select: Menu -> Platform Settings -> Topology Settings ->all clusters
The initial form will open, and display a message that initial configuration detected and CMP
Site 1 Cluster should be added.

Oracle Commiunications Policy Ma Nt =
s

—
E ey i

- ]
LTI 3

g ragy

o ] - [T i et =
e ]
[

2. Add CMP Site 1 Cluster —

I:I Server A

Select the button to Add CMP Site 1 Cluster.
The Topology Configuration form is displayed.

In this form, the CMP cluster can be given a name, and certain characteristics of the cluster
are defined.

This form will define a VIP address to be assigned to the active server in the cluster.
Note: The HW-Type will determine whether VLANs are required. For Oracle X5-2 and Netra
options VLANSs are used. The VLANs will have been designated during the Initial Configuration
done with placfg. They should be used here as well.
e  HP RMS Hardware (HP DL360 G6/G7 and HP G8/G9 RMS)-Types do not require
VLANSs.
e Oracle RMS-Type do require VLANS.

This is an example of the form for an HP RMS HW Type

S oo e
= el ],
e Camarsd g
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Complete the form for Cluster Settings and Server-A. The information below should be
reviewed to determine the appropriate selections

— Select the right type hardware

HW Type — Select the type of hardware:

¢ HP ProLiant DL360G6/G7 (for a HP DL360 Gen 6 and Gen7 servers)

¢ HP ProLiant G8/G9 RMS (for HP Gen 8 and Gen 8 servers)

¢ Oracle RMS (for a Oracle X5-2 and NETRA servers)

® VM (for a virtual machine) Not covered in this guide — refer to Install guide for virtual
environment

— Complete Network Configuration VLAN IDs per network design if applicable.
In case hardware used is Oracle RMS you will have the option to configure VLAN IDs in
Topology Settings as shown below:

Oracle Communications Policy Management

Teaprdrmgp 4 el s
i 5 Eiaten
« I

Ptk Lerdiga -
el B ek -

— Complete the OAM VIP

OAM VIP (required) — The OAM VIP is the IP address the CMP uses to communicate with a
Policy Management cluster. Enter up to two OAM VIP addresses (one IPv4 and one IPv6) and
their masks. Enter the address in the standard dot format and the subnet mask in CIDR
notation from 0-32 (IPv4), or standard 8-part colon-separated hexadecimal string format and
the subnet mask in CIDR notation from 0-128 (IPv6).

— Complete Signaling VIP if applicable

Signaling VIP 1 through Signaling VIP 4 (optional) — Enter up to four IPv4 or IPv6 addresses
and masks of the signaling virtual IP (VIP) addresses; for each, select None, SIG-A, or SIG-B
to indicate whether the cluster will use an external signaling network. You must enter a
Signaling VIP value if you specify either SIG-A or SIG-B. If you enter an IPv4 address, use the
standard dot format, and enter the subnet mask in CIDR notation from 0-32. If you enter an
IPv6 address, use the standard 8-part colon-separated hexadecimal string format, and enter
the subnet mask in CIDR notation from 0-128.

Note: predefined for the first Site 1 CMP Cluster configuration, no input necessary.

—Complete Server-A IP

The IP address of the server. Up to two IP addresses can be entered (one IPv4

and one IPv6). Use the standard dot-formatted IP address string for an IPv4 address, and the
standard 8-part colon-separated hexadecimal string format for an IPv6 address.

Server-A Hostname — hostname for the first server (predefined, no input).

—Checkbox for IP Preference

Specify the preferred IP version, either IPv4 or IPV6. If IPv6 is selected, the

server will prefer to use the IPv6 address for communication. If neither an IPv6 OAM IP nor a
static IP address is defined, the IPv6 radio button cannot be selected here. Similarly, If neither
an IPv4 OAM IP nor a static IP address is defined, the IPv4 radio button isn't accessible.

—Complete HostName

The name of the server. This must exactly match the host name

provisioned for this server (that is, the output of the Linux command uname —n)

Note: If the server has a configured server IP address, highlight or select the ip address and
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then you can click Load to retrieve the remote server host name. If retrieval fails, you must
enter the host name. This is the preferred method of datafilling the hostname to avoid errors.
If the target server IP address is unreachable the host name will not be fetched and network
connectivity should be checked.

When done, save the form and select OK.

If the configuration is for Oracle RMS and contains VLAN IDs you will be prompted to confirm
the VLAN IDs.

VLAN Confirmation

The VLAN IDs on the page must match the VLAN IDs configured on the server.
L mismatch will cause HA to fail. Please confirm that the VLAN IDs are correct
S before saving.

|site |oam 51G-A |s1G-8 |
|Primary 73 75 76 |

Then the following confirmation prompt appears. Click <OK>

Active Server will restart and you will be logged out.

At this point, you will be logged out of CMP GUI as OAM VIP should be used from this step and
on.

3. Login using the CMP

I:I cluster VIP.

After the Topology Configuration is saved, the CMP VIP address will be taken by the Active
CMP server of the cluster. This may take a minute.

Login to the CMP GUI using the VIP address, then navigate to Platform Settings -> Topology
Settings -> all clusters -> CMP Sitel Cluster

Verify the configured CMP server is now in “Active” state

4. IF the CMP VIP is not

I:I available...

SSH to the CMP Real IP address of the CMP server as admusr then switch to root user to
confirm the server role is “active” as shown below

# ha.mystate

164 of 237

E82615 Revision 01




Policy Management 12.2 Bare Metal Installation Guide

7.3: CMP Sitel Cluster Configuration

NOTE: “DbReplication_old” with role “O0S” is not an indication of a problem and can be
ignored.

It is still possible to login to the CMP server with its Real IP address, if needed, to verify that
the Topology Configuration was done correctly.

5. Modify CMP Site 1

I:I Cluster — add Server B

If second CMP server (for redundancy in an HA cluster) will be used, then Server-B needs to be
added to the CMP Site 1 Cluster. The next three steps do this.

Select: Menu -> Platform Settings -> Topology Settings
Select View for CMP Site 1 Cluster
Select Modify Server B

Cormerad keflusps

(il ST

Enter:
=  Server-BIP — OAM Real IP address for the second server.

= Server-B Hostname — hostname for the second server. This hostname must exactly
match the hostname configured in platcfg (same as uname -n). Alternatively, you
may highlight the server IP then press the “Load” button for the system to
automatically look up the server name from initial configuration

Note: The “load” option should be used to correctly populate the Hostname. If the

server B IP address is reachable “load” will automatically pick up the correct hostname
from the target server.

Example of Sitel CMP Cluster Server B Topology Configuration
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—i Elserver-B
Delete Server-B I

General Settings

<IP1> <10.240.155.3/>
IP

Add New 1P | Edit | Delets |

IP Preference ® Ipya IFvE

HostMame Sitel-CMP-B |

Forced Standby ¥
Status standby

Save | Cancel I

Note: the Forced Standby checkbox is checked by default

Select “save” then “OK” on the following confirmation message.

Active Server will restart and you will be logged out.

The server status will be “out-of-service” for few minutes and that is expected until the cluster
forms then it will get to “standby” state:

—| Eserver-B

General Settings

1P <IP1><10.240.155.3>=
IP Preference IPv4

HostMame Sitel1-CMP-B

Forced Standby Yes

Status standby

Note: Wait for any Alarms, such as the following, to clear.

31282 The HA manager (cmha) is impaired by a s/w fault

6. CMP GUI: Remove Force
I:I Standby on Server B

Click Modify Server-B button and uncheck Force Standby, then click Save when finished and
“OK” to the following confirmation message:
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—i Elserver-B
Delete Server-B |

General Settings
<IPi> <10.240.155.3/ >

IP

Add New IF I

IP Preference ® Ipy4 IFvE

HostMame Sitel-CMP-BE Load I
I Forced Standby I
Status standby

Sauel Cancel I

Verify status becomes:
e  Forced Standby = no
e  Status = Standby

—| Eserver-B

General Settings

IP <IP1><10.240.155.3>=
IP Preference IPwa

HostMName Sitel-CMP-B

Forced Standby Mo

Status standby

7. CMP GUI: Verify CMP

I:I cluster

SYSTEM ADMINISTRATION - Reports

Verify both CMP servers are present , with one “Active” and the other in “standby”
status and also the status of the cluster is “On-line”:

CPW Sle | Clavier (F]

Actovn
Chuttar Hasdgar

e f b Uptima
LENCE TINRT PR - Nt 3 3 s 8 s T s ok daren
3550 3RS Barvar- TRaradiey 3 3l it §F Sk Sl At

8. GUI: Verify CMP cluster

SYSTEM WIDE REPORTS > Active Alarms

Verify that there are no active alarms on CMP(s).

s mi=g Cracle Communications Policy Management

167 of 237

E82615 Revision 01




Policy Management 12.2 Bare Metal Installation Guide

7.3: CMP Sitel Cluster Configuration

9.

[]

Server: Verify the server
role

Use the following Server-B real IP address and SSH to the just configured Server-B. Use the
ha.mystate command to verify that the server role is Stby as shown below:

# ha.mystate

NOTE: "DbReplication_old” with role “O0S” is not an indication of a problem and can be
ignored.

10.

CMP GUI: Configure a
secondary site CMP
cluster

Follow the same steps in this procedure to add secondary site CMP cluster if it is part of the
Cable Policy deployment:

lor)Yul=8 Oracle Communications Policy Management

= 1 P [ T I An e T

THIS PROCEDURE HAS BEEN COMPLETED

7.4 CONFIGURING ADDITIONAL CLUSTERS

This procedure will configure the management relationships between the Active site CMP cluster and the
remaining policy components of the Cable Policy deployment like MPE-Rs, MPE-Ses, MAs and BODs.
After this, the status of the servers will be available from the CMP GUI.

It is allowed to perform a Topology Configuration for clusters at remote sites, even if those sites are not
fully networked or configured. The CMP will report Alarms in this case, and will continue to try to establish
the management services to the clusters until it is able to reach them. When the clusters become
available, the CMP will update status and the Alarms will clear.
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STEP
#

This procedure will configure the management relationships between the CMPs and the other servers (MPEs/MAs/BODs),
and the cluster assignments. After this, the status of the servers will be available from the CMP GUI.

IMPORTANT:

Certain IP network services must be allowed between the CMP Site 1 cluster and the other clusters in the network, in
order for the full management relationships to be established. Incorrectly configured Firewalls in the network can cause
the Management relations to fail, and Alarms to be raised at the CMP.

Prerequisite:

- Network access to the CMP OAM IP address, to bring up a web Browser GUI (http)
- The server software is installed on all servers in the target cluster

- The servers have been configured with network time protocol (NTP), domain name server (DNS), IP Routing, and
OAM |P addresses

To complete this procedure, you need the following primary site settings:

e  Site Name

e HW Type — Determines whether VLANs are required. If you select Oracle X5-2 or NETRA hardware, VLANs are
required. For RMS hardware, VLANs are not required.

e OAM VIP (optional) — The IP address and netmask a CMP cluster uses to communicate with an MPE or MA or
BOD cluster.

e  Signaling VIPs (required) — The IP address a policy charging and enforcement function (PCEF) uses to
communicate with a cluster. At least one signaling VIP is required. Define up to four IPv4 or IPv6 addresses and
netmasks of the signaling VIP addresses. For each, select None, SIG-A, SIG-B, or SIG-C to indicate whether the

cluster will use an external signaling network. You must enter a Signaling VIP value if you specify either SIG-A,
SIG-B.

e Network VLAN IDs — The values designated during the Initial Configuration done with placfg.

e If you are configuring a Geo-Redundant (Site 2) CMP cluster, the information that you previously configured for
the CMP Site 1 cluster (the default cluster name is CMP Site 2 Cluster).

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE

I:I!‘

Login to CMP Server From Browser, enter CMP Server VIP in Navigation string.
GUIs (using VIP)

ORACLE

Login as admin (or a user with admin privileges)

2. View Active Alarms It is recommended to View the Active Alarms in the system before performing Configuration
I:' work. Check Alarm information and determine if any Alarms present may affect configuration
activies.
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View of Alarms from CMP GUI upper right banner
12/09/16 05:24 PM | admin | Logout

T LD o arers e Ty iy e [l e [

IMPORTANT: In Policy 12.2, there is Online help provided for Alarm descriptions.

In the Alarm views, click on the alarm Id to open the Alarm description help page.
Alternatively, from the Menu select On-Line Help, and select Troubleshooting Guide. Search
this for the Alarm Id.

View Topology Settings

PLATFORM SETTINGS = Topology Settings

The Topology Settings screen allows for the selection of adding a CMP Site2 or adding an
MPE/BoD/MA Cluster.

For a Secondary site CMP Cluster select :
. Add CMP Site 2 Cluster

For a MPE or BoD or MA cluster select:
e  Add MPE/BoD/MA Cluster

Note: For a Geo-Redundant BoD/MPE cluster the option “Manage Geo-Redundant” will need
to have been selected in the Initial CMP mode Configuration.

s -Tlal= Oracle Communications Policy Management
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4.

[]

Add SITE 2 CMP Cluster-
Server-A

Adding a CMP Site2 CMP cluster is optional. If the Policy Management Solution design calls
for “Geo-Redundant” CMP clusters, the “Site 2 CMP Cluster” must be configured from CMP
Sitel Cluster GUI.
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Select “Add CMP site2 cluster” and datafill the CMP Site2 Cluster form.

Note: The fields that need to be datafilled in this form are the same as the CMP Sitel Cluster.

5. Create and name Site-1

I:I and Site-2

NOTE: This step is to be
done once only.

MPE-S and BOD clusters can be dispersed between a primary site and a secondary site. This
provides Geo-Redundancy for the MPE-S/BOD clusters where Server-A and Server-B form an
HA Cluster at the Primary Site and Server-C provides a backup server at a secondary site.

Note: For a Geo-Redundant MPE/BOD cluster the option “Manage Geo-Redundant” will need
to have been selected in the Initial Mode Configuration of CMP GUI as shown in step 2 of
Procedure 26 above

This step will create two separate sites into which MPE and MRA clusters can be added.

PLATFORM SETTINGS -> Topology Settings
e Ensure that “All Sites” configuration option is available

Note: “Manage Geo-Redundant” should be selected in the CMP GUI Initial Configuration
form. If Sites is not visible go back and make this change now.

s tmB= Oracle Communications Policy Management

e  Click on ‘Create Site’ to create a new site name i.e. < Site-1>
e  Click on ‘Create Site’ to create a new second site i.e.< Site2>
e Name each additional site accordingly and save the configuration.

Note: If the hardware being used required VLANs you will need to configure VLANs in the Add
SITE form as well

Site Configuration
New Site

Name ES] |
Max Primary Sitz Failure Thresheold 0
HW Type HF ProLiant DL3E0GE/GT ¥

Save | Cancel

CMP will display message that site is successfully created and you can now see the newly
created site displayed under site configurations:

ORACLE Oracle Communications Policy Management

After configuring all sites in CMP , they would now be viewed in the Topology. MPE-S and BoD
clusters will be added to these sites at the time the topology for these servers are created.
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ORACLE Oracle Communications Policy Management

- Fas by e fae | i

— : 1

Note: “CMPSitel” and “CMPSite2” are reserved site names for CMP Clusters so they can not
be used as valid names when configuring sites in the topology. CMP GUI also prohibit users of
using these names in configuring new sites.

6. Add MPE/BoD/MA

I:I Cluster

PLATFORM SETTINGS - Topology Settings

o Il Oracle Communications Policy Management

s magms abum
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Click on <Add MPE/BoD/MA Cluster>. In the Topology Configuration form, enter the
information for this cluster.

Itis allowed to add both Server-A, Server-B and Server-Cin this form at the same time

Note: These settings are only an example of a likely configuration. An actual deployment will
be specific to customer requirements.

Define the Cluster Settings
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a) Name (required) — Name of the cluster. Enter up to 250 characters, excluding quotation
marks(") and commas (,).

b) Appl Type — Select the type of server: MPE (default) or BOD or MA
c) Site Preference — NORMAL

DSCP Marking = NONE

Replication Stream Count =1 through 8
Replication and Heartbeat = REP
Backup Heartbeat = OAM

Define the Primary Site Settings

Site Name —Here the added server can be associated with a previously configured site in the
drop down tab if this will be Geo-Redundant topology

HW Type — Select the type of hardware:

¢ HP ProLiant DL360G6/G7 (default)

* Oracle RMS (for a Oracle X5-2 and Netra server)

¢ HP ProlLiant G8/G9 RMS

* VM (for a virtual machine) Not covered in this guide
¢ VM Automated Not covered in this guide

OAM VIP — The OAM VIP is not typically used for the MRAs or the MPEs. The Real IP address
is used by the CMP to communicate with the MPE or MRA cluster.

Signaling VIPs (required) — The signaling VIP is the IP address a PCEF device uses to
communicate with a cluster. Click Add New VIP to add a VIP to the system. A cluster supports
the following redundant communication channels for carriers that use redundant signaling
channels.

¢ SIG-A
* SIG-B
¢ SIG-C— NOT supported in Cable mode

At least one signaling VIP is required.

Define the general network configuration for Netra servers in the Network Configuration
section of the page. This section is not available for RMS.

a) Enter the VLAN IDs, in the range 1-4095 for the following:
1. Define the settings for Server-A in the Server-A section of the page.
2. Define the settings for Server-B in the Server-B section of the page.
3. Define the settings for Server-C in the Server-C section of the page.

Note: If the cluster is not a Geo-Redundant topology Server-C is not required

Example of an MPE-R Cluster configuration on HP RMS HW
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Example of an MPE-S cluster configuration on HP RMS H/W
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Example of an BOD cluster configuration on HP RMS H/W
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<Save> the topology configuration
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Confirm the VLAN configuration if the hardware type and network architecture uses VLANs:

VLAN Confirmation

l The WLAN IDs on the page must match the VLAN IDs configured on the server. A

_ mismatch will cause HA to fail. Please confirm that the VLAN IDs are correct
== before saving.
Site OAM SIG-A SIG-B REP
Primary 3 5 G
Secondary 3 5 3

Click <OK> to confirm

Active server will restart.

Cancel

If clusters has been added succesfully it will now be visible on the Cluster Configuration page.

—_—
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Note: Initally several alarms will be generated. Wait for all the alarms to clear - then refresh
the view of the topology screen to confirm that the newly added BOD/MA/MPE-R/MPE-S now
shows an “active” and a “standby” status for Server-A and Server-B. If there was a Server-C
added to the MPE-S and/or BOD clusters topology check that server-C status shows “spare”.

Note: CMP clusters are associated with <CMP Site 1 cluster > and <CMP Site 2 Cluster> upon
creation. Only the MPE-S and BOD are associated directly to the configured sites populated
under “All Sites”.

- 3.1
-

Note: If the topology configuration is performed at a time when there is no network
connectivity between the CMP and the other policy components servers (MPE/BOD/MA)
being added to the topology, the status of these newly added servers will show as “offline”
and alarms will be generated due the offline state. These alarms will persist until such time as
the servers become reachable from the CMP. The CMP will continually retry connecting to the
servers that have been newly added in the topology. When the new servers are reachable, the
topology configuration will complete and any alarms present due to the topology
configuration will resolve/clear. In this scenario, return to the CMP topology settings when
connectivity is established between the CMP and the newly added servers and confirm there
are no alarms and the status of the added servers are correct.
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7. Repeat the previous A list of Clusters to be configured can be added to this step as a reminder.
I:I step for additional
clusters
8. Verify Topology Select: Menu -> Topology Settings = View Cluster
I:' The status of each cluster can be viewed from this form.

Normal condition will be Active/Standby (and not Forced Standby) and Spare.

9. Verify Alarms If there are problems with the Management relationships between the CMP and the servers,

I:' there will be alarms reported.
Verify that Alarms do notindicate problems.

10. If the CMP will manage If the CMP will Manage Remote sites, and these are not yet available.

I:I Remote sites, and these

are not yet available. a) Configure these clusters, but Return to the Verify Steps above after the connectivity has

been established.
—-OR—

b) Configure these clusters at a later time when the connectivity is established.

THIS PROCEDURE HAS BEEN COMPLETED

7.5 PERFORMING SSH KEY EXCHANGES

You must exchange SSH keys between the CMP, MPE-R, MPE-S, BoD, MA servers. Perform this
procedure whenever you add additional servers to the Policy Management topology. You can execute the
command multiple times, even if keys were previously exchanged

Note: After the topology is set up and SSH keys are exchanged, it is possible that a server in the topology
changes its keys. This happens when:

e A new server is added to the topology

e A serveris re-installed

o A server is replaced by another server

e A server has its SSH keys recreated manually

In any of the above scenarios, reexecute this procedure. The SSH provisioning utility will recheck the
existing SSH key exchanges in the entire topology and provision any key exchanges not yet executed.
You can execute the command multiple times, even if keys were previously exchanged.

7.5: SSH Performing SSH Key Exchanges

STEP | Prerequisite:

# - CMP Site 1 cluster is configured and GUI available
- Before beginning this procedure, the systems that are exchanging keys must be configured and reachable.
Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.
IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

1. Ssh to CMP Site 1 Use SSH to connect to the active server at the CMP Site 1 cluster as the user admusr.

I:I active server: Execute
Key Exchanges to all Enter the command sudo ha.mystate to determine if the server is the active server in the
servers HA cluster. The following example shows an active server:
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2. Ssh to CMP Site 1 Enter the following command:
I:I active server: Execute
Key Exchanges to all S sudo qpSSHKeyProv.pl --prov
servers
You are prompted: The password of admusr in topology:
3. Enter the admusr password (admusr_password).
The procedure exchanges keys with the rest of the servers in the Policy Management
topology. If the key exchange is successful, the procedure displays the message SSH keys are
OK. The following example shows a successful key exchange:
4. Ssh to CMP Site 1 Enter the following command to verify that the keys are successfully exchanged:
I:' active server: Verify
Key Exchanges to all
Servers $sudo qpSSHKeyProv.pl --check
You are prompted: The password of admusr in topology:
Enter the admusr password (admusr_password).
The procedure verifies keys with the rest of the servers in the Policy Management
topology and displays the results of each exchange. The following example shows all keys
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have been checked and have been exchanged successfully:

5 binis

THIS PROCEDURE HAS BEEN COMPLETED

7.6 CONFIGURE POLICY COMPONENTS

This section will cover procedures to configure the 2 tier MPE to a minimum level to execute a test call.
Additional details can be found in the CMP Cable User’s Guide.

Configuration Management Platform Cable User's Guide Release 12.2

7.6.1 Configuring MPE-R and MPE-S in Policy Servers
This procedure will configure MPE-R and MPE-S applications.

7.6.1: Configuring MPE-R and MPE-S in Policy Servers

STEP | This procedure will perform the configuration of MPE-R and MPE-S applications
#

Prerequisite:

- Network access to the CMP OAM IP address, to bring up a web Browser GUI (http)
- MPE-R and MPE-S clusters have been added to Topology Settings

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

Create MPE-R and MPE-S Select: Policy Server -> Configuration -> Policy Servers

1.
I:I Policy Servers in CMP GUI
e Tvala Oracle Communications Policy Management

T ] Frs——

1 g . Fephne.
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7.6.1: Configuring MPE-R and MPE-S in Policy Servers

Click “Create Policy Server” in the Policy Server Administration screen:

[ -T a8 Oracle Communications Policy Management
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Enter values for the configuration attributes:
a) Associated Cluster (required) — Select the cluster with which to associate this MPE
device.

b) Name — Name of this MPE device. The default is the associated cluster name.

c) Description / Location (optional) — Information that defines the function or location of
this MPE device.

d) Secure Connection — Designates whether or not to use the HTTPS protocol for
communication (certifcates must be configured to use this option) between Policy
Management devices. If selected, devices communicate over port 8443.

e) Type — Defines the policy server type:

¢ Oracle (default) — The policy server is an MPE device and can be fully managed by the
CMP.

¢ Unmanaged — The policy server is not an MPE device and therefore cannot be actively
managed by the CMP. This selection is useful when an MPE device is routing traffic to a non-
Oracle policy server.

Note: When configuring an “Associated Cluster”, the drop down tab will only be populated
with MPE clusters that have been configured in the CMP Topology from previous steps.

Policy Server Administration
New Policy Server

Configuration

Associated Cluster 7]

Name

Description / Location MPE-R.
MPE-S.

Complete the form to configure MPE-R Policy Server then click “Save” and confirm
Configured Policy Server status is “On-line”:

ey fud s H S

et == -

In the same fashion, complete the form to configure MPE-S Policy Server then “Save” and
confirm Configured Policy Server status is “On-line”:
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2.

[]

Check added MPE-R/S
clusters in Reports tab

Select: Policy Server -> Configuration -> Configured MPE-R/S -> Reports tab

MPE-R:
s Tl Oracle Communications Policy Management
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Validate that cluster status is On-line and that Servers assume the Active and Standby roles.

Routing configurations for
the 2 tier MPE Policy
Servers

Select: Policy Server -> Configuration -> MPE-R -> Routing tab

' Policy Servers Policy Server: MPE-R

Ey aLL
@ = System | Reports | Logs | Policy Server
18] wmPEs
Madify
Execute Policies for Routed Traffic falze

Foute to Downstream Policy Servers using IP subnets false

Deownstream Policy Servers <None>
w

Subnets <None>

Click “Modify” then set “Route to Downstream Policy” to “True” and choose the MPE-S
configured Policy Server that will MPE-R will route messages to:
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‘2 Policy Servers
EHi ALL
e

{8] mpeS

Click “Save”:

£ Policy Servers
EHZ ALL
RE
# mres

‘2 Policy Servers
ey ALL
8] wmpre-r
{8

Policy Server: MPE-R

System | Reports | Logs | Policy Server

Modify Routing Configuration

Execute Policies for Routed Traffic D true U false @ undefined

! falze ' undefined

Route to Downstream Policy
Servers using IP subnets
Downstream Policy Servers

Save | Cancel

Policy Server: MPE-R

System | Reports Policy Server

The configuration was applied successfully.

Execute Policies for Routed Traffic falze
Route to Downstream Policy Servers using IP subnets true

Downstream Policy Servers MPE o~
-

Subnets <None>

Select: Policy Server -> Configuration -> MPE-S -> Routing tab

Policy Server: MPE-S

System | Reports | Logs | Policy Server

Modify

Execute Policies for Routed Traffic false
Route to Downstream Policy Servers using IP subnets false

<Mone=
-

<Mone>

Downstream Policy Servers

Subnets

Click “Modify” then set “Execute Policies for Routed Traffic” to “True”:

Policie:
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Oracle Communications Policy Manage

(o)
‘2 Policy Servers
Y aLL

@ MPE-R System Reports Logs Policy Server

0 ==

Policy Server: MPE-S

Modify Routing Configuration

Execute Policies for Routed Traffic

‘= truef false ' undefined
Route to Downstream Policy " true - false ™ undefined

Servers using IP subnets

Downstream Policy Servers MPE-R ~
-
Szve | Cancel

Click “Save”:
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4, Diameter configurations

I:' for MPE-S

Select: Policy Server -> Configuration -> MPE -> Policy Server tab

There are many configurations on Policy Server tab of a newly associated MPE. The most
important is to define Diameter Realm and identity to allow diameter connections.
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To define these diameter parameters, click the “Modify” button on top of page then fill in
the diameter Realm and Identity that your network will be using and click “Save”:

l-'kll ri bk Deseription

I Harmeber Bealm The dewrmisin of ||.-'.[:<|r|.‘-i|:'i|'il':.' [ Howr 1"1.||r|'||]|.'_. galactel . com) for the MPE

thwina:

Diameter kdentity The fully qualified domain name (FQDN) of the MPE device {for example,
mpal.galactal . com |

For example:
Diameter
Diameter Realm oracle.com
Diameter Identity pcrf.oracle.com
Diameter PCMM AMID 3472
Diameter PCMM Classifier Prierity 64
alidate user No

Allow Multiple Rx Connections With Yes
the Same Origin-host 1d

Timers Diameter PCMM T1 Timer = 1, Diameter PCMM T2 Timer = 300 , Diameter PCMM T3 Timer = 300

THIS PROCEDURE HAS BEEN COMPLETED

7.6.2 Configure BoD and MA

If customer is using BoD and MA components in Policy Deployment, this section will walk through
configuring these components. If these components are not used, this procedure can be skipped.

7.6.2: Configure BoD and MA components

STEP | This procedure will add the BoD and MA components in CMP GUI
#
Prerequisite:
- Network access to the CMP OAM IP address, to bring up a web Browser GUI (http)
- BoD and MA clusters have been added to the CMP Topology Settings
- Manage BODs and Manage MA servers need to be enabled in CMP initial mode settings
Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.
IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.
1 Create BoD Application Select: BOD -> Configuration -> ALL

CRACLE Oracle Communications Policy Management

Click “Create Bandwidth On Demand Server” in the BOD Administration screen:
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7.6.2: Configure BoD and MA components

e
=1 |

ORACLE Oracle Communications Policy Management

Note that configured BOD cluster in Topology would be available in Associated Cluster drop
down.
Complete the form to configure BOD then click “Save” and confirm BoD status is “On-line”:

BoD Administration
Group: ALL

Creste Bandwidth on Demand Server | Create Group

Bandwidth on Demand Server Status

BOD On-line

2. Check added BOD cluster
in Reports tab

Select: BOD -> Configuration -> All -> Configured BOD -> Reports tab

= 8D Bandwidth on Demand Server B 00
e T
W == e Togs | Babarear | Sessin vimar | Dabow ]

hisiar Information Report
Fidai Allive

Rmar Courcery | Madacove Ouater | Feuss

Blate
- At
Al palll

Validate that cluster status is “On-line” and that Servers assume the Active and Standby
roles.

3. Associate Policy Server Select: BOD -> Configuration -> All -> Configured BOD -> BoD Server tab
with BOD oy Ardnsimistration
B andwifh sn Damand Sarvar B0
[ Systam | Begarts | Legs e -
Dinanled Slobal perar Callrg dpplicptior pprear
POt frabdea Yol
P Podcy Saress Congur
M AP Rddewns
;.é:.;p‘--:r:-:-r Mgrpgar k1 &
BObm Jpte Dalats Batry Indere sl (peooemd w
Vg cmrm ppia dalats radny [tea L
Click “Modify” then “Add” under PCMM Policy Server Configuration:
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Bol Administration
Bandwidih on Denwand ServersBOD

Mml Reparis | Lags i”'mwanm|

e L LR
Traraline MAC na 56 in radr e

Srnibon Wt metification
lak Babinr drsdmg. & Donstiad P Calirg Aphoasn B

e
PRI Eeablnd -
LB by Barwist ol wtens
(o 5 y * L3 +

s P Addrune

Select the MPE-R configured Policy server from the associated MPE drop down. The name
and IP address would be populated automatically, click “Save”:

hparisimd VDE
{ptisesly UEE:R

Hamae VAE-E

1P Addass 10196 3693

Click “save” in BoD Administration page:

PCMM
PCMM Enabled Yes
ame IP Address
PE-R. 10.156.1659.2
EElicabicn Manager 10 1
PCMM Gate Delete Retry Interval (second) 20
Maximum gate delete retry (times) 50

4, Create MA Application

Select: Policy Server -> Management Agents -> Management Agents

oRACLE Oracle Communications Policy Management

S rhwnarre L EEeeey (o e age g e
1T 8 L
——

B R
T TR——
Myl wheree

Tradts Fosfillas

Pl Ferfiles

[EN P —
[ -
C———

Click “Create Management Agent” in the Management Agent Administration screen:
-l mBl Cracle Communications Folicy Management

2

P Rgrnt e paprs

Note that configured MA cluster in Topology would be available in Associated Cluster drop
down.
Complete the form to configure MA then click “Save” and confirm Configured MA status is
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“On-line”:

Erwsfw Mgl byt

Hout Heme | OP
Adkfeaes

Ha [N Crving '.3'

Mg rn g res i A St b

5. Check added BOD cluster
in Reports tab

Select: Policy Server -> Management Agents -> Configured MA -> Reports tab

Tl Oracle Communications Policy Management

MY FANERITI = e ] i i Aol i UL
PRICY SEAYER L)) e ——
St Lol e |
Comdigpraiinn Lasplite

Thnlee Inloerrs lme Eopoel
Metworh (lamanty
Apgh Micca ) Aot s
Fraite Profades Emiwd Cncfors | Smldoier Chte | Phuis
Mk Froddes el e FA
e

| r——
¢ dgpen
PORLICY FAMAG DM HT
Bel

Lonfuprshon

Swrvices 15,548, 13518 [harwnr- & - -

W EAR

0,240, 195 18 [Sareurd Starsciey

Serwis et Genpuat | gl

Validate that cluster status is “On-line” and that Servers assume the Active and Standby
roles.

THIS PROCEDURE HAS BEEN COMPLETED

7.6.3 Define and Add Network Elements
Network elements are configured in the CMP to define the External systems that the Policy Server will

communicate with.

7.6.3: Define and Add Network Elements

STEP

This procedure will add the Network elements that are configured in the CMP to define the External systems that the

# Policy Server will communicate with.

Prerequisite:

- Network access to the CMP OAM IP address, to bring up a web Browser GUI (http)
- MPE-R and MPE-S clusters have been added to the CMP Menu

Check off (\/) each step as itis completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

Create Network Element
in CMP GUI

]I..:I

Select: Policy Server -> Network Elements -> All
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e =@ Oracle Communications Policy Management

Nertmery e st vl
v | ek e
LT S =l |
e

P - e by

Click “Create Network Element” in the Network Element Administration screen:
Hew Mebwork Element

M

Palicy Servers assciatod with this Netwoek |lensnt

Paliy Semeae

=S Ak
ml P
Clwe-s

Hetwork | enwal Grougns wiich contain this Network [ Bensent

[ R —

Enter information for the network element:

a) Name (required) — The name you assign to the network element.

b) Host Name/IP Address (required) — Registered domain name, or IP address in IPv4 or
IPv6 format, assigned to the network element.

c) Backup Host Name — Alternate address that is used if communication between the MPE
device and the network element’s primary address fails.

d) Description/Location — Free-form text. Enter up to 250 characters.

e) Type (required) — Select the type of network element.

The only supported Network Element type in Cable mode is “CMTS”

f) SNMP Read Community String— A password-like field that allows read-only access to the
MIBs for the network element that are used for SNMP polling. If a value is not entered,
SNMP data is not collected from this network element.

g) Capacity — The bandwidth allocated to this network element.

h) Policy Servers associated with this Network Element — select one or more policy
servers (MPE devices) to associate with this network element.

i) Network Element Groups which contain this Network Element — select one or more
groups.

When you finish, click Save.

Following an example of a configured Network Element.
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m i wi= Oracle Communications Policy Management

The new Network Element has now been created.

2. Manually add subnets to In case the customer needs to add subnets to the newly created subnets manually:
I:I newly created CMTS

Select: Policy Server -> Network Elements -> Configured CMTS -> CMTS tab

MY TAVORITLS | Melwok Earsal
POLICY SERWER = ALL

Configurstion |8 patem E

Configurabion Tanaplate

Metvweork Elements CHTS100

sy |
Marawel Flsmanre acdly
Applications Conliguralion
Trabfic Profiles PR [nabled trus
Hedia Prafiles Subnets
Ruwend Hewping Seraons S fbwraty Comfigured Manuslly o crm
s Swbruks Diseovered via SHNP e
Haruspusent Aygenis

Subraty Ohkxinesd fam the Q56 = hara s
=P ICY MANALL MINT

Click Modify then fill in the subnets IP address and subnet mask and click add for each:

Pirtweork Flemen? Adminiat rabion
Haterark [lama s CHTSEGR

=

Hadify Hetwark [lemant

1 nrfuyuralmn

SRR Erabiad -
fulerl
okt Collgured Marally | 3R2333884 TH |

L B LR )
-

Subrann Ditcawaned vie SHP

St o @ UL el

Barcie Cleisas Deiganrnd =in

SR

Fen | Tyl | Badpimw

When finished click “Save”:
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= Network Elements Network Element: CMTS100

B3 ALL
£ System E
Mod fy

Network Element updated successfully

Configuration

PCMM Enabled true
Subnets
Subnets Configured Manually 10.233.250.0/ 24

10.233.250.128 / 26
—

Subnets Discovered via SNMP <Mone=

Subnets Obtained from the 0SS <MNonex>

7.7 LOAD POLICIES AND RELATED POLICY DATA

This step is optional. Policies are not required to process a test call but for the purpose of verification, a
basic Policy can be created manually, or using an import action and an xml file if applicable. The policy
must be deployed to the MPE-S which will process the test request in order to be triggered.

Here is an example of a very simple policy that can be used to confirm session creation for a test request
by viewing the trace logs on the MPE that processes the test call.

oI\« Oracle Communications Policy Management

MY FAVORITES ‘A Policy Library Policy: New Request Test
POLICY SERVER B3 ALL

POLICY MANAGEMENT F)
Policy Library

Modify || Delete | Deploy | Toggle View |

Policy Description

where the request is creating a new session

send notification to trace log with “Policy triggered for new test request’ and severity “Warning”
Policy Table Library continue processing message

Template Library

Note that this policy needs to be deployed to the relevant MPE-S that will process diameter session
requests. Deployed Policies can be verified from the “Policies” tab of the MPE-S that will process the test
request:

@ -Tal-@ Oracle Communications Policy Management

Palicy Srrwer Adminktration

————"
WY EAVORITES ) Poiicy Sarve P ——
POLECY R =34 Ak

i W g Sptimes | Eaparts | Gogs | Peliy Sevews | 684 | asting [ — -

€ et Teraplate W EmE
Firtmeab | oy, e
Ao Daployrd Pelicies
Traffec Poslias i Sageant Tash
Fledan Poed des

7.8 PERFORM TEST CALL

A basic test call will confirm that the system is ready for testing of call scenarios defined by the customer.
For example, AF/P-CSCF will first establish a Diameter connection with the PCRF and then initiate the test
call by sending an Rx Diameter AAR message.
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Alternatively, Customer’s system can send a new session request via HTTP or SOAP to BOD component
which will result in a new PCMM message sent by MPE-S to CMTS network Element.

CMTS network element must be configured and associated to the subscriber’s relevant test session as
shown in the following sample :

)= -) =B Oracle Communications Policy Management

Poldicy Srreer Ademinidration

MO FAW TN = | [ .

by s Srvtems | Beperis | Lops |RBSRERE] T3 | Westis | Pobcian | Duts Seercen || woben |

Comdipeptaon Tamplats ]

atsmark Dlmmssty

Kppin slarn

Tralfe Powliden prac
My Fastisn .\_-\\..

7.9 PRE-PRODUCTION CONFIGURATIONS

There are other steps required to verify the Operations configuration of the system. For example, to verify
that the SNMP traps (Alarms) are being delivered to the customer Network Management centers. These
are outside the scope of this document, but also need to be planned and executed.

Please reference the following document for information on configuring SNMP:
SNMP User's Guide

Additional Procedures can be referenced from the following documents:

Platform Configuration User's Guide Release 12.2

Configuration Management Platform Cable User's Guide Release 12.2

Changes in the behavior of Release 12.2 are documented in the Oracle® Communications Policy
Management Release Notes Release 12.2

Behavior Modifications

Removal of Manual Statistics Mode (Statistics Mode Unification) - ER 22534128
As of this release, the manual statistics mode is no longer available. The default and only available
mode in this release is interval mode statistics. In prior releases, manual stats mode is the default.

Firewall Enabled by Default - ER 22536198
Firewall functionality is now enabled by default. Server firewall protects Policy Management against
DDoS, flooding attacks, and unwanted connections. The settings are not altered upon upgrade.
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8. SUPPORTING PROCEDURES

The following procedures may be referenced during installation.

8.1 ACCESSING THE ILO VGA REDIRECTION WINDOW

8.1.1 Accessing the iLO VGA Redirection Window for HP Servers

This procedure may very slightly depending on which type of browser is used. If security certificates are
already installed on the client browser the security exceptions will not be encountered.

8.1.1 Accessing the iLO VGA Redirection Window for HP

Step

Procedure

Result

-—

Launch an
approved web
browser and
connect to the iLO
interface

NOTE: Always use
https:/ for iLO GUI
access.

File Edit

History

rks  Tools

Help

() iLO 4 mass-cmp-1a - ILOUSE... %

((_",I (i) @ | https://100.64.31 151 index. him

[£) Most visited @ GettingStarted | | From Internet Explorer

The first time the
web browser
connects to the iLO
a warning message
will be displayed
regarding the
Security Certificate.

4

Your connection is not secure

The owner of 100.64.31.151 has configured their website improperly. To
protect your information from being stolen, Firefox has not connected to this

website,

Learn more...

Advanced

Select “Advanced”
and the “Add
Exception” and
then “Confirm
Security Exception”
in the resulting
window.

Learn more...

100.64.31.151 uses an invalid security certificate.

Advanced

The certificate is not trusted because the issuer certificate is unknown.

The server might not be sending the appropriate intermediate certificates.

An additional root certificate may need to be imported.

The certificate is only valid for the following names:
ILOUSE312YY7K, ILOUSE312YY7K

The certificate expired on Thursday, February 14, 2002 11:11 PM. The current

time is Friday, February 10, 2017 1:52 PM.

Error code: SEC_ERROR_UNKNOWN_ISSUER

Add Exception...
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Login to the iLO
console as
“Administrator”

iLO 4
HP ProLiant

Fummware Varsion 120
coin N bekonkss com 552 lekslec oom (ekelec com

The admin GUl is
displayed.

Expand the
“‘Remote Console”
tab in the left panel

Dhuoaewiuper

T raber il

D Evend Ly
WPEAGEET IAAT LT | e
Aot DI S L

il 0 Flaaldenei T CHUSSE SNV b id Relli
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Ll Axws HatKryy
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Mroroacl HET Frormmwork wd 3 4 0 o0 4 § Covailably Frovgh Windeey Lgdiele| m regwined
HET Framewark Detection
Compatbly Wernicns  Flabus
T oy
4 Tl L
ay
Java integrated Remote Consale
ACEFENTS R WEr K B kIR EETRA-C M CEFTRSE MRS T Falary of A
The Remote @B iLD 4
. sl el (N NN Dl
Console tab is
expanded
Click on the Orer Intermatien Status
“« » R I -
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: - }
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7. The Remote
Console GUl is
displayed

Click on the
“Launch” button
under “Integrated
Remote Console”

iLO 4

Lonril e Ramiranlie e

PpLinsl DL Dol WL Pl TR ST G b Mk S o Mokl DA SAT Mllalad SO0 Mkt i

Rl Condoe - L0 [Aiegraled Remobe Conioie

Integrated Remaote Conacle

Azewwn B pyndern BV el corirol 'Wirusl Posews ared Mlesda Brore o srgir comesie urdey Lcrowsll] inteered Erplore

Mrcrpecl HET Frommwerork w5 40 o 4 5 Covailable Frough 1 Ligsleie | m regenes

HET Framewark Detection

Compatitly Vernicns  Fiahan
& | Vartual M —

B T Tre— T
o | Rpfwegriy 4l
1| Formgie Seweeri

TR S

Java integrated Remote Consale

ACcayNa e nEr K B kSR IS G CEMNDAR IASURE Y T Heddassiry of Jrvd

8. The iLO Console
window is
displayed.

J2 a0 Imlegrabed Remole Comaole  Serves mass o

system
legit
wient neECcESSAry
imauthor iz img beyond their pr

55 -l b laigin

T X 400

TR i wos

=l 17

THIS PROCEDURE HAS BEEN COMPLETED

194 of 237

E82615 Revision 01




Policy Management 12.2 Bare Metal Installation Guide
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8.1.2: Accessing the iLOM VGA Redirection Window for Oracle RMS Servers

Step Procedure Result
1. Launch an File Edit View History Bookmarks Tools Help
approved web
browser and () L0 4: mass-cmp-1a - ILOUSE... % | &%
connect to the iLO

interface @ ) (i) @@ | https://100,64.31, 151 /index. html (& |[

Eb Most Visited @ Getting Started | | From Internet Explorer

NOTE: Always use
https:// for iLO GUI
access.

2. The first time the

[] | weeeeweer | £Z Your connection is not secure

a warning message
will be displayed

regarding the The owner of 100.64.31.151 has configured their website improperly. To
Security Certificate. protect your information from being stolen, Firefox has not connected to this
website.
Learn more...

3. Select “Advanced” Learn more...

I:' and the “Add
then “Confirm
Security Exception”
in the resulting
window. The certificate is not trusted because the issuer certificate is unknown.
The server might not be sending the appropriate intermediate certificates.
An additional root certificate may need to be imported.
The certificate is only valid for the following names:

ILOUSE312YY7K, ILOUSE312YY7K
The certificate expired on Thursday, February 14, 2002 11:11 PM. The current
time is Friday, February 10, 2017 1:52 PM.

100.64.31.151 uses an invalid security certificate.

Error code: SEC_ERROR_UNKNOWN_ISSUER

Add Exception...
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I:I console as

“Administrator”

Please Log In

5. The admin GUI is
I:I displayed.

“Launch” the
“Remote Control”
from the right side
of the screen.

FEIEY ST Ll L] e M
e i e b e e 8

L ErE s T
[ T T S " S
s Frea st LR

] n P | PRS-
L taa] ¥ - 4 Tl
bt Trum Car T Tk [ [ F—
[CTE L

6. Open “Java Web

I:I Start” when
prompted.

Opening jnlpgenerator2-video E

You have chosen to open:
.ﬁ. jnlpgenerator2-video
which is: JNLP File
from: https: /f10.75.129.108

~What should Firefox do with this file?

{* Openwith |Java{TM) Web Start Launcher {default) j

i~ Save File

[T Do this automatically for files like this from now on.

QK Cancel
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7. “Continue” if

I:I prompted.

x

Do you want to Continue?
The connection to this website is untrusted.

Website: https:/f10.75.129, 108:443

MNote: The certificate is not valid and cannot be used to verify the identity of this website,
More Information

Continue | Cancel I

8. And “Run” if

prompted.
[]

Do you want to run this application?

p, Name: Remote System Console Plus
“_E’{.) Publisher: Orade America, Inc.
e

Location: https:/f10.75. 129, 108:443

This application will run with unrestricted access which may put your computer and personal
information at risk. Run this application anly if you trust the location and publisher above.

[~ Do not show this again for apps from the publisher and location above

g More Information Run I Cancel

9. “Continue” if

prompted.
[]

Check Certificate

The security certificate of this server is untrusted.

Ix

Normally, when you try to connect securely, servers will
present trusted identification to prove that you are going
to the right place. However the identity of this server
can not be verified.

We recommend that you close this application and not continue
to communicate with this server.

Server certificate information:

Subject Principal: CN=0Oracle Integrated Lights Out Manager, O="0racle America, Inc.", L=Redwood Shores, §T=California, C=U¢
Issuer Principal: CN=0racle Integrated Lights Out Manager, O="0Oracle America, Inc.", L=Redwood Shores, ST=California, C=US
Serial Number: 16317857419055426494

Details of the problem:
unable to find valid certification path to requested target
The certificate is not trusted because it is self-signed

Abort Remote System Console Plus || Continue (not recommended) || Additional information

197 of 237

E82615 Revision 01




Policy Management 12.2 Bare Metal Installation Guide

8.1.2: Accessing the iLOM VGA Redirection Window for Oracle RMS Servers

10. The iLO Console [T oracle{R) Integrated Lights Out Manager Remote 5
|:| V‘{'ndow IS KVMS Preferences Help
displayed. .
Mouse Sync L Ctl| L VWin| L Alt| |R Alt| |[R WWin| R Ctl Context| |[Lock]| |Ctl-Alt-Del ‘—(y

Oracle Linux Server releasze 6.7
Kernel Z2.6.32-573.26.1.elbprerel?.8.3.8.8_86.46.8.x86_64 on an x86_64

hostnamed?325acZf6B6 login:

THIS PROCEDURE HAS BEEN COMPLETED
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8.1.3 Accessing the iLOM Console for Oracle RMS Servers using SSH
8.1.3: Accessing the iLO Console for Oracle RMS Servers

Step

Procedure

Result

1.

[]

Login to the Server
ILOM console with
“ssh”.

iLOM IP address:

E S Jicd e
‘ategory:
=B S_ession | Basic options for your PuTTY session |
EI T:"" I..oglglng r— Specify the destination you want to connect to
=] Terminal
. Keyboard Host Name {or IP address) Port
 Bell |10.75.125.108 J2
- Features Connection type:
= Window " Raw " Telnet ¢ Rlogin & 55H " Serial
- Appearance .
- Behaviour r Load, save or delete a stored session
. Translation Saved Sessions
- Selection
Colof.lrs Load
- Connection
- Data Save
- Prongy 4'
. Telnet Delete |
- Rlogin
[#-S5H
- Seial Close window on ext:
" Aways Mever (¥ Onlyon clean exit
About Help Open Cancel

login as: root

Password:<root_password)

10.75.129.108 - PuTTY

->

From the iLOM
prompt:

Type “start /host/console” from the “>” prompt to login into the server console.
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Gy

Answer “y” to confirm login to the console.

3. From the iLOM

I:I prompt:

You can then login to the server with admusr/<admusr_password> or any other appropriate
login.

THIS PROCEDURE HAS BEEN COMPLETED
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8.1.4: Accessing the Remote Console using the OA (c-Class)

Step

Procedure

Result

1.

[]

Web Browser: Access
Onboard Administrator
Login (must be Active
0A)

Open a web browser and navigate to the OA IP address. Note that you be prompted with a
warning for security certificates, because the certificate is self-signed. You must select
Continue to access this page.

d Administrator

T e

Web Browser: Login as
Administrator, and
view available server
blades

Log in to HP OA as a user with Administrative privilege.

Web Browser: Open
the iLO form for the
server blade you wish
to connect to

From the navigation pane, select Device Bays, select the expand button on the desired

device, and click on the iLO link.

ey Tag 3 BE 1P AT T

ow T 0

i #8804 0 W

gy [0 R4 L

L0 Bty wwr s
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ST T LD e

iragp g s e
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4.

Web Browser: Click
the remote Console link

Click the Remote Console link, and a new browser window opens.

Wiy’ ISR G A AL 3
- - e i 20 2

[ = =]~

| A T | PR S PR Ry S B Rl 0 Ry

You may be prompted with a security certificate warning, as well as a warning about
running content from an untrusted site. Click though the prompts.

Java Integrated Remote Console

Access the system KVM and control Virtual Power & Media from an applet-based console requiring the availability of Java.

Do you want to Continue?
The connection to this website is untrusted.

! : Website: https:(f10.250.84.68:443

Mote: The certificate is not valid and cannot be used to verify the identity of this website.

More Information
Continue |

You must select Continue or Yes to proceed.

Web Browser:

After a few moments, the Console window will open.
(%) iLO Integrated Re:
Power Switch Virtual Drives Keyboard

Oracle Linux Server release 6.6
Kernel 2.6.32-584.16.2.elbprerel?.B8.2.8.8_86.26.8.x86_64 on an x86_64

lzlak-mra-1a login: _

THIS PROCEDURE HAS BEEN COMPLETED
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8.2 MOUNTING MEDIA (IMAGE FILES)

8.2.1 Mounting Physical Media (RMS only)

This procedure contains steps to mount electronic and physical media on HP rack mount servers.

8.2.1: Mounting Physical Media on HP Rack Mount Servers

Step

In this procedure you will mount media on HP rack mount servers, for ISO access or other file

transfer.

Access the server's
console.

Connect to the server’s console using one of the access methods described in
Section 8.1.1

Bk

1)Access the
command prompt.

2)Log into the
server as the “root”
user.

CentOS release 5.6 (Final)
Kernel 2.6.18-238.19.1.el5prerel5.0.0 72.22.0 on an x86 64

hostnamel260476221 login: root

Password: <root password>

HP Server:

Insert the USB
flash drive
containing the
server configuration
file into the USB
port on the front

panel of HP
Server.
Figure 1 -HP DL380 Front Panel: USB Port
HP Server: [root@hostnamel260476099 ~]# sd 3:0:0:0: [sdb] Assuming drive

Output similar to
that shown on the
right will appear as
the USB flash drive
is inserted into the
HP Server front
USB port.

Press the
<ENTER> key to
return to the
command prompt.

cache: write through
sd 3:0:0:0: [sdb] Assuming drive cache: write through <ENTER>

[root@hostnamel260476099 ~1+#

HP Server:

Verify that the USB
flash drive’s
partition has been
mounted by the
OS: Search df for
the device named
in the previous
step’s output .

[root@hostnamel260476099 ~1# df |grep sdb
/dev/sdbl 2003076 82003068 1% /media/sdbl
[root@hostnamel260476099 ~1#
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8.2.1: Mounting Physical Media on HP Rack Mount Servers

HP Server:

USB media may be
accessed via the
path shown

[root@hostnamel260476099 ~]1# cd /media/sdbl

[root@hostnamel260476099 ~1#

HP Server:

When you are
finished using the
mounted drive,
remove the USB
flash drive from the
USB port on the
front panel of the
server.

Figure 2 -HP DL 380 Front Panel: USB Port

THIS PROCEDURE HAS BEEN COMPLETED

8.2.2 Mounting Virtual Media on HP Servers

This procedure contains steps to mount virtual media on HP rack mount servers via ILO.

8.2.2: Mounting Virtual Media on HP Rack Mount Servers

Step

In this procedure you will mount media on HP rack mount servers via ILO, for ISO access or

other file transfer.

Access the server's
ILO VGA.

Connect to the server's ILO VGA using the access method described Section 8.1.1

ik

ILO Remote
Console:
Select “Virtual
Drives” from the
top menu bar.

45 Froluant - Sevver: hoginaeme ] 1780 35048 | LO: IWOUSE 31510 by ne tekelec.com ne iekelec.com s iekelec.com beslec

Powigr Swetch _}_‘lrb,tﬂ{!lrw_“l Keyboard Help

P24 B .xB6_B1 on an xBb_&4
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8.2.2: Mounting Virtual Media on HP Rack Mount Servers

HP Server:

Select from the
menu options
presented:

Image File / CD-
ROM/DVD to
access a bootable
iso image file on
your laptop client
machine.

URL / CD-
ROM/DVD to
access a bootable
iso image file on
the network.

Select “Image File / CD-ROM/DVD”

- e
{Jy ProLiant - Server: hostname1378235948 | iLO: ILOUSE3151YX2 labs.nc.tekelec.com nc.tekelecs

Power Switch | Virtual Drives | Keyboard Help

Cent0S re Folder

Kernel Image File Removable Media

hostname

HP Server:

Select an image file
to mount

A window will popup to browse the client browser workstation or laptop.

"

= 1033 b Gy Clma . = 550 Pally oo sl Mg Pintars = G [ Sew= 1229 Poicy Comtge LEN

Orparigw = b folcier o L

L)

Choose the desired image file.
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8.2.2: Mounting Virtual Media on HP Rack Mount Servers

HP Server: Return to the “Virtual Drives” drop down tab and the “Image File / CD-
Confirm the target ROM/DVD” will now be checked indicating that the image file has been mounted.

I:I image file has been
mounted 5 wo integeated Remote Consolie - Server: babg-omp-1a | iLo: ILOUSEIL VG

THIS PROCEDURE HAS BEEN COMPLETED

8.2.3 Mounting Virtual Media on Oracle RMS Servers

This procedure contains steps to mount virtual media on Oracle RMS servers via ILO.
8.2.3: Mounting Virtual Media on Oracle RMS Servers

Step | In this procedure you will mount media on Oracle RMS servers via the iLOM, for ISO access or
other file transfer.

1 Access the server's | Connect to the server's ILO VGA using the access method described in Section
. ILO VGA. 8.1.2
2 ILO Admin GUI: Mot C ontrod
) Yiew ana conlgure e st conrgl Infermatoen. MNe = Bool Device oo
Change the Next Satings o
BOOt DeVICe PN DB S VS t: v, |...\._._ﬁ —.
Select “Host NMarsaning
Management/Host POl Cancican
Control” i g e
-|Tq-|.=.r| PTTHAS T |I'IF
S Rtmm Log
Select “CDROM” s e
from “Next Boot ownas
Device” drop down taut Sorage Grace
box. OIS B LG ST
Diagnosics
. et o omired
Click “Save”
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8.2.3: Mounting Virtual Media on Oracle RMS Servers

Bare Metal Installation Guide

3 "—0 Admln GUI- MLAVTGATION Power Control
= Systemn Information Control the host power from this page. To ch
attempts to bring the OS down gracefully, the]
. Surnmary reboots the host immediately. More detalls...
GO tO Host Processors
Management/Pow Memory Settings
er Control Fawer Host is currently on.
EET T — Selaect Action — al
Storage
Verify “Host is SR EETETT Save
currently on” PCIl Devices
Firmware
Open Problems (0)
Note: If it's turned e
off, turn it back on. = Remois Contral
Redirection
EWVMS
Host Storage Device
= HostManagement
Power Control
4 ILO Remote £ Cracle(R) Integrated Lights Out Manager Remote System Console Plus
’ Console: KVMS | Preferences Help
I:I Select , Storage... wvin| (L art] [R art| [R win| [Rcti| | [context
KMVSIStorage Virtual Keyboard...
from the top menu
bar.

Select “Add” button
on next screen
near bottom of the

Turn local monitor off

Relinguish Full Control

Exit

screen.
mage Dievices =
| Path Device Type
SSL Emabled
[ connect |
[==——==
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8.2.3: Mounting Virtual Media on Oracle RMS Servers

5. Icl:-;)nsR:II:Ote dd Storage Device ﬂ
Select desired . ‘ - - E E E .n-n- E
N Look In: |312.2.0 Policy Configuration Manageme... |+ oo
Image File from

files on your [} bod-12.2.0.0.0_65.1.0-x86_6d.iso | [} PointerDoc-Production
Eretr?tprfaezrlfitr?g [} cmp-12.2.0.0.0_65.1.0-x86_64.s0 [} README.txt
’ [} ma-12.2.0.0.0_65.1.0-x86_64.is0 [} ve39768-01.zip
D mediation-12.2.0.0.0_65.1.0-x86_64.is0
[} mpe-12.2.0.0.0_65.1.0-x86_64.i50
[} mra-12.2.0.0.0_65.1.0-x86_64.is0

4] i [ [»

File Name: |12.2.0.0.0_55.1.0112.2.0 Policy Configuration Management Platform iso|

Files of Type: |AII Files |v|

Select || Cancel |
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8.2.3: Mounting Virtual Media on Oracle RMS Servers

6. | ILORemote F
. Console: SR Ry Davic Tyrs
1. Select/highlight —
the ISO file
2. Uncheck SSL
Enabled
checkbox
before
connecting to
the TVOE iso.
3. Click Connect
4. Click OK
[ . [ (@;@ Remiws...
[ |
=
Piaaisa, nalisdy remoes your Rbormgs devica) u] Bl o bre Bhasng wilh goer servar balors S oass:ing wiod mps
(.3

THIS PROCEDURE HAS BEEN COMPLETED
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8.3 HARDWARE SETUP (BIOS CONFIGURATION)

Reference material:

TPD Initial Product Manufacture, Release 6.7.2+

Tekelec Platform 7.0.x Configuration Guide

8.3.1 BIOS Settings for HP Gen 8 Blade and Rack Mount Servers

This procedure will configure HP BIOS settings for Gen 8 Blade and RMS.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step

number.

8.3.1:BIOS Settings for HP Gen 8 Blade and Rack Mount Servers

Step | In this procedure you will configure BIOS settings for HP hardware.

Access the HP
server’s console.

Connect to the server's console using one of the access methods described in
Section 8.1.1

Access the HP
server's console
according to its
hardware type

Hidnk

For Rack Mount Servers (RMS), connect to the server's console using one of the
access methods described in Section 10.1

For Blade servers:
a. Navigate to the IP address of the active OA. Login as an administrative user.

b. Navigate to Enclosure Information > Device Bays ><Blade 1>> iLO
c. Click on Integrated Remote Console

Model iLO2
Pri :103_03_03
rimary: 1885 Firmware Version 1.81 Jan 15 2010
B Enclosure Information
Enclosure Setting=
Active Onboard Administrator iLO Remote Management
Standby Onboard Administrator
B Device Bays Clicking the links in this section will open the reqi
B 1 iadsnt does not require an il vsername or password to
If your browsser seftings prevent new popup window
Port Mappin e e Chl popup
2 blade02 Web Administration
3. bladen3 Access the iLO web user interface.
gl 4. bladeD4d
- - Integrated Remote Console
5. DSROZblade0s coess the syetem KWM and genatrol Virtual Powe
8. hostname1303224145 Explorery
7. hostname1303224159
9. DSRO3blade0s Integrated Remote Console Fullscreen

Re-zize the Integrated Remote Conzole to the same

10. DSR03blade10 ciient desklop.

11. DSR04blade11
Note: This will launch the iLO interface for that blade. If this is the first time
the iLO is being accessed, you will be prompted to install an add-on to your
web browser, follow the on screen instructions to do so.
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8.3.1:BIOS Settings for HP Gen 8 Blade and Rack Mount Servers

Access the Server
3. | Bios

Reboot the server.

For Blade and RMS, this can be achieved by selecting Cold Boot from under the
Integrated Console’s Power Management->Server Power menu.

For RMS, this can also be achieved by pressing and holding the power button until
the server turns off, then after approximately 5-10 seconds press the power button to
enable power.

As soon as you see F9=Setup in the lower left corner of the screen, press [F9] to
access the BIOS setup screen. You may be required to press [F9] 2-3 times. The
F9=Setup will change to F9 Pressed once it is accepted. See example below.

— Press F9 e

when you

:III:.?: any |:.|!j b g SpT: LT see this @ e

Baal Mam

Expected Result:
ROM-Based Setup Utility is accessed and the ROM-Based Setup Utility menu will be
displayed.
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8.3.1:BIOS Settings for HP Gen 8 Blade and Rack Mount Servers

4 Set Server CMOS
. Clock

Scroll to Date and Time and press [ENTER]

Set the date and time and press [ENTER].

Correct Time & Date is set.
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8.3.1:BIOS Settings for HP Gen 8 Blade and Rack Mount Servers

Configure iLO For RMS only, the serial ports on HP DL360 G8 rack mount servers need to be
5. serial port settings | configured so the serial port used by the BIOS and TPD are connected to the “VSP”
|:| on the iLO. This will allow the remote administration of the servers without the need
for external terminal servers. If this configuration has not been completed correctly
(RMS Only) and the server rebooted, the syscheck “syscheck -v hardware serial” test will fail.

Select System Options option and press [ENTER].

Select Serial Port Options option and press [ENTER].

Change Embedded Serial Port to COM2 and press [ENTER].

coM 2; 1RU3; 10: Z2F8h-Z2FFh

Change Virtual Serial Port to COM1 and press [ENTER].

Serial Port

Virtual Serial Port

COM 1; IRO4; 10: 3F8h-3FFh

Press <ESC> two times
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8.3.1:BIOS Settings for HP Gen 8 Blade and Rack Mount Servers

Configure Power The Power Profile on HP servers need to be configured for optimum software
Profile settings performance on both RMS and blade hardware.

Select Power Management Options option and press [ENTER].

Select HP Power Profile option and press [ENTER].

HP Power Profile

Change it to Maximum Performance and press [ENTER].

HP Power Profile
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8.3.1:BIOS Settings for HP Gen 8 Blade and Rack Mount Servers

Configure Power
Regulator settings

The Power Regulator on HP servers need to be configured for optimum performance
on both RMS and blade hardware.

Still under Power Management Options...
Select HP Power Regulator option and press [ENTER].

Note: A note may appear to say certain processors support only one power state. If
this appears, press [ESC] to clear it.

Change setting to HP Static High Performance Mode and press [ENTER].

HP Power Profile
P Power Regulator

Redundant Power Supply Mode
Advanced Power Management Options

it |HP Dynamic Power Savings Mode
e|HP Static Low Power Mode

P Static High Performance Mode
w|0S Control Mode
IS

Save
Configuration and

D Exit

Press <ESC> two times

Press [F10] to save the configuration and exit. The server will reboot.

FIM-Based Satup ULility, YVersion 3,84
Copyright 1962, 2818 Hewlett-Packard Development Conpany, L.P.

Expected Result:
Settings are saved and server reboots.
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8.3.1:BIOS Settings for HP Gen 8 Blade and Rack Mount Servers

Confirm the HP
server's Power
Regulator setting.

If not already connected to the server’s iLO, connect using 8.1.1 Accessing the iLO
VGA Redirection Window for HP.

On the HP Server's iLO:
1. Navigate to Power Management->Power Settings

2. Confirm Power Regulator for ProLiant is set to:
‘HP Static High Performance Mode’

[Re—t

b e i
[LIE ]
ety e Uar e | oy

Pvier Feguintor Settngs

Foomprr Mgeiaien ' Pyl el

P Doy Fomme Savngn Wuc

e L] ) St ow B
Dot ) t:‘_e}:urh:-m"_.ujﬁ
: _:‘::_“’_': Power Capping Satiings
g || —— == -
P Meeagiall e ol Py ATT E T "~
E; ol ot Ca
+ e buppen SHMP Abart on Breach of Power Thrashold
e —
10 Server ILO: From left tree menu Click: Virtual Media > Boot Order
Verify the Boot ——
Order S it TPl yten e s
:f.:.-mwr Sarver Boot Drder
Dbt
—— || S
+ i) Faderation Péterpet L |
* x::ﬂl T i s
[P— il (e | . Wil el P . Vi il
St v T v (il el [TOR o e :l
1 Ademarenhabor
Addmional Ogbomss
Note 1: The boot order should look like the above snapshot unless the customer has
specified otherwise.
THIS PROCEDURE HAS BEEN COMPLETED
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8.3.2 BIOS Settings for HP Gen 9 Blade and Rack Mount Servers
8.3.2:BIOS Settings for HP Gen 9 Blade and Rack Mount Servers

Step | In this procedure you will configure BIOS settings for HP hardware.

Access the HP , . . .
server's console. Connect to the server’s console using one of the access methods described in

Section 8.1.1

Bk

Access the HP For Rack Mount Servers (RMS), connect to the server’s console using one of the
server’s console access methods described in Section

according to its

hardware type For Blade servers:

a. Navigate to the IP address of the active OA. Login as an administrative user.
b. Navigate to Enclosure Information > Device Bays ><Blade 1>> iLO

c. Click on Integrated Remote Console

Model iLo2
Primary: 103_03_03
o - T Firmware Version 1.81 Jan 15 2010
B Enclosure Information
Enclosure Settings
Active Onboard Administrator iLO Remote Management
Standby Onboard Administrator
B Device Bays Clicking the links in this section will open the reqi
B 1 s doss not require an iLO vsername or password to
Bt Mappin If your browser seftings prevent new popup windoi
2. bladed2 Web Administration
3. bladel3 Accesz the L0 web uzer interface.
il 4. blade0d
- - Integrated Remote Console
5. DER0Zblade0s coezs the system KWW and control Virtual Powe
8. hostname1303224145 Explorery
7. hostname1303224158
9. DSR03blade0s Integrated Remote Console Fullscreen

Re-zize the Integrated Remote Conzole to the same

10. DSR03blade10 client desktop.

11. DSR04blade11
Note: This will launch the iLO interface for that blade. If this is the first time
the iLO is being accessed, you will be prompted to install an add-on to your
web browser, follow the on screen instructions to do so.
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8.3.2:BIOS Settings for HP Gen 9 Blade and Rack Mount Servers

Access the Server | Reboot the server.

3. | BloS

I:I For Blade and RMS, this can be achieved by selecting Cold Boot from under the
Integrated Console’s Power Management->Server Power menu.

For RMS, this can also be achieved by pressing and holding the power button until
the server turns off, then after approximately 5-10 seconds press the power button to
enable power.

As soon as you see F9=Setup in the lower left corner of the screen, press [F9] to
access the BIOS setup screen. You may be required to press [F9] 2-3 times. The
F9=Setup will change to F9 Pressed once it is accepted. See example below.

HPE ProLiant

Expected Result:
System Ultilities screen will display

System Utilities From the System Utilities screen, select System Configuration, then select Enter

Configuration

|:| SySfem Utilities Hewlett Packard

Enterprise

w * o

Sysitem Configuration

E

a wie supiten boot
Kehont the

Select A [Eng 1 i5hl

[(#3) change Selection [Enter] Setect Entry [ESE) Exit [(F1) wetp [(F7) verauits

218 of 237 E82615 Revision 01




Policy Management 12.2 Bare Metal Installation Guide

8.3.2:BIOS Settings for HP Gen 9 Blade and Rack Mount Servers

System Utilities From the System Configuration screen, select BIOS/Platform Configuration (RBSU),
Configuration then select Enter.

System Configuration

¥ BIOSTlalform Conf igural jon (RESID

RAID 1 : Smar rayy P440ar Control ler

LK 1 Port 1 : Cthezrmel 1Gh 4 port 3310 Ndapler HIC

LA 1 Port 2 : HP E et 3 HIC

LDH 1 Port 3 : HP E : X HIC

LOH 1 Port 4 : HP Ethernet A 1 . NIC
Embesdded F ihlellif 1 Port 1 - HP Etheroet 16h A-port 301FLR Adapter ML
Enbedded iblelOA 1 Port 2 : HP Ethernet 1Gb 4-port J31FLR Adapter - MIC
Embesddesd Flesiblelfil 1 Port 3 : HP Etheroel 1Gh 4 pord 331FLR Ndapler - HIC
Embedded FlesiblelOA 1 Poot 4 @ WP Etheroet 16h 4-port 331FLE Adapter - HIC

System Utilities

Configuration : i
[::] BIDS/Platform Configuration (RBSLD

From the Bios/Platform Configuration screen, select Date and Time, then select Enter.

System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Pouwer Management

Performance Options

Server Security

PCI Device Enable/Disable
Server Availability

BIOS Serial Console and EMS
Server Asset Information
Aduvanced Options

Date and Time
System Default Optiomns
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8.3.2:BIOS Settings for HP Gen 9 Blade and Rack Mount Servers

7 System Utilities From the Date and Time list, set Date and Time to the correct UTC (Greenwich Mean
. Configuration Time), the Time Zone to UTC, and the Time Format to Coordinated Universal Time
[:] (UTC), then select F10 to save your changes. After saving, select ESC to return to the
Bios/Platform Configuration screen.
BIOS/Platform Configuration (RBSU)
BIELFlatlorm Conl iguration (EFERD
Pate amd T e
F Bale §
T ime i (1]
Timer Fimn TUITC =6 : 0 . Gressmsich Bean Time. Dublin.
Linetinen]
Baglight Sawings Time [Dimahledl
Time Formati [Coord inated Iniversal Time TC3
| te I Champer e lencL lam |_'-ﬂ'l-f| derlecl Enleg IESCI Rack I F1 | telp | F7 : De=Faunll=s |_l10_! e
8 System Utilities From the Bios/Platform Configuration screen, select Boot Options and press Enter.

Configuration

BIOS/Platform Configuration (RBSWU)

System Options

Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Pouwer Management

Performance Options

Server Security

PCI Device EnablefDisable
Server Availability

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
System Default Options
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8.3.2:BIOS Settings for HP Gen 9 Blade and Rack Mount Servers

System Utilities From the Boot Options list, set Boot Mode to Legacy BIOS Mode, UEFI Optimized

Configuration Boot to Disabled, and Boot Order Policy to Retry Boot Order Indefinitely. Then select
I:I F10 to save your changes. Select the Legacy BIOS Boot Order Option and press
Enter
BIOS/Flatfora Conf iguration (RESU)
Bont Opt lons
Boot Mode ILegacy HIUS Model
1LY | i B RS
anlt ”| ||r~| Pl:ll i i |R|-|_| ] F-nut r|| 4|r'| i|u[r'f||ri1‘|' ||1]
* Legacy BIOS I.'H.ﬂrl ||I'l|‘|l'l'.
10 System Utilities From the Legacy BIOS Boot Order Option screen, ensure that:
. Configuration .
I:I e USB DriveKey

e CD ROM/DVD

e Hard Dive C

e Embedded LOM 1 Port 1

e Embedded FlexibleLOM 1 Port 1

are listed in this order under Standard Boot Order (IPL); if not, change their order and
select F10 to save your changes.

Press ESC to return to the Boot Options screen.
BIDS/PlatForm Configurat iom (RESLD
Boot Optioms + Legacy BIOS Boot Drdes

Press the "+° key to moue am entry higher in the boot list and the "-° key o mwe an enlry lower
im the boof 1ist. Use the arrow Eeys to mavigate throegh the Boot Drder 1ist

Standard Boot Order (IPL)

USE Drivekey
Ch ROMDUD
Hard Drdve C:  (see Bool Combrol ler Order)
b Enbedded LOW 1 Port 1 @ HP Ethermel 1Gh bl
Enbeddied FlexiblelDf 1 Port 1 : HP Ethernet 16h 4-port 33

roller Deder
Smart Array PA0ar Comtrol ler
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8.3.2:BIOS Settings for HP Gen 9 Blade and Rack Mount Servers

System Utilities Press ESC again to return to the Bios/Platform Configuration screen, then select

1. Configuration System Options and press Enter.

[]

BIOS/Platform Configuration (RBSW

» System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management
Performance Options
Server Security
PCI Device EnablefDisable
Server fAvailability
BIOS Serial Comsole and EMS
Server Asset Information
Advanced Options

Date and Time
System Default Options

System Ultilities From the System Options list, select Serial Port Options and press Enter.
Configuration

[] BIOS/Platform Configuration (RBSU)

BIES/Platfors Conliguration (RECGD
System Dpllons

 Serial Porl Dpt o
I =

1 System Utilities From the Serial Port Options list, set Embedded Serial Port to COM2 and set Virtual
3. Configuration Serial Port to COM1, then select F10 to save your changes. Then select ESC twice to
I:I return to the Bios/Platform Configuration screen.

BIOS/Platform Configuration (RBSU)

BIEESP lalfoee Conblgural lom (RERD

Qymbem Oplions + Serial Port Opkions

Enbusddend Sevial Port ICof 2: TRO3: I/0: ZFilk-2FFh)
¥ Uirtual Serial Porl Cof 1: IMM: 150: 3Fdhk-3FFh]
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8.3.2:BIOS Settings for HP Gen 9 Blade and Rack Mount Servers

System Utilities From the Bios/Platform Configuration screen, select Power Management Option and

14. Configuration press enter.

[]

BIOS/Platform Configuration (RBSU)

System Options
Boot Options
Net Options
Storage Options
Embedded UEFI Shell
Power Management
Performance Options
Server Security

I Device EnablesDisable
Server Availability
BIDS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
System Default Options

15 System Utilities From the Power Management screen, set Power Profile to Maximum Performance,
. Configuration then select F10 to save your changes. Then select ESC to return to the Bios/Platform
I:I Configuration screen.

BLUSAPlatlorm Conligurat ion (KRG

Fomaer Managpems=n L

¥ Power Profile [Hax imum Per formsance]
Rasggu laLon

fidvanced Posser Opk ones

Balanced Power and Porlorsanco

Mindnun Powce m

Custon
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System Utilities

16. Configuration

[]

From the Bios/Platform Configuration screen, select Server Availability Option and
press Enter.

BIOS/Platform Configuration (RESU)

System Options

Boot Options

Metwork Options

Storage Options

Embedded UEFI Shell

Pouwer Management
Performance Options
Server Security

PCI Device Enable/Disable
Server fvailability

BIDS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
Systen Default Options

System Utilities
Configuration

From the Server Availability screen, set ASR Status to Enabled.

BI03/Platform Configuration (RBSW)
Server Availability

» ASR Status [Enabled]
ASR Timeout [10 Hinutes]
Wake-On LAN [Enabledl
POST F1 Prompt [Delayed 20 secondsl]
Pover Button Mode [Enabledl
Automatic Power-On [Always Power onl
Power-0n Delay Mo Delaul

System Utilities

Set POST F1 Prompt to Delayed 20 seconds.

18. Configuration
[::] BIOS/Platform Configuration (RBSU)
Server Availability
ASR Status [Enabled]
ASR Timeout [10 Minutesl
Wake-On LAN [Enabled]
» POST F1 Prompt [Delayed 20 seconds]
Power Button Mode [Enabled]
futomatic Power-On [Always Power onl
Power-On Delay [Mo Delayl
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System Utilities

19. Configuration

Set Power-On Delay to No Delay.

PIOGAPlatlorm Conliguration (ROGU)

Seruer Mwailahility

ASR Status

A5k Timeout

Wake-On LAN

PUST F1 Prospt

Pover Button Mode

futomatic Power-On
* Pouer-Un Delay

[Enabled]

(10 Nimutes]
[Enahled]

[Delayed 20 seconds]
[Enabled]

[Always Power onl
INo Delayl

System Utilities
Configuration

BIOSPlatiorem Conf igural ion (KESUD
Server fwallabil ity

SR Status

Pomawerr Button Hode
* Mutomatic Power-ln
Posseyr =0n De=lay

Set Automatic Power-On to Restore Last Power State, then select F10 to save your
changes. After saving, select ESC to return to the Bios/Platform Configuration screen.

Enablesd]

* Lamt Power Statel
= layld

System Utilities
Configuration

Enter.

EIDS/Flatform Configuration (RESHD

System Dptlons

Boot Opt fons

Metwork Dptions

Storage Dplions

Enbedded UEFI Shell

Poser Ranagemsent
ormar pt fois

Server Securily
Dew ice Emable/Disable
Pesaklabili ty
erfal Console amd ERS
: el Informat ion
Adwanced Opl ions

Date and Time
Syibem Default Dplions

From the Bios/Platform Configuration screen, select Advanced Options and press
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22,

[]

System Utilities
Configuration

Set Thermal Configuration to Optimal Cooling, then select F10 to save your changes.
After saving, select ESC to return to the Bios/Platform Configuration screen.

BIOS/Platform Configuration (RBSU)

Advanced Options + Fan and Thermal Options

» Thermal Configuration [Optinal Coolingl

Thernal Shutdoun [Enabled]

Fan Installation Requirements [Enable Messagingl

Fan Failure Policy [Shutdown/Halt on Critical Fan Failuresl
Extended fAimbient Temperature Support [Disabled]

Select ESC to return to the System Utilities screen.

THIS PROCEDURE HAS BEEN COMPLETED

8.3.3 BIOS Settings for Oracle RMS Servers
This procedure will configure BIOS settings for Oracle Rack Mount Servers.

8.3.3:BIOS Settings for Oracle Rack Mount Servers

Step

In this procedure you will configure BIOS settings for Oracle RMS hardware.

1.

[]

Access the Oracle
server’s console.

Connect to the server's console as per Section 8.1.2

= oracle(R) Integrated Lights Out Manager Remote Syste -|o] x|

KVMS Preferences Help
Mouse Sync L Ctl| |L Win | L Alt| R Alt| |RWin| [RCtl Context| |[Lock]| | Ctl-Alt-Del 2(_‘/ Lgl

Oracle Linux Server release 6.7
Kernel 2.6.32-573.26.1.elbprerel?.8.3.8.8_86.46.8.xB6_64 on an xB6_64

hostname4?925acZ2f6B6 login:
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Reboot the
server from the

D iLOM

Navigate to Host Management->Power Control and choose “power Cycle” in the
settings and “Save” to reboot the server.

ORACLE Integrated Lights Out Manager v3.2.4.60

NAVIGATION Power Control

o System Information Control the host power from this page. To change the p

attempts to bring the OS down gracefully, then cuts pov

Lz reboots the host immediately. More details...
Processors
Memory -
Settings
Power Host is currentty on.
Coolin
L | Power Cycle
Storage
MNetworking

PCI Devices
Firmware
Open Problems (0)
System Log

0 Remote Control

= Host Management

Power Control
Diagniostics

Host Conirol

Oracle server's
console

Reboot the server
and press F2 Key

After the server is powered on, press the F2 key when prompted to access the Setup
Utility.

2011 American Megatrends, Inc.
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Oracle server's With “System Date” selected hit “enter” to move forward and set the server date and
console time to GMT (Greenwich Mean Time).

Oracle server's Go to the Advanced Menu->CPU Power Management Configuration
console

» CPU Power Ma ent Configuration
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Oracle server's
console

From CPU Power Management Configuration scroll to
“‘ENERGY_PERF_BIAS_CFG’. If Energy Performance is not set to [Perf],
select “Perf” and press Enter.

EMERGY_FERF _BIAS_CF

e

Oracle server's
console

Go to the Boot Menu.

Aptio Setup Utility - Copyright (C] 3 American Meg

LUEFI/BINS Boot Mode
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8 Oracle server’s Go to the Boot Menu.
: console
|:| Aptio Setup Utility - Copuright (C) 3 American Me
LUEFI/BIOS Boot Mode
9 Oracle server's Under Legacy Boot Option Priority, verify the RAID Adapter is listed first. If

console not, highlight it and use + key to move it to the top of the list.

Aptio Setup Utility - Copuright (C 2 American F trends, Inc.

[RAID:PCIEY: (B gy CI RAID Adapter]
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Oracle server’s Go to the Exit menu. Select “Save Changes and Reset”

10. console

|:| Aptio Setup Utility - Copyright (C 13 American Megatrends, Inc.

es and Exit

THIS PROCEDURE HAS BEEN COMPLETED

8.3.4 Configuring CPU Power Limit on Netra X5-2 Servers

To meet NEBS requirements, the Netra X5-2 server has an option in the BIOS to set a CPU Power Limit.
When the CPU Power Limit is enabled the server is in NEBS mode, and this function reduces the CPU
power to 120 watts from the maximum 145 watts to prevent CPU throttling. By default TPD sets this option
to disabled during IPM of a Netra X5-2 server, but this value can be changed after IPM by using the
cpuPowerLimit utility. The cpuPowerLimit utility has four options: enable, disable, status, and check. After
using the cpuPowerLimit utility to change the value of CPU Power Limit the server must be rebooted for
the change to take effect. When running the utility it is important to note that is it reading and/or writing out
to the current BIOS values and can take 10-30 seconds to complete each action.

8.3.4:Configuring CPU Power Limit on Netra X5-2 Servers
Step | In this procedure you will configure the CPU Power Limit for Netra X5-2 Servers

Note: This procedure is performed after the Platform software has been installed.
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Access the Oracle
server's console.

-_—

Connect to the server's console as per section 8.1.2:Accessing the iLO VGA
Redirection Window for Oracle RMS Servers

E} Oracle(R) Integrated Lights Out Manager Remote Syste - |0 E
KVMS Preferences Help

Mouse Sync L Ctl| L Win| |L Alt| |R Alt| |R Win| |R Ctl Context| |[Lock]| |Ctl-Alt-Del :(y I_,g
[rootPhostnamel1381b29a859 ™14

Remote Console
command line:

I:I check settings

To check the current setting of CPU Power Limit in the BIOS run:
lusr/TKLC/plat/sbin/cpuPowerLimit —status

% oracle(R) Integrated Lights Out Manager Remote Syste -|O| x|
KVMS Preferences Help

Mouse Sync L Ctl| |L Win| [L Alt| [R Alt| R Win| |RCtl Context| |[Lock] | |Ctl-Alt-Del :(y L;l_l
[rootPhostname11381b29a859 ~ 1t rusr-TKLC-/plat/sbinscpuPowerLimit --status

PU Power Limit is disabled.

[rootPhostname11381b29aB59 ™1 _

CPU Power Limit is disabled
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Remote Console
command line:

I:I enable settings

To enable CPU Power Limit after IPMing a Netra X5-2 server log into the server as
root and run: /usr/TKLC/plat/sbin/cpuPowerLimit —enable

CPU_PowerLimit Enabled

Remote Console
command line:

I:I disable settings

To disable CPU Power Limit log into the server as root and run:
lusr/ITKLC/plat/sbin/cpuPowerLimit —disable

KVES Preferences  Hslp

Mbpasse Sy | LCO LW (LAR RAR AW RCE | Conimel | eck] Cio-aaDel 3 =

Reboot the server for the new setting to take effect.

E Oracle(R) Integrated Lights Out Manager Remote System - I O ﬂ

KVMS Preferences Help

Mouse Sync| | L cal [L win| [L Att] [ | [R win| [R ct] | [context| [Locki] [ct-att-Del g |
[rootBhostnamel11381b29a859 ~1# usr/TKLC/plat shin-cpuPowerLimit --status

Pl Power Limit is disabled.

[rootBhostnamel11381b29a859 ~1# _

CPU_PowerLimit Disabled

THIS PROCEDURE HAS BEEN COMPLETED
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8.3.5 Using c-Class Enclosure OA to Update Application Blade’s BIOS Settings

8.3.5: Using c-Class Enclosure OA to Update Application Blade’s BIOS Settings

STEP | This procedure will provide the steps to confirm and update the BIOS configuration on Blade servers using the C-
# Class enclosure OA.
Check off (‘/) each step as it is completed. Boxes have been provided for this purpose under each step number.
IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.
1 OA GUI: Login Open your web browser and navigate to the OA IP address

Login to HP OA as Administrator. Original password is on paper card attached to each OA.

OA: Navigate to Navigate to Enclosure Information -> Device Bays -> <Blade 1>
device Bay Settings

Click on Boot Options Tab

[¥] HP BladeSystem Onboard Adrministrator

W Legand

Device Bay Information - ProLiant BL460c GE (Bay 1)
ppatesd Mo e B TG B B B ate
ov oo EEETERCTTTREETTETTR soome [TTITHR

sl 8 0 0 0 B
Gimp Bt Vi iy A s pep e Bl Bty B o e L g e S Borted wi v P e 8 e s Ko

[FE =]

i T ot e i) -

Eaou e
romary: soseten B

B tacen

T b Fapod S 5 BerAn 5 ane ey

1T

PEEEEN

a
K Prwrer el Thapemai * S Boor Controier Crdee oo Servary BOU-Seesd Semeg Lty
[ T " i bt s, i i Ui, bt o, oo n B Bt Sk |

o
B
a
[ - I
o
T
a:
o
- B
o

OA: Verify/update Verify that the Boot order is as follows. If it is not, use the up and down arrows to adjust the
Boot device Order order to match the picture below, then click on “Apply”.

IPL Device: | cp-ROM

(Boot order) | Dizkette Drive (&)
USB Drivekey (C:}
Hard Drive C. (*)
PHE MIC 1 (**)
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4, OA: Access the

I:' Blade iLO

Navigate to Enclosure Information -> Device Bays -> <Blade 1> ->iLO

Click on Integrated Remote Console

Model iLO2
Pri +103_03_03
rimary; - Firmware Version 1.81 Jan 15 2010
B Enclosure Information
Enclosure Settings
Active Onboard Administrator iLO Remote Management
Standby Onboard Administrator
B Device Bays Clicking the links in this section will open the requ
Bl 1 iFd=g1 does not require an iLO username or password to
Port Mappin If your browser settings prevent new popup windoh
2. blade02 Web Administration
3. blad=03 Access the iLO web user interface.
adl 4. blade04
- eae - Integrated Remote Console
5. DSR0Zbladeds coess the system KVM and confrol Virtual Powe
§. hostname1303224145 Explorery
7. hostname1303224159
9. DSRO2blade0 Integrated Remote Console Fullscreen

Re-gize the Integrated Remote Console to the sams

10. DSR03blade10 client deskiop.

11. DSR04blade11

This will launch the iLO interface for that blade. If this is the first time the iLO is being
accessed, you may be prompted to install an add-on to your web browser, follow the on
screen instructions to do so.

5. OA: restart the

I:' blade and access
the bios

You might be prompted with a certificate security warning, just press continue.
Once a prompt is displayed, login onto the blade using the “root” username.
Once logged in, Reboot the server (using the “reboot” command). After the server is

powered on and is booting , press F9 to access the BIOS setup screen (as soon as you see
<F9=Setup> in the lower left corner of the screen).

6. OA: Update bios

I:I settings

Scroll down to Power Management Options and press Enter
Select HP Power Profile and press Enter
Scroll down to Maximum Performance and press Enter

w1 HF Powar Frof | le
T la

Press <Esc> twice to return to exit the BIOS setup screen and press F10 to confirm Exiting the
utility.
The blade will reboot afterwards

7. OA: Repeat for the

I:' remaining blades

Repeat Steps 2 through 6 for the remaining blades. Once done, exit out of the OA GUI.

THIS PROCEDURE HAS BEEN COMPLETED
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9. TROUBLESHOOTING THE INSTALLATION

This chapter describes how to troubleshoot the installation.

9.1 COMMON PROBLEMS AND THEIR SOLUTIONS

The following sections describe and present solutions to common installation problems.
Problem: Verifying firmware levels
You are not sure if the hardware is at the required firmware level.

Solution: If you purchased your servers from Oracle, they will have the latest revisions available at the time
of shipment. If the installation is HP c-Class then the OA (On-line Administrator) GUI will have a summary
of the firmware revisions of all the equipment in the c-Class enclosure. (It will generally not be possible to
access this until installation of the enclosure is complete.)

In general, you can update firmware after installation, but you must complete these updates before the
system goes into service.

Problem: You want to configure Cisco or HP switches without using the PM&C netConfig tool
Configuring outside of the netConfig tool is not recommended.

Solution: You can log in to the switches from PM&C and make configuration changes while
troubleshooting: for example, to disable a port, turn on port mirroring, or add a route. However, the
configurations that are generated from netConfig have many important settings to make the configuration
work correctly. Back up the final switch configuration to PM&C so that it can be restored in a repair
operation. Also, make note if the netConfig files are not to be used for restore operation (since you made
switch configuration changes outside of this tool).

Problem: You need the netConfig template files

Solution: The latest releases of the netConfig template files are included in the Policy Management ISO
image file. Once Policy Management software is installed on a server, you will find the files in the directory
/usr/TKLC/plat/etc/netconfig/.

Several templates are provided, depending on the networking choices at your site. You must choose the
correct templates.

Problem: Networking issues

When you open the ports, there may be troubleshooting required of:
1. Cabling

2. Policy Management server IP network configuration

3. Your IP network configuration

Solution: This may be easier to resolve if you can trace cables and plug a laptop into a switch to run port
mirroring. If PM&C iLO connectivity is in place, issues can also be resolved remotely.
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9.2 MY ORACLE SUPPORT

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product support and
training needs. A representative at Customer Access Support (CAS) can assist you with My Oracle
Support registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for
your local country from the list at http://www.oracle.com/us/support/contact/index.html. When calling, make
the selections in the following sequence on the Support telephone menu:

1. Select 2 for New Service Request
2. Select 3 for Hardware, Networking and Solaris Operating System Support

3. Select one of the following options:
a. For Technical issues such as creating a new Service Request (SR), select 1

b. For Non-technical issues such as registration or assistance with My Oracle Support, Select 2
You will be connected to a live agent who can assist you with My Oracle Support registration and opening
a support ticket. My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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