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1. INTRODUCTION

1.1Purpose and Scope

This document describes methods utilized and procedures executed to perform a software upgrade of Oracle
Communications Policy Management Release 9.9.2/11.5/12.1.x to Release 12.2 when georedundancy on non-CMP
components (i.e., MPE/MRA/MA/BoD/Mediation) is disabled.

>Firmware Upgrades may be required, but will not be covered in this document.

The non-georedundant MPE/MRA/MA/BoD/Mediation cluster scheme only has two servers ‘Active’ and ‘Standby’ co-
located on one site.

Two sites may be used in Policy Management deployments, namely, a Sitel or Primary Site and a Site2 or Secondary
Site. The primary MRA/MPE/Mediation cluster of ‘Active’ & ‘Standby’ resides on Sitel while the secondary
MRA/MPE/Mediation cluster of ‘Active’ & ‘Standby’ resides on Site2 for disaster recovery.

1.2 Acronyms

BoD Bandwidth on Demand - a type of component in a cable Policy Management solution

CMP Configuration Management Product
NOTE: It usually refers to the CMP on the primary site

DR-CMP Configuration Management Platform for Disaster Recovery
NOTE: It refers to the CMP on the secondary site

DSR Diameter Signaling Router

GUI Graphical User Interface

LVM Logical Volume Manager

MA Management Agent - a type of component in a cable Policy Management solution

MPE Multimedia Policy Engine

MPE-LI MPE for Lawful Intercept - a type of Multimedia Policy Engine

MPE-R Routing MPE - a type of component in a cable Policy Management solution

MPE-S Servicing MPE - a type of component in a cable Policy Management solution

MRA Multiprotocol Routing Agent (also referred to as Policy Front End or PFE)

MS Mediation Server

PC Policy Counter

PCEF Policy Control Enforcement Function

PCRF Policy and Charging Rules Function — An Oracle Communications Policy Management
system

PM&C Platform Management and Configuration

Segment A segment is a collection of HSGWs, P-GWSs, DSRs, MPEs and MRAs that provide the PCRF
service. A single MPE/MRA cluster may be part of only one PCRF Segment. A CMP
manages all the MPE/MRAs at multiple sites. A CMP manages one or more PCRF
Segments.

TPD Tekelec Platform Distribution

TVOE Tekelec Virtualization Operating Environment

UE User Equipment

uMm Upgrade Manager — The CMP GUI pages that the operator uses to perform an upgrade

\'/e] Verification Office
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1.3Terminology

Primary Site (Sitel) — A site where the MPE/MRA/MA/BoD/Mediation primary cluster exists with co-located Active
and Standby servers

Secondary Site (Site2) — A site where the MPE/MRA/MA/BoD/Mediation secondary cluster exists with co-located
Active and Standby servers for disaster recovery

1.4 Software Release Numbering
-PMAC: 6.0.3

-TVOE: 3.0.3

-TPD: 7.0.3

-COMCOL: 6.4

- Policy Management Release 12.2

- Oracle Firmware: 3.1.5

- HP Firmware: Firmware Upgrade Pack 2.2.9
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2. UPGRADE OVERVIEW

This section lists the required materials and information needed to execute Policy Management Release 12.2 software

upgrades.
2.1Upgrade Status Values
Status Condition
OK All servers are up-to-date and no alarms are present.
Info No alarms are present, but a condition (such as out-of-date) is present that the operator
should be made aware of.
Minor At least one minor alarm is present.
Major At least one major alarm is present.
Offline The server cannot be reached.
Degraded At least one server in the cluster cannot be reached.
Critical At least one critical alarm is present.
Active The server is active.
Standby The server is in standby mode as part of normal operations.
Forced Standby The server is in standby mode because it has been placed into that state via direct
operator intervention or as part of the upgrade.
Offline The server cannot be reached.
Zombie The server is in a state where it cannot recover automatically and requires direct operator
intervention.

2.2Upgrade Path

This upgrade document supports the following upgrade paths:
1. Policy Management 9.9.2 to 12.2
2. Policy Management 11.5.x (both cable and wireless) to 12.2
3. Policy Management 12.1.x to 12.2

2.3Upgrade Information

2.3.1 Upgrade Sequence

An upgrade procedure applies to an Active/Standby pair of servers. This pair of servers is referred to as a “cluster” or
“HA cluster”. A cluster can be of different types: CMP, MRA, MPE, MA, BoD, or Mediation depending on the mode.
For a CMP cluster, the cluster status may also be Primary site and/or Secondary site.

A customer deployment may consist of multiple clusters.
Required Cluster Upgrade Sequence:

Policy Server software upgrades will be performed on a cluster by cluster basis at the primary and secondary sites
within the same maintenance window.

The following is the general upgrade sequence, specific procedures/steps can further be documented by an Oracle
provided MOP.

The following are the steps for a Policy Management system upgrade procedure (specific process for customers will be
documented by an Oracle provided MOP):

1. Upgrade PM&C Server at Site 1 — Needed if version is older than what is listed in section 1.4
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Upgrade PM&C Server at Site 2 — Needed if version is older than what is listed in section 1.4
Firmware Upgrade — If needed (not covered in this document)

Upgrade Primary (Site1) CMP

Upgrade Secondary (Site2) CMP (if applicable)

Upgrade MPE/MRA/MA/BoD/Mediation (see note below)

SANRANE I

NOTE: MPE/MRA/MA/BoD/Mediation clusters can be upgraded in parallel, a maximum of 4 at a time (except for
upgrades from 12.1.x where 8 clusters can be upgraded in parallel).

2.3.2 Policy Release Mixed-Version Operation & Limitation

The general expectation is that a system that is running in a mixed version configuration should support features and
perform at a level of the previous version. Thus, a system that is running pre-12.2 release and 12.2 release in mixed
configuration would support the performance and capacity of the pre-12.2 release. The mixed version Policy
Management configuration would also support pre-12.2 features.

Since the CMP is the first Policy Management system component that is upgraded to the new version, the Release 12.2
CMP will be managing MRA/MPE/MA/BoD/Mediation servers in a pre-12.2 release. In this mixed version
configuration, a Release 12.2 CMP will not prevent an operator from configuring anything that can be configured in a
previous release and all configuration items from the previous release are still available. However, the configuration
changes during the upgrade of Policy Management system are discouraged and have limited support.

In the mixed version, a Release 12.2 CMP has the following limitations while running in a mixed version environment:

e New features must not be enabled until the upgrades of all servers managed by that CMP are completed. This
also applies to using policy rules that include new conditions and actions introduced in the release.

e As a general guideline, policy rules should not be changed while running in a mixed version environment. If
it is necessary to make changes to the policy rules while running in a mixed version environment changes that
do not utilize new conditions and actions for the release could be installed, but should be jointly reviewed by
the customer and Oracle before deployment to verify that these policies indeed do not use new conditions or
actions.

e The support for configuration of MPE/MRA/MA/BoD/Mediation servers is limited to parameters that are
available in the previous version. Specifically:

o Network Elements can be added

Mixed-version configurations supported

Policy Management system

components on CMP R12.2 | MRAR12.2 MPE R12.2 MA R12.2 BoD 12.2 Mediation 12.2
CMP R9.9.2, 11.5, 12.1.x Yes No No No No Yes

MRA R9.9.2, 11.5, 12.1.x Yes Yes Yes N/A N/A Yes

MPE R9.9.2, 11.5, 12.1.x Yes Yes Yes Yes Yes Yes

MA 11.5 Yes N/A Yes Yes Yes N/A

BoD 11.5 Yes N/A Yes Yes Yes N/A
MBFE/MSMediation 9.9.2 Yes Yes Yes N/A N/A Yes

Note: Replication between CMP and DR-CMP is automatically disabled during upgrade of CMP and DR-CMP to
Release 12.2. The replication is automatically enabled once both active CMP and DR-CMP are upgraded to Release

12.2.

2.4 Customer Impacts

The cluster upgrade proceeds by upgrading the Standby server, switching over from the Active to the Standby, and

upgrading the second server (i.e., the new Standby). The switchover of each cluster will have a small impact on traffic

being processed at that cluster, as in the past releases upgrades.
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2.5 Rollback/Backout

The full pre-upgrade server image is stored on the server during the upgrade, and can be restored in the event of a
problem discovered during or after upgrade.

2.6 TPD Version

The Tekelec Product Distribution (TPD) version needed for this release is included in the Policy Application Software
Upgrade ISO, and TPD will be upgraded to version 7.0.3 as part of this procedure.

In the case of IPM or clean install of a new server, the supported baseline TPD version 7.0.3 should be installed prior to
upgrading to Policy Release 12.2.

2.7 Server Hardware Platforms

The Policy Management Release 12.2 software upgrade can be applied on any server that previously had Policy
Management Release 9.9.2, 11.5, or 12.1.x

2.8 Loading Application software

For upgrade of server application software, the recommended method is to copy the application ISO images to the
servers using scp or fip. If the system is HP c-Class using a PM&C Server, the application software must also be loaded
into the PM&C software management library to support new installs and FRU activities.

NOTE: PM&C is not used during the Upgrade and Backout procedures.

2.9 Required Materials and Remote Access
1. Policy 12.2 software ISO’s and TPD software ISO
2. Policy 12.2 software upgrade Release Notes.
3. TVOE, PM&C upgrade/installation documentation, software ISOs and TPD ISO. (If applicable)
4. Firmware Upgrade Pack 2.2.9 (or higher) documentation and ISOs. (If applicable)
5. The capability to remote login to the target server as admusr.

NOTE: The remote login can be done through SSH, local console, or iLO maintenance port. Ensure the
customer network firewall policy allows the required application and corresponded ports.

6. The capability to secure copy (SCP) from the local workstation being used to perform this upgrade to the target
server, or otherwise be able to transfer binary files to the target server.

7. User logins, passwords, IP addresses and other administration information.

8. VPN access to the customer’s network is required if that is the only method for remote logging into the target
servers. It must be also possible to access the Policy Manager GUI, and the PM&C GUI.

2.9.1 Upgrade Media

See the release notes for the list of ISO image files required for the Policy Management upgrade you are installing.

2.9.2 Login Users and Passwords

Logins, passwords and server IP addresses

The IP address assignments for each site, from the appropriate Oracle Network IP Site Survey/NAPD, must be
available. This ensures that the necessary administration information is available prior to an upgrade.

Further, need to confirm login information for key interfaces, and document in table below.
[It is assumed that the logins may be common among the customer sites. If not, record for each site.].

NOTE: Consider the sensitivity of the information recorded in this table. While all of the information in the table is

required to complete the upgrade, there may be security policies in place that prevent the actual recording of this
information in permanent form.
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Table-1: Logins, Passwords and Server IP Addresses

Item Value

CMP servers GUI Administrator Login User/Password:

admusr password:

MRA/MPE servers admusr password:

Target iLO iLO Administrator Login: User/Password
Target OA OA Administrator Login: User/Password
PM&C server GUI Administrator Login User/Password:

admusr password:

Software Upgrade Target Release?! Target Release Number:

Policy 12.2 software I1SO Image (.iso) filenames.

! The ISO image filenames should match those referenced in the Release Notes for the target release.
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3. THEORY OF OPERATION

3.1Upgrade Manager Page

The Upgrade Manager represents a significant shift from some of the previous upgrade pages. In the past it was up to
the operator, with assistance from a MOP, to know the correct sequence of ‘server selects’ and ‘pulldown menu
selects’. The new upgrade manager takes a different approach. It determines the next course of action to either

1) Begin/continue upgrading a cluster
2) Begin/continue backing out a cluster.
There is an important point implicit in the list above:
Upgrade is now presented from a cluster perspective, instead of a server perspective.

The shift in perspective has a number of ramifications, most noticeably it is no longer possible to select individual
servers or bulk select a group of servers. In fact, in order to perform any operation, it is necessary to select a cluster
first.

Another major shift is that certain operations are performed automatically on behalf of the operator. These operations
are not even presented to the operator as an option. However, the operator can see what has been done via the upgrade
log.

Current ISO: standard-upgrade-12.0.0.0.0 99.9.0
Rolback  Start Upgrade ew Upgrade Log  DFiter  Columns »  Advanced
B | Name Alarm Severty | UptoDate | Server Role Prev Release Running Releass Upgrade Operation
=[] CMP Sited Cluster (2 Servers)
chrisa ¥ Standby 1.12.3.1.0 12.0.0.0.0_99.9.0 /) Inttiate upgrade Completed Successfully at Feb 8, 2015 21:30:15
chris10 ¥ Active 1.12.3.1.0 12.0.0.0.0_99.9.0 nia
Bl [] TestMPE (2 Servers)
chris16 ¥ Active 11.1.2.3.1.0 12.0.0.0.0_99.9.0 ) Initiate upgrade Completed Successfully at Feb 9, 2015 10:25:15

chris15 h Standby 11.1.2_3.1.0 12.0.0.0.0_99.9.0 +) Initiate upgrade Completed Successfully at Feb 9, 2015 12:23.46.

Figure 1: Sample display of the upgrade manager page.

For the most part, the items in the display are fairly self-explanatory. With that said, there are three items that deserve a
deeper discussion.

e  Start Rollback/Start Upgrade buttons (upper left) — If these buttons are greyed out, it means that there isn’t an
appropriate action to take at this time. However, if a button isn’t greyed out, then it means that there is a
‘preferred’ action that can be taken to upgrade (or backout) the cluster. Normally, upgrading a cluster is a well-
defined fixed procedure. However, in some cases there are a number of valid sequences. Selecting the
‘preferred’ step will simply cause the upgrade director to choose the default sequence. It is strongly
recommended to exclusively use these buttons to upgrade/backout a cluster.

e  Alarm Severity — This column is used to indicate if there are alarms associated with a server. If so, it displays
the severity of the most severe alarm here. It is important to explain the intent of this column. The intent is to
give a visual indication that the particular server is experiencing alarms. This is not a reason to panic: During
the upgrade we expect servers to raise alarms:

o The CMP will raise alarms simply to indicate that it is initiating upgrade activity.
o Servers will report alarms to indicate that their mate servers are offline.

However, if alarms are asserted for a server, it is good practice to look at the alarms prior to initiating upgrade
activity on them.
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e  Up to Date — This column is used to indicate the state of the code on the server.
o ‘N’ ->The server is running old code needs to be upgraded
o ‘Y’ -> The server is running new code.

o ‘N/A’ -> Upgrade is not appropriate and/or the server is in a bad state
3.1.1 The Upgrade Log

Within the Upgrade Manager page, the operator can access the upgrade log. This will display attributes of the various
actions (manual and automatic) that have been performed on the selected cluster. It is important to note that this is NOT
the audit log. The audit log is meant to track what the operator has done. This log is meant to capture the sequence of
upgrade activity — whether it was initiated by an operator or automatically triggered.

E upgradeDirectorTicketsDialog.jsp - Google Chrome = | 5] |-
[9 10.148.242.110/mi/pages/upgradeDirectorTicketsDialog,jsp?id=C2013&name=TestMPE
Upgrade Log
t\t‘:lljz: n11[|_ Tgscnf 1154: 12:58 A Fer | | Calumns w
1D Pare. .. Action Name Start Time End Time Durat... | Scope Hostname Result Mode Description

6 o Preflight Check 2192015 2:21:36 2/9/2015 %:21:54 0:00:17 | Server  chris16 Success Manual User initiated action: ...
T B Initiate upgrade 2192015 9:21:54 2/9/2015 10:25:06 © 1:03:11 : Server : chris16 Success Automatic © Automatic action initi...
] 6 Modify the role/replication ... 2/9/2015 9:21:54 2/9/2015 %:21:58 = 0:00:04 : Cluster @ TestMPE Success Automatic  Automatic action for ..
9 6 Wait for replication te sync... | 292015 10:25:06 20972015 10:25:15 | :00:09 : Server : chris1G Success Automatic | Automatic action wait...
10 0 Failover to new version 292015 11:20:08 2092015 11:20:08 © 0:00:00 © Cluster : TestMPE Success Manual User initiated action: ...
11 o Preflight Check 292015 11:20:41 2/9/2015 11:20:54 : 0:00:12 : Server : chris15 Success Manual User initiated action: ...
12 11 Initiate upgrade /%2015 11:20:54 2192015 12:23:06 : 1:02:11 : Server  chris15 Success Automatic | Automatic action initi....
13 11 Meodify the role/replication ... 2/%2015 11:20:54 2/9/2015 11:20:59 © 0:00:04 : Cluster : TestMPE Success Automatic  Automatic action for ..
14 11 ‘Wait for replication to sync... © 2/%2015 12:23:06 2/9/2015 12:23:46 - 0:00:40 & Server  chris15 Success Automatic  Automatic action wait...
15 11 Moedify the role/replication ... | 2920153 12:23:06 201902015 12:23:10 © 0:00:04 © Cluster : TestMPE Success Automatic © Automatic action for ...

Figure 2: Upgrade Log
3.1.2 Optional actions

It is possible to perform every step in the upgrade process just using the ‘upgrade’ and ‘backout’ buttons. When the
operator clicks these buttons, the upgrade director will perform the next ‘preferred’ action. However, there are times
that the operator may want to take a slightly different — but still legal — procedure. For example, the upgrade director
has a preferred order in which it will upgrade a cluster. However, if the operator wanted to deviate from that default
procedure — say to restrict upgrade to servers in a particular site — then they can use the optional actions pulldown menu.
It is important to note that this menu will ONLY be populated with legal/reasonable actions. Actions that are
wrong/inconsistent will not be displayed.

If the operator selects an optional action, they can go back to using the default/preferred at any time

3.1.3 The ISO select

In the upper right hand corner, there is an item called the current ISO. In some respects the term “ISO” is misleading. A
better description might be ‘upgrade procedure’. This item shows the upgrade procedure that is being used. In common
cases, this is going to work out to either;

“A standard (full) upgrade to version XXX”

“An incremental upgrade to version XXX”
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When the operator wants to start a new upgrade, they click on this item. The upgrade director will search for valid
upgrade procedures. In order to minimize confusion, these upgrade procedures are usually embedded within a CMP
ISO. This way, the CMP ISO is always tightly tied to the corresponding upgrade procedure.

When you select a new ISO, you are telling the upgrade director to abandon its current upgrade procedure in favor of a
brand new procedure.

3.1.4 Introducing upgrade director behavior

The upgrade director (UD) is a component that tracks the state of the servers, cluster and system during an upgrade.
From a user perspective, the UD is largely hidden. However, there are conventions/operating principles that have user
visible effects.

3.1.4.1 Alarm philosophy

In general, the upgrade director will raise alarms if
1) A server is somehow impaired
2) There is activity expected of an operator.

The table below summarizes the alarms that can be raised in 12.2

Alarm ID Name Description

70500 SYSTEM_MIXED_VERSION The servers in the topology are running different versions of
software. Upgrade of the system is not complete.

70501 CLUSTER_MIXED_VERSION The servers in the specified cluster are running different
versions of software. The upgrade of the cluster is not
complete.

70502 REPLICATION_INHIBITED Replication is inhibited to the specified server. It is not
receiving session information.

70503 SERVER_FORCED_STANDBY The specified server has been placed in forced standby and
cannot provide service.

70506 UPGRADE_OPERATION_FAILED An upgrade operation failed on the specified server.

70507 UPGRADE_IN_PROGRESS An upgrade/backout is currently in progress on the server. It
may leave the cluster, become unreachable or even reboot.

70508 ZOMBIE_SERVER The server is in an indeterminate state and needs to be
repaired by support.

3.14.2 General upgrade procedure

In general, the upgrade of a server goes through 3 steps.
1) Preflight checks — look for certain conditions which guarantee a failed upgrade. If such conditions are detected,
fail. There are two principles behind the preflight checks

a. Itis better to fail early in a recoverable way than to fail late in an unrecoverable way.

b. Preflight checks are VERY narrow. We do not want a false positive preventing an otherwise valid
upgrade.

2) The upgrade itself

3) Wait for replication to synchronize.

This procedure is in place so that it should not be necessary for an operator to login to the target server to verify
conditions. They should be able to comfortably stay on the upgrade manager page.
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3143 Unreachable servers

During the course of an upgrade, servers can go unreachable. This is expected and the Upgrade Manager tries to be
graceful about unreachable servers. However, if the CMP experiences a failover when another server is unreachable,
this runs into limits. The newly promoted UD does not have the full history/context. It will wait until it can contact the
unreachable server before it will take action on the server.

3.14.4 Reversing directions

In general, it should be possible to reverse directions at any time. You should be able to upgrade a server in a cluster,
back it out, upgrade it, upgrade its mate, back that out, etc.... In this sense, upgrade/backout should be fully reversible.
However, you will not be permitted to reverse direction if there is an ongoing action: You can’t kick off a backout of a
server if another server in the cluster is being upgraded. You have to wait for the upgrade to finish.

3.1.4.5 Mixed version and forced standby

As a general rule, if a cluster is in mixed version, then every server that is NOT running the same version as the active
server needs to be in forced standby. This way, a simple failover does not cause a change in the version of code that is
providing service.

3.1.4.6 Failure handling and recovery
Failures fall into two categories:

e Failures that the upgrade director is able to recover from.

e Failures that the upgrade director can’t automatically recover from.

Any failure should generate an UPGRADE OPERATION FAILED alarm. In such cases, the operation can be
attempted again. Ideally, the operator/support would investigate the original failure before repeating. However, if the
server is in an indeterminate state, the server is declared a ZOMBIE and no further action can be taken on the server. It
will require direct action by support/engineering to repair.

For the current release, recovery or even deep failure diagnosis, is not something that we expose via the GUI.
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4. UPGRADE PREPARATION

This section provides detailed procedures to prepare a system for upgrade execution. These procedures are executed
outside a maintenance window.

Overview:

A S e

Upgrade TVOE & PM&C Server at Site 1 (if applicable)
Upgrade TVOE & PM&C Server at Site 2 (if applicable)

Firmware (if applicable)
Upgrade Primary (Sitel) CMP
Upgrade Secondary (Site2) CMP (if applicable)

Segment 1 Site 1:

Upgrade MPE clusters
Upgrade MRA clusters

Upgrade MBE/MSMediation clusters (for R9.9.2. If needed, recommend to upgrade UDR clusters first to

compatible version)

Segment 1 Site 2:

Upgrade MPE clusters
Upgrade MRA clusters
Upgrade MBE/MSMediation clusters (for R9.9.2)

Segment 2 Site 1:

Upgrade MPE clusters
Upgrade MRA clusters
Upgrade -MBE/MSMediation clusters (for R9.9.2)

Segment 2 Site 2:

Upgrade MPE clusters
Upgrade MRA clusters
Upgrade MBE/MSMediation clusters (for R9.9.2)
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4.1 Pre-requisites

The following Procedure 1 table verifies that all required prerequisite steps needed to be performed before the upgrade
procedure begins.

Procedure 1

TVOE, PM&C and Firmware might need to be upgraded prior to Upgrade to Policy Management Release 12.2.

Step Procedure

1. |:| Verify all required As listed in Section: “Required Materials & Remote Access”
materials are
present

2. |:| Review Release Review Policy Release 12.2 for the following information:
Notes
- Individual Software components and versions included in target release
- New features included in target release

- Issues (Oracle BUGS) resolved in target release

- Known Issues with target release

Chrome are fully supported.

- Any further instructions that may be required to complete the Software Upgrade for the target
release. In particular, the supported browsers: In release 12.2, only Mozilla Firefox and Google

4.2 TVOE and PM&C Server Upgrade
Policy Release 12.2 requires PM&C version 6.0.3 to support the IPM of TPD 7.0.3 on c-Class blades.

PM&C shall IPM TPD on a c-Class if the blade is newly introduced either for disaster recovery (DR) or adding new
blades to an enclosure (e.g. capacity expansion).

Appendix A describes in detail the upgrade of TVOE and PM&C.

4.3Firmware Upgrade

See the release notes for the list of ISO image files required for the firmware upgrade you are installing.

4.4 Plan and Track Upgrades

The upgrade procedures in this document are divided into the following three main sequential steps:
1. Upgrade TVOE and PM&C Server and deploy firmware upgrade if necesssary

2. Upgrade CMP cluster(s)

3. Upgrade non-CMP clusters

The following table can be completed first before performing the upgrade, to identify the clusters to be upgraded and
plan the work. It can also be used to track the completion of the upgrades, and assign work to different engineers.

NOTES:

- Policy changes or configuration changes should NOT be made while the system is in mixed-version operation.

- Time estimates are for upgrade procedures without backout procedure. Backout procedure time is typically same
as, or less than the upgrade procedure.

| Step | Procedure Result Engineer ‘ Time |
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Step Procedure Result Engineer Time
1. |:| Use the following Maintenance windows are planned
checklist to plan the
cluster upgrades for the
entire system.
2. |:| Upgrade Site A and Site 3 hrs
B TVOE/PM&C Site Names &
3. |:| Upgrade Sitel and Site2 3 hrs
CMP clusters Site Names &
4. |:| Upgrade Sitel non-CMP 2 hrs
clusters for Segment-1 Site Names
Cluster List:
5. |:| Upgrade Site2 clusters 2 hrs
for Segment-1 Site Names
Cluster List:
6. |:| Upgrade Sitel clusters 2 hrs
for Segment-2 Site Names
Cluster List:

18 of 214

E82617-03



Software Upgrade Procedure

Step Procedure Result Engineer Time
7. |:| Upgrade Site2 clusters 2 hrs
for Segment-2 Site Names
Cluster List:
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4.5 Convert to Using Interval Statistics

Prior to Release 12.2, Oracle Communications Policy Management offers two methods for gathering statistics: Manual
and Interval statistics. They operate as follows:

e Manual. When configured to use this method, CMP records the cumulative values from the time the blade
became active or the operator manually reset the statistics. Statistics which represent maximum values contain
the peak value since the blade became active or was reset. This is the system default.

e Interval. When configured to use this method, all counters reset automatically at the beginning of every
interval and write the cumulative values at the end of the interval. Statistics which represent maximum values
contain the peak value which occurred during the interval. The user-definable interval length can be 5, 10, 15,
20, 30 or 60 minutes. The default interval is 15 minutes.

In Oracle Communications Policy Management Release 12.2, Manual statistics will no longer be available. You must
migrate to Interval statistics before upgrading to Release 12.2. Upon upgrade to R12.2, Oracle Communications Policy
Management will only use Interval statistics and any Manual statistics not saved will be lost.

Statistics affected by this change will be reset to zero when migrating to Interval statistics. This affects both the
information presented via the CMP GUI as well as information returned using the OSSI interface. The values for
statistics which are not counters, such as active session counts, are the same in both cases. The behavior of
KPIIntervalStats is the same in both cases.

It is recommended that the following actions are taken well in advance of the upgrade procedure:

1. Review your current configuration to determine which statistics method is currently being used by navigating
to GLOBAL CONFIGURATION > Global Configuration Settings > Stats Settings

2. If Manual is being used, change the Stats Reset Configuration parameter to Interval.
3. Review any systems which access this information via OSSI to determine whether they must be modified.

For completeness and assuredness, it is recommended to collect at least 24 hours of interval statistics before upgrading
to 12.2

For addition information, see the following publications:
e Configuration Management Platform User's Guide

e  OSSI XML Interface Definitions Reference

4.6 Perform System Health Check

This procedure is to determine the health and status of the servers to be upgraded and must be executed at least once
within the time frame of 24-36 hours prior to the start of a maintenance window.

Step Procedure Result

1. |:| CMP GUI access Open a supported browser (i.e., Mozilla Firefox or Google Chrome) to access the Primary
CMP GUI on its VIP address and login to verify access.

2. |:| View active alarms Identify the cause of any existing active alarms, and determine if these may have impact
on the upgrade. Export current Alarms to save into a file.

IMPORTANT: Before starting any upgrade activity, please ensure that all Active Alarms
are well understood and resolved.

3. |:| View KPI reports Verify that the system is running within expected parameters. Export current KPIs to save
into a file.
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Step

Procedure

Result

4. []

Confirm NTP servers
reachable from all the
servers (CMP and non-
CMP) to be upgraded

NOTE: If the time across
the servers is out of
synch, fix it first and re-
validate this step, before
starting the upgrade
procedures.

Validate the IP connectivity between the server and NTP servers with command ping.
Confirm that time is synchronized on each server with CLI shell command of:

ntpgq -np

Confirm the date is correct on each server.

Check that BIOS clock is sync’d with the clock using the shell command:

hwclock
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4.7 Deploy Policy Upgrade Software

Software should be deployed to each policy server var/TKLC/upgrade directory, before the actual upgrade activities.
This will typically be done with utilities such as SCP/WGET/SFTP or, post release 12.0, also using the Upgrade
Manager. Because of the large size of the software ISOs, sufficient time should be planned to accomplish this step. For
Policy Release 12.2, each ISO image size is about 1.0 Gigabytes.

4.7.1 Deploying Policy Upgrade Software to Servers

There are several possible software images in this upgrade (CMP, MPE, MPE-LI, MRA, MA, BoD,
MBEMSMediation). A single image must be deployed to the upgrade (/var/TKLC/upgrade) directory of each server to
be upgraded, where the image is the correct type for that server. i.e., the new CMP software image must be deployed to
the CMP servers, the new MPE image deployed to the MPE servers, the MRA image deployed to the MRA servers and
SO on.

IMPORTANT: If the deployed image type (CMP, MPE, MRA, MDE/MSMediation, etc.) does not match the existing
installed software type, the upgrade will fail. Example: an attempt to upgrade a CMP with a MPE software image will
fail during the upgrade action.

[NOTE: To change a server from one application type to another, the server must first be cleaned of all application
software by an “Install OS” action via the PM&C GUI, and then the new application type installed.].

If multiple images are copied into the /var/TKLC/upgrade directory, the upgrade will fail.

4.7.2 Copy ISO image files to the Management Server (PM&C)
NOTE: Not all Policy Management systems use a PM&C server, if that is the case, skip to the next section.

This procedure transfers software upgrade ISO files to the PM&C servers at each site to be upgraded, and loads ISO
files into the PM&C Software Image repository. This is done as a placeholder for future use of the software.

PM&C is not used for the upgrade activities. The purpose of this step is to be prepared for server recovery
activities in case a server needs to be re-installed with software.

NOTE: ISO transfers to the target systems may require a significant amount of time depending on the number of
systems and the speed of the network. The ISO transfers to the target systems should be performed prior to, outside of,
the scheduled maintenance window. Schedule the required maintenance windows accordingly before proceeding.

NOTE: Because the ISO images are large, the procedure includes instructions to check space available in the
/var/TKLC/upgrade directory before copying the ISOs to this directory. After the “Add Image” action on the PM&C,
the ISO images are registered in PM&C, and stored in the /var/TKLC/smac/image/repository directory which is very
large.

Step Procedure Result

1. |:| PM&C GUI: Verify no . Log on to the PM&C Server GUI
Release 12.2 ISO files exist.

Software 2 Manage Software Images

e Confirm no release 12.2 I1SO files already exist. If there are, remove them.
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Procedure

Result

2. []

SSH to PM&C server as
admusr

e Logon as admusr to the PM&C server.

e  Change target directory to /var/TKLC/upgrade and ensure there is at least of 3.0
GB free disk space available.

$cd /var/TKLC/upgrade
$df -h /var/TKLC

NOTE: There may be ISOs in the /var/TKLC/upgrade directory, they can be removed to
free up disk space or added to the PM&C repository.

Copy Release 12.2 ISO files
to the target directory in the
PM&C server

e  Transfer all required Release 12.2 1SO files (CMP, MPE/MPE-Li, MRA, MA, BoD,
MDE/MSMediation) into directory /var/TKLC/upgrade via either the following
methods —

- SCP/WGET command in the following steps outline in this Procedure
- USB drive

PM&C GUI: Adding the new
Release 12.2 I1SO files

Software = Manage Software Images

e  Click “Add Image” to select the ISO files that are just transferred into PM&C

server.
Main Menu
Manage Software Images @ .Help
Wed Nov 16 20:11:36 2016 UTC
Image Name Type Architecture  Description
cmp-12.1.1.0.0_14.1.0-x86_§4 Upgrade x86_64 1211 CMP
cmp-12.2.0.0.0_49.1.0-xB6_64 Upgrade ¥86_64 12.2 CWP (8110)
cmp-12.2.0.0.0_61.1.0-x86_64 Upgrade x86_64 12.2 CWP (1177)
mpe-12.1.1.0.0_14.1.0-x86_64 Upgrade x86_64 12.1.1MPE
mpe-12.2.0.0.0_49.1.0-x86_64 Upgrade ¥86_64 12.2 MPE (8/10)
mra-12.1.1.0.0_14.1.0-x86_64 Upgrade x86_64 1211 MRA
mra-12.2.0.0.0_49.1.0-x86_64 Upgrade x86_64 12.2 MRA (8/10)
< Help TPD.install-7.0.2.0.0_86.26.0-OracleLinux6.6-x36_64 Bootable xB6_64 12117PD
- Logout
05 TPD.install-7.0.3.0.0_86 43.0-OracleLinux6.7-x86_64 Bootable x86_64 1227TPD
Pause Updates
Add Image || Edit Image || Delete Selected

/

Path: wvarTKLC/upgradefcmp-12.2.0.0.0_51.1.0-x86_&4.iso -
12.2 CMP (l_‘l/'f]l

Description

Add New Image

Click OK on the pop-up
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Step

Procedure

Result

5. [_]| PM&C GuI: Verify the new

ISO files are added
successfully

Software = Manage Software Images

e  The status of the image being added can be monitored via the “Task
Monitoring” menu with the screen display as the following:

Background Task Monitoring @
Mon Sep 28 13:43:25 2015
D Task Target Status State Running Time  Start Time Progress
) 610 Addimage Done: cmp-121.0.0.0_35.1.0.x86_64 COMPLETE 0:00:20 fg':a“ugg” 100%
NOTE: the newly added ISO files are now stored in directory
/var/TKLC/smac/image/repository
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4.7.3 Distribute Application ISO image files to servers

This procedure applies to all server types. It assumes that the ISO image files will be electronically copied to the sites
to be upgraded.

NOTE: ISO transfers to the target systems may require a significant amount of time depending on the number of
systems and the speed of the network. The ISO transfers to the target systems should be performed prior to, outside of,
the scheduled maintenance window. Schedule the required maintenance windows accordingly before proceeding.

Step Procedure Result
1. |:| Transfer ISOs to Policy - Transfer release 12.2 1SO files (CMP and non-CMP) into the directory
Servers. /var/TKLC/upgrade on the respective server via either of the following methods -
- SCP/WGET command OR
- USB drive

OR, if the images are on a server on the same network, scp via CLI.

Copy CMP software ISO to ONE of the other CMP servers:
$sudo scp 872-* <cmp-12.2x>:/var/TKLC/upgrade/

Copy MPE software ISO to ONE of the other MPE servers:
$sudo scp 872-* <mpe-12.2x>:/var/TKLC/upgrade/

Copy MPE-Li software ISO to ONE of the other MPE-Li servers:
$sudo scp 872-* <mpe-Li-12.2x>:/var/TKLC/upgrade/

Copy MRA software ISO to ONE of the other MRA servers:
$sudo scp 872-* <mra-12.2x>:/var/TKLC/upgrade/

Copy MDbE/MSMediation software ISO to ONE of the other Mediation servers:
Ssudo scp 872-* <mediation-12.2.x.x.x>:/var/TKLC/upgrade/

NOTE: After copying the ISO to one of the respective servers, the ISO Maintenance
option will be used to upload to the rest of the servers.

THIS PROCEDURE HAS BEEN COMPLETED
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4.7.4 Backups and Backup Locations

Step

Procedure

Result

1. []

SSH CLI/ iLO: Access the
server to be backed up

NOTE: System Backup is
done on Active CMPs ONLY

IMPORTANT: Server backups (for all CMP and non-CMP active and standby servers),
and the system backup (from the active CMP), must be collected and readily
accessible for recovery operations.

. Login into the ACTIVE Primary CMP server.

Navigate to the following through platcfg utility.
$sudo su - platcfg

Policy Configuration=>Backup and Restore=>Server Backup

e  Provide an ISO backup filename (or use the suggested one) in the default backup
location path:
/var/camiant/backup/local_archive/serverbackup/<serverbackup.iso>

— | Set backup location

The iso path: [EeS nt

Press OK.

Go back to the previous menu (Policy Configuration=>Backup and Restore) and

select:

- System Backup

e  Provide a tarball backup filename (or use the suggested one) in the default
backup location path:
/var/camiant/backup/local_archive/systembackup/<systembackup.tar.gz>

SSH CLI/iLO: Verify the
backup file

If the default location is accepted in the previous step, change directory to the
following and verify file exists:

$ cd /var/camiant/backup/local_archive/serverbackup

$ 1s <hostname>-<servertype>_x..x-serverbackup-<yyyy><mm><dd><hhmm>.iso

And:
$ cd /var/camiant/backup/local_archive/systembackup
$ 1s <hostname>-cmp_x..x-systembackup-<yyyy><mm><dd><hhmm>.tar.gz

Copy backup files.

Copy the ISO and tarball files to a safe location, for example, for a server backup file:

$sudo scp -p
/var/camiant/backup/local_archive/serverbackup/<serverbackup>.iso
<remoteserverIP>:<destinationpath>

Another option is to scp the server and system backup files to your local workstation.
After copying to remote server/workstation, remove the backup files from the server.

$sudo rm <serverbackup>.iso
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Step Procedure Result

4. |:| Identify backup location Backup location is:

Instructions to access to backups are as follows:

THIS PROCEDURE HAS BEEN COMPLETED

4.7.5 Changing Non-Default root and admusr Passwords

4.7.5.1 Improve Password Security

The default password hash prior to Policy 12.0 is MD5. MDS5 is now considered a weak hash that can be brute-force
cracked in a reasonable amount of time. The best hash to use is SHA512. This is currently the strongest hash supported
on the platform. Due to this change, during upgrade all non-default passwords are automatically expired. This may
cause issues during upgrade from pre-12.1 to 12.2 and above. To prevent those issues, the following procedure has been
created.

4.7.5.2 Impact
After this procedure is run, the root and admusr password will be hashed with the strongest possible method, SHA512.

This procedure only addresses root and admusr passwords. Other users should also update their password to benefit
from the new hashing. If they are not changed prior to the upgrade to 12.2, they will be expired post upgrade.

The following procedure should be executed prior to the upgrade to 12.2 only if the root or admusr passwords are
non-default.

Order to perform this procedure on an ‘In-Service’ Policy Management
1. Standby CMPs
2. Active CMPs
3. Standby MPEs/MRAs/MAs/BoDs
4. Active MPEs/MRAs/MAs/BoDs

Step Procedure Result

1. |:| Login to the every server e  For an upgrade from 11.5/12.1.x, login as admusr and change to root using the
following command:

$sudo su
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Step Procedure Result

2. |:| Check the password field of | Issue the following
root and admusr
#egrep '“(root|admusr)' /etc/shadow

Example output:

root:$6SmErKrEsA$83n5G8dR3CgBJIJMEABI 6b4847EXusUnzTaWNJgEi3
47B.WhLbIc.Cga.nmYCAQYSNwkstlCtUBi.tBSwWujUd.:16825:0:9999
9:7:::

admusr:$6SmUstAfa$gn2B8TsW1Zd7mgD333999Xd6NZnAEgyioQJ7gidx
ufHSQpls6A5Ixhu8kjDT8dIgcYQR5Q1ZALSNBOG. 7Tmkyq/:16825::::::

If the first two characters after the colon ‘:’ is $6. then this procedure is
not needed on this server. Skip to the next section.

If the first two characters after the colon are not $6, then it is probably $1
(MD5) and this procedure should be followed for this server. Continue on

with step 4
3. |:| Order to perform the Perform steps 4-17 in the following order:
change
1. Standby CMPs
2. Active CMPs
3. Standby non-CMP servers
4. Active non-CMP servers
4, |:| Login to the server as e  For an upgrade from 11.5/12.1.x, login as admusr and change to root using the
admusr following command:
$sudo su
e  For an upgrade from 9.9.2, login as root.
5. |:| Checkout revisions Issue the following command

#ircstool co /etc/pam.d/system-auth
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6. []

Modify the ‘system-auth’
file

Open the system-auth file:
#vi /etc/pam.d/system-auth
Modify the file. Change the following line from md5 to sha512

Modify the below line with sha512 instead of md5 (Current line indicates currently
configured in server. Modified Line indicates modification which needs to be
implemented)

Current Line:

password sufficient pam_unix.so md5 shadow nullok
try_first_pass use_authtok

Modified Line:

password sufficient pam_unix.so sha512 shadow nullok
try_first_pass use_authtok

pa: so try first pas en fo ac
[password sufficient pam unix.so sha512 shadow nullok try first pass use authtok

Save the file

If the file required changing
#rcstool ci /etc/pam.d/system-auth
if the file was already configured

#ircstool unco /etc/pam.d/system-auth

Checkout revisions for
‘login.defs’

#trcstool co /etc/login.defs

Edit login.defs

(Shadow password suite configuration)

Open the login.defs file:

#vi /etc/login.defs

Modify the below line with SHA512 instead of MD5
Current Line: ENCRYPT_METHOD MD5
Modified Line: ENCRYPT_METHOD SHA512

NOTE: The line to edit is at the bottom of the file

Comment out the following line if necessary:

MD5_CRYPT_ENAB yes
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10. |:| Save the File If the file required changing

#ircstool ci /etc/login.defs
if the file already was configured

#trcstool unco /etc/login.defs

Checkout revisions for
‘libuser.conf

# rcstool co /etc/libuser.conf

12. [ ]

Edit libuser.conf

Open the libuser.conf file:

#vi /etc/libuser.conf

Modify the below line with sha512 instead of md5
Current Line: crypt_style = md5

Modified Line: crypt_style = sha512

NOTE: The line to edit is close to the top of the file.

Save the File

If the file required changing
#ircstool ci /etc/libuser.conf
if the file already was configured

#ircstool unco /etc/libuser.conf

Set the admusr and root
passwords

For root user
#passwd root
For admusr user

t#tpasswd admusr

15. [ ]

Verify

Logout of the current session and re-login using the new password credentials.

THIS PROCEDURE HAS BEEN COMPLETED
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5.

PRE-UPGRADE TASKS (9.9.2 TO 12.2)

5.1 Accepting Previous Upgrade

This is ONLY applicable if any previous Policy Management upgrade on all clusters has not been accepted,
otherwise skip this section and go directly to the next section. If a previous upgrade was not accepted, after the first
server of a cluster is upgraded, upgrade of the second server will fail validation.

Use Accept Upgrade to accept the previous upgrade. This function removes backout information, so once the
upgrade is accepted for any server in a cluster, that cluster cannot be rolled back.

This procedure has to be done during Maintenance hours to avoid any possible interruption to the Policy operation.
Some of the steps may impact the Session processing during the execution.

NOTE: If a server fails after an upgrade is accepted, you must accept the upgrade again for the replacement server.
This procedure accepts the previous upgrade for a cluster.

PREREQUISITES: If a server’s upgrade status is Pending and the Alarm 32532 (Upgrade Pending
Accept/Reject) is active as shown in the screenshot below, then this procedure is required for the clusters.

Otherwise, skip this section and goto the next procedure of performing CMP clusters upgrade.

CMP GUI: System Wide Reports 2Alarms 2 Active Alarms

mass-mediation-1b

Dec 14, 2016 05:35 PM EST Minor 32532 Server Upgrade Pending Accept/Reject 10.240.152.74
. -mediation-1
Dec 14, 2016 05:27 PM EST Minor 32532 Server Upgrade Pending Accept/Reject ma1_5052r:§ 12;;13 |
Step Procedure Result

[] | CMP GUI: Verify Upgrade = System Maintenance

Al Status.
arm Status e Confirm the existing Alarm 32532 (Upgrade Pending Accept/Reject) as

shown in the example below, and note the impacted clusters.

System Maintenance( Last Refresh :12/19/2016 16:49:10 )

Columns [
Name. Appl Type ™ Serverstate! 150 | .PT® | Running Release | Replication Upgrade Status
i 150 1 Release
= CMP Site1 Cluster CMP Site1 Cluster
p-ia CMP Site1 Cluster 10.240.152.63 Active Unknown  9.8.2.1.0_18.1.0 on Pending: upg ed at "12/14/2016 04:23:51 UTC"
CMP Site1 Cluster  10.240.152.84 _ Standby Unknown  9.3.2.1.0_18.1.0 on Pending: upg pleted at "12/14/2016 04:16:30 UTC"

PE

MPE 10.240.152.69 Active Unknown on Pending: upgrade was completed at "12/13/2016 21:51:38 UTC"
MPE 10.240.15270  Standby Unknown on Pending: upgrade was completed at "12/13/2016 21:51:33 UTC"
=] e
PE 10.240.15271  Standby Unknown  9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:51:22 UTC"
mas: b PE 10.240.152.72 Activ Unknown  9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:49:42 UTC"
[S) MRA-1 Cluster MRA
mass-mra-1a MRA 10.240.152.67 Active Unknown  8.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:50:49 UTC"
mass-mra-1b MRA 10.240.15268  Standby Unknewn  9.9.2.0.0_18.1.0 on Pending: upgrads was completed at "12/13/2016 21:50:54 UTC"
o)

10.240.15273  Standby Unknown  8.9.2.0.0_18.1.0 on
10.240.152.74 Activ Unknown  9.9.2.0.0_18.1.0 on

ed at "12/13/2016 22:21:07 UTC"
ed at "12/13/2016 22:22:57 UTC"
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2. [

CMP GUI: Put the
impacted server into
force-standby

Upgrade = System Maintenance = Operations > Force-Standby

e  Check the Standby server of the impacted cluster with the Alarm 32532 and
select the “Force-Standby” operation as shown in the example below -

System Maintenance( Last Refresh :12/19/2016 16:51:16 )
[ | T | T —
Push Seript
— Upload 150
a Name Appl Type ™ Server State | IS0 Release | Running Release | Replication
B0 CMP Sitet Cluster CMP Sitet Cluster
O messcmpia WP Sitel Cluster  10.240.152.83  Active Unknown 2.1.0_18.1.0 on Pending: upgrade was completed at 1 PP
mass-cmp-15 WP Sitel Cluster  10.240.152.8¢  Standby Unknown 21001610 on Pending: upgrade was completed at *1 UPSrde Completion
g8 Haced el Undo Upgrade Completion
o mass-mpe-la MPE 10.240.152.69 Active Unknown .9.2.0.0_18.1.0 on Pending: upgrade was completed at "L3 Yo/ vid Sostise 1n
mass-mpe-1b MPE 10.240.152.70 Standby Unknown .2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:51:39 UTC"
B0 MPE-2 Cluster MPE
mass-mpe-2a MPE 10.240.152.71 Standby. Unknown .2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:51:22 UTC"
=} mass-mpe-2b MPE 10.240.152.72 Active Unknown .2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:49:42 UTC"
(S| MRA-1 Cluster MRA
o mass-mra-1a MRA 10.240.152.67 Active Unknown 0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:50:49 UTC"
mass-mra-1b MRA 10.240.152.68 Standby Unknown .0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:50:54 UTC"
=) Mediation-1 Cluster Mediation Server
mass-mediation-1a Mediation Server  10.240.152.73  Standby Unknown on Pending: upgrade was completed at *12/13/2016 22:21:07 UTC"
mass-mediation-1b Mediation Server  10.240.152.74 Active Unknown on Pending: upgrade was completed at *12/13/2016 22:22:57 UTC"

e Click on “OK” to proceeed and wait for few seconds or so to have the status
changed.

[save tovout ]

Prev

Name
Release

Appl Type P Server State IS0 Replic

Unknow

Unkno

Unknown

o o

Unknown

Mediation S:
M

Unkno

iation

Unkne

e  Verify that the server is now in “Force Standby” status as highlighted in the
example below -

System Maintenance( Last Refresh :12/19/2016 16:55:30 )

[columns ~] C

(] Name Appl Type ™ Serverstate| 150 n;’:ﬂ"ﬂ Running Release | Replication Upgrade Status
S =] CMP Site1 Cluster CMP Site1 Cluster
o mass-cmp-1a CMP site1 Cluster 10.240.152.83 Active Unknown on Pending: upgrade was completed at "12/14/2016 04:23:51 UTC"
=] mass-cmp-1b CMP Site1 Cluster  10.240.152.84  Force Standby. Unknown on Pending: upgrade was completed at "12/14/2016 04:16:30 UTC"
(=] MPE-1 Cluster MPE
B massmpeta MeE 10.240.152.69 Lz U on Pending: upgrade was completed at *12/13/2016 21:51:38 UTC"
o mass-mpe-1b MPE 10.240.152.70  Force Standby Unknown on Pending: upgrade was completed at "12/13/2016 21:51:39 UTC"
S MPE-2 Cluster MPE
[} mass-mpe-2a MPE 10.240.152.71 e Standby Unknown on Pending: upgrade was completed at "12/13/2016 21:51:22 UTC"
o mass-mpe-2b MPE 10.240.152.72 Unknown on Pending: upgrade was completed at "12/13/2016 21:49:42 UTC"
S =] MRA-1 Cluster MRA
o mass-mra-1a MRA 10.240.152.67 Unknown on Pending: upgrade was completed at "12/13/2016 21:50:49 UTC"
[} mass-mra-1b MRA 10.240.152.68 Unknown on Pending: upgrade was completed at "12/13/2016 21:50:54 UTC"
Mediation-1 Cluster Mediation Server
mass-mediation-1a Mediation Server  10.240.152.73  Force Standby Unknown on Pending: upgrade was completed at "12/13/2016 22:21:07 UTC"
mass-mediation-1b Mediation Server  10.240.152.7¢ Active Unknown on Pending: upgrade was completed at "12/13/2016 22:22:57 UTC"
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3. [

CMP GUI: Accept
the upgrade on the
“Force Standby”
server

Upgrade - System Maintenance = Operations 2 Accept Upgrade

e  Check the server with the “Force Standby” status and select the “Accept
Upgrade” operation as shown in the example below -

System Maintenance( Last Refresh :12/19/2016 16:59:11 )

Prev

a Name Appl Type | serverstate| 150 | P | Running Release | Replication Upgrade status
[ cMPSitet Cluster CMP Sitet Cluster
o mass-cmp-1a CMP Site1. Cluster 10.240.152.83 Active Unknown 9.9.2.1.0_18.1.0 on Pending: upgrade was completed at "12/14 7"
mass-cmp-1b CMP Site1 Cluster  10.240.152.84  Force Standby Unknown  9.9.2.1.0_18.1.0 on Pending: upgrade was completed at "12/14 7"
S MPE-1 Cluster MPE s
o mass-mpe-1a MPE 10.240.152.69 Active Unknown  9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/12
mass-mpe-1b MPE 10.240.152.70  Force Standby Unknown 9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13
=] MPE-2 Cluster wpE
mass-mpe-2a MPE 10.240.152.71  Force Standby Unknown 9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "1
=} mass-mpe-2b. MPE 10.240.152.72 A Unknown 9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:49:42 UTC"
B0 MRA-1 Cluster MRA
o mass-mra-1a MRA 10.240.152.67 Active Unknown 9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:50:49 UTC"
mass-mra-1b MRA 10.240.152.68 _ Force Standby Unknown  9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:50:54 UTC"
[ [ Mediation-1 Cluster Mediation Server
T Mediation Server  10.240.152.73 Force Standby Unknown  9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 22:21:07 UTC"
T mass-mediation-1b Mediation Server  10.240.152.74  Active Unknown  9.8.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 22:22:57 UTC"

Click on “OK” to proceeed and wait for few seconds or so to have the status
changed.

[ seve tovout ]

Name Appl Type P Server State IS0

Are you sure you want to execute Accept Upgrade?

cancet | [

Mediation

Mediation Server
mass-mediation-1b Mediation Server

NOTE: Once the Accept Upgrade is completed, the alarm 32532 (Upgrade
Pending Accept/Reject) on the impacted servers is cleared, while the rests are still
having those alarms which require to continue of following steps to clear them.

e  Verify the highlighted server is associated with “ Completed: upgrade was
completed at < timestamp > and accepted at <timestamp>"" message as
shown in the example below -

System Maintenance( Last Refresh :12/19/2016 17:03:51 )

Prev
Name Appl Type ™ ServerState | 150 | 7' | Running Release | Replication Upgrade Status.
CMP Site1 Cluster CHP Site1 Cluster
mass-cmp-1a CMPSitel Cluster  10.240.152.83 Adtive Unknown on Pending: upgrade was completed at "12/14/2016 04:23:51 UTC"
~ Completed: upgrade was completed at "12/14/2016 04:16:30 UTC”
mass-cmp-1b CMP Site1 Cluster  10.240.152.84  Force Standby Unknown on and mcepted ot *13/16/2016 22:00:42 LTC
MPE-1 Cluster MPE
mass-mpe-1a MPE 10.240.152.69 Active Unknown  9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:51:38 UTC"
Completed: upgrade was completed at "12/13/2016 21:51:39 UTC"
mass-mpe-1b 3 10.240.152.70  Force Standby Unknown  9.9.2.0.0_18.1.0 on R e P B P B e
MPE-2 Cluster 3
. Completed: upgrade was completed at *12/13/2016 21:51:22 UTC"
mass-mpe-2a MPE 10.240.152.71  Force Standby Unknown  9.9.2.0.0_18.1.0 on e rtel ool e
mass-mpe-2b MPE 10.240.152.72 Active Unknown  9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:49:42 UTC"
MRA-1 Cluster MRA
mass-mra-1a MRA 10.240.152.67 Active Unknown  9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:50:43 UTC"
Completed: upgrade was completed at "12/13/2016 21:50:54 UTC"
mass-mra-ib MRA 10.240.152.68  Force Standby Unknown  .9.2.0.0_18.1.0 on e e T
Mediation-1 Clusts Mediati

Completed: upgrade was completed at "12/13/2016 22:21:07 UTC"
d accepted at "12/19/2016 22:00:45 UTC"
Pending: upgrade was completed at "12/13/2016 22:22:57 UTC”

mass-mediation-1a Mediation Server

10.240.152.73  Force Standby Unknown on

CMP GUI: Switch
the “Force-Standby”
servers

Upgrade - System Maintenance - Operations - Switch ForceStandby

e  Check the server with the “Force Standby” status and select the “Switch
ForceStandby” operation as shown in the example below -
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System Maintenance( Last Refresh :12/19/2016 17:15:53 )

a] w» Serverstate| 150 Running Release | Replication
EE o
@ 1020015283 992101800 on
o] 1026015284 Fo 992101800 on Completed
5|
o 10240.152.69 99200.18.10 on
© 1024015270 Fo 992001810 on Completed
@ 12015271 o 552001810 o Completed: upare
v 1020015272 ss2001810 o
[c
@ 10.200.152.67 992001800 on 5
= 1024015268 For 992001610 on Completed: upar: at"12/19/2016 22:00:44 UTC
G ved
1 vedi 1026015273 Fo Uk 9920.0_18.00 o ‘Completed: upar ed ot 12/13/2016 22:21:07 UTC” end ot "12/15/2016 22:00:45 UTC”
[ vedi t02s0.15278 A Unknown  9.5.2.00.18.00 o Pending: uparade was complsted st *12/13/2016 22:22:57 UTC

e  Click on “OK” to proceeed and wait for a minute or so to have the status
changed.

iation-1a
iation-1b

Please wait - Sending command Switch ForceStandby

NOTE: The previously Forced-Standby server becomes the active server now and
the previously active server becomes the Forced-Standby server now.

During this time, there will be a Critical Alarm 70001 raised as expected and will
be cleared after the successful switchover. There could be Policy session
processing interruption.
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5. [ | CMP GUI: Accept
the upgrade on the
newly switched
“Force Standby”

server

Upgrade - System Maintenance = Operations 2 Accept Upgrade

e  Check the server with the “Force Standby” status and select the “Accept
Upgrade” operation as shown in the example below -

‘System Maintenance( Last Refrash :12/10/2016 17:45:49 )

Name Avot Tvpe | serverstate | 150 | 2= | nunnina netesse | Reptcation Ungrade status
BT o st Cster

i ssaioinie o ot 142030042951 v
i e o et v O30 UTC, an e o 2192016 22

; o
s ssav0ini o o it st 115201 2513 et E -
10.240.152.70 2.2.0.0_18.1.0 on Completed: upgrade was completed at "12/13/2016 21:51:33 UTC" and accepted at "12/13/2016 22:00y -

. o —
10.240.152.71 52001810 on Completed: upgra 21:51:22 UTC" and accepted at "12/13/2016 22:00.2"

o leted at 12/13/2016 21150149 UTC"
592001810 on Completed: upgrat B

1020015288 21150:54 UTC" and sccepted at "12/19/2016 22:00:44 UTC"
=
10.240.152.73 592001810 on Completed: upgrat ed at 12/19/2016 22:00:45 UTC"
1024015274 Force Standby Unknown  8.9.2.0018.1.0 on =

e Click on “OK” to proceeed and wait for few seconds or so to have the status
changed.

Are you sure you want to execute Accept Upgrade?

Mediatior e 1
Mediation Server 1

NOTE: Once the Accept Upgrade is completed, the alarm 32532 (Upgrade
Pending Accept/Reject) on the impacted servers is cleared similar to the last step,
while the rests are still having those alarms which require to continue of following
steps to clear them.

e  Verify both servers of this same cluster are now associated with the
Completed: upgrade was completed at < timestamp > and accepted at
<timestamp>" message as shown in the example below -

System Maintenance( Last Refresh :12/19/2016 17:52:16 )

Running Release | Replication Uparade status

Prev
Release

Appi Type. i3 Server State | 150

P Sited Cluster
s

a} 1024015283 Force Standby. 992101810 on race was compiated at“12/14/2016 04:23:51 UTC”
a} CHP Shet Custer  10.240.152.84 992101810 on Completed: upg eted ot "12/14/2016 04:16:30 UTC" pted at "12/19/2016 22:00:42 UTC"
= et

ful 1024015260 Fo 99200180 on per rade was completed st 12/13/2016 21:51:38 UTC"

A 10240152.70 992001810 on Completed: upgrade was c ot "12/13/2016 21:51:39 UTC" and ccepted at "12/19/2016 22:00:43 UTC'

[ul 1024015271 992001810 on Completed: upgrade was completed ot "12/13/2016 21:51:22 UTC and accepted st "12/13/2016 22:00:43 UTC"

ju} 1020015272 2 on o plted 2t *12/13/2016 21:69:42 UTC"

a} 1024015267 Fo 992001810 on was compieted at“12/13/: 0:48 UTC*

&} 10.240.152.68 992001810 on Completed: upg 2/13/2016 21:50:54 UTC" e 2t "12/19/2016 22:00:44 UTC"

u} 1024015273 Acive Unknown 9.9.2.0.0_18.1.0 on Completed: upg eted at *12/13/2016 22:21:07 UTC" d 2 "12/15/2016 22:00:45 UTC"
] 10240152.74  Force Standby. Unknown 8.8.2.0.0.18.1.0 on ‘Completed: upa leted ot "12/13/2016 22:22:57 UTC" pted at "12/19/2016 22:48:03 UTC'
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6. [ ]| CMP GUI: Cancel
Force-Standby on the

s€rver

Upgrade - System Maintenance - Operations > Cancel Force-Standby

e  Check the server with the “Force Standby” status and select the “Cancel
Force-Standby” operation as shown in the example below -

System Maintenance( Last Refresh :12/19/2016 17:57:52 )

Appl Type w® Upgrade status

1024015283
10240152.04

Jeted at “12/14/2016 04:23:51 UTC
Completed: upgrade  and sccepted ot '12/19/2

10240.152.69
10240152.70

99200.18.10 on
992001910 on Completed: up

1024015271

992001810 on ‘Completed: upgrate was

5 1:22 UTC and accepted at "12/19/2016 22

952001800 on Pending: upa

Jeted at "12/13/2016 21150149 UTC'
992001810 on Completed: upgrade * and scospted at

1024015273 Unien 99.200.18.10 on Completed: upgrade
1024015274 Force Standsy Unknown 9:9.2.00_18.1.0 on Completed

e  Click on “OK” to proceeed and wait for few seconds or so to have the status
changed to Standby as shown in the example below —

e  Verify that the server shown in the highlighted Upgrade Status message as
shown in the example below -

10.240.152.73 Unknown  9.9.20.0_18.1.0 on

acive Completed: upar
1020015274 Standby Unknown  9.9.20.0_18.1.0 on

Completed: upar

Jeted st “12/13/2016 22:21:07 UTC”
Jeted at "12/13/2016 22:22:57 UTC

ot "12/15/2016 22:00:45 UTC"
at "12/19/2016 22:48:03 UTC"

Continue to perform
Accept Upgrade to
the rest of the
impacted clusters

e  Repeat steps (2) — (6) for every cluster that requires this procedure.

e All Alarm 32532 (Upgrade Pending Accept/Reject) should be cleared
once the Accept Upgrade procedure applied to all impacted clusters as
shown in the example below —

System Maintenance( Last Refresh :12/10/2016 18:08:49 )

—er—| I

T [ —

w® Serverstate | 150 Running Release | Replication Uparade Status

99.2.10.18.10
992.1.0.10.0.0

rode wos completed ot *12/14/2016 04:23:51 UTC" and accepted ot *12/19/2016 23:05:12 UTC
pleted ot *12/14/2016 04:16:30 UTC" ot "12/19/2016 22:00:42 UTC

1024015283 Standey.
10240152.06

1 "12/13/2016 2115138 UTC"

4o 1 "12/15/2016 23:05:13 UTC”
d ot "12/13/2016 21151135 UTC"

"12/15/2016 22:00:43 UTC"

10240.152.69
1024015270

99.200_18.10 on
9920.0.18.0.0 on

d ot "12/13/2016 2115122 UTC”
d ot "12/13/2016 21:49:42 UTC"

 "12/15/2016 22:00:43 UTC”
£ "12/15/2016 251051 UTC”

1024015271
1026015272

99.200_18.10
992001010

vRa
1024045267 82004810 on cec: - 48 T e i
1026015288 9920.018.1.0 o Complatad: 4 3t "12/13/2016 21150:56 UTC” (2 2 "12/19/2016 22:100:44 UTC
02015273 Active Unknown  9.8.2.0.0_18.00 on Compiatec: uparacs 4 at 121372016 22:21:07 UTC” (e 2t "12/19/2016 22:00:45 UTC

020015274 Standby Uniown 882001810 on Complatad: 4 2t "1213/2016 22:22:57 UTC” (4 2t "12/19/2016 22:48:03 UTC
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6. UPGRADE CMP CLUSTERS (9.9.2TO 12.2)

Following the upgrade sequence outlined in previous Section 2.3, the Primary CMP cluster will be upgraded first, and
followed by the Secondary CMP cluster (if applicable). If the Policy system is deployed with only one CMP cluster,
then the subsequent upgrade sequence of the Secondary CMP cluster can be skipped.

NOTE: Existing Release 9.9.2 deployment doesn’t have the Secondary CMP cluster installed, so there will be NO
upgrade procedure for it.

6.1 Upgrade CMP Clusters Overview

Upgrade Sequence For Primary CMP cluster

1) Use the CMP GUI — System Maintenance (9.9.2) place Primary Standby CMP server into Frc-Stby

2) Use the CMP GUI — System Maintenance (9.9.2), to upgrade the Primary Frc-Stby CMP server

3) Use the CMP GUI — System Maintenance (9.9.2), to perform Switch Frc-Stby on the Primary CMP cluster

4) Log back into the CMP GUI and upgrade the remaining Primary CMP’s Frc-Stby server using the 12.2 Upgrade
Manager (UM)

Upgrade Sequence For Secondary CMP cluster (if applicable)
1) Use the CMP GUI, Upgrade - Upgrade Manager and upgrade the Secondary CMP cluster

a. Start Upgrade
b. Continue Upgrade -- Failover
c. Continue Upgrade
This procedure should not be service affecting, but it is recommended to perform during the Maintenance hours.

It is assumed that the CMPs may be deployed as 2 Geo-Redundant clusters, identified as Sitel and Site2 as displayed on
the CMP GUI. When deployed as such, one site is designated as the Primary site (which is the site that is managing the
Policy system), and the other is as Secondary site (this site is ready to become Primary site, if needed).

Identify the CMPs sites to be upgraded here, and verify which sites are Primary and Secondary:

CMP Sites Status Operator Site Name Site Designation from Topology
Form ( Sitel or Site2 )

Primary Site

Secondary Site

Note the Information on this CMP cluster:

Cluster Name

Server-A Hostname

Server-A 1P

Server-A Status
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Server-B Hostname

Server-B IP

Server-B Status

IMPORTANT:

e CMP servers MUST be upgraded first, before the MPE, MRA and Mediation-CMBE/MS) clusters

e Primary CMP cluster MUST be upgraded to the new release first, before the Secondary CMP cluster ( if
applicable)

6.1.1 Upgrade Primary CMP Cluster

Step Procedure Result

1. []| CMP GUI: Verify System Wide Reports 2 Alarms—> Active Alarms

Al tatus. .- . . .
artm status e  Confirm that any existing Alarm displayed on the Primary active CMP server

is well understood and no impact to the Upgrade procedure.

e Capture a screenshot and save it into a file for reference.

2. []| CMP GUI: Identify | Platform Settings & TOPOLOGY Settings
and Record the CMP :
Cluster(s) Cluster Configuration

Add CMP Site2 Cluster | Add MPE/MRA/Mediation Cluster

Cluster Settings

8] e clse Name Appl Type OAM VIP Server-A Server-B Operation
uster CMP Sitel Cluster (F) CMP Sitel Cluster 10.240.152.85 10.240.152.83 10.240.152.84 View

(31 wpe-2 Cluster Mediation-1 Cluster WMediation Server <None:> 10.240.152.73 10.240.152.74 View Delete

@ MRA-1 Cluster MPE-1 Cluster MPE <None> 10.240.152.69 10.240.152.70 view Delete

b MPE-2 Cluster MPE <None= 10.240.152.71 10.240.152.72 View Delete

{8] mediation-1 Cluster

MRA-1 Cluster MRA <None=> 10.240.152.67 10.240.152.68 View Delete

e Note the Primary CMP cluster will be labelled as a “(P)*, and if applicable,
the Secondary CMP cluster will be labelled as a * (S) “

e  Save the screenshot for future reference.
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3. [l | CMP GUI: Verify Upgrade Manager - System Maintenance
status of Primary . .
. nfirm the Primary CMP cluster has the following —
CMP cluster Co e y CMP cluster has the following
1) The servers have both the Active and Standby status
2) Running Release 0 9.9.2.0.0_18.1.0 version.
NOTE: The CMP is on the patch version labelled as “9.9.2.1.0 _18.1.0 “
3) Replication ON
4)  Corresponding Release 12.2 ISO files have already been copied! to
all cluster types (CMP/MRA/MPE/Mediation) as shown in the
screenshot example below —
NOTE: Assuming the Release 12.2 ISO files were already successfully
transferred from Section 4.6 Procedure.
ISO Maintenance ( Last Refresh :12/20/2016 20:41:07 )
Save La t Columns
L Appl Type P Running Release 150
e 'CMP Sitel Cluster CMP Site1 Cluster
[} mass-cmp-1a CMP Sitel Cluster 10.240.152.83 9.9.2.1.0_18.1.0 | lemp-12.2.0.0.0_65.1.0-x86_64.is0[100%]
= mass-cmp-1b CMP Site1 Cluster 10.240.152.84 9.9.2.1.0_18.1.0 %Emp'Lz'z'D'D'D—ES'1'”“55—54"5”
mpe-12.2.0.0.0_65.1.0-x86_&4.is0
| MPE-1 Cluster MPE
= mass-mpe-1a MPE 10.240.152.69 9.9.2.0.0_18.1.0 [ Impe-12.2.0.0.0_65.1.0-x86_64.is0[100%]
L} mass-mpe-1b MPE 10.240.152.70 9.9.2.0.0_18.1.0 || Impe-12.2.0.0.0_65.1.0-x86_64.is0[100%]
= 0 MPE-2 Cluster MPE
E mass-m| pe-2a MPE 10.240.152.71 9.9.2.0.0_18.1.0 | Impe-12.2.0.0.0_65.1.0-x86_64.iso[ 100%]
) mass-mpe-2b MPE 10.240.152.72 9.9.2.0.0_18.1.0 ]mDE-12.2.0.0.0765.L.U-)(EE,ECL\W[IDD%]
| MRA-1 Cluster MRA
= mass-mra-1a MRA 10.240.152.67 9.9.2.0.0_18.1.0 [ Imra-12.2.0.0.0_65.1.0-x86_64.iso[100%]
s} mass-mra-1b. MRA 10.240.152.68 9.9.2.0.0_18.1.0 || Imra-12.2.0.0.0_65.1.0-x86_64.is0[100%]
B0 Mediation-1 Cluster Mediation Server
[ mass-me: diation-1a Mediation Server 10.240.152.73 9.9.2.0.0_18.1.0 ]medm(mrr12.2.D.D.D,ES.LO*}(BE?E‘L\SD[LDD%]
] mass-mediation-1b Mediation Server 10.240.152.74 9.9.2.0.0_18.1.0 ]medlallun-12.2.0.0.0765.1.0-x65754.\50[LDD%]
4. []| SSH CLI Primary e Login to Active Primary CMP with “root” privilege.
Active CMP:

Acquire Release 12.2
upgrade scripts and
Exchange SSH keys

e  Mount the Release 12.2 CMP ISO as shown in the example below -

# mount -o loop /var/TKLC/upgrade/< R12.2 CMP ISO filename> /mnt/upgrade/
e  Copy the upgrade scripts with the following commands -

# cp /mnt/upgrade/upgrade/policyScripts/*.pl /opt/camiant/bin

e  Unmount the /mnt/upgrade NFS link

#ed/

# umount /mnt/upgrade

o Exchange SSH keys with the rest of clusters with login as “admusr” with the
following shell command and expected results as shown in the screenshot
example below —

# qpSSHKeyProv.pl --prov --user=admusr
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5.

CMP GUI: Push the
Release 12.2 upgrade
scripts to all clusters
in the segment
topology

Upgrade Manager = ISO Maintenance

e  Check all the clusters in the Topology as shown and select “Push Scripts”
Operation.

Name
CMP Site1 Cluster
mass-cmp-1a
mass-cmp-1b
MPE-1 Cluster
mass-mpe-1a
mass-mpe-1b
MPE-2 Cluster

mass-mpe-2a

@ mass-mpe-2b
B @ MRA-1 Cluster

[ mass-mra-1a

= mass-mra-1b.
[ W Mediation-1 Cluster

[ mass-mediation-1a

[7 mass-mediation-1b

Appl Type
CMP Sitel Cluster
CMP Site1 Cluster
CMP Site1 Cluster

MPE

MPE

MPE

3

MPE

HPE

MRA

MRA

MRA
Mediation Server

Mediation Server

Mediation Server

10.240.152.83

10.240.152.84

10.240.152.69

10.240.152.70

10.240.152.71

10.240.152.72

10.240.152.67

10.240.152.68

10.240.152.73

10.240.152.74

System Maintenance( Last Refresh :12/20/2016 18:39:08 )

Running
Serverstate Rt | Replication
Standby & Completed
A 9.9.2.1.0_18.
Active s Completed
Standby o Completed:
Active o Completed
Active & Completed
Standby Completed
Standby . Completed:
Active & Completed
Active & Completed
Standby on Completed

e Click “OK” to continue the operation.

Column: ¥ P

Upgrade Status

Force Standby
Turn Off Replication
Prepare Upgrade
Upgrade Completion
Undo Upgrade Completion
upgrade was completed at '12/14/2016 04:16:30 UTC" and accepted at "1 Switch Forcestandby

upgrade was completed at 12/14/2016 04:23:51 UTC" and accepted at "1
he script on this server is out-of-date. Please Push Seript to this <

upgrade was completed at "12/13/2016 21:51:38 UTC" and accepted at "12/19/2016 23:05:13 UTC"

“The script on this server is out-of-date. Please Push Script to this server

upgrade was completed at "12/13/2016 21:51:39 UTC" and accepted at "12/19/2016 22:00:43 UTC"
The script on this server is out-of-date. Please Push Script to this server

upgrade was completed at "12/13/2016 21:51:22 UTC" and accepted at "12/19/2016 22:00:43 UTC"

The script on this server is out-of-date. Please Push Script to this server

upgrade was completed at "12/13/2016 21:49:42 UTC" and accepted at "12/19/2016 23:05:14 UTC"
The script on this server is out-of-date. Please Push Seript to this server

upgrade was completed at "12/13/2016 21:50:49 UTC" and accepted at "12/19/2016 23:05:15 UTC"
The script on this server is out-of-date. Please Push Seript to this server

upgrade was completed at "12/13/2016 21:50:54 UTC" and accepted at "12/19/2016 22:00:44 UTC"
The script on this server is out-of-date. Please Push Scrit to this server

upgrade was completed at "12/13/2016 22:21:07 UTC" and accepted at "12/19/2016 22:00:45 UTC"
The script on this server is out-of-date. Please Push Seript to this server

upgrade was completed at "12/13/2016 22:22:57 UTC" and accepted at "12/19/2016 22:48:03 UTC"
The script on this server is out-of-date. Please Push Script to this server

Bl upgrade Command

Please wait - Sending command Push Script

&

mple

mple

mple

e  Script push operation successful as shown in the example below —

1u

EEl  Upgrade Command

Push Script

57 | mass-cmp-1a 10.240.152.83 OK
mass-cmp-1b 10.240.152.84 OK

55 | mass-mpe-1a 10.240.152.69 OK
mass-mpe-1b 10.240.152.70 OK
mass-mpe-2a 10.240.152.71 0K

73 | mass-mpe-2b 10.240.152.72 0K
mass-mra-1a 10.240.152.67 OK

-1 | mass-mra-1b 10.240.152.68 OK

" | mass-mediation-1a 10.240.152.73 0K
mass-mediation-1b 10.240.152.74 0K
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6. [ ]| CMP GUI: Set
‘Force- Standby’
mode on the Standby
server at Primary

CMP Cluster

Upgrade Manager = System Maintenance

e  Check the Standby CMP Server at Primary CMP cluster and select Force
Standby operation

System Maintenance( Last Refresh :12/20/2016 21:18:31 )

| B | —

Push Script

Running Upload 150
® Server State 150 lond | Replication Unnradgw
Turn OR eplication

99.2.1.0_18. Prepare Upgrade

Name Appl Type
CNP Sitel Cluster NP Stel Cluster

Completed: upgrade was corrpletc

mass-cmp-1a CMPStel Clister  10.240.15283  Standby  (/emp-12.20.0.0 55.1.0-xB6_64.isol:00%] on T and secaptd ot g Porsde Comletion
[Clomg-12.2.0.0.0_55.1.0:x86_E4.is0 9.92.1.0_18. Completed: upgrade was corrplet "*° UP9r20e Complation
mass-cmg-1o cHPStel Clter 1024015284 AVE o500 65,1005 6 0 10 o TC" and accepted at "12/11520is [ErEezndty

e Click “OK” to confirm and continue with the operation.

52.70 Active mpe-12.2.0.0.0_65.1.0-x86_64.is0[10

-2 | Are you sure you want to execute Force Standby? |

52.7 Force Standby
mass-cmp-1a 10.240.152.83 0K N

e The Standby CMP server state will be changed to “Force Standby” as shown

System Maintenance( Last Refresh :12/20/2016 21:19:13 )

Running

Server State 10 Release

Appl Type
CMP Sitet Cluster

CMP Site1 Cluster

Replication Upgrade Status

N

0.240.152.83  Force Standby [ _cmp-12.2.0.0.0_65.1.0-x86_64.is0[100%] LRt cEentaey ez

TC" and accepted at "12/19/2016 23:05:12 UTC'
Completed: upgrade was completed at *12/14/2016 04:16:30 U
TC" and accepted at "12/19/2016 22:00:42 UTC"

mass-cmp-1a

.9.2.1.0_18.
1.0 o

Clmp-12.2.0.0.0_65.1.0-86_64.0
mpe-12.2.0.0.0_65.1.0-86_64.50

mass-cmp-1b CMPSitel Cluster  10.240.152.84  Active SoaLos

on
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7. ]| CMP GUI: Upgrade | Upgrade Manager = System Maintenance
the Pri Force-
Stil n(rlltr)r;’ arCyle l;:ver e  Check Force-Standby CMP server at the Primary CMP cluster.

NOTE: Each server
takes ~40 minutes to
complete.

43 of 214

e Under Operation menu, select ‘Start Upgrade’ operation.

System Maintenance( Last Refresh :12/20/2016 21:23:38 )

Name Appl Type » Server State 150

CMP Siel Cluster CMP Site1 Cluster

10.240152.83  Ferce Standby [Vlemp-12.2,0.0._65.1,0-x86_64.50[100%] S82L0A8 o

Dlemp-12.2.
Clmpe-12.2.0.0.

Completed: upgrade

mass-cmp-1a CMP Site1 Cluster

Completed: upgrade
[ massemp-ib CMP sitet Cluster ~C" and acce

Lo240152.8 active -x86_64.iso ssz10.t0

1.0-x86¢
.1.0-x86_64.is0

e Click “OK” to continue with the operation.

CAUTION! Please make sure the remote server is not being either Upgraded or Backed-out at this moment!

ediatinn Server

Upgrade Command

Start Upgrade
mass-cmp-1a 10.240.152.83 0K

e  Under “Upgrade Status” column, it will show the “InProgress:...” message
along with the various upgrade activities which typically will take about 40
minutes to complete.

System Maintenance( Last Refresh :12/20/2016 21:27:11)

Columns ¥ [ Filters ] [ Operations -

—
Server State 150 unning | peplication Upgrade Status
Release

InProgress: Reclaiming disk space

[Clemp-12.2.0.0.0_65.1.0-x86_64.is0 9.8

Completed: upgrade was completed at "12/14/2016 04:16:30 U
[Tmpe-12.2.0.0.0_65.1.0-x86_64.is0 1.0

Active TC" and accepted at "12/19/2016 22:00:42 UTC"

NOTE: There will be a spinner and Sync-broken icons displayed next to the CMP
server being upgraded as expected.

|:| Name Appl Type P Server State
S| CMP Sitel\S%ter CMP Sitel Cluster
et A

[} mass-cmp-1a % CMP Sitel Cluster 10.240.152.83

Force Standby

£ mass-cmp-1b #* CMP Sitel Cluster 10.240.152.84 Active

e The following alarms will be expected during the course of upgrade in-
progress —

Expected Critical alarm:

31283 High availability server is offline
Expected Major Alarm:
31233 HA Path Down

E82617-03

70004 The QP processes have been brought down for maintenance.

70021 The MySQL slave is not connected to the master
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8. []| CMP GUI: Perform | Upgrade Manager = System Maintenance

Switch
ForceStandby of
Upgraded Release
12.2 CMP server

e  Check on the Primary CMP cluster to be switched and select the “Switch
ForceStandby” operation under Operations menu

Prev Running
Name Appl Type ™ Server State 150 ol |
i cwP Site1 Cluster CMP Site1 Cluster

mass-cmp-1a CMP Site1 Cluster  10.240.152.83  Force Standby [Vlemp-12.2.0.0.0_65.1.0-x86_64.is0[100%]

9.9.2.0.0_18. 12.2.0.0.0_65
10 10

¥ mass-cmp-1b CMP Sitel Cluster  10.240.152.84. Active  [Vlmp-12.2.0.0.0_65.1.0-x86_64.is0 Unknown 5521018

e Click on “OK” to continue with the operation and a successful message
appears.

Switch ForceStandby
CMP Sitel Cluster OK

10.152.67 Standby hr'a-'_? 2.0.0.0 65.1.0-x

NOTE: At this point, the current CMP GUI browser connection will be lost — if it
is the primary CMP cluster, need to re-login as illustrated in the next step.
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9. []| CMP GUI: Re-login | e Close the current CMP GUI browser tab and reopen another browser tab with
to the Primary CMP the same CMP VIP address.

server VIP address ) .
e The Policy Release 12.2 CMP GUI Login screen should appear as shown —

Login and password credentials are the same as before the upgrade.

ORACLE’

Welcome to the Oracle Communications Policy Management Please enter your
username and passy 0 not have an existing user name orvalid
password, or if you have misplac r. please contactthe system administratar

Login

e Validate that the CMP server version is now showing the release 12.2 —

CMP GUI: Help - About

o -JYaE=l Oracle Communications Policy Management

12.2.0.0.0_65.1.0

MY FAVORITES Copyright (C) 2003, 2017 Oracle. All Rights Reserved.
*/POLICY SERVER
*/POLICY MANAGEMENT
*IsPR
+/ SUBSCRIBER
*INETWORK
*IMRA
*IMEDIATION
+/S¥YSTEM WIDE REPORTS
I PLATFORM SETTING
*|UPGRADE
*/GLOBAL CONFIGURATION
*/SYSTEM ADMINISTRATION
=/HELP

About

Online Help

10. [] | CMP GUI: Verify

the Policy Release
12.2 CM% server is Upgrade > Upgrade Manager
Active Oracle Communications Policy Management B S

Critical
1

Current 150: 1

Upgrade Manager

StartRolback  Start Upgrade View Upgrade Log  OFiter  Colmns w | Adv

B | Home larm Sev. Npto - | Server Role Prev Release Running Release Upgrade Operation
= [] cMP site1 Cluster (2 Servers)
mass-cmp-1a nia Active 99.21.0_181.0 12.20.0.0.65.1.0 nia

mass-cmp-1b X Criical  nla Standby 892001810 892101810 nla

NOTE: 4s shown, the display screen format has changed as well as it’s name to
“Upgrade Manager”. The Critical Alarm(s) ID: 70025 ( The MySQL slave has a
different schema version than the master ) is still expected to remain.
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11. [] | CMP GUI: Install the | Upgrade = Upgrade Manager = Current ISO: Install Kit
Current ISO Release \
. Upgrade Manager
12.2 Install Kit e 50 s
StartRollback  Start Upgrade View Upgrade Log DFiter  Columns v  Advanced
B |Name Alarm Sev. Upto... |Server Role Prev Release Running Release Upgrade Operation
1] CMP Sitet Cluster (2 Servers)
e  Click on the “Install Kit” which will open a dialog box that lists the contents
of ISO file located in the /var/camiant/iso directory as shown —
Select 1SOs
Last Updated: 12/20/2016 22:44:10 D Fiter Columns +
Please select one of the following options:
Label Release File Path Description
standard-upgrade-12.2.0.0.0_65.1.0  12.2.0.0.0_65.1.0 _ /var/camiantisoicmp-12.2.0.0.0_65.1.0-x86_64.ls0  This is kit is associated with a full upgrade from pre-12.0 ...
Select standard-upgrade-12.2.0.0.0_65.1.0 IS0
e Highlight the Release 12.2 ISO and click on the button labeled as “ Select
standard-upgrade-12.2xxxx “ on the bottom right hand corner.
e Click on “OK” to proceed.
Loading this 1SO will cause the upgrade manager to abandon the current upgrade and
start a new one. Are you sure you want to continue loading this 1SO?
e Next, the “Up to Date” column transition from ‘n/a’ to ‘Y’ (meaning up-to-
date) or ‘N’ (meaning needs upgrade) as shown in the example below -
Upgrade Manager
Start Rollback Start Upgrade
= Name Alarm Se..}| Up to Date | | Server Role Prev Release Running Release
E [ cMP Site1 Cluster (2 Servers)
mass-cmp-1a & Minor | Y Active 9921.0_181.0 12.2.0.0.0_65.1.0
mass-cmp-1b X Criticalf: N Standby 95200_181.0 9.5.21.0_181.0
Bl [ mediation-1 Cluster (2 Servers)
mass-mediation-1b & Minor N Standby TPDE.7.2.0.0_84.33.0 9.5.2.0.0_181.0
mass-mediation-1a & Minor | N Active TPD6.7.2.0.0_84.33.0 9.920.0_18.1.0
B [ MPE-1 Cluster (2 Servers)
mass-mpe-1b & Minor | N Active TPD6.7.2.0.0_84.33.0 9.920.0_18.1.0
mass-mpe-1a N Standby TPDE.7.2.0.0_84.33.0 9.9.20.0_181.0
B [ MPE-2 Cluster (2 Servers)
mass-mpe-2b N Standby TPDE.7.2.0.0_84.33.0 9.9.20.0_181.0
mass-mpe-2a & Minor | N Active TPD6.7.2.0.0_84.33.0 9.920.0_18.1.0
B [ MRA-1 Cluster (2 Servers)
mass-mra-1b & Minor | N Active TPD6.7.2.0.0_84.33.0 9.920.0_18.1.0
mass-mra-1a N Standby TPDE.7.2.0.0_84.33.0 9.9.20.0_181.0
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12. [] | CMP GUI: New e  The following Minor alarms of 70500 & 70501 are added, along with the
Minor Alarms existing Critical alarm of 70025 which are now shown in the Upgrade

introduced in Release
12.2.0

Manager —

01/08/17 12:02 AM | adm... | Logout

Oracle Communications Policy Management

Critical Minor
1 2

Current ISO: standard-upgrade-12.2.0.0.0 65.1.0

Upgrade Manager

Start Rolback  Start Upgrade View Upgrade Log | OFiter  Colrms v Advanced
8 |Name AlarmS... |Upto... | ServerRole | Prev Rekease Running Release Upgrade Operation
E [ €MP Sited Cluster (2 Servers)
mass-cmp2-1a %) criical N Standby 9920.0_18.10 992101810 wa
mass-cmp2-Tb i Wnor Y Active 992101810 12:2.0.0.0_65.1.0 wa
Active Alarms ( Last Refresh:01/08/2017 01:08:16 )
Pause [ save Layout | [ coumns__+]]| Filters v |[ printable Format | saveascsv || export POF
Display results per page:
[Eirst/Prev]1[Hext/Last] Total 1 pages
Server sf:;zr Severity | Alarm ID Age/Auto Clear Description Time Operation
mass-cmp2-1b The system is running different versions . -
ood tee cme Minor 70500 4mes/ el 01/08/2017 01:03:38 EST | (P
mass-cmp2-1b The Cluster is running different versions . .
o 1ee. cme Minor 70501 am6s/ e 01/08/2017 01:03:38 T | (P
mass-cmp2-1a " The MySQL slave has a different schema o .
N oan 1863 cMe Critical 70025 8m 28s / - vareion tham the mastor. 01/08/2017 00:59:17 EST | (DT

13. ]

CMP GUI: Complete
the Upgrade of the
remaining of the
Primary CMP Cluster

NOTE: Each server
takes ~40 minutes to
complete.

Upgrade > Upgrade Manager

e Check the Primary CMP cluster and both the “Continue Upgrade” &
Start Rollback” buttons option will become available. In the case of this
upgrade, click the “Continue Upgrade” button as illustrated below.

Upgrade Manager

StartRollback  Continue Upgrade

B | Name Initiate upgrade mass-cmp-1b (next) y  up 1o pate Server Roke Prev Rekease Running Release Upgrade Operation
1 [71 CMP Sitet Cluster (2 Servers)
mass-cmp-1a & Minor ¥ Active 992101810 122000 65.1.0 nla
mass-omp-10 %) Critcal N Standoy 992001810 992101810 wa

e Select on “OK” to proceed with the upgrade.

Action Confirmation

Are you sure that you want o perform this action?
Initiate upgrade mass-cmp-1b (next)

e Note the “Upgrade Operation” status column display the in-progress status
bar during the upgrade process as shown —

Upgrade Manager

Current ISO: sta

stem Alert: No actions are available for the selected cluster.

Start Rolback  Start Upgrade View Upgrade Log S Fil
B | Name AlarmS... | Upto... | Server Role Prev Release Running Release Upgrade My{
=] CMP Site1 Cluster (2 Servers)
mass-cmp2-1a %) Critical | N 005 9.9.2.0.0_18.1.0 992.1.0_18.1.0 [Step 2/3] 4% Initiate upgrade :: In
mass-cmp2-1b & Minor Y Active 9821.0_1810 1220006510 nia

NOTE: This upgrade process will take approximately 40 minutes to complete.
During this time, the Server Role of the upgrading server would be “00S” as
expected.

e The following alarms are to be expected during the upgrade process -
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Expected Critical alarm:

31227 The high availability status is failed due to raised alarms
31283 High availability server is offline

70001 The qp_procmgr process has failed.

70025 QP Slave database is a different version than the master

Expected Major Alarm:

31233 High availability path loss of connectivity

70004 The QP processes have been brought down for maintenance.
70021 The MySQL slave is not connected to the master

70022 The MySQL slave failed synchronizing with the master
Expected Minor Alarms:

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70500 The system is running different versions of software
70501 The Cluster is running different versions of software
31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed

31107 DB merging from a child Source Node has failed

31101 DB replication to a slave DB has failed

14. []

CMP GUI: Verify
the status of upgraded
CMP server.

Upgrade Manager - Upgrade Manager
e  Successful Upgrade Operation status will now show the following —

o Both servers running the Release 12.2.0 under the “Running
Release” column.

o There are Active & Standby server roles to both servers in this
Primary CMP cluster.

o The “Up to Date” column status updated to “Y” for both CMP
servers

=) [ CMP Site? Chuster (2 Servers]

massomo-ta b Mot ¥ Actve 892101818

mas-cmp- 1 1 Mapr Y Sundty $9210. 18180

15. ]

Proceed to next
applicable upgrade
procedure

e At this point, the Primary Sitel CMP cluster is running Release 12.2.0
e  The rests of MPE, MRA and MEDIATION clusters are still on Release 9.9.2

48 of 214

E82617-03




Software Upgrade Procedure

Step Procedure Result

THIS PROCEDURE HAS BEEN COMPLETED
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7. UPGRADE CMP CLUSTERS (11.5.X TO 12.2) WIRELESS MODE

This procedure will upgrade the Sitel CMP cluster first, and if needed, upgrade the Site2 CMP cluster.

7.1 Upgrade CMP Clusters Overview
Upgrade Primary CMP cluster

1) Use the CMP GUI — System Maintenance (11.5.x) to place Primary Standby CMP into Frc-Stby

2) Use the CMP GUI — System Maintenance (11.5.x) to upgrade the Primary Frc-Stby CMP server

3) Use the CMP GUI — System Maintenance (11.5.x) to perform Switch Frc-Stby on the Primary CMP Cluster

4) Log back into the CMP GUI and upgrade the remaining Primary CMP’s Frc-Stby server using the 12.2 Upgrade
Manager

Upgrade the Secondary CMP cluster (if applicable)

1) Use the CMP GUI, Upgrade - Upgrade Manager and upgrade the CMP Secondary Site 2
a. Start Upgrade

b. Continue Upgrade -- Failover
c. Continue Upgrade

This procedure should not be service affecting, but it is recommended to perform this in a Maintenance Window

It is assumed that the CMPs may be deployed as 2 Geo-Redundant clusters, identified as Sitel and Site2 as displayed on
the CMP GUI. When deployed as such, one site is designated as the Primary Site (which is the site that is managing the
Policy system), and the other is as Secondary site (this site is ready to become Primary site, if needed).

If the System is deployed with only ONE CMP, then the upgrade of the Secondary CMP can be skipped.

Identify the CMPs sites to be upgraded here, and verify which sites are Primary and Secondary:

CMP Sites Geo-Redundant Status Operator Site Name Site Designation from Topology Form
(Sitel or Site2 )

Primary Site

Secondary Site

Note the Information on this CMP cluster:

Cluster Name
Server-A Hostname
Server-A IP
Server-A Status

Server-B Hostname
Server-B IP
Server-B Status

IMPORTANT:
e CMP servers MUST be upgraded first, before the MPE or MRA clusters

o Site] CMP MUST be upgraded to the new release first, before the Site2 CMP (if applicable)
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7.1.1 Upgrade primary CMP Cluster

Step

Procedure

Result

1. []

CMP GUI: Verify Alarm
Status.

System Wide Reports > Alarms—> Active Alarms

e  Confirm that any existing Alarm is well understood and no impact to the Upgrade
procedure.
e  Capture a screenshot and save it into a file for reference.

‘Active Alarms (Stats Reset: Manual / Last Refresh:03/31/2014 14:22:40)

NETWORK

03/31/2014 14120142 EDT oa
03732016 18120152 EDT oa

CMP GUI: Identify and
Record the CMP
Cluster(s)

Navigate to Platform Settings > TOPOLOGY Settings 2 All Clusters

Cluster Settings

Name Appl Type oAM vIP Server A Server B Operation

CMF Site1 Cluster (F) CWP Site1 Cluster 10.240.166.24 10.240.166.32 10.240.166.33 view
WIPE Site1 Cluster PE <None> 10.240.166.36 10.240.166.37 View Delete
MRA Sitel Cluster VRA <Nane= 10.240.166.34 10.240.166.35 View Delete

®  Note which cluster is the primary and which is the secondary.
o  The Primary CMP is noted with a (P) in parenthesis and a Secondary CMP is
noted with an (S) in parenthesis.

e  Save a screenshot for future reference.

CMP GUI: Verify Status
of CMP Clusters

Upgrade Manager 2 System Maintenance

®  Confirm the CMP clusters have the following —

o Active/Standby status

o Running Release of 11.5.x version

o  Replication ON

o  Corresponding Release 12.2 ISO files copied to at least one of each server
types (CMP/MRA/MPE) — Meaning, a copy of the MPE ISO is on one of the
MPE servers, an MRA ISO is on one of the MRA servers and a copy of the
CMP ISO is on one CMP server
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Remove old ISO files
from servers.

Step Procedure Result
4, CMP GUI Access into Upgrade Manager = ISO Maintenance
Primary CMP Server—

e  Select the servers that show old ISO files.

Select the server cluster and select Operations—> Delete ISO for any of the older ISO
files in the list.

Seve Lavew [ chms ] dtes
7 Name opl Type Site » m’;zg 150
B "aeserder | owsisl cuter
) \xa\cmnla o CWPStel Cudter  Unspscfied  10.250.2443 1.0 510 T g72-2750-001-11.0.0 2.7.0-cme-166._64iscl100%)
vakempib Sl Cuser  Unspeoied 10250344 11 66645 100%)
B g well-mpe-t MPE
2 MPE Primary  10.250.2428 11
2 MPE Prmary 10, 1
3 MPE Secandary  10.24)3045

e  Click OK to continue

Are you sure you want to execute Delete ISO?

Delete ISO

Sitel1-CMP-A 10.240.155.4 SUCCESS:1>
Sitel-CMP-B 10.240.155.2 SUCCESS:1>

Name
80D
CMP Site1 Cluster
Site1-ClP-A
Site1-CIP-E
MA

WPER
WPES

Appl Type »
BoD
GMP Site1 Cluster
CMP Site1 Cluster
CMP Site1 Cluster
MA
3
3

Running Release

10.240.155.4

115.0.0.0_35.1.0
10.240.155.3 3.

wait until the successful deletion message appears

Wait until the ISO Maintenance page refreshes showing that the ISO column blank

150
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5. CMP GUI: Upload Upgrade Manager = ISO Maintenance
relevant upgrade 1SO . .
. Pg e  (Optional but Preferred) Filter CMP/MPE/MRA servers
file to each
CMP/MPE/MRA server One application at a time, select one server type (CMP/MPE/MRA) to upload its upgrade
NOTE: This step ISO file.
depends on the ISO file Select Operations = Upload ISO
type. Distribute I1SO files - - - -
) | Columns hd | | Filters - | | Operations - |
accordlngly. Push Script
Delete IS0
Fill in the dialog with the following information:
Mode: Select SCP
ISO Server Hostname/IP: <IP_address_where_ISO_files_are_located>
User: admusr
Password: <admusr_password_for_the_server>
Source ISO file full path: /var/TKLC/upgrade/<ISO file>
Upload IS0 to pcrf-cmp-b
Mode: ISCP :
IS0 Server
. |10.240.166.112
User admusr
Password sssssees
E;I:_Ihrce U= izl rFKLC_fupgrade_."l:mp-].QQ.D.D.D_G5.1.D->c86_64.i50
Click Add and wait till filename appears under the “ISO” column and file is 100%
transferred:
= perf-cmp-b CMP Site1 Cluster 10.240.166.33 11'5'5:;'0-‘3' [lemp-12.2.0.0.0_65.1.0-x86_64.is0[100%]
When completed for all servers, the 1ISO column will be populated with the ISO filename
and indication of 100% transfer completion
B Name Appl Type » ';';T:;:g 150
[S] D CMP Sitel Cluster CMP Sitel Cluster
B perf-cmp-a CMP Sitel Cluster 10.240.166.32 M'S'i:é'n’ﬁ'Dcmpr12.2.0.0.0765.LDr)(Eﬁiﬁlt.\su
a perf-cmp-b CMP Site1 Cluster 10.240.166.33 u's'f:é'u’ﬁ'Dcmpr12.2.0.0.0765.1.0«56764.\@[100%]
= T MPE Site1 Cluster MPE
[l parf-mpe-a MPE 10.240.166.36 ll's'i:é'n’ﬁ'Dmpa712.2.0.0.0755.1.07)(8Eiﬁd.lsn[lnﬂ%]
a perf-mpe-b MPE 10.240.166.37 11'5'5:;'0*5'Dmparlz.z.n.n.njs.l.nrxﬁ5,54..5:.[100%]
B O MRA Site1 Cluster MRA
= perf-mra-a MRA 10.240.166.34 M'S'f:é'n’s'Dmrar12.2.0.0.0765.L.U'XBE,E‘L\SD[100%]
o perf-mra-b MRA 10.240.166.35 lt's'f:é'nj'Dmrar12.2.0.0.0,&5.L.nrxasja.\su[mn%]
NOTE: For those servers the ISO file was transferred from the local machine, there will not
be a 100% indicator. This indicator is only available when transferring ISO files using the
ISO management screen of CMP GUI.
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6. []

SSH CLI Primary Active
CMP: Copy latest
upgrade scripts and
Exchange keys

e  Sshto active CMP, login as admusr user then mount the upgrade iso file to copy the
latest upgrade scripts as follows:

$sudo mount -o loop /var/TKLC/upgrade/cmp-12.2.0.0.0 65.1.0-x86_64.iso
/mnt/upgrade/

$sudo cp /mnt/upgrade/upgrade/policyScripts/*.pl /opt/camiant/bin

$sudo umount /mnt/upgrade/

e Run the following command to exchange the SSH keys with all servers in the
topology:

$sudo gpSSHKeyProv.pl --prov

NOTE: You need to supply the PASSWORD of admusr for command to process

a ~] C .pl ——
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Procedure

Result

7. ]

CMP GUI: Push the

Release 12.2 upgrade
Scripts to all servers in
the segment topology

Login to CMP GUI and navigate to Upgrade Manager = I1SO Maintenance
e  Select all the servers in the Topology as shown.

e Under Operations menu, select “Push Scripts” operation. (It is safe to run the push

script multiple times as needed)

1SO Maintenance ( Last Refresh :12/14/2016 11:00:40 )

Running
s Appl Type ™ e
CMP Site1 Cluster CMP Site1 Cluster

“ prf-cmp-a CMP Site1 Cluster  10.240.166.32 1152108
@ perf-cmp-b M Site1 Cluster  10.240.166,33 1152108

v MPE Site1 Cluster e
v e — wee to2s0is6s 15208
@ prf-mpe-b MPE 10.240.166.37 52008

B & MRA Sitet Cluster RA
L perf-mra-a RA 10.240.166.34 1152108
@ parf-mra-b MRA 102406635 52008

e  C(Click “OK” to continue the operation

Are you sure you want to execute Push Script?

e  QOperation successful.

Upgrade Command -]

Push Script

pcrf-cmp-a 10.240.166.32 0K
pcrf-cmp-b 10.240.166.33 0K
pcrf-mpe-a 10.240.166.36 0K
pcrf-mpe-b 10.240.166.37 0K
pcrf-mra-a 10.240.166.34 0K
pcrf-mra-b 10.240.166.35 0K

NOTE:

Upload 150
150 Delete 150

Vhemp-12.2.0.0.0_65.1.0-x86_64.is0

Flemp-12.2.0.0.0_65.1.0-x86_64.i50[100%]

Vimpe-12.2.0.0.0_65.1.0-x86_64.150[100%]

¥imra-12.2.0.0.0_65.1.0-x86_64.is0[100%]

Vimra-12.2.0.0.0_65.1.0-x86_64.is0[100%]

Give the push script a minute to complete
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8. |:| CMP GUI: Set ‘Force- Upgrade Manager = System Maintenance
Standby’ mode on the
Standby CMP - Primary | e  Click the checkbox for the Standby CMP Server at Primary Site

Cluster e  Under Operations menu, select Force Standby operation

System Maintenance( Last Refresh :12/14/2016 11:16:34 )

| T — | -
ey
a Name Appl Type w® Server state 150 oy, | Runnind | meplication
5 T cWeskelClser  CHP Sitel Cluster .
stz CvpsielCluster  t0d0i6es2  Acive  Cempi2:200.0.65.1.0%86 s4iso Unknown 1152108, Completed:uror O
[ WP Stel Clster 1024016633 Stndby [/emp-12.200.0.65.1.086_s4iso100%] i el o Casasbt) "

e  Click “OK” to confirm and continue with the operation.

Are you sure you want to execute Force Standby?

Confirm the step completes successfully:

Upgrade Command

Force Standby
pcrf-cmp-b 10.240.166.33 OK

e  The Standby CMP server state will be changed to “Force Standby”

CMP Site1 Cluster CMP Site1 Cluster
11.5.2.1.0_8. ‘Completed: upgrade was completed at "1

| CMpsiel Cluster | 1024016632 | [ y 1.0-x66_64.50  Unknown 112108 [ s
) 1152100, Completeds upgrade was completed at 12/
perf-cmp-b CMP Sitet Cluster  10.240.166.33  Force Standby | kmp-12.2.0.0.0_65.1.0-x86_64.is0[100%] Unknown 152 on o owirade e ol
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CMP GUI: Upgrade the
Force-Standby CMP
server at the primary
site

9. []

NOTE: This will take ~40
minutes to complete.
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Upgrade Manager = System Maintenance

®  Check Force-Standby CMP Server at the Primary Site.

e  Under Operation menu, Click ‘Start Upgrade’ operation.

System Maintenance( Last Refresh :12/14/2016 11:34:47 )
prev
o Name Apol Type | serverstate 150 =
50 CMP Site1 Cluster CMP Site1 Cluster
pert-cmp-a WP Site: Cluser 1024046632 Acive  [emp12.20.00_65.1.0-x86 6480 Unknown
perf-cmp-b CMP Site1 Cluster 10.240.166.33  Force Standby ¥ .cmp-12.2.0.0.0_65.1.0-x86_64.is0[100%] Unknown

e  Click “OK” to continue with the operation.

Running
Release

115.2.1.08.

11.52.1.08.
1.0

CAUTION! Please make sure the remote server is not being either Upgraded or Backed-out at this mement!

Can EEI

e Monitor the upgrade status activities from the “Upgrade Status” column.

Prev

o Name AvolType w | serverstate 150 e
S ) CMP Site1 Cluster CMP Site1 Cluster
B patames WP Siter Clster 1024016632 Acive  [amp-12.2.00.0_65.10-85 640 Unknown
CHP Siter Cluster 1024016533 orce Standby | Emp-12.2.00.0_65.1.0-496_54.sa{100%]

perf-cmp-b.

11.5.2.1.0_8. 11.5.2.1.0.8.
10 10

Running
Relonge | Replication Upgrade Status
1152108, on Completed: upgrade was completed at "12/

1.0 12/2016 18:45:03 UTC

on InProgress: Preparing for the upgrade.

e  Under “Upgraded Status” column, it will show the In Progress status along with the

upgrade activities which typically will take about 40 minutes to complete.

e During the upgrade activities, the following alarms may be generated and considered

normal reporting events.
e Alarms:

Expected Critical alarm:
31283 High availability server is offline
Severity Alarm ID

Occurrence Text

Jan 04, 2017 11:36 AM EST 31283

Expected Major Alarm:
31233 HA Path Down

High availability server is offline

0AM VIP Server

perf-cmp-a #

10.240.166.24 10,240,168 32

70004 The QP processes have been brought down for maintenance.
70022 The MySQL slave failed synchronizing with the master

70021 The MySQL slave is not connected to the master

Occurrence Severity | Alarm ID Text oaM vIP Server
) perf-cmp-a
Jan 04,2017 04:41 PMEST | Major 70004 The QP processes have been brought down for maintenance. 10.240.165.24 | PO TP
Occurrence Severity | Alarm ID Text OAM vIP Server
_ perf-cmp-a
Jan 04, 2017 05:07 PM EST Major 70022 The MySQL slave failed synchronizing with the master to.an1e62s | POTONES
Jan 04, 2017 05:07 PM EST Major 70021 The MySQL slave is not connected to the master 10.240.166.24 uf';i;'{';; #
Occurrence Severity | Alarm ID Text 0AM VIP Server
) ohio-cmp-a
Jan 04, 2017 05:41 PM EST Major 31233 High availability path loss of connectivity 10.240.166.60

Expected Minor Alarms:

31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB replication to slave DB has failed

10.240.166.28

e  Wait until “upgrade was completed....” appears in the Upgrade Status column

Name. Appl Type ™ Server State 150 Prev

=] Release
ST Cwp Sitet Cluster P Site1 Cluster
O pofemps CMPSitel Cluster 1024016632 Active  Dlemp-12.2.0.0.0_65.1.0-x86_64.is0 Unknown
pert-cmp-b CMPSitet Cluster  10.240.166.33  Force Standby [ mp-12.2.0.0.0_65.1.0-x35_64.iso[100%]

11.5.2.1.0_8. 12.2.0.0.0_65
10 .10

Running

Release Upgrade Status

Replication

1152108, . Completed: upgrade was completed at "12/
1.0 " 12/2016 18:45:03 UTC"
Completed: upgrade was completed at "12/

on 14/2016 17:04:01 UTC"

Note: If there is other status message appeared other than the “...Upgrade complete...”
message, stop here and please contact Oracle Technical Services to troubleshootpgde17-03

determine if a rollback should be executed.



https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31114.html?resultof=%22%33%31%31%31%34%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31106.html?resultof=%22%33%31%31%30%36%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31107.html?resultof=%22%33%31%31%30%37%22%20
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10. [ ]

CMP GUI: Verify
Upgrade Completion is
successful

Upgrade Manager - System Maintenance

e  Successful upgrade status will show the Release 12.2 under the “Running Release”
column and the “Upgrade Status” —

115210 8. 12200065
0 10

Complted: upgrade was completedat 12

CHP Site! Cluser 14/2016 170408 UTC"

§ § pof-amph 1024016633 Force Standby | cmp-122.0,0,0_65.1.0-486_64is0[100%]
NOTE: Expect the server state role is still shown as “Force Standby” - same as prior to the
upgrade.

Any “Sync Broken” indicator ( ##) indicates that the data replication between the two
servers of the cluster is not synced yet. This may take up to 45 minutes depending on the
database size. Do not continue if there is a “sync broken” indicator on the server that was

upgraded.

11. Upgraded server SSH:
Verify upgrade log file

SSH to upgraded server and check the upgrade log file to validate it completed
successfully:

CMP GUI: Verify Alarms

12. [ ]

System Wide Reports 2> Active Alarms:
Following expected Alarm(s) ID: 70025 is/are to be seen —

Occurrence Severity | Alarm 1D Text oAM VIP Server
F-cmp-b
Dec 14, 2016 12:03 PM EST KOGl 70025 The MySQL slave has a different schema version than the master. 10.240.166.24 _PST CMPY g4

10.240.166.33

e alarm will be cleared after the cluster is fully upgraded to the same release.

CMP GUI: Switch the
Upgraded Release 12.2
CMP server to Active

13. [ ]

Upgrade Manager = System Maintenance

e  Click the checkbox for the CMP cluster to be switched — primary cluster only, and

e  Select the “Switch ForceStandby” operation under Operations menu

System Maintenance( Last Refresh :12/14/2016 12:23:08 )

[Coovetaren]

Name Appl Type ™ Server State 150

1 CWPSteiCuster  CHpsitel Cluster

perf-cmp-a CMP Site1 Cluster  10.240.166.32 Vlemp-12.2.0.0.0_65.1.0-x86_64.is0 Unknown  11:5°2:1:0-8

10.240.166.33

Ulcmp-12.2.0.0.0_65.1.0-x86_64.550[100%] 1152.10.8. 12200065

v perf-cmp-b CMP Site1 Cluster o

e  Click on “OK” to continue with the operation and a successful message appears.

Are you sure you want to execute Switch ForceStandby?

NOTE: At this point, the current CMP GUI browser connection will be lost — if it is the
primary CMP cluster, need to re-login as illustrated in the next step.

Close the browser and re-open.

58 of 214

E82617-03




Software Upgrade Procedure

Step

Procedure

Result

14. [ ]

CMP GUI: Relogin to the

CMP server VIP

e  (Close the current CMP GUI browser tab and reopen another browser tab with the
same CMP VIP address.

e  The Policy Release 12.2 CMP GUI Login form should appear as shown — Login and
password credentials are the same as the pre-upgrade.

ORACLE

Welcome to the Configuration Management Platform (CMP). Please enter your user
name and passwi nelow to access the CMP desktop. Ifyou do not have an
existing user name or passwaord, or if you have misplaced either, please contact the

dministrator.

15. [ ]

CMP GUI: verify new

Policy Release

Navigate to help>About. Verify the release number is displayed as 12.2
12.2.0.0.0_65.1.0

Copyright (C) 2003, 2016 Oracle. All Rights Reserved.

16. [ |

CMP G
Alarms

UI: Critical

Critical alarms 70025 will be seen until the SQL Database matches the master (12.2) and
a minor alarm - 31101... These alarms are expected and will remain until all CMPs have
been upgraded to the same version.

Occurrence Severity | Alarm ID Text OAM VIP Server

perf-cmp-a
10.240.166.32 n

Dec 14, 2016 12:25 PM EST  [egerl] 70025 The MySQL slave has a different schema version than the master. 10.240.166.24

NOTE: the Upgrade Manager will show the same alarms.

17. [ ]

CMP GUI: Verify the
Policy Release 12.2 CMP

is Active

Upgrade=>Upgrade Manager

Current IS0: Install Kit

B | Name

£ ] CMP Sitet Cluster (2 Servers)
pert-cmp-b wa Active 115210810 1220006510 wa

pert-cmp-a %) Crtkal Standby 906710084260 15210810

e  Asnoted, the Active CMP server is now on the Running Release of 12.2

18. [ |

Primary Active CMP:
ssh to primary active
CMP and copy iso to

/var/camiant/iso

e  Logon to the primary active CMP as admusr and copy the 12.2 1SO file to the
/var/camiant/iso directory:

$sudo cp /var/TKLC/upgrade/cmp-12.2.x..X.iso /var/camiant/iso/

e  Verify the copy by using the following command:
$ 1s /var/camiant/iso/
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19. [ ]

CMP GUI: Locate the
new 12.2 Upgrade
Manual

Upgrade - Upgrade Manager
Select the Current ISO - in this case it is labeled install kit.

Current IS0: Install Kit

View Upgrade Log LD Fitter Columns +  Advanced

This will pop up a dialog box with a description of the ISO that was just copied into
/var/camiant/iso.
Highlight the available ISO and click the button on the bottom right hand corner of the
pop-up window

Select ISOs

Last Updated: 12/14/2016 12:38:18 Drer | | Conmre v
Please select one of the following options,

Label Release File Path Description

standard-upgrade-12 2. 1220006510 Mvaricamiant/iso/cmp-12.2.0.0.0_65.1.0-x86_64 iso This is kit is associated with a full upgrade from pre-12.0 versions to 12.0+

Select standard-upgrade-1 2@:}).0‘0765‘1 0150

Pop-Up confirming — Click OK.

Loading this 130 will cause the upgrade manager to abandon the current upgrade and start a
new one. Are you sure you want to continue loading this 1507

[ oK ] [ Cancel

Within a few seconds, the ‘Up to date’ column transition from ‘n/a’ to ‘Y’ (meaning up-to-

date) or ‘N’ (meaning needs upgrade). Also, the “Install Kit” now displays the selected CMP
ISO file

Clent 50 Slandard-Uparade 122000 6510

Start Rolback  Start Upgrade DFiter Coumms w  Advanced

B | Name

A severty | Up o Date | Srvr Role rev Reease Funning Reease Upgrade Operaton
& [J CMP site1 Cluster (2 Servers)
pert-cmp-b N ) Actve 15210810 1220006510 wa
prtcaps Wome @@ sy 06710084260 ns2t0sto e
& [J MPE Site1 Cluster (2 Servers)
pertpes N sandey T067100.54260 210810
e— [ Acive 06710054260 ns210810 e
= [] MRA site1 Cluster (2 Servers)
=D i standy 06710084260 ns210810 -
potarea i Actve 87100 84260 Me210810
20. [_] | CMP GUI: New Alarms The following minor alarms, along with the already active Critical alarms, will now be
introduced with 12.2 active.
Occurrence Severity Alarm ID Text OAM VIP Server
Dec 14, 2016 12:25 PM EST  [Regitl=l 70025 The MySQL slave has a different schema version than the master. 10.240.166.24 153%”[‘%; '
Occurrence Severity | Alarm ID Text OAM VIP Server
Dec 14, 2016 12:43 PM EST Minor 70500 The system is running different wersions of software 10.240.166.24 L;;'::T;;zz 4
Dec 14, 2016 12:43 PM EST Minor 70501 The Cluster is running different versions of software 10.240.166.24 perf-cme-b M

10.240.166.33
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21. [ ]

CMP GUI: Complete the
Upgrade of the Primary
CMP Cluster

Note: Remaining CMP
server will take
approximately 40
minutes to complete.

Upgrade - Upgrade Manager

Select the Primary Site 1 CMP Cluster

The “Continue Upgrade” button will become available, Click this button as illustrated
below.

StartRollback  Continue @qrade View UpgradeLog  OFiter Coumns v  Advanced v

Initiate upgrade pcrf-cmp-a .

a [u
& [ cme sier ¢ (Next)
»

b B Mnor v Active 15210810 1220006510

Prev Release Running Release

Click OK on the POP-UP to continue the upgrade on the remaining server in the CMP
cluster

Action Confirmation

Are you sure that you want to perform this action?
Initiate upgrade pcrf-cmp-a (next)

Alarms to Note:

Expected Critical alarm:
31283 High availability server is offline

70001 QP_procmgr failed

70025 QP Slave database is a different version than the master
Expected Major Alarm:

31233 HA Path Down

70004 QP Processes down for maintenance
Expected Minor Alarms:

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

NOTE: Remaining CMP server will take approximately 40 minutes to complete.
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https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70500.html?resultof=%22%37%30%35%30%30%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70501.html?resultof=%22%37%30%35%30%31%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31114.html?resultof=%22%33%31%31%31%34%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31106.html?resultof=%22%33%31%31%30%36%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31107.html?resultof=%22%33%31%31%30%37%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31101.html?resultof=%22%33%31%31%30%31%22%20

Software Upgrade Procedure

Step Procedure

Result

22. [ ]

CMP GUI: Verify the
status of upgraded CMP
server.

Upgrade Manager = Upgrade Manager

Notice the upgrade operation column displays the steps of the upgrade process:

B | Name Alarm Severtty | Up to Date | Server Role Prev Release Running Release Upgrade Operation

[ £ @ cwe sitet custer 2 servers)

pertcmp-b %) crical ¥ Active. 15210810 122000 65.1.0 wa

pertcmp-a % criical N oos TPD67.1.0.0_8426.0 15210810 Intiate upgrade : Infiate upgrade (Elapsed Time: 0:02:22)

e At end of the upgrade process, upgrade operation column should display successful
upgrade completion message for the upgraded CMP server as follows:

‘ Current S0: standard-uparade.122.0.0.0 65.1.0

StartRolback  Sta View UpgradeLog  DFiter  Cowmns v Advanced v

Upto Date | s:

Prev

Running Release

[ =& cup site1 custer 2 servers)

pertcmp-b Lownor Y Actve 15210810 1220006510 wa

e Successful upgrade status will now show both servers running the Release 12.2 under
the “Running Release” column.-
e A“Y”inthe Up to Date column

e Active/standby state for both servers in the Primary CMP Cluster.

Curent SO: standard-uparade-1220.0.0 651.0

= [4 CMP site1 Cluster (2 Servers)

e  Active alarms to NOTE

Expected Critical alarm:
31283 High availability server is offline

70001 QP_procmgr failed
70025 The MYSQL Slave has a different scheme version than the master

Occurrence Severity | Alarm ID Text oAM vIP Server
) porf-cmp-b
Jan 04,2017 04:42 P EST  [RSSCIEN 31283 High availability server is offline 1024016626 T g
Jan 04, 2017 12:46 PM EST  [REGTENM 70025 The MySQL slave has a different schema version than the master. 10.240.166.60 1322;;";29 A

shio-cmp-a

24018860 SLO TR B

The MySQL slave has a different schema version than the master.

Jan 04, 2017 12:46 PM EST 70025

Expected Major Alarm:
31233 High Availability path loss of connectivity
70004 QP Processes down for maintenance

Occurrence Severity | Alarm ID Text oaM vIP Server
-cmp-
Jan 04, 2017 04:41 PM EST Major 70004 The QP processes have been brought down for maintenance. 10.240.166.24 mp';m:rlnsps 332 )

Occurrence Severity | Alarm ID Text OAM vIP Server
_ perf-cmp-a
Jan 04, 2017 05:07 PM EST Major 70022 The MySQL slave failed synchronizing with the master to.an1e62s | POTONES
Jan 04, 2017 05:07 PM EST Major 70021 The MySQL slave is not connected to the master 10.240.166.24 uf';i;'{';; #
Occurrence Severity | Alarm ID Text 0AM VIP Server
) ohio-cmp-a
Jan 04, 2017 05:41 PM EST Major 31233 High availability path loss of connectivity 10.240.166.60

10.240.166.28

Expected Minor Alarms:

31114 DB Replication over SOAP has failed

31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

70503 Upgrade Director Server Forced Standby

70507 An Upgrade/Backout action on a server is in progress
70500 Upgrade Director System Mixed Version

70501 Upgrade Director Cluster Mixed Version

Occurrence Severity | Alarm 1D Text oAM vip Server
Jan 04, 2017 04:42 PM EST Minor 31114 DB Replication of configuration data via SOAP has failled 10.240.166.24 L;';::;T;EB #
Jan 04, 2017 04:42 PM EST Minor 31106 DB merging to the parent Merge Node has failed 10.240.166.24 L;';TUT;EJ &
Jan 04, 2017 04142 PM EST Minor 31107 DB merging from a child Source Node has failed 10.240.166.24 l&;’;ﬂ;zj #
Jan 04, 2017 04:42 PM EST Minor 31101 DB replication to a slave DB has failed 124006624 PTIITEE gy
Jan 04, 2017 04:41 PM EST Minor 70503 The server is in forced standby 10.240.166.24 LS’Z’:;_T;EB #
Jan 04, 2017 04:41 PM EST Minor 70507 An upgrade/backout action on a server is in progress w2i0.as62s  PTIITEE gy
Jan 04, 2017 04:21 PM EST Minor 70500 The system is running different versions of software 10.240.166.24 LE?.CZTEET;ZB #
Jan 04, 2017 04:21 PM EST Minor 70501 The Cluster is running different versions of software 10.240.166.24 perf-cmeb gy

10.240.166.33
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23. [ ]

Proceed to next
upgrade procedure

e  Secondary SITE —if applicable - is on R11.5.x
e All‘C’ Level Nodes will be on Release 11.5

®  Proceed to the next procedure if there is a DR CMP to upgrade. If not, skip to section

e At this point, the Primary Sitel is running Release 12.2

11.

THIS PROCEDURE HAS BEEN COMPLETED

7.1.2 Upgrade Secondary CMP Cluster

Step

Procedure

Result

CMP GUI: Verify Status
of CMP Cluster

Upgrade - Upgrade Manager
- Primary CMP is completely upgraded to 12.2

- Secondary CMP Cluster is on 11.5

CMP GUI: Upgrade
Secondary CMP cluster

Upgrade - Upgrade Manager

NOTE: The Filter button can be used to show only the CMP servers. Type in CMP under
NAME.

Current 50: standard-uparade-12.0.0.0.0

Start Rollback | Siart Upgrade ViewUpgradeLog ~ DFiter  Comms v Advant
B | Name Al Severty | Upto Date | Server Aok Prev Relkase Running Release Upgrade Operation /
e S e 3] 3] k]

e  Click the checkbox for the Secondary CMP Server Cluster at Site2
e  Click the ‘Start Upgrade’ Button.

Current IS0: incremental-uparade-124.0.0.0 35.1.0

Start Rollback Continue Upgrade View Upgrade Log DFiter Columns »  Advanced ¥
B | Name (2 g zEa a1 () erver Role Prev Release Running Release Upgrade Operation
L LI o | = | []
| E [ CMP sitet Cluster (2 Servers)
brbg-cmp-1b %) Criical - N Standby 12.00.1.0_64.0 12.002:0.21.0 /) niiste upgrade Completed Successfully at Sep 18, 2015 14:06:18.
brbg-cmp-1a %) Criical - N Active 12.004.0.61.0 12.00.20_24.0 /) niiste upgrade Completed Successfully at Sep 18, 2015 14:10:18.
E [ CMP site2 Cluster (2 Servers)
slak-cmp-1a U Major Y Active 12.0020_24.0 12.1.0.0.0_35.1.0 ) niiste upgrade Completed Suceessfully at Sep 28, 2015 19:28:13.
slak-cmp-10 &) Major Y Standby 120020210 12.1.0.0.0_35.1.0 ) Initiate upgrade Completed Successfully at Sep 28, 2015 20:15:12.

e  Click “OK” to confirm and continue with the operation.

e  The specific action taken will be determined by the Upgrade Manager and based on
the specific version change being performed.

e This will continue to upgrade the standby server only in the CMP Cluster

e  NOTE: This will take ~30 minutes to complete.

e  Under “Upgraded Status” column, it will show the In Progress status along with the
upgrade activities.
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E | Name Alarm Se... |Upto ... | Server Role Prev Release Running Release Upgrade Operation

o JC EICELC E B &l

‘ = [ CMP Site Cluster (2 Servers)

brbg-cmp-1b %) Critical W Standby 12.00.1.0_61.0 12.0020_24.0 Intiate upgrade :: Upgrading server (Elapsed Time: 0:0.
brbg-cmp-1a %) Critical N Active 12.00.1.0_61.0 12.002.0_21.0 /) niinte upgrade Completed Successfull at Sep 18, 2015 14:10:13.

= [ cMP Site2 Cluster (2 Servers)
slak-cmp-1a ) Major Y Active 120020 210 1210003510 /) niiate upgrade Completed Successfully at Sep 28, 2015 19:28:13
slak-cmp-1b o) Major Y Standby 120020210 12.1.00.035.1.0 /) ntiate upgrade Completed Successfull at Sep 28, 2015 20:15:12

740
il
]

w3

During the Upgrade activities, the following Alarms may be generated and
considered normal reporting events -

Expected Critical alarm:

31283 High availability server is offline

70001 QP_procmgr failed

70025 QP Slave database is a different version than the master

Expected Major Alarm:
70004 QP Processes down for maintenance

Expected Minor Database replication Alarms:
70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault

LOG FILE from the GUI showing complete on the 15 server on the secondary site.

] Preflight Check 912812015 20:18:57 /2812015 20:18:41 0:00:14 Server brbg-cmp-1b Success Wanual User intiated action: upgradeSer
™ Upgrading server 912812015 20:18:11 912812015 20:44:02 02450 Sever  brog-cmp-1b Siiccess Automatic Automatic action intiateUpgrade
™ Wodify the rolerepiication aftributes of the . 9/28/2015 20:1:1 92812015 20:18:13 00001 Custer  CHPStel Clister  Success Automatic Automatic action for managing ¢l
™% Wattfor repication to synchronize 92812015 20:44:02 92812015 20:44:12 0:00:10 Sever  brbg-cmp-1b Suceess Automatic Automatic action watForRepicat.

CMP GUI: Continue
Upgrade Secondary
CMP cluster

Upgrade - Upgrade Manager

e  Click the checkbox for the Secondary CMP Server Cluster at Site2

e  C(lick the ‘Continue Upgrade’ button. Notice the message “Failover to new version”
Start Rollback Continue Upgrade View Upgrade Log D Fiter Columns »  Advanced v
B |Hame Failover to new version CMP Site Cluster (next) prey Reiease Running Release Upgrade Operation

eo  JL EILEIL B 5| B

‘ E [ cMP site1 Cluster (2 Servers)

e  Click “ok” to confirm and continue with the operation,
e  The specific action will take a minute to complete. Wait until the newly upgraded
server is active, as shown below.
B | Name AlsrmSe... | Upto . | Server Role Prev Release Running Release Upgrade Operation

e L BICEL E [ Il

brbg-cmp-1b Y Standby 120020210 121.000_35.1.0 ) Intiate upgrade Completed Successfully at Sep 28, 2015 20:44:12.

brbg-cmp-1a X Critical N Active 120.01.0 610 120020210 ) Intiste upgrade Completed Successfully at Sep 18, 2015 14:10:18.

| EI [7] CMP Sited Cluster (2 Servers)

brbg-cmp-Tb. Y Active 120020210 121000 35.1.0 ) Iiiate upgrade Completed Successfuly at Sep 28, 2015204412

brbg-cmp-a X) Criical N Standby 120.0.1.0.6.1.0 120020210 ) Iniiate upgrade Completed Successfuly at Sep 18, 2015 14:10:18.

Click the checkbox for the Secondary CMP Server Cluster at Site2
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e  (lick the ‘Continue Upgrade’ Button. When hovering over the continue upgrade
button, the message will display the next action, which is upgrading the remaining

Start Rollback  Continue Upgrade View Upgrade Log PFiter  Columns v  Advanced v
B | nName Initiate upgrade brbg-cmp-1a (next) rver Role Prev Release Running Release Upgrade Operation
N 5 N | S || I
‘ [ CMP sitet Cluster (2 Servers)
brbg-cmp-1b ¥ Active 120020210 1210003510 ) Iitiate upgrade Completed Successfuly at Sep 2, 201 20:44:12.
brbg-cmp-1a X) Critical - N Standby 12.0.0.1.0_6.1.0 12.0.020_21.0 ) Inftiate upgrade Completed Successfully at Sep 18, 2015 14:10:18.

e  Click “ok” to confirm and continue with the operation,
e  During the Upgrade activities, the following Alarms may be generated and
considered normal reporting events -

Expected Critical alarm:

31283 High availability server is offline

70001 QP_procmgr failed

70025 QP Slave database is a different version than the master

Expected Major Alarm:
70004 QP Processes down for maintenance

Expected Minor Database replication Alarms:
70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault

4. |:| CMP GUI: Verify Upgrade = Upgrade Manager
Upgrade Completion is
successful. e  Successful upgrade status will show the Release 12.2 under the “Running Release”

column and the “Upgrade Status” —

5. |:| CMP GUI: Verify Alarms | System Wide Reports 2> Alarms - Active Alarms:
Following expected Minor Alarm(s) ID:
70500 System in Mixed version
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8. UPGRADE CMP CLUSTERS (11.5.X TO 12.2) CABLE MODE
This procedure will upgrade the Sitel CMP cluster first, and if needed, upgrade the Site2 CMP cluster in Cable Mode.

8.1Upgrade CMP Clusters Overview
1. Upgrade Primary CMP cluster:
a. Use the CMP GUI—System Maintenance (11.5.X), to place Primary Standby CMP into Force-Standby
b. Use the CMP GUI—System Maintenance (11.5.X), to upgrade the Primary Force-Standby CMP server

c. Use the CMP GUI—System Maintenance (11.5.X), to perform Switch Force-Standby on the Primary
CMP cluster

d. Log back into the CMP GUI and upgrade the remaining Primary CMP that is the Force-Standby server
using the 12.2 Upgrade Manager

2. Upgrade the Secondary CMP cluster (If applicable)
Use the CMP GUI, Upgrade - Upgrade Manager and upgrade the CMP Secondary Site 2
a. Start upgrade
b. Continue upgrade—failover
c. Continue upgrade

This procedure should not be service affecting, but it is recommended to perform this in a Maintenance Window

It is assumed that the CMPs may be deployed as 2 Disaster Recovery (DR) clusters, identified as Sitel and Site2 as
displayed on the CMP GUI. When deployed as such, one site is designated as the Primary Site (which is the site that is
managing the Policy system), and the other is as Secondary Site (this site is ready to become Primary Site, if needed).
If the System is deployed with only ONE CMP, then the upgrade of the Secondary CMP can be skipped.

Identify the CMP sites to be upgraded, and verify which site is the Primary site and which site is the Secondary site:

CMP Sites Disaster Recovery Operator Site Name Site Designation from Topology
Status Form (Site1 or Site2)
Primary Site
Secondary Site

Note the Information on this CMP cluster:
Cluster Name

Server-A Hostname

Server-A IP

Server-A Status

Server-B Hostname

Server-B IP Address

Server-B Status
IMPORTANT:

e CMP servers MUST be upgraded first, before the MPE-R, MPE-S, BOD or MA clusters
o Sitel CMP MUST be upgraded to the new release first, before the Site2 CMP (if applicable)

8.1.1 Upgrade Primary CMP Cluster

| Step ‘ Procedure Result
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1 |:| CMP GUI: Verify System Wide Reports 2> Alarms—> Active Alarms

alarm status. ) - . .
e  Confirm that any existing alarm is well understood and no impact to the upgrade

procedure.

Capture a screenshot and save it into a file for reference.

Oracle Communications Policy Management

ORACLE

Active Alarms (Stats Reset: Manual | Lest Refresh:11/01/2016 17:39:54 )

LEASLATTES e Ciris_*| R ¥ [ Priohkma | SesS || botiF |
" POLCYSERVER
VPOLICYMARAGENENT Dy results pr pages 517
B [Fest ettt Tl pags
SYSTEM WIDE REPORTS. ServerType Saverty AarmID Age/Auto Clear Description Time Operation
lDshboad s Ninor 3 S/ Deis e dariog 0L 12110 DT au
TeadayRepots .
Ah " Niar w3 ERRT Dtz e iy W R DT i
ms
Ao Nlms I ot w5 i Deie e aniog au
Him iy ot " Mot o) hins Deie e laring aw
* Others e
CAp— s e Mior w3 S/ Dotz e Mg o
UPGRADE KANGER o I3 Hior i il Dt iy i
* CLOBAL CONFGURATION St Op ) e
¥ SISTEM ADMDUSTRATION DS e s i s/~ Addpben i
i ips e
VHELP 15; ilg; y w Major a2 nsis/ Pk pben an
o WE i i/ Do e iy o
mm’; . e Hior 5 STt Do tefc lariog o
S Mior e ind/ Deie e laring o
S Mior D/ Do e dariog o
B2 Niar S Do e iy o
B2 Niar i S Do e iy o

2 []| cmp Gut: Identify Navigate to Platform Setting—=>Topology Settings = All Clusters
and reCOrd the CMP Cluster Settings

cluster(s) Y AplTye OWIVIP ek Senerd Oenatin
) & WAL 02 WHIEL View ekt
PSkel Ot ) WPt s [ 0554 W53 View
M It 0I5 05 WIS View Dekte
WER e WM WM WM View Debte
[ [= 0D 05 M5 View ekte

e Note which cluster is the primary and which cluster is the secondary.

The Primary CMP is noted with a P in parenthesis and a Secondary CMP is noted with an
S in parenthesis.

e  Save a screenshot for future reference.

3 |:| CMP GUI: Verify Upgrade Manager 2 System Maintenance

status of CMP

Confirm the CMP clusters have the following:
clusters

e  Active/Standby status
e  Running show of 11.5.X version
e  Replication ON

e  Release 12.2 ISO files copied to at least one of each server types (CMP/MRA/MPE)—
Meaning, a copy of the MPE ISO file is on one of the MPE servers, an MRA ISO file is on
one of the MRA servers and a copy of the CMP ISO file is on one CMP server
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4 |:| CMP GUI Access into Upgrade Manager - ISO Maintenance
Primary CMP

Server—Remove
old ISO files from
servers.

e  Select the servers that show old ISO files.

e Select the server cluster and select Operations—> Delete ISO for any of the older ISO
files in the list.

e
Pueh Saipt
Hame AplTipe i Rurning Release 150
800 &
Pt Clstr St Custr
SEat U OPSteiCuter 0054 1500DBL0 Yapd:500)
¢ St OPStICutr  NGISI LSOMLBL0 Yapdise0)
[0 W
EF. [
1FES 13

e  Click OK to continue

Are you sure you want to execute Delete ISO?

e wait until the successful deletion message appears

Delete ISO
Sitel-CMP-A 10.240.155.4 SUCCESS:1>
Sitel-CMP-B 10.240.155.3 SUCCESS:1>

e  Wait until the 1ISO Maintenance page refreshes showing that the I1SO column blank

Name Appl Type ®
oD

CMP Site1 Cluster

CHP Site1 Cluster

CHP Sitet Cluster

Running Release 150

10.240.155.4
10.240.155.3

11.5.0.0.0 39.1.0
11.5.0.0.0.35.1.0
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s [ ]| cMPGuI: Upload
relevant upgrade
ISO file to each
CMP/MPE-R/MPE-
S/BOD/MA server
NOTE: This step
depends on the ISO
file type. Distribute

ISO files accordingly.

Upgrade Manager - I1SO Maintenance

e  (Optional but Preferred) Filter CMP/MPE/MRA servers

One application at a time, select one server type (MPE-R/S, MA, BOD or CMP) to upload its
upgrade ISO file.

NOTE: The ISO files for each application type must already be copied over to at least one
server.

Select Operations = Upload ISO

| Columns v | | Filters - | | Operations v |
Push Script
Delete ISD

Fill in the dialog with the following information:
Mode: Select SCP
ISO Server Hostname/IP: <IP_address_where_ISO_files_are_located>
User: admusr
Password: <admusr_password_for_the_server>
Source ISO file full path: /var/TKLC/upgrade/

Mode: | SCP v

150 Server Hostname 3 —.0 1553
/1P

User

Password

Source IS0 file full
path

[ipgrade/mpe-12.2.0.0.0_60.1.0-x86_64.i=q|

Click Add and wait till filename appears under the “ISO” column and file is 100% transferred:

MPE-S-B MPE

11.5.0.0.0.38.1.0 [ Tmpe-12.2.0.0.0_D.1.0-xB6_E=.i=o[100%] |

10.240,155.9

When completed for all servers, the ISO column will be populated with the ISO filename and
indication of 100% transfer completion

Appl Type ™ Running Release 150

10.240.155.11
10.240.155.12

11.5.0.0.0_39.1.0 bod-12.2.0.0.0_60.1.0-x85_64-iso[100%]
11.5.0.0.0_39.1.0 o 1
10.240,155.4
10.240.155.3

11.5.0.0.0_39.1.0
11.5.0.0.0_39.1.0

10.240.155.14
10.240.155.15

11.5.0.0.0_39.1.0
11.5.0.0.0_39.1.0

10.240.155.5
10.240.155.6

11.5.0.0.0_39.1.0

10.240.155.8
10.240,155.9

11.5.0.0.0_39.1.0 mp 0.0_50.1.0-x35_64.is0[100%]

NOTE: For those servers the I1SO file was transferred from the local machine, there will not be
a 100% indicator. This indicator is only available when transferring ISO files using the 1SO
management screen of CMP GUI.
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6 []

SSH CLI Primary
Active CMP: Copy
latest upgrade
scripts and
Exchange keys

Ssh to active CMP, login as admusr user then mount the upgrade iso file to copy the
latest upgrade scripts as follows:

Run the following command to exchange the SSH keys with all servers in the topology:
$sudo gpSSHKeyProv.pl --prov

NOTE: You need to supply the admusr PASSWORD for command to process
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7 []| cmP GuI: Push the Login to CMP GUI and navigate to Upgrade Manager > ISO Maintenance
latest 12.2 upgrade
. e Select all the servers in the topology as shown in the figure.
scripts to all servers pology g
in the segment Select Operations—>Push Scripts.
topology NOTE: It is safe to run the push script multiple times as needed.
0 150 Wantenence{ Last Relesh 11/01 /201 204036 )
WINGHTES R Y
HLSERR
. A 50
HOLCYANAGENENT Ruring .] -
y ! Kone hylTipe il e 150 il
B ! i i
By OPhe Cuer (9S8l e
FLATFOR SETTING b I W
Vit gt et & ¢ =] [
- i ¢ 9 [
NP et
RGUOEHANER
150 Matzmne
Click OK to continue the operation:
Are you sure you want to execute Push Script?
Confirm command completes successfully.
Push Script
BOD-A 10.240.155.11 OK
BOD-B 10.240.155.12 OK
Sitel-CMP-A 10.240.155.4 0K
Sitel-CMP-B 10.240.155.32 0K
MA-A 10.240.155.14 OK
MA-B 10.240.155.15 OK
MPE-R-A 10.240.155.5 OK
MPE-R-B 10.240.155.6 OK
MPE-5-A 10.240.155.8 0K
MPE-5-B 10.240.155.9 OK
NOTE: Give the push script a minute to complete
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s []

CMP GUI: Set Force
Standby mode on
the Standby CMP in
the Primary cluster

Upgrade Manager 2 System Maintenance

e  Select the checkbox for the Standby CMP Server at Primary Site
Click Operations—> Force Standby.

3 Oracle Communications Policy Manage ey
ORACLE  Manag il e |t
0 0
System Maintenance{ Lst Refech :11/02/2016 1207:09 )
MY FAVORITES. e Y] Il
| POLICYSERVER P it
i " st 10
BN Name iy P Smershite 150 R""" Rl | lcain UpgradeStatus Fore Sy
oy st | Relaase 2
- @ Tunfftpiciicn
[ SYSTENWIDE REPORTS o e Upyace
—— OPSCAE St - gl
Sitet-CP CwS e DMLE4  Swehy  ‘ompl200IEMTE B e bwm usenns UndoUprade Completen
UPCRADE HANACER. 810 Suith Forcstandyy
Ry — 1P oSy DMUMD Adve  Doptaa fo  on ”‘;"ﬁ“—’ n
Spter Hivaee o " "

Click OK to confirm and continue with the operation.

Are you sure you want to execute Force Standby?

Confirm the step completes successfully:

Force Standby
Sitel1-CMP-A 10.240.155.4 OK

Standby CMP server state will be changed to Force Standby

B CMP Sita1 Cluster CMP Site1 Cluster

Site1-CMP-A CHP Site1 Cluster 10.240.155.4  Force Standby | cmp-12.2.0.0.0_60.1.0-486 640 Unknown 11'59'?1'_“0'[’—3 C“"‘P‘md‘n‘;;g;d;n':';;::;wc’fd“ e
Sitet-CHP-E CMPSitelCluster  10.240.155.3 Adtive mp42.2.0.0.0_60.1.0486_6disa Unknown “'59'."1'."0'073 on C“”‘“‘““‘l‘ggfsdfo\:a;”;g?“ 'z
9 [ ]| cMPGUI: Upgrade | Upgrade Manager > System Maintenance
the Force-Standby . .
CMP server at the e  Select the Force-Standby CMP Server at the Primary Site.
primary site Select Operations—>Start Upgrade operation.
NOTE: This will take System Maintenance( Last Refresh :11/02/2016 12:14:22 )
approximately 40 oo+ v v
. ush Scri
minutes to complete. _ 4
Name Appl Type i Server State 150 Prey Release w::f Replication Upgrade Status Cancel Force Standby
o) o Tum Off Replication
B CVP Site Custer CVP Site Custer §
4 St CPSielCubr 54 Sty Yampnaon) et sha irom 5T o E“’“”‘“adm":;g;’;nw;;ji’ﬂﬁ‘éfﬂ“ i) ﬁ::;’z;;:’;:‘:‘:\:‘m
SRS OPSICHr  WACED  fhe  Compnanodmipibie Wim DNOD g TR pvk s cneldty i\:v[:‘pm';f;:mv
Click OK to continue with the operation:
CAUTION! Please make sure the remote server is not being either Upgraded or Backed-out at this moment!
Monitor the upgrade status activities from the “Upgrade Status” column.
E_ _____ CHP St Cluster CHP Site1 Clster
DSt Or CWpSited Chster 102400554 Force Stnchy  cmp-12.2.0.0.0_60.2.0-486 4.0 U 13003 InProgress: Iniiakzing

_______ d 910

SELOPE  OPStlCslr DAL Ade  Uonplaa000 00406 64is HSOL03 g Come: pgate s complted t 1)

ko~ 1y 242086 104055 T

During the upgrade activities, the following alarms may be generated and considered
normal reporting events.

Expected Critical Alarm
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31283 High availability server is offline

. I 0 q5c 5| Sitel-CMP-B
MNov 02, 2016 01:29 PM ECT w 31283 High availability server is offline 10.240.155.2 10.240.155.3
Expected Major Alarm
70004 The QP processes have been brought down for maintenance.
Nov 02, 2016 01:29 PM EDT Major 70004 The QP processes have been brought down for maintenance. 10.240.155.2 fu‘tztucri'i
Expected Minor Alarms
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure
31107 DB Merge From Child Failure
31101 DB replication to slave DB has failed
- . N o P Site1-CHP-B
Nov 02, 2016 01:44 PM EOT Minor 31101 DB replication to a slave DB has failed 10.240.155.2 10.240.155.3 M
Nov 02,2016 01:44 PMEDT  Minor 31106 DB merging to the parent Merge Node has failed wa0ssy  SEEIERE gy
Nov 02, 2016 01:44 PMEDT  Minor 31107 DB merging from a child Source Node has failed w2055z IR
Nov 02, 2016 01:44 PMEDT  Minor 31114 DB Replication of configuration data via SOAP has failed 10.240.155.2 f'n‘tifu[?f,ﬂa #

Wait until ‘Completed: upgrade was completed...” appears in the Upgrade Status column

1150003 1220003 o Completed: upgrade was completed at "11/

-CMP- ster orce Standby 5 o) 51
Sited-CHP-A CHPSitet Cluster 10,240,154 Force Standby Uemp-12.2.0.0.0_32.1.0-486_6450 5,10 210 129086 190701 UTC"

IMPORTANT: If a status message other than the ‘...upgrade was completed...” message,
stop here and contact Oracle Technical Services to troubleshoot and determine if a rollback
should be executed.

10 [_]| cMP GuUI: Verify that
the upgrade
completed
successfully

Upgrade Manager - System Maintenance

Successful upgrade status will show 12.2 in the Running Release and Upgrade
Operation columns.

11500023 1220003 " Completed: upgrads was completed at "11/
9.10 10 02/2016 19:07:01 UTC"

NOTE: Expect the server state role is still shown as Force Standby—same as prior to the
upgrade.

Sited-CHP-A CHPSitet Cluster ~~ 10.40.155.4  Force Standby Uemp-12.2.0.0.0_32.1.0-486_64Js0

IMPORTANT Any Sync Broken indicator ( “*) signifies that the data replication between the
two servers of the cluster is not synced yet. This may take up to 45 minutes depending on
the database size. Do not continue if there is a Sync Broken indicator on the server that
was upgraded.

11 |:| Upgraded server SSH:
Verify upgrade log
file

SSH to upgraded server and check the upgrade log file to validate it completed successfully:

12 [_]| c™MP GuI: Verify
alarms

System Wide Reports = Active Alarms

Alarm 70025, QP Slave database is a different version than the master, is
expected. The alarm will be cleared after the cluster is fully upgraded to the same
release.

= 7 s e slave has a different schema version than the master. 4 55 Sike1-CMP-A
Hov o2, 2015 0305 pr o7 [Tl 7oozs The MySaL slave has o differant schems version than the masts tozeosse | SELOITA ga|
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CMP GUI: Switch
force Standby so
the 12.2 upgraded
server be the Active
CMP server

13 [ ]

Upgrade Manager 2 System Maintenance

e  Select the checkbox for the CMP cluster to be switched—primary cluster only, and

Select Operations—> Switch ForceStandby.

System Maintenance{ Last Refresh :11/02/2016 17:41:09 )

G| I

Cpeatiors
Pushscrpt

Uplszd 150

Tum Off Repliation
Pregare Upgrade
Unrade Compleion

Name Appl Type i Server State 150 Prev Release ’:(‘;L"l';‘g Replication Upgrade Status

BOD BeD
CHP Siced Cuscer CHP Stel Cluster

Undo Upgrade Completion

0 s OPStLCr 10205554 FocsStnchy ¥img-122000 22005 4o 11.5[‘01‘00.3_3 BN gy C““‘“‘“L‘f”’?tquuaf"”E‘i’”“’ SuichForeSaniy
@ stoes OPSELTr  WMEI hdve  Mrp122000.£020905 64k o BSOSy (”“‘“‘“:”,‘gg’“;l‘ﬂwfgﬁ et 10/

Click OK to continue with the operation and a successful message appears.

Are you sure you want to execute Switch ForceStandby?

Cancel

NOTE: Current CMP GUI browser connection will be lost. You will need to log back into the
CMP system as shown in the next step.

14 [ ]

CMP GUI: Login to
the CMP server VIP

Re-login to the CMP GUI.
The Policy Manager shows 12.2 CMP GUI login form opens. The username and
password credentials are the same as the pre-upgrade.

ORACLE’

CMP GUI: Verify new
Policy Manager
version

Navigate to Help>About. Verify the release number is displayed as 12.2.

12.2.0.0.0_65.1.0

Copyright () 2003, 2017 Oracle. All Rights Reserved.

CMP GUI: Critical

The following critical alarm will be seen until the SQL Database matches the master

alarms (12.2):
70025 QP Slave database is a different version than the master:
Nov 02, 2016 03:06 P 0T ANl 70025 The MySQL slave has o different schema version than the master. 10.240.355.2 | SISLCMEA g4
This alarm is expected and will remain until all CMPs have been upgraded to the
same version.
17 [ ]| cMP GuI: Verify that | Upgrade->Upgrade Manager

Policy Manager
shows 12.2 CMP is
Active

Upgrade Manager

B Name Alarm Severfy | UptoDate | Server Role Prey Release Running Release Upgrade Operation

80D (2 Servers)
= [J CMP sitet Cluster (2 Servers)

Sie1-CMP-A wa Acive 15.0.0.0.39.1.0 1220003210 wa

Sie1-CIP-B. %) Crical na Standby TPD 6.7.0.0.1_84.17.0 11.5.00.0_39.1.0 wa

As noted, the active CMP server is now running release 12.2
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18 [ ]| cMP GUI: Choose
the new 12.2
Upgrade I1SO file

Upgrade - Upgrade Manager

e Select “Install Kit” link

Upgrade Manager

CarertI53:Install it

SetRelback St Jorsse Vewlpyece 23 Phler Cobrs v Advanced

This will open a dialog box with a description of the ISO file that was copied into
/var/camiant/iso directory”

-
=] upgradeDirectonsODislogjsp - Google Chmmel _ ‘ [P
@® 100.65.208.130/mi/pages/upgra rSO p Q
Select ISOs
Last Updated: 11/2/2016 18:09:51
Please select ane of the folowrng optons: 2 Fter | | Golrma v
Label Release File Path Description
standard-upgrade-12.2.0.0.0_32.1.0 12.2.0.00_32.1.0  ivar/camiantfiso/cmp-12.2.0.0.0_32.1.0-x86_64.is0 Thisis kit is associated with a full upgrade from pre-12.0 versions to 12.0+
Select IS0

— ]

Highlight the ISO file and click the button located in the bottom right-hand corner of the
window.

@ 100.65.208.130/mi/pages/upgradeDirectorlSODialogjsp @

Select ISOs

Last Updated: 11/2/2016 18:09:51
DFiter Columns »
Please select one of the following options:

Label Release File Path Deseription

standard-upgrade-12.2.0.0.0_32.1.0 | 1220.0.0_32.1.0 _ /var/camiantiso/cmp-12.2.0.0.0_32.1.0-x86_64is0 . This s kit is associated wilh a full upgrade from pre-12.0 versions fo 12.0+

Sellect standard-upgrade-12.2.0.0.0_32.1.0 1SO

e  Click OK to confirm and continue with the operation:

100.65.208.130 says: *

Loading this ISO will cause the upgrade manager to abandon the current
upgrade and start a new one. Are you sure you want to continue loading

this 1507

Notice that “Up to Date” column transitions from “n/a” to Y (meaning up-to-date) for
the upgraded CMP server and N (meaning needs upgrade) for the other CMP server.
Also, the “Install Kit” link now displays the selected CMP ISO file.

Upgrade Manager

Corent S0 00 pade 122000 3210

Setotad  SunUyace Venlpgacelog  DFter Coms ¥

3 e dem Sy UplaDake | Sever o Frereeise Fuig Feesse Lpgie Opedon
1800 2 Seners)
£1TJCHP Stet Custer (2 Servrs)

swara s ) ww e nstaenns

19 [ ]| cmMP GuI: New
alarms introduced
with 12.2

The following minor alarms, along with the already active Critical alarms, will now be
active.

. f " y . - Sitel-CMP-A

Nov 02, 2016 06:13 PM EDT Minor 70500 The system is running different versions of software 10.240.155.2 10.240.155.4 ﬁ
. i e et _— Sitel-CMP-A

Nov 02, 2016 06:13 PM EDT Minor 70501 The Cluster is running different versions of software 10,240.155.2 10.240.155.4 ﬁ

75 of 214

E82617-03




Software Upgrade Procedure

Step

Procedure

Result

20 [ ]

CMP GUI: Complete
the upgrade of the
Primary CMP
cluster

NOTE: Remaining
CMP server will take
approximately 40
minutes to complete.

Upgrade - Upgrade Manager

e Select the Primary Site 1 CMP cluster

o  C(lick Continue Upgrade. Notice that just hovering over the “Continue Upgrade” button
will displays what is the next step which in this case the un-upgraded CMP server

Start Rollback  Cantinue Upgrade

B | Name Initiate upgrade Site1-CMP-B (next) cierity | UpioDate | Server Rok: Prev Release Running Release Upgrade Operation
[ 80D (2 Servers)
E [7] CMP site1 Cluster (2 Servers)

Site1-CMP-A ¥ Active 11.5.0.0.0_30.1.0 1220.0.0_321.0 wa

Site1-CMP-B %) Criical N Standby TPD67.0.01_84.17.0 115.0.0.0_39.1.0 wa

Click OK to continue the upgrade on the remaining server in the CMP cluster

Action Confirmation

Are you sure that you want to perform this action?
Initiate upgrade Sitel-CMP-B (next)

Cancel

Alarms to note:

Expected Critical Alarms

70025 QP Slave database is a different version than the master

Occurrence Severity  Alarm ID Text OAMVIP Server
N . CMP-8
9, 2 V27PN 2 My " {ferent schema versio 2 2
Jan 09, 2017 07:27 PMEST m 70025 The MySQL slave has a different schema version than the master, M0IB2 s M

Expected Major Alarms

70004 QP Processes down for maintenance

Jan 09, 2017 09:30 PMEST Major 70004 The QP processes have been brought dowin for maintenance.

Expected Minor Alarms

31101 DB Replication To Slave Failure
70507 Upgrade Director In Progress

Occurrence Severity Alarm ID Text OAMVIP Server
- - " CMp-8
9, 2 126 BM 3 cation to v .240.155.2
Jan 09, 2017 07:26 PMEST Minor 1101 DE replication to 2 clave DB has failed 10.240.155. 10.240.155.3 H
P ' " N r Chp-A
Jan 09, 2017 09:03 PM EST Minor 70507 An upgrade/backout action on a server is in progress 10.240.155.2 10,240,155.4 M
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21 [_| | CMP GUI: Verify the | Upgrade Manager > Upgrade Manager
status of upgraded . . . .
CMP server. Notice the upgrade operation column displays the steps of the upgrade process:

Siel-ClPB i Mnot i (08 TPO67.001 84170 115000 3910

MR RIEI Inifie pgace : Infiate upgrade (Elapsed Time: 10151,

At end of the upgrade process, upgrade operation column should display successful
upgrade completion message for the upgraded CMP server as follows:

‘ 1 [¥] CMP Sitet Cluster (2 Servers)

Sited-CMP-A ) Major Y Active 1150003010 12200.03210 na

Site1-CMP-8 v Standby 150003010 1220003210 |J Iniate upgrade Completed Successful at Nov 2, 2016 18:52.01,

Successful upgrade status will show the following for both servers in the Primary
CMP cluster:

e 12.2in the Running Release column for both server
e A“Y”inthe Up to Date column

e  Active/Standby roles for each server:

Start Rollack St Upgrade v

2 Name Aam Severity  UptoDale | Server Role Prev Release Running Release

'H:H 'H 'H M

4 Major Y Active: 12200023210 na
Y Standby 1220003210 /) Initate upgrade Completed Successfully at Nov 2, 2016 18:52:01

Active alarms to note after the upgrade:

Upgrade Operalion

o il

1 0] CMP sited Cluster (2 Servers)

Sitel-CMP-A 11500039.10

Sitel-CMP-B. 150003010

Expected Minor Alarms

70500 System Mixed Version

Nov 02, 2016 06:13 PM ECT 70500 Sitel-CMP-A “

Minor The system is running different versions of software 10.240.155.2 10.240.155.4

22 [ ]

Proceed to next
upgrade procedure

Verify the following information:
Primary Site1 is running release 12.2

e  Secondary Site—if applicable is on R11.5

e AllC Level Nodes will be on release 11.5

THIS PROCEDURE HAS BEEN COMPLETED
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8.1.2 Upgrade Secondary CMP Cluster

Step

Procedure

Result

1 [

CMP GUI: Verify the
status of the CMP
cluster

Upgrade = Upgrade Manager

e  Primary CMP is completely upgraded to 12.2

e  Secondary CMP cluster is on 11.5.x

CMP GUI: Upgrade the
Secondary CMP
cluster

NOTE: This will take
approximately 30
minutes to complete.

Upgrade = Upgrade Manager

e Select the checkbox for the Secondary CMP Server cluster at Site2
Click Start Upgrade.

Start Upgrade
Intiate upgrade cmp-1a (next) ver Rk
lel|[ L=l

Click OK to confirm and continue with the operation.

cmp

]

The specific action taken will be determined by the Upgrade Manager and based
on the specific version change being performed.

This will continue to upgrade the standby server only in the CMP cluster.

The Upgrade Operation column shows a progress bar along with the upgrade
activities.

Upgrade Operation

E

[Step 2/3] 0%

Initiate upgrade :: Upgrading server (Elapsed Time: 0:0...

LOG FILE from the GUI showing complete on the 15t server on the secondary site.

Upgrade Log

DFfiter | Columns ¥

) ParentId | Action Name Start Time End Time Duration | Scope | Hostname | Result Mode Deseription

0 Prefight Check 9172016 17:45:52 172016 17:46:07 000:18  Server  CMP240-86  Success  Manual User intisted acton: upar.

ntiate upgrads: 9112016 17:46:07 9112016 18:09:07 02300  Server  CWP240-%6  Success  Aulomatic  Automatic action infiateUp.

6
B Wodify the roleireplcation aftribute... 9/172016 17:45:07 12016 17:46:08 0:00:01  Clster  CMPSte2Clu.. Success Automatic  Automatic action for mana.
B

9112016 18:08:07 SN12016 18:08:17 00008  Server  CMP240-36  Success Automatic action watFor

‘Waitfor replication to synchronize:

CMP GUI: Continue to
upgrade the
Secondary CMP
cluster

Upgrade = Upgrade Manager

e Select the checkbox for the Secondary CMP Server cluster at Site2

e  (Click Continue Upgrade. Notice the message ‘Failover to new version...”

Start Rollback Continue Upgrade

E | Name Failover to new version CMP Site1 Cluster (next)

(S || N2 || 2 || E—r

| B CMP Site1 Cluster (2 Servers)

Click OK to confirm and continue with the operation. The “Upgrade Operation” value of
the upgraded server will show successful completion when upgrade is successful.

| +| Initiate upgrade Completed Successfully at Mov 2, 2016 18:52:01.

Select the checkbox for the Secondary CMP Server cluster at Site2.

e  C(lick Continue Upgrade. When hovering over the button, the message will display
the next action, which is to initiate the upgrade of the remaining CMP.

Start Rollback Continue Upgrade

Initiate upgrade CMP240-95 {next)

Name

Click OK to confirm and continue with the operation.

78 of 214

E82617-03



Software

Upgrade Procedure

Step

Procedure

Result

a [

CMP GUI: Verify that
the upgrade
completed
successfully

Upgrade = Upgrade Manager

Successful upgrade status will show 12.2 in the Running Release and Upgrade
Operation columns.

s [

CMP GUI: Verify alarm

System Wide Reports 2 Alarms - Active Alarms

The following Minor alarm is expected:

Sitel-CMP-A

Nov 02, 2016 06:13 PM ECT Minor 70500 The system is running different versions of software 10.240.155.2 10.240.455.4

Procedure is
complete.

Verify the following information:
e Al CMP clusters upgrades are complete and running release 12.2.

o  All other clusters are running release 11.5

e  The Policy Management system is running in mixed-version mode.

THIS PROCEDURE HAS BEEN COMPLETED
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9. UPGRADE CMP CLUSTERS (12.1.XTO 12.2)

CMPs may be deployed as 2 georedundant clusters, identified as Sitel and Site2 on the CMP GUI. When deployed as
such, one site is designated as the Primary Site (the site that manages the Policy system), and the other is designated as
the Secondary Site (this site is ready to take over in case the primary site fails).

This procedure will upgrade the Sitel (Primary) CMP cluster first, then upgrade the Site2 (Secondary) CMP cluster,
both in a single maintenance window.

If the system is deployed with only one CMP, then evidently the upgrade of a Site2 (Secondary) CMP is not necessary.

9.1 Upgrade CMP Clusters Overview
Upgrade the Primary CMP cluster

1) Upgrade CMP Sitel
a. Start upgrade on the standby server
b. Failover
c. Continue upgrade with the remaining Sitel CMP server

Upgrade the Secondary CMP cluster

2) Upgrade CMP Site2
d. Start upgrade on the standby server
e. Failover
f.  Continue upgrade with the remaining Site2 CMP server

This procedure should not be service affecting, but it is recommended to perform this in a maintenance window.

Identify the CMP sites to be upgraded here, and verify which site is Primary and which one is Secondary:

CMP Sites Operator CMP Server-A CMP Server-B

Site Name

Topology
Site Designation
(Sitel or Site2)

Primary Site

Server-A Hostname

Server-B Hostname

Server-A IP Address

Server-A HA Status

Server-B IP Address

Server-B HA Status

Secondary Site

Server-A Hostname

Server-B Hostname

Server-A IP Address

Server-A HA Status

Server-B IP Address

Server-B HA Status

IMPORTANT:

®  The Primary CMP site must be upgraded to the new release before the Secondary CMP Site
e CMP servers must be upgraded before non-CMP servers
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9.1.1 Upgrade Primary CMP cluster

Step Procedure Result
1. |:| CMP GUI: Verify Alarm | System Wide Reports > Alarms - Active Alarms
Status.

e Confirm that any existing alarm is well understood and is of no impact to the upgrade
procedure.
e  Capture a screenshot and save it into a file for reference.

CMP GUI: Identify and
Record the CMP

Navigate to Platform Setting 2> Topology Settings

Cluster(s) e Note which cluster is the primary and which one is the secondary.
Cluster Configuration
ThvravoRtEs 3 Topology Settings Add MPE/MRA Cluster
“/POLICY SERVER B0 Al sites Cluster Settings
+ POLICY MANAGEMENT ISR Clusterd
< Name Appl Type Site OAM VIP Server-A Server-B Server-C Operation
SPR Preference
*/ SUBSCRIBER brbg-mpe-1 MPE Normal N/A (P) 10.250.84.7 | 10.250.84.8 | 10.250.85.13 View Delete.
+/NETWORK N/A (S)
Dra brbg-mra-1 MRA Normal N/A (P) 10.250.84.4 | 10.250.84.5 | 10.250.85.14 View Delete
N/A (S)
*/SYSTEM WIDE REPORTS CMP Sitel Cluster (S)| CMP Sitel N/A 10.250.84.62/26 10.250.84.60 | 10.250.84.61 N/A View Delete
~/PLATFORM SETTING Cluster
Platform Config CMP Site2 Cluster (P)| CMP Site2 N/A 10.250.85.62/26 | 10.250.85.60 | 10.250.85.61 N/A View Demote
Cluster
Topology Settings slak-mpe-1 MPE Normal N/A (P) 10.250.85.7 10.250.85.8 10.250.84.13 View Delete
SNMP Settings WA (5)
o Siak-mra1 MRA Normal WA () 10.250.85.4 | 10.250.85.5 | 10.250.84.14 |  View Delete
*/UPGRADE N/A (S)
*/GLOBAL CONFIGURATION
*/SYSTEM ADMINISTRATION
*/HELP
5 H N " ”n N " ”
The Primary CMP will be noted with “(P)”. The Secondary CMP, with “(S)”.
3. |:| CMP GUI: Verify Status | Upgrade = Upgrade Manager

of CMP Clusters

e  Confirm the CMP clusters are:
o InActive/Standby status
o  Runningrelease 12.1.x software

Upgrade = ISO Maintenance

e  Ensure Release 12.2 ISO files have been copied to at least one of each corresponding
server types (CMP, MPE, MRA, etc.)

ISO Maintenance ( Last Refresh :11/09/2016 10:05:13 )

e T | R —

|} Name Appl Type P Running Release 10
=] =] CMP Sitel Cluster CMP Sitel Cluster
D guam-cmp-la CMP Sitel Cluster 10.240.152.75 12.1.1.0.0_14.1.0 Dcmp-].2.2.0.0.0_61.1.0-x86_64.|50
D guam-cmp-1b CMP Sitel Cluster 10.240.152.76 12.1.1.0.0_14.1.0
=) ] guam-mpe-1 MPE
[ guam-mpe-1a MPE 10.240.152.79  12.1.1.0.0_14.1.0 [[Impe-12.2.0.0.0_61.1.0-x86_64.is0
sl guam-mpe-1b MPE 10.240.152.80 12.1.1.0.0_14.1.0
B O guam-mra-1 MRA
[ guam-mra-1a MRA 10.240.152.77 12.1.1.0.0_14.1.0 Dn‘lra-12.2.0.0.0_6]..1.0-)(86_64.i50
&) guam-mra-1b MRA 10.240.152.76 = 12.1.1.0.0_14.1.0
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a. []

SSH CLI Primary Active
CMP: Exchange Keys

e  Exchange keys to all servers from the Sitel (Primary) Active CMP. Login as admusr user
and execute the following command:

$sudo qpSSHKeyProv.pl --prov

e  Enter the password for user admusr
e  Ensure that the keys are exchanged successfully with all the server clusters:

guam-cmp-1la

am-mra-1b

am-mpe—-1b
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5. []

CMP GUI: Push the
Release 12.2 upgrade
scripts to all servers

Upgrade - 1SO Maintenance

Select all the servers in the topology as shown.

Under Operations menu, select the “Push Script” operation.

ISO Maintenance ( Last Refresh :11/09/2016 10:07:23 )

[ columns  +]] Filters ] Cperations -

MName Appl Type P Running Release Upload 1SO
. o Delete 150
=] CMP Sitel Cluster CMP Sitel Cluster
guam-cmp-1a CMP Sitel Cluster 10.240.152,75 12.1.1.0.0_14.1.0 c:rnp—].2.2.0.0.0_6]..1.0*)(56_64.i50
guam-cmp-1b CMP Sitel Cluster 10.240.152,76 = 12.1.1.0.0_14.1.0
=] guam-mpe-1 MPE
guam-mpe-1a MPE 10.240.152.79  12.1.1.0.0_14.1.0 [¥lmpe-12.2.0.0.0_61.1.0-x86_64.is0
guam-mpe-1b MPE 10.240.152.80  12.1.1.0.0_14.1.0
= guam-mra-1 MRA
guam-mra-1a MRA 10.240.152.77  12.1.1.0.0_14.1.0 [¥lmra-12.2.0.0.0_61.1.0-x86_64.is0
guam-mra-1b MRA 10.240.152.78 12.1.1.0.0_14.1.0

At the popup warning to execute Push Script click “OK” to continue the operation.

After a minute or so, a successful popup window similar to this should appear:

Upgrade Command [<]

Push Script

guam-cmp-1a 10.240.152.75 0K
guam-cmp-1b 10.240.152.76 0K
guam-mpe-1a 10.240.152.79 0K
guam-mpe-1b 10.240.152.80 0K
guam-mra-1a 10.240.152.77 0K
guam-mra-1ib 10.240.152.78 0K

CMP GUI Access into
Primary CMP Server —
Remove old ISO files
from servers, if any.

Upgrade 2 ISO Maintenance

Select the server(s) that show any old ISOs.
From the Operations menu choose the ‘Delete ISO’ operation to remove any older ISOs
present.
S T
Push Script
Name Appl Type Site r Running Release
CMP Sitel Cluster CMP Sitel Cluster
guam-cmp-la CMP Sitel Cluster  Unspecified  10.240.152.75  12.1.1.0.0_14.1.0 [ lemp-12.2.0.0.0_61.1.0-x86_64.is0[100%]
guam-cmp-1b CMP Sitel Cluster = Unspecified  10.240.152.76  12.1.1.0.0_14.1.0 [Jemp-12.2.0.0.0_61.1.0-x86_64.is0[100%]
CMP Site2 Cluster CMP Site2 Cluster
guam-cmp-2a CMP Site2 Cluster Unspecified 10.240.152.98 12.1.1.0.0_14.1.0
guam-cmpzb CMP Site2 Cluster Unspecified 10.240.152.99 12.1.1.0.0_14.1.0
Click ‘OK’ to continue and wait until seeing the successful deletion message.
Wait until the ‘1ISO Maintenance’ page is refreshed and the 1ISO column doesn’t show

any old ISOs.
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7. |:| CMP GUI: Distribute Upgrade - ISO Maintenance
ISOs to - Filter by server type (optional but preferred step)
CMP/MPE/MRA/etc. - One application at a time, check one server type (MPE/MRA/CMP/etc.) to be
servers upgraded and perform the ‘Upload ISO’ operation

NOTE: This step
depends on the ISO
type. Distribute 1SOs
accordingly.

®  Click <cluster type> -> Operations -> Upload 1SO

Columns - | | Filters - | | Operations - |
Push Script
Upload IS0

Name Appl Type g Upioadso |
BESLYE Delete IS0

CMP Sitel Cluster
guam-cmp-1la
guam-cmp-1b

CMP Sitel Cluster
CMP Sitel Cluster
CMP Sitel Cluster

10.240.152.75
10.240.152.76

12.1.1.0.0_14.1.0
12.1.1.0.0_14.1.0

guam-mpe-1 MFPE
guam-mpe-1a MPE 10.240.152.79 12.1.1.0.0_14.1.0
guam-mpe-1b MPE 10.240.152.80 12.1.1.0.0_14.1.0
guam-mra-1 MRA
guam-mra-1a MRA 10.240.152.77 12.1.1.0.0_14.1.0
guam-mra-1b MRA 10.240.152.78  12.1.1.0.0_14.1.0

e  Fillin the dialogue with the appropriate information:

Mode = SCP

ISO Server Hostname / IP = <IP address where the ISOs are located>
User = admusr

Password = <admusr password of the server>

Source ISO Full Path = /var/TKLC/upgrade/<server type iso filename>

Upload IS0 to guam-mpe-1a,guam-mpe-1b
Mode: ISCP :

ISO Server
Hostname / IP
User

|10.240.152.75

|admusr

Password
Source IS0 file full
path

FKLC/upgrade/mpe-12.2.0.0,0_61.1.0-x86_64.is0|

e  C(Click ‘Add’
e When completed, the ISO column will be populated with the I1SO and a notification of
41[100%111
77777777 7: guam-mpe-1 MPE
Er guam-mpe-1a MPE 10.240.152.79  12.1.1.0.0_14.1.0 [ Impe-12.2.0.0.0_61.1.0-x86_64.is0[100%]
= guam-mpe-1b MPE 10.240.152.80  12.1.1.0.0_14.1.0 [ mpe-12.2.0.0.0_61.1.0-x86_64.is0[100%]

e  Repeat for all cluster types
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8. []

CMP GUI: Verify ISO
distribution to all the
Servers

Upgrade - 1SO Maintenance
e  Verify that the Release 12.2 ISO file of the correct type is shown for each server.

e  When completed, the ISO column is populated with the ISO and a notification of

« ”
[100%)]
Name Appl Type P Running Release 1S0
1 CMP Sitel Cluster CMP Sitel Cluster

guam-cmp-la CMP Sitel Cluster 10.240.152.75 12.1.1.0.0_14.1.0 Dcmp-12.2.0.0.076L.l.D-x56764.|50[LUU°k]
guam-cmp-1b CMP Sitel Cluster 10.240.152.76 12.1.1.0.0_14.1.0 Dcmp-12.2.0.0.076L.l.D-x56764.|sU[LDD%]
guam-mpe-1 MPE
guam-mpe-1a MPE 10.240.152.79  12.1.1.0.0_14.1.0 [ |mpe-12.2.0.0.0_61.1.0-x86_64.is0[100%]
guam-mpe-1b MPE 10.240.152.80  12.1.1.0.0_14.1.0 | Impe-12.2.0.0.0_61.1.0-x85_64.is0[100%]
guam-mra-1 MRA
guam-mra-1a MRA 10.240.152.77 12.1.1.0.0_14.1.0 Dmra-12.2.0.0.0761.]..0-3(86764.50[100%]
guam-mra-1b MRA 10.240.152.78 12.1.1.0.0_14.1.0 Dn‘lra-12.2.0.0.0_61.L.U-x86_64.i50[100%]

NOTE: For those servers for which the 1ISO was copied to from the local machine, there will
not be a “100%’ indicator. This indicator is only available when transferring I1SOs using the
ISO management feature.

Primary Active CMP:
ssh to primary active
CMP and copy ISO to
/var/camiant/iso

Logon to the primary active CMP as admusr and copy the 12.2 ISO to the directory
/var/camiant/iso

$ sudo cp -p /var/TKLC/upgrade/cmp-12.2.<..>.iso /var/camiant/iso/
Verify the file was successfully copied:

$ 1s /var/camiant/iso/

10. [ ]

CMP GUI: Locate the
12.2 Upgrade ISO

Upgrade = Upgrade Manager

Select the current ISO, in this case it is labeled Install kit.

Upgrade Manager

Current I30: Install Kit

Start Rolleack Start Upgrade View Upgrade Log D Fitter Columns + Advanced

This will pop up a dialog box with a description of the ISO that was copied into
/var/camiant/iso

Highlight the available I1SO and click the “Select incremental-upgrade-12.2..."” button on the
bottom of the pop-up window:

Select IS0s

Last Updated: 11/%/2016 11:10:4%

Please select one of the following options:

LD Fitter Columns =

Label Release File Path Description

incrementalupgrade...  12.2.0.0.0_61.1.0  /var/camiant/iso/cmp-12.2.0.0.0_61.1.0-x85_54.is0 This kit is used to perform _..

Select incremental-upgrade-12.2.0.0.0_61.1.0 150

At the confirmation popup click OK.

Within a few seconds, the ‘Up to Date’ column transitions from ‘Y’ (meaning up-to-date) or
‘N’ (meaning needs upgrade).
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= Name Alarm Severity | Upto Date | Server Role | Running Release

E [J cmPp site1 Cluster (2 Servers)

guam-cmp-1b N Standby 12.1.1.0.0_14.1.0
guam-cmp-1a N Active 12.1.1.0.0_14.1.0
11. |:| CMP GUI: Upgrade Upgrade - Upgrade Manager

Primary CMP cluster
NOTE: The Filter button can be used to show only the CMP servers. Type CMP under Name.

Upgrade Manager

Current 150: incremental-upgrade-12.2.0.0.0 61.1.0

Start Rollback Start Upgrade View Upgrade Log A Fitter Columns *+  Advanced

=) Name Alarm Severity | Upto Date | Server Role | Running Release Upgrade Operation

ewe 1] 152} N N = || I

B [J cMP site1 Cluster (2 Servers)

guam-cmp-1b N Standby 12.1.1.0.0_14.1.0 nia

guam-cmp-1a N Active 12.1.1.0.0_14.1.0 nia

e  C(Click the checkbox for the Primary CMP Cluster
e  Click the ‘Start Upgrade’ button.

Upgrade Manager

Current I150: incremental-upgrade-12.2.0.0.0 61.1.0

Start Rolback  Start Upgrade View Upgrade Log L Fitter Columns +  Advanced »

Name Alarm Severity | Up to Date | Server Role | Running Release | Upgrade Operation

(ST | I | = N = | I

| = CMP Site1 Cluster (2 Servers)

guam-cmp-1b N Standby 12.1.1.0.0_141.0 nfa

guam-cmp-1a N Active: 121.1.0.0_141.0  nia

e  Click “OK” to confirm and continue with the operation.

e  The first action will be to upgrade the standby server in the CMP Cluster.
NOTE: This will take approximately 30 minutes to complete.

e The “Upgrade Operation” column will show a progress bar along with the upgrade
activities.

e  During the upgrade activities, the server being updated will change to OOS (Out of
Service) and the following alarms may be generated. They are considered normal
reporting events:

Expected Critical Alarm
31283 HA Server Offline

31227 HA Availability Status Failed
70025 QP Slave Database is a Different Version than the Master
70001 QP_procmgr failed

Expected Major Alarm
70004 QP Processes Down for Maintenance.
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Expected Minor Database Replication Alarms
70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31114 DB replication over SOAP has failed
31282 HA Management Fault

e  Upgrade is complete on the first server in the cluster when the message “Initiate
upgrade completed successfully at...” shows under the ‘Upgrade Operation’ Column.
Start Rollback Continue Upgrade View Upgrade Log D Fitter Columns +  Advanced =

Name Alarm Severity | Up to Date | Server Role | Running Release | Upgrade Operation

(SR || N | N | 5 || I

| = CMP Site1 Cluster (2 Servers)

guam-cmp-1b (&) Critical Y Standby 12.2.0.0.0_61.1.0 ¥/ Initiate upgrade Completed Successfully at Nov 8, ...

guam-cmp-1a £y Minor N Active 12.1.1.0.0_141.0 ' nia

12. |:| CMP GUI: Verify the Upgrade - Upgrade Manager
upgrade is successful
View the cluster. At this point, the standby server is on 12.2 and the other server in the
cluster is on 12.1.x. The Up To Date column will show ‘Y’ for the 12.2 server and ‘N’ for the
12.1.x server.

Start Rollback Continue Upgrade View Upgrade Log D Fitter Columns +  Advanced =

Name Alarm Severity | Up to Date | Server Role | Running Release | Upgrade Operation

(S | N | N 2 | I 2

| = CMP Site1 Cluster (2 Servers)

guam-cmp-1b (&) Critical Y Standby 12.2.0.0.0_61.1.0 ¥/ Initiate upgrade Completed Successfully at Nov 8, ...

guam-cmp-1a £y Minor N Active 12.1.1.0.0_141.0 ' nia

The critical alarm 70025 (“The MySQL slave has a different schema version than the master”
will be active as well as the minor alarms 70500 and 70501 “The system is running different
versions of software” / “The cluster is running different versions of software.”
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13. [_] | €MP GuI: Continue
upgrade on CMP

uster

Upgrade - Upgrade Manager

®  Make sure the checkbox for the Primary CMP Cluster is still checked

e  Click the ‘Continue Upgrade’ button. Notice the message “Failover to new version”

e  (Click “OK” to confirm and continue with the operation.

e  The specific action will take about a minute to complete.

Start Rollback Continue Upgrade View Upgrade Log D Fitter Columns +  Advanced «

Name Failover to new version CMP Site1 Cluster (next) iz | Upgrade Operation

(ST | N | | £ | A

| = CMP Site1 Cluster (2 Servers)
X Critical Y Standby 12.2.0.0.0_81.1.0 ' ') Initiate upgrade Completed Successfully at Nov 9, ...

guam-cmp-1b

guam-cmp-1a & Minor N Active 12.1.1.0.0_141.0 n/a

t

14. |:| CMP GUI: Re-login to

he CMP VIP

®  Close the current CMP GUI browser tab and reopen another browser tab with the same

e  The Policy Release 12.2 CMP GUI login form should appear as shown — Login and

CMP VIP address.

password credentials are the same as the pre-upgrade.

ORACLE

Wel etothe Cc
name and pas
existing user nam
system administrator

iguration Management Platform (CMP). Please enter your user
low to access the CMP desktop. fyou do nothave an
rpassword, or if you have misplaced either, please contactthe

=

|
e
Login

15. [_] | CMP GUI: Verify new

Policy release

Navigate to HELP=>About.
Verify the release displayed is 12.2
12.2.0.0.0_65.1.0

Copyright (C) 2003, 2017 Oracle. All Rights Reserved.
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16. |:| CMP GUI: Critical Critical alarm 70025 and the minor alarms 70503, 70501, 70500 will still be seen.
Alarms These alarms are expected and will remain until all CMPs have been upgraded to the same
version.
Occurrence Severity Alarm ID Text OAM VIP Server
Nov 09, 2016 04:08 FM EST 70025  The MySQL slave has a different schema wversion than the master, | 10.240.152.88 fnuazr:ncg‘;;:ﬁ
Current Minor Alarms:
Occurrence Severity Alarm ID Text 0AM VIP Server
Nov 09, 2016 04:08 PM EST = Minor 70503 The server is in forced standby 10.240.152.88 f;a{:acgg ;2 #
Nov 09, 2016 04:08 PM EST = Minor 70501 The Cluster is running different versions of software | 10.240.152.88 f;a{:;gg ;‘; M
Nov 09, 2016 04:08 PM EST = Minor 70500 The system is running different versions of software | 10.240.152.88 EI;IEZT;;IEZ- ;2 “
17. |:| CMP GUI: Verify the Upgrade = Upgrade Manager
Policy Release 12.2 e  Verify the following:
CMP is Active o  The Active server is running release 12.2
o  The Standby server is running the previous release
= Name Alarm Severity | Up to Date | Server Role Running Release Upgrade Operation
= [ cMP sitet Cluster (2 Servers)
guam-cmp-1t % Minor Y Active 12.2.0.0.0_61.1.0 + Initiate upgrade Completed Successfully at Mov 8, 2..
guam-cmp-1a ) Critical N Standby 12.1.1.0.0_14.1.0 nia
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18. [ ]

CMP GUI: Complete
the Upgrade of the
Primary CMP Cluster

Upgrade - Upgrade Manager

e  C(Click the checkbox for the Primary CMP Cluster

e  C(Click the ‘Continue Upgrade’ button. Notice the message “Initiate upgrade
<standbyserver> (next)”

Current IS0: incremental-upgrade-12.2.0.0.0 61.1.0

Start Rollback Continue Upgrade View Upgrade Log DIFitter Columns +

E | Hame Initiate upgrade guam-cmp-1a (next)  Running Release Upgrade Operation

Advanced =

= CMP Site1 Cluster (2 Servers)

guam-cmp-1k % Minor Y Active 12.2.0.0.0_61.1.0 +') Initiate upgrade Completed Successfully at Nov 9, 20186 1.

guam-cmp-1a %! Critical N Standby 12.1.1.0.0_14.1.0 nia

Click OK on the pop-up to continue the upgrade on the remaining server in the CMP cluster

NOTE: Remaining CMP server will take approximately 30 minutes to complete.

NOTE: Server getting upgraded will go O0S

Expected Critical Alarms:

31227 HA availability status failed

31283 High availability server is offline

70001 QP_procmgr failed

70025 QP Slave database is a different version than the master

Expected Major Alarm:
70004 QP Processes down for maintenance

Expected Minor Alarms:

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault
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19. [ ]

CMP GUI: Tracking the
upgrade complete

Upgrade - Upgrade Manager

The last step in the upgrade for the first CMP cluster will be to wait for replication to

complete.

With the CMP cluster checkbox still checked, click on the “View Upgrade Log” button, a
popup window will appear where you can verify that synchronization has taken place:

Upgrade Log

D ParentID | Action Hame Duration
1 0 Preflight Check 00015
2 1 Upgrading server 0:22:00
3 1 Modify the role/replication attributes of the server | 0:00:01
4 1 Wait for replication to synchronize 0:00:0%
5 0 Failover to new version 0:00:00
6 0 Preflight Check 0:00:15
7 [ Upgrading server 0:21:50
8 ] Modify the role/replication attributes of the server | 0:00:01
9 6 Wait for replication to synchronize 0:00:2%
10 6 Modify the rolefreplication attributes of the server @ 0:00:01

Scope
Server
Server
Cluster
Server
Cluster
Server
Server
Cluster
Server

Cluster

Hostname
guam-cmp-1b
guam-cmp-1b
CMP Site1 Cluster
guam-cmp-1b
CMP Site1 Cluster
guam-cmp-1a
guam-cmp-1a
CMP Site1 Cluster
guam-cmp-1a

CMP Site1 Cluster

Result

SUCCESS
Success
Success
Success
SUCCESS
Success
Success
Success
Success

Success

Mode
Manual
Automatic
Automatic
Automatic
Manual
Manual
Automatic
Automatic
Automatic

Automatic

20. []

CMP GUI: Verify the
status of the upgraded
CMP server.

Upgrade = Upgrade Manager

= Name Alarm Severity | Up to Date | Server Role | Prev Release

Running Release

Upgrade Operation

| = CMP Site1 Cluster (2 Servers)

guam-cmp-1t © 1% Minor Y Active 12.1.1.0.0_14.1.0

guam-cmp-1a Y Standby 12.1.1.0.0_14.1.0

12.2.0.0.0_61.1.0

12.2.0.0.0_61.1.0

+#) Initiate upgrade Completed Successfully at...

+ | Inttiate upgrade Completed Successfully at...

e  Successful upgrade status will now show both servers running the Release 12.2 under

the “Running Release” column and ‘Y’ for both servers under the ‘Up To Date’ column

e Active/standby state for both servers in the Primary CMP Cluster.

21. [ ]

Proceed to next
upgrade procedure

e At this point, the primary site is running Release 12.2

e  The Secondary site, if it exists, is still on release 12.1.x

e  Proceed to the next procedure to upgrade the secondary CMP cluster.

THIS PROCEDURE HAS BEEN COMPLETED
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9.1.2 Upgrade Secondary CMP Cluster

Step

Procedure

Result

1. []

CMP GUI: Verify Status
of CMP Cluster

Upgrade - Upgrade Manager
- Primary CMP is completely upgraded to 12.2

- Secondary CMP Cluster is on 12.1.x

StartRollback  Start Upgrade View Upgrade Log D Fiter  Columns v  Advanced

2 | Name AlarmSe... | Upto .. | Server Role Prev Release Running Release

ST | {2 | EY| Ea | [ [

£ ] €MP Site Cluster (2 Servers)

Upgrade Operation

brog-cmp-1b %) crical N Standoy 12.0.01.0.6.1.0 12.00.20.21.0 /) nttiate: upgrade Completed SuccessTull at Sep 18, 2015 14:06:16.
brog-cmp-1a X) Criical N Active 12.00.1.0.6.1.0 120020210 /) nttiste upgrade Completed Successfull at Sep 18, 2015 14:10:15.
 [2] CMP Site2 Cluster (2 Servers)
siakcmp-1a O Mapor ¥ Active 120020210 121.0.0.0_351.0 /) nttiste: upgrade Completed Successfully at Sep 28, 2015 19:28:13.
slak-crp-1b O wapr ¥ Standoy 120020210 12.1.0.00.351.0 ) nttiate: upgrade Completed Successfully at Sep 28, 2015 20:15:12.

CMP GUI: Upgrade
Secondary CMP cluster

Upgrade = Upgrade Manager

NOTE: The Filter button can be used to show only the CMP servers. Type in CMP under
Name.

Current 50: standard-uparade-12.0.0.0.0

Start Rollback | Siart Upgrade ViewUpgradeLog ~ DFiter  Comms v Advant
B | Name Al Severty | Upto Date | Server Aok Prev Relkase Running Release Upgrade Operation /
e S e 3] 3] k]

e  Click the checkbox for the Secondary CMP Cluster at Site2
e  Click the ‘Continue Upgrade’ Button.

Start Rolleack Continue Upgrade View Upgrade Log L Fitter

Initiate upgrade guam-cmp2b (next) .  Running Release

52 5 N ) I

Bl [J cMP site1 Cluster (2 Servers)

= Name Upgrade Operation

eme ]|

guam-cmp-1b /& Minor Y Active 12.2.0.0.0_61.1.0 +") Initiate upgrade Completed Successfully at

guam-cmp-1a Y Standby 12.2.0.0.0_81.1.0 +") Initiate upgrade Completed Successfully at

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a | %) Critical N Active 121.1.0.0_141.0 nia

guam-cmpZb X Critical N Standby 121.1.0.0_141.0  nia

e  Click “OK” to confirm and continue with the operation.
e  This will continue to upgrade the standby server only in the CMP Cluster
e NOTE: This will take ~30 minutes to complete.

e Under “Upgrade Operation” column, it will show the In Progress status along with
the upgrade activities.

Upgrade Operation

Intiate upgrade :: Upgrading server (Elapsed Time: 0:0...

+/) Initiate upgrade Completed Successfully at Sep 18, 2015 14:10:18.

e  During the Upgrade activities, the following Alarms may be generated and
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Step

Procedure

Result

considered normal reporting events -

Expected Critical alarm:

31283 Lost Communication with server

70001 QP_procmgr failed

70025 QP Slave database is a different version than the master

Expected Major Alarm:
70004 QP Processes down for maintenance

Expected Minor Alarms:
70503 Upgrade Director Server Forced Standby

70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault

CMP GUI: Continue
Upgrade Secondary
CMP cluster

Upgrade - Upgrade Manager

e  Click the checkbox for the Secondary CMP Server Cluster at Site2

e  Click the ‘Continue Upgrade’ Button. Notice the message “Failover to new version
CMP Site2 Cluster”

Start Rollback Continue Upgrade View Upgrade Log D Fitter

B | Name Failover to new version CMP Site2 Cluster (next) ase | upgrade Operation

(ZASN | S = N I £ | IO

E O cmp site1 Cluster (2 Servers)
guam-cmp-1b /& Minor Y Active 12.2.0.0.0_61.1.0 «") Intiate upgrade Completed Successfully at |

guam-cmp-1a A Standby 12.2.0.0.0_61.1.0 +") Inttiate upgrade Completed Successfully at |

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a - X! Critical N Active 12.1.1.0.0_141.0 :nia

guam-cmpz2b Y Standby 12.2.0.0.0_61.1.0 «") Initiate upgrade Completed Successfully at |

e  Click “Ok” to confirm and continue with the operation,

e  The specific action will take a minute to complete. Wait until the newly upgraded
server is active, running 12.2 as shown below.

Start Rollback Continue Upgrade View Upgrade Log A2 Fitter

= Name Alarm Severity | Up to Date | Server Role | Running Release Upgrade Operation

AT | S = | N 2 | N £ ||

B O cMP sitet Cluster (2 Servers)
guam-cmp-1b &, Minor A Active 12.2.0.0.0_61.1.0 +") Initiate: upgrade Completed Successfully at

guam-cmp-1a Y Standby 122.0.0.0_61.1.0 +) Intiate upgrade Completed Successfully at

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a X%/ Critical N Standby 12.1.1.0.0_14.1.0 nia

guam-cmp2b b Active 12.2.0.0.0_61.1.0 +") Initiate: upgrade Completed Successfully at
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Step Procedure

Result
e  Click the checkbox for the Secondary CMP Server Cluster at Site2
e  Click the ‘Continue Upgrade’ button. When hovering over the continue upgrade
button, the message will display the next action, which is upgrading the remaining
CMP in standby, still running 12.1.x
Start Rollback Continue Upgrade View Upgrade Log B Fitter
B | Name Initiate upgrade guam-cmp-2a (next) | Running Release | Upgrade Operation

(ZA S S N NN ) I

E [ cMP Site Cluster (2 Servers)

guam-cmp-1& /&% Minor Y Active 12.2.0.0.0_81.1.0 +") Initiate upgrade Completed Successfully at 1

guam-cmp-1a Y Standby 12.2.0.0.0_61.1.0 +") Initiate upgrade Completed Successfully at 1

= CMP 5ite2 Cluster (2 Servers)

guam-cmp-2a %) Critical N Standby 12.1.1.0.0_141.0 nfa

guam-cmpzb Y Active 12.2.0.0.0_61.1.0 +"! Initiate upgrade Completed Successfully at 1
Click “OK” to confirm and continue with the operation,

During the Upgrade activities, the following Alarms may be generated and
considered normal reporting events -

Expected Critical alarm:

31283 Lost Communication with server

70001 QP_procmgr failed

70025 QP Slave database is a different version than the master

Expected Major Alarm:
70004 QP Processes down for maintenance

Expected Minor Alarms:
70503 Upgrade Director Server Forced Standby

70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault

4. [ ]| cmpGuI: verify
Upgrade Completion is
successful.

Upgrade = Upgrade Manager

e  Successful upgrade status will show the Release 12.2 under the “Running Release”
column.
e  The “Upgrade Operation” column will show “Inititiate Upgrade Completed
Successfully at...”
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Step

Procedure

Result

Start Rollback Start Upgrade View Upgrade Log B Fitter

= Name Alarm Severity | Up to Date | Server Role | Running Release Upgrade Operation

e 53} N £ | I £

El [J cMP site1 Cluster (2 Servers)

guam-cmp-1b /4% Winor Y Active 12.2.0.0.0_81.1.0 +") Initiate upgrade Completed Successfully at

guam-cmp-1a b Standby 122.0.0.0_61.1.0 +") Initiate upgrade Completed Successfully at

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a Y Standby 12.2.0.0.0_61.1.0 +"! Initiate upgrade Completed Successfully at

guam-cmp2b Y Active 12.2.0.0.0_61.1.0 +"! Initiate upgrade Completed Successfully at

CMP GUI: Verify Alarms

System Wide Reports = Alarms - Active Alarms:

Expected Minor Alarms:
70500 System Mixed Version

Procedure is complete.

e Al CMP Clusters Upgrade are complete and running Release 12.2.
e  ALL MRAs and MPEs are on Release 12.1.x

At this point, the Policy Management system is running in mixed-version mode
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10.UPGRADE NON-CMP CLUSTERS (9.9.2 TO 12.2)

The following procedures will upgrade a site/segment containing one or more non-CMP clusters such as MPEs, MRAs
and MEDIATIONSs .They are applicable for Release 9.9.2 upgrade to Release 12.2.0

NOTE: An upgrade of up to 4 clusters can be performed in parallel.

10.1 Site/Segment Upgrade Preparation

10.1.1 Configuration Preparation

Step Procedure Result
1. [] CMP GUI: Access into e  Use the supported browser to login as “admin” or user with administrator
Primary site CMP privileges.

2. |:| CMP GUI: Verify Current Upgrade > Upgrade Manager
Upgrade Manager status and

Software Release 12.2 ISO e Verify that all CMP Clusters have both Active, and Standby status.
files

e  Verify that all MPE, MRA & MEDIATION clusters have both Active and
Standby status.

Upgrade > ISO Maintenance

e  Verify that Policy release 12.2 ISO files are available for all clusters. One ISO per
server type as shown in the example below —

IS0 Maintenance ( Last Refresh :01/03/2017 17:20:20 )

H Name Appl Type » S0
T CMP Site1 Cluster CMP Sitet Cluster
r mass-cmp-1a CMP Site1 Cluster 10.240.152.83 [~ cmp-12.2.0.0.0_65.1.0-x86_64.is0[100%]
r mass-cmp-1b CMP Site1 Cluster 10.240.152.84
1 CMP Site2 Cluster CMP Site2 Cluster
r MPE-1 Cluster MPE
r mass-mpe-1a MPE 10.240.152.69 [ mpe-12.2.0.0.0_65.1.0-x86_64.is0[ 100%]
r mass-mpe-1b MPE 10.240.152.70 [ mpe-12.2.0.0.0_65.1.0-x86_64.i50[ 100%]
[m] MPE-2 Cluster MPE
r mass-mpe-2a MPE 10.240.152.71 [mpe-12.2.0.0.0_65.1.0-x86_64.is0[ 100%]
r mass-mpe-2b MPE 10.240.152.72 [ mpe-12.2.0.0.0_65.1.0-x86_64.is0[ 100%]
r MRA-1 Cluster MRA
[ mass-mra-1a MRA 10.240.152.67 | mra-12.2.0.0.0_65.1.0-x86_64.is0[100%]
r mass-mra-1b MRA 10.240.152.68 | mra-12.2.0.0.0_65.1.0-x86_64.is0[100%]
m| Mediation-1 Cluster Mediation Server
r mass-mediation-1a Mediation Server 10.240.152.73 | mediation-12.2.0.0.0_65.1.0-86_64.is0[100%]
[m] mass-mediation-1b Mediation Server 10.240.152.74 [ mediation-12.2.0.0.0_65.1.0-x86_64.i50[100%)]

THIS PROCEDURE HAS BEEN COMPLETED
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10.2 Upgrade Non-CMP Clusters

At this point, all CMP clusters should have been upgraded successfully to release 12.2 before executing the
following procedure.

This procedure will upgrade one or more non-CMP clusters at a site/segment. The general upgrade sequence is based of
Section 2.3.

The following sequence of server types to be upgraded for the system —

1. Upgrade MPEs
2. Upgrade MRAs
3. Upgrade Mediations

This procedure is generally applicable for those server types and steps to be repeated for every server type.

This section can be replicated for each site/segment to be upgraded, allowing the upgrade engineer to add cluster and
site specific information.

The upgrade procedure is essentially the same for any non-CMP cluster.
NOTE:
e  The default sequence performed by the Upgrade Manager to upgrade a two-server cluster is of the following -

1) Select and start upgrade on Standby server

2) Failover one cluster at a time

3) Re-apply configuration one cluster at a time

4) Continue upgrade on remaining server

5) Perform second Re-apply configuration on MPE cluster ONLY.

- Only one cluster can be selected for an upgrade activity, the ‘bulk selection’ of clusters is not supported
in release 12.2.

Step Procedure Result
1. [ ] | CMP GUI: Health e  Perform the following:
checks on the servers - Check for any known and well understood active alarms.
to be upgraded - Reset server counters to make a baseline

For the MPE: Policy Server-> Configuration>Reports 2> Reset Counters
For the MRA: MRA->Configuration>Reports > Reset Counters
For the MEDIATION: Mediation 2 Configuration > Reports 2> Reset Counters

e Check KPI Dashboard, capture screenshots to save for the counter statistics
in case needed for comparison purposes later on, if an unexpected
performance issue(s) occurred upon upgrade.

2. [] | CMP GUI: Upgrade | Upgrade = Upgrade Manager
clusters
e  Click on the checkbox for the desired cluster (one cluster at a time) which
can be an MRA / MPE / MEDIATION.
NOTE: Start the
upgrade one cluster
at a time and wait till
the server being
performed shows
“O0S” status, then
continue with the next
cluster and so on. Up

e Click on the ‘Continue Upgrade’ to initiate the upgrade procedure on the
selected cluster.
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Step Procedure Result
to 4 Clustel”s can be Upgrade Manager
pel”f‘Oi’med ln parallel. Current ISO: standard-uparade-12.2.0.0.0 65.1.0
__Sianﬁ'a\lsa:k Continue Upgrade View Upgrade Log PFilter  Columns »  Advanced ¥
B |Name Initiate upgrade mass-mra-1a (next) , o Sever Role PrevRelease Running Release Upgrade Operation
&[] CMP Site1 Cluster (2 Servers)
1 [ CMP site2 Cluster (2 Servers)
& [] Mediation-1 Cluster (2 Servers)
NOTE: Each Server & [ MPE-1 Cluster (2 Servers)
takes ~35 minutes to A o
Complete 1 [ MPE-2 Cluster (2 Servers)
B mu; C\n;lerLZ Servers) — : :
mass-mra-1b &\ Minor Active TPD6.7.200_84330 99200_1810 nia
e Click on “OK” to confirm and continue with the operation. It will begin to
upgrade the Standby server of that cluster.
Action Confirmation
TIP#| Are you sure that you want to perform this action?
) Clu Initiate upgrade mass-mra-1a (next)
mpe
e  Wait until the Standby server reports “OO0S” before selecting the next cluster.
mass-mpe-2a y Minor N Active TPD67.200_84330 992001810 n/a
E [ MRA-1 Cluster (2 Servers)
mass-mra-1b ty Minor N Active TPD67200_84330 99200_1810 nla
mass-mra-1a 2) Major N 008 TPD 6.7.2.0.0_84.33.0 9.0.2.0.0_18.1.0 Initiate upgrade : Initiz

e Follow the progress status bars under the ”Upgrade Operation” column. It
will take approximately 35 minutes to complete.

e During the upgrade activities, the following alarms may be generated and
considered normal reporting events — these will be cleared after the cluster
are completely upgraded.

Expected Critical Alarms:
31227 The high availability status is failed due to raised alarms
31283 High availability server is offline
70001 The qp_procmgr process has failed.
Expected Major Alarms:
31233 High availability path loss of connectivity
70004 The QP processes have been brought down for maintenance.
Expected Minor Alarms:
70503 The server is in forced standby
70507 An upgrade/backout action on a server is in progress
70500 The system is running different versions of software
70501 The Cluster is running different versions of software
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Procedure

Result

31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed

31107 DB merging from a child Source Node has failed

31101 DB replication to a slave DB has failed

NOTE: Each server backout will take approximately 35 minutes to complete. Some MINOR
alarms remained as expected to be auto-cleared but no functional impact.

e The server status will revert to ‘standby’ when the Upgrade is completed
which can be verified by the message of “Initiate upgrade completed
successfully at...” shown under the ‘Upgrade Operation’ column. The
server is now running release 12.2.

. - ya - - /
‘ E [4] MRA1 Cluster (2 Servers) / /
mass-mra-1b A Minor N Active TPD 6.7.2.0.0_84330 9.9.2.00_18.1.0 nia
mass-mra-1a A\ Winor Y Standby 99200 1810 1220006510 ) nitiate upgrade Completed Successfully at Jan 3, 2017 18:15:43.

e Perform similar check on the status for the rest of clusters as illustrated in the
example below — this should be done before proceeding to the next step

E [ mediation-1 Cluster (2 Servers)

mass-mediation-1b A Winor Y Standby 9.9.200_181.0 122.00.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017 18:26:23
mass-mediation-1a A Minor N Active TPD 6.7.20.0_84.33.0 992001810 nla
E [J MPE-1 Cluster (2 Servers)
mass-mpe-1b A Minor N Active TPD 6.7.20.0_84.33.0 992001810 nla
mass-mpe-1a A minor Y Standoy 99200 1810 12200.0_65.1.0 ) Initiate upgrade Completed Successfully atJan 3, 2017 18:31:43
E [] MPE-2 Cluster (2 Servers)
mass-mpe-20 A Minor Y Standoy 9.9200_1810 1220.0.0_65.1.0 /) Initiate upgrade Completed Successfully at.Jan 3, 2017 18:25:22.
mass-mpe-2a &y Minor N Active TPD 6.7.2.0.0_84.33.0 9.9.200_1810 nfa
E [] MRA-1 Cluster (2 Servers)
mass-mra-1b A minor N Standoy TPD 6.7.20.0_84.33.0 992001810 nla
mass-mra-1a A Winor Y Active 9.9.200_181.0 122.00.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017 18:15:43
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Step

Procedure

Result

3. []

CMP GUI: Continue
Upgrade MRA/MPE/
MEDIATION
clusters with a
failover Operation
applied to the clusters

NOTE: Up to 4
clusters can be
performed in parallel.

Upgrade = Upgrade Manager

e Click on the ‘Continue Upgrade’ to perform the failover operation on the
selected cluster.

Upgrade Manager

& system Alert: No actions are available for the selected cluster Current ISO: standard-upqrade-122.0.00 65.1.0

StartRollback  Continue Upgrade ViewUpgradeLog  OFiter  Columns ¥  Advanced *

A |nName Failover to new version MRA-1 Cluster (next) g,

PrevRelease Running Release Upgrade Operation

& [ cMP Site1 Cluster (2 Servers)
& [] CMP Site2 Cluster (2 Servers)
[ [ Mediation-1 Cluster (2 Servers)
& ] MPE-1 Cluster (2 Servers)
& [J MPE-2 Cluster (2 Servers)
= [ MRA1 Cluster (2 Servers)
mass-mra-1o A, Winor N Active

TPD 6.7.2.0.0_8433.0 9.92.00_18.1.0 na

mass-mra-1a A winor Y Standby 99200_1810 12.2.0.0.0_65.1.0 “Iinitiate upgrade Completed Successfully at Jan 3, 2017 18:15:43

e Click on “OK” to confirm and continue with the failover operation for the
selected cluster.

Action Confirmation

Are you sure that you want to perform this action?
Failover to new version MRA-1 Cluster (next)

Cancel

e  Wait until failover operation completed and the server running release 12.2 is
now Active as shown —

E [ MRA1 Cluster {2 Servers) /

mass-mra-1b Ay Minor N Standby TPD67200_84330 99200_1810 nfa

mass-mra-1a & Minor Y Active 9.9200_18.1.0 12.2.0.0.0_65.1.0 «IInitiate upgrade Completed Successfully at

e Perform the similar failover operation to the rests of clusters before
proceeding to the next step.

E [ Mediation-1 Cluster (2 Servers)

mass-mediation-1b A Minor Y Active 9.9.200_18.1.0 122.0.0.0_65.10 /) Initiate upgrade Completed Successfully at Jan 3, 2017 18:20:23
mass-mediation-1a /A Winor N Standby TPD 6.7.2.0.0_84.330 99.20.0_18.1.0 nla
E ] MPE1 Cluster (2 Servers)
mass-mpe-1b A Minor N Standby TPD67.20.0_8433.0 00.20.0_18.1.0 nla
mass-mpe-1a /& Winor Y Active 9.9.2.00_18.1.0 122.0.0.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017 18:31:43.
E [ MPE-2 Cluster (2 Servers)
mass-mpe-20 i\ Minor Y Active 9.9.200_18.1.0 1220006510 ) Initiate upgrade Completed Successfully at Jan 3, 2017 18:25:22
mass-mpe-2a /iy Minor N Standoy TPD 6.7.2.0.0_84.33.0 99.200_18.1.0 nia
= [] MRA1 Cluster (2 Servers)
mass-mra-1b /A Winor N Standby TPD 6.7.2.0.0_84.330 99.20.0_18.1.0 nla
mass-mra-1a M Minor Y Active 9.9.200_18.1.0 122.0.0.0_65.10 /) Initiate upgrade Completed Successfully at Jan 3, 2017 18:15:43

a. []

CMP GUI: Perform
Reapply
configuration on the
MPE/MRA/
MEDIATION

For MPE: Policy Server = Configuration > < MPE cluster> - System tab

For MRA: MRA - Configuration 2 < MRA cluster> -» System tab

For MEDIATION: Mediation = Configuration 2 < Mediation cluster > = System tab
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clusters after
successfully failed
over.

e The selected cluster will have the status shown as ”"Degraded” status as
shown in the Mediation cluster example below —

Mediation Server Administration
3 Mediation Servers

S ALL
il ediation-1 ¢

Mediation Server: Mediation-1 Cluster

H Reports | Logs T Settings T Data Sources T Batch Task Status ]

Modify | Delete | Reapply Configuration |

Configuration

Name Mediatiof Cluster
Status

Version 12.2.0.0.0_65.1.0
Description / Location

Secure Connection No
System Time Jan 03, 2017 06:45 PM EST

e Click on “Reapply Configuration” operation and wait till the “ The
configuration was applied successfully “ message displayed as shown -

Multi-protocol Routing Agent: MRA-1 Cluster

Reports | Logs | MRA | Diameter Routing | Session Viewer | Debug

Modify I Delete | Reapply Configuration |

The configuration was applied successfully.

Configuration

Name MRA-1 Cluster
Status
Version 12.2.0.0.0_65.1.0

Description / Location

NOTE: The following progress banner will ONLY appear for the MPE cluster
after the reapply configuration is being performed, but NOT for the MRA and
MEDIATION. This behavior is as expected.

Policy Server: MPE-1 Cluster

JE ‘ |—‘ \ ¢ ¢ | |

Medify Delete

Reapply Configuration

Configuration

Name MPE-1 Cluster
Status Config I
Version 12.2.0.0.0_65.1.0

Description / Location

Secure Connection No Reapply Settings to the RC
Legacy No
Type Oracle

Re-applying Settings to the RC...
Applying Match List(118) to Policy Server :mass-mpe-1a

System Time Jan 09, 2017 04:

Associated Templates(lower numbered templates {

Priority Template Name

None

e  Verify that the ”Version” is successfully changed to the upgraded Release
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12.2.
e The selected cluster will still show the “Degraded” status as expected.

Policy Server: MPE-1 Cluster

Reports | Logs | Policy Server | Diameter Routing | Policies

Modify I Delete I Reapply Configuration I

Configuration

Name MPE-1 Cluster
Status
Version 12.2.0.0.0_65.1.0

Description / Location

e  Repeat this step to perform similar to the rests of backed out clusters, before
proceeding to the next step.

CMP GUI: 78001
Major Alarm

During the upgrade activities, Major alarm 78001 in particular may be generated.
And even though it’s a normal event, the alarm will not clear by itself. Before
continuing we should make sure that the alarm is cleared.

Click on the Major alarms button in the upper right part to display the alarms:
17 3:45 PM | admin | Logout

Now click on the binoculars icon on the right to display details about the 78001

Major alarm
Occurrence Severity | Alarm ID Text ‘0OAM VIP Server
rf- -b
Jan 05, 2017 04:18 PM EST Major 78001 Transfer of Policy jar files failed per-mpe 4

10.240.166.37

You should see in the last line of the details that the reason for the major alarm is
“Version check failed”.

Date,/Time Jan 05, 2017 04:19 PM EST
Severity Major

Text Transfer of Policy jar files failed
Count 1
First Jan 05, 2017 04:159 PM EST
Occurrence
Last
Jan 05, 2017 04:19 PM EST
Occurrence
Server perf-mpe-b,10.240.166.37
Details RSYNC: Policy jar files sync to standby failed.

Reason: Version check failed

Cancel

If you see a different reason, stop and contact My Oracle Support.

If you see the “Version check failed” reason, continue here.

Navigate to System Wide Reports > Alarms > Active Alarms and select the 78001
Major alarm

perf-mpe-b

10.240.185.37 MPE Major 78001 5m 35s/ - Transfer of Policy jar files failed 01/05/2017 16:19:53 EST A |

Click on the trash can icon on the right to clear this alarm.
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6. [_] | CMP GUI: Continue | Upgrade = Upgrade Manager
Upgrade on Standby
MRA/MPE / NOTE: This step is similar to a previous Step (2), thus skipping some of the
MEDIATION servers | screenshot illustration.

NOTE: Start the
upgrade one cluster
at a time and wait till
the server being
performed shows
“O0S” status, then
continue with the next
cluster and so on. Up
to 4 clusters can be
performed in parallel.

NOTE: Each server
takes ~35 minutes to
complete.

e  Click on the checkbox for the desired cluster (one cluster at a time) which
can be an MRA / MPE / MEDIATION.

e Click on the ‘Continue Upgrade’ to initiate the upgrade procedure on the
selected cluster.

e Click on “OK” to confirm and continue with the operation. It will begin to
upgrade the Standby server of that cluster.

E [ MPEA1 Cluster (2 Servers)

mass-mpe-1b X cit. N 00s TPD67.200_8433.0  9.9.20.0_18.1.0 Initiate upgrade - Initiate upgrade (Ela..

mass-mpe-1a s Minor Y Active 9.9.20.0_18.10 12.2.0.0.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017 1..

e  Wait until the Standby server reports “O0OS” before selecting the next cluster
e Asshown in the example below showing four clusters upgrade in parallel —

‘ E [7] Mediation-1 Cluster (2 Servers)

mass-mediation-10 X) Crit.. ¥ Active 9.9.2.0.0_18.1.0 12.2.0.0.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017 1

mass-mediation-1a N 008 TPD67200_84330 99200_1810

[Step 2/3] 23%

Initiate upgrade : Inftiate upgrade (Ela.

= [ MPE-1 Cluster (2 Servers)

mass-mpe-10 N 00s TPD 6.7.2.0.0_84.33.0 9.9.2.0.0_18.1.0 Initiate upgrade : Intiate Upgrade (Ela.

mass-mpe-1a X cit. Y Active 9.9.2.0.0_18.1.0 12.2.0.0.0_65.1.0 «¢) Initiate upgrade Completed Successfully at Jan 3, 2017 1
E [J MPE-2 Cluster (2 Servers)

mass-mpe-2b ®) Crit. ¥ Active 9.9.20.0_18.1.0 12.2.0.0.0_85.1.0 ) Initiate upgrade Gompleted Successfully at Jan 3, 2017 1

mass-mpe-2a N 00s TPD67.200_84330 99200_1810 [Step 2/3] 19% Initiate upgrade  Initiate upgrade (Ela.

E [J MRA-1 Cluster (2 Servers)

mass-mra-1b X Crit . N Active TPD67200_84330 99200_1810 nia

mass-mra-1a N 00S 122000_651.0 122000_6510

[Step 1111 7%

Initiate backout - Initiate backout (Elap

e Follow the progress status bars under the "Upgrade Operation” column. It
will take approximately 35 minutes to complete.

e During the upgrade activities, the following alarms may be generated and
considered normal reporting events — these will be cleared after the cluster
are completely upgraded.

Expected Critical Alarms:

31227 The high availability status is failed due to raised alarms
31283 High availability server is offline
70001 The qp_procmgr process has failed.

Expected Major Alarms:

31233 High availability path loss of connectivity
70004 The QP processes have been brought down for maintenance.

Expected Minor Alarms:

70503 The server is in forced standby
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70507 An upgrade/backout action on a server is in progress
70500 The system is running different versions of software
70501 The Cluster is running different versions of software
31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed

31107 DB merging from a child Source Node has failed

31101 DB replication to a slave DB has failed

NOTE: Each server backout will take approximately 35 minutes to complete. Some MINOR
alarms remained as expected to be auto-cleared but no functional impact.

e  The server status will revert to ‘standby’ when the Upgrade is completed
which can be verified by the message of “Initiate upgrade completed
successfully at...” shown under the ‘Upgrade Operation’ column.

e  All the upgraded clusters should now be Running Release 12.2 with the “Up
to Date” column now showing “Y” for every cluster.

Upgrade Manager

Current IS0 standard-upgrade-12.2.0.0.0 65.1.

StartRollback ~ Start Upgrade ViewUpgradeLog  DFilter  Columns *  Advanced ¥

Bl | Name Alarm Sl | UptoDate JserverR_.. | FrevRelease Running Release Upgrade Operation
= [J cMP Site1 Cluster (2 Servers)
mass-cmp-1a X)) v Active 9921.0_18.1.0 12.2.0.0.0_65.1.0 nia
mass-cmp-10 A Minof Y [Standby 9.921.0_18.1.0 12.2.0.0.0_65.1.0 ) Initiate upgrade Completed Successfully at Dec 21, 2016 0
& [ Mediation-1 Cluster (2 Servers)
mass-mediation-10 A\ Minof Y cive 9.9.20.0_18.1.0 12.2.0.0.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017 18:
mass-mediation-1a A\ Minof Y Standby  9.9.2.0.0_18.1.0 12.2.0.0.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 4, 2017 14:
& [J MPE-1 Cluster (2 Servers)
mass-mpe-1b ¥ Standby ~ 9.8.2.0.0_18.1.0 12.2.0.0.0_65.1.0 ') Initiate upgrade Gompleted Successfully at Jan 4, 2017 14:
mass-mpe-1a A Minof Y ctive 29.20.0_18.1.0 12.2.0.0.0_65.1.0 ') Initiate upgrade Completed Successfully at Jan 3, 2017 18:
® [J MPE-2 Cluster (2 Servers)
= [J MRA-1 Cluster (2 Servers)

mass-mra-1b Y Standby 99200_1810 122000_6510 ) Initiate upgrade Completed Successfully at Jan 4, 2017 15

mass-mra-1a Y Active 99200_1810 122000_6510 ) Initiate upgrade Completed Successfully at Jan 4, 2017 14:

NOTE: The subsequent instruction ONLY applicable to all upgraded MPE
clusters with second Reapply configuration, otherwise skip to the next Step.

Policy Server 2 Configuration > < MPE cluster> > System tab

e The selected MPE cluster will have the status shown as "Degraded” status.

e Click on the "Reapply Configuration” operation and wait till the “ The
configuration was applied successfully “ message displayed as shown -
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Policy Server: MPE-1 Cluster

Modify Delete Reapply Configuration
Configuration
Name MPE-1 Cluster

Reapply Settings to the RC

Re-applying Settings to the RC...
Applying NotificationServer to Policy Server :mass-mpe-1a

Legacy No
Type QOracle

e  Verify that the Status is showing “On-line” and the Version is showing the
complete Release 12.2.0.0.0_65.1.0 as shown -

Policy Server: MPE-1 Cluster

Reports | Logs | Policy Server | Diameter Routing Policies

Modify Delete Reapply Configuration

The configuration was applied successfully.

Configuration

Name MPE-1 Cluster
Status On-line
Wersion 12.2.0.0.0_65.1.0

Description / Location |

Secure Connection No

Legacy No

Type COracle

System Time Jan 05, 2017 11:34 AM EST

e  Next, apply the same above instructions of performing this second Reapply
Configuration to the rests of upgraded MPE clusters.

e Once it’s all done, proceed to the next Step.
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7. [] | REPEAT the above | o
Steps (1) — (6) for

Result

As shown in the example below showing four clusters upgrade in parallel —

next upgrade batch of | o cmwains
MPE/MRA mass-mediaton-1b 0 Maor N 008 TPD 67200 84330 99200 1810 Intiate upgrade - ntite upgrace
mass-mediation-1a 2 winor N Active TPD 67200 84330 992001810 nia
/MEDIATION Bl scrg )
massmpe-1b ® crtcal N Actve TPD 67200 84330 99200_1810 na
C luster(s) mass-mpe-13 (©) Major N 008 TPD 6.7.20.0_8433.0 99.200_18.10 [EXEETEI nitiate upgrade - Initiate upgrade
= [J MPE-2 Cluster (2 Servers)
mass-mpe-20 © uaor N 008 TPD 67200_84320 99200 18:10 Iniiate upgrace - Intite upgrace
mass-mpe-23 ¥) crical N Active TPD 6720084330 99200_18.10 na
£ CJ MRA-1 Cluster (2 Servers)
mass-mra-1b ® crtcal N ctve TPD 67200 84330 99200_18.10 wa
mass-mra-1a. N 008 TPD 6.7.200_8433.0 99.200_18.10 Initiate upgrade : Initiate upgrade

e  Proceed with the next batch of four cluster(s) until all Policy sites/segments
have been upgraded to release 12.2 as intended.

Madify IConﬁg Mismatch

CMPP Configuration
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CMPP Enabled
SMSC Host

SMSC Port

Source Address
Shared Secret
Registered Delivery
Service Id
Message Format

SMS Log Configuration

SMSR Log Level

CMPP Log Configuration

CMPP Log Rotation Cycle
CMPP Log Level

‘Generic Motification Configuration

Notification Enabled
HTTP Log Level

Enabled
10.113.78.65

7890

901234

1234

No Delivery Receipt
1

GBK Encoding

Disabled
WARN
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CMPP Cenfiguration

CMPP Enabled
SMSC Host

SMSC Port

Source Address
Shared Secret
Registerad Delivery
Service Id
Message Format

10.113.78.65

7890

1234

No Delivery Receipt

1
‘GBK Encoding

Modify SMS Log Settings
SMS Log Level

Modify CMPP Log Settings
CMPP Log Rotation Cycle
CMPP Log Level

WARN i

Generic Notification Configuration

Notification Enabled
HTTP Log Level

Save ‘Cancel

Modify |

CMPP Configuration

CMPP Enabled
SMSC Host

SMSC Port

Source Address
Shared Secret
Registered Delivery
Service Id
Message Format

Enabled
10.113.78.65

7890

901234

1234

No Delivery Receipt
1

GBK Encoding

SMS Log Configuration

SMSR Log Level

CMPP Log Configuration

CMPP Log Rotation Cycle
CMPP Log Level

Generic Notification Configuration
MNotification Enabled
HTTP Log Level
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9. [] | <eMccWireless-C> | CMP GUI: MRA = Diameter Routing = Endpoints
Checking and
Adding MRA

Firewall rules for
Diameter Routing
with SCTP Port: 3869

| Endpoint
- Diameter Routing

Siss @Endpoints]

Create Endpoint

Connecti .

ﬂ MRA_3809 Name Psgtlf:nllon Type Primary IP Address Port
] Connections
1 peers MRA 3869 SCTP Local 10.196.164.3 3869 ﬁ
] Peer Groups

Endpoint

Configuration

MName MRA_3869

Connection Protocol SCTP j

Type Local ¥ |

Associated MRA MRA-1 Cluster ~ |

Primary IP Address 10.196.164.3 =1

10.196.164.3 =| add

Secondary IP Address

[—
J Remove

Port
Description

3869

Save Cancel

e Login into Active MRA server and run the “Platefg” utility to access the

Firewall configuration as shown —
# su — platcfg

Policy Configuration = Firewall

lgqu Firewall Configuration Menu tgk]

Enable/Disable Firewall
Display Firewall

cmize Firewall
Save and Apply Configuration

e Select the “Customize Firewall” and click on “edit” to add the following

rules —

1lu Connection Beotion Menu th

Edit Rule
Delete Rule
Exit

=1

moggago0dagadaaaagaaaaaagayy

e Customize the new Firewall Rule accordingly as in the example below

L99999999999999999999999qu Customize Firewall tgqggadqqqggqaqgdgqdddaaadd
[

Port
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() Service Overrides

@ Add B clone [¥Eedit | ¥ pelete | 4 up & Down
e
Co ion Key Default Value

piaveTeR Cleanup @ DIAMETER Cleanup.SchedulerThreadcount i 2

D, leanup @ pramETER.Cleanup. ionlterati ize i 1000

DIAMETER.Cleanup 0 DIAMETER.Cleanup.MaxSessionlterationRate

6 TRACKER.ThreadCount

(1) MPE Load Shedding Configuration

Sawe | Cancel

File Name m MediationFieldMappingProfileBxport_CMCCS3, :ml
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File Name m MadiationFieldMappingProfileExport_ CMCCS5.2xxm|
Handle collisions between imported items and existing items:

) Delete all before importing

) overwrite with imported version
@] Reject any that already exist

@ Any collisions prevent all importing
) validate without importing

Options

Skip checksum

Oracle Communications Policy Management

MediationFieldMappingProfileExport_CMCC99.xml import successfully. For more information, please click the button!  datail

File Name

(@ rJXaiR=4l Oracle Communications Policy Management

Import Result Detail

umSuccessTotal:0 NumErrorsTotal:0 Numl rorsTotal:0 Numl cessTotal:28 NumWarningsTotal:0

port_CMCC99.xml

umSuccess:0/ NumUpdateSuccess:28  Succ dated 28 field ing profile(s).
umErrors:0/ NumUpdateErrors:0

umWarnings:0

THIS PROCEDURE HAS BEEN COMPLETED
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11.UPGRADE NON-CMP CLUSTERS (MPE, MRA) 11.5.X/12.1.X WIRELESS MODE

The following procedures will upgrade a site/segment containing one or more non-CMP clusters such as MPEs, MRAs.
NOTES:
1.  Anupgrade of up to 4 clusters (8 for 12.1.x) can be running at the same time.
2. Different types of non-CMP clusters can be upgraded at the same time. 2 MPEs and 2 MRAs, for
example, can be upgraded in parallel.

11.1 Site/Segment Upgrade Preparation

11.1.1 Configuration Preparation

Step Procedure Result

1. [ ]| cMP GUI: Access into CMP e  Use the supported browser to login as admin or user with admin privileges.
server

2. |:| CMP GUI: Verify current Upgrade = Upgrade Manager
Upgrade Manager status
and Software Release 12.2 e Verify that all CMP clusters have both Active and Standby status.

IS0 files o  Verify that all MPE & MRA clusters have both Active and Standby status.

e  Verify that the CMP cluster is upgraded successfully and running Policy Release
12.2

Upgrade -> ISO Maintenance

e Verify that Policy release 12.2 I1SO files are available for all clusters. One ISO per
server

THIS PROCEDURE HAS BEEN COMPLETED
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11.2 Upgrade Non-CMP Clusters

This procedure will upgrade one or more non-CMP clusters at a site/segment.

This procedure is applicable for an 11.5.x (wireless mode) or 12.1.x upgrade to 12.2

This section can be replicated for each site/segment to be upgraded, to allow the upgrade engineer to add cluster and
site specific information.

The upgrade procedure is essentially the same for any non-CMP cluster.

1) Select and start upgrade on the Standby server
2) Failover
3) Re-apply configuration
4) Continue upgrade on remaining server
5) Re-apply configuration
NOTES:
- All CMP clusters must have been upgraded to Policy release 12.2 before executing the following
procedures.
- The maximum clusters to be running the upgrade at one time is 4, except for release 12.1.x where 8
clusters can be upgraded in parallel.
- Only ONE cluster can be selected for upgrade activity, ‘bulk selection’ of servers is not supported in
release 12.2
Step Procedure Result
1. [ ] | CMPGUI: Health checks | @  Perform the following:
on the servers to be - Check for current active alarms
upgraded .
- Reset server counters to make a baseline
For the MPE: Policy Server->Configuration=>Reports = Reset Counters
For the MRA: MRA-> Configuration=>Reports 2 Reset Counters
- Check KPI Dashboard (capture and save screenshot to a file)
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2. []

CMP GUI: Verify
upgrade status of
selected MPE/MRA
site/segment

Upgrade > Upgrade Manager

e Verify information for the MRAs/MPEs:
- Current Release 11.5.x or 12.1.x installed
- Running with Active/Standby status

Upgrade = ISO Maintenance
- Verify the ISO version to be deployed is 12.2

(] Name Appl Type P ';:T:;:z IS0

[E ] cMP site1 Cluster CMP Sitel Cluster

L} guam-cmp-la CMP Sitel Cluster 10.240.152.75 12.2.0.0.0_61.1.0 Dcmp-12.2.D.D.D_61.1.D-x86_64.|sn[100%]

]  guam-cmp-ib  CMP Sitel Cluster 10.240.152.76 12.2.0.0.0_61.1.0 [ Jcmp-12.2.0.0.0_61.1.0-x86_64.iso[100%]
B H guam-mpe-1 MPE

] guam-mpe-1a MPE 10.240.152.79 12.1.1.0.0_14.1.0 [ |mpe-12.2.0.0.0_61.1.0-x36_64.is0[100%]

D guam-mpe-1b MPE 10.240.152.80 12.1.1.0.0_14.1.0 DI‘I‘IDE-1.2.2.0.0.076]..1.0-)(86764.\50[100"/‘&]
B O guam-mra-1 MRA

D guam-mra-1a MRA 10.240.152.77 12.1.1.0.0_14.1.0 Dn‘lra—lZ.Z.U.D.U_GI.L.U')CEG_E-Q'.iSD[LUUD/u]

] gusm-mra-ib MRA 10.240.152.78 12.1.1.0.0_14.1.0 [ Jmra-12.2.0.0.0_61.1.0-xB6_64.is0[100%)]

CMP GUI: Upgrade
clusters

NOTE: Each upgrade
of one blade server will
take ~35 minutes to
complete.

Start the upgrade on ONE cluster. Wait until the cluster shows “00S”, then continue
with the next cluster and so on. Up to 4 clusters (8 for 12.1.x) may be running upgrade
at any one time.

Upgrade = Upgrade Manager

e  Click the checkbox for the desired cluster (one cluster at a time.) It can be an MRA or
an MPE.

e  Click the ‘Continue Upgrade’ Button

Start Rollback Continue Upgrade View Upgrade Log LD Fitter Columns +  Advanced w

B | Hame Initiate upgrade guam-mpe-1a (next) | prev Release Running Release | Upgrade Operation

=[] cMP site1 Cluster (2 Servers)

guam-cmp-1b & Minor Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0 ) Initiate upgrade Completed Successfully at Nov 9, ..

guam-cmp-1a Y Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully at Nov 9, ..
| =l l¥| guam-mpe-1 (2 Servers)

guam-mpe-1b N Active TPD7.0.2.0.0_8628.0 12.1.1.0.0_141.0 nfa

guam-mpe-1a N Standby TPD7.0.20.0_8628.0 12.1.1.00_141.0 nfa

e  Click “OK” to confirm and continue with the operation. It will begin to upgrade the
standby server of that cluster.

e  Wait until the standby server reports “O0S” before selecting the next cluster
e  Follow the progress status under the “Upgrade Operation” column.
e  During the upgrade activities, the following alarms may be generated and considered

normal reporting events — these will be cleared after the clusters are completely
upgraded.

Expected Critical Alarms:

31283 High availability server is offline
70001 QP_procmgr failed

31227 High availability status failed

Expected Major Alarm:
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70004 QP Processes down for maintenance
31233 High availability path loss of connectivity

Expected Minor Alarms:

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31102 DB replication from a master DB has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault

78001 RSYNC Failed

Upgrade is complete on the first server of the cluster when the message “Initiate
upgrade completed successfully at...” shows under the ‘Upgrade Operation’ column.
The server will go back to ‘standby’ state when the upgrade completes.

guam-mpe-1b N Active 12.1.1.0.0_14.1.0 +) Initiate backout Completed Successfully at |

guam-mpe-1a ¥ Standby 122.0.0.0_61.1.0 +) Inttiate upgrade Completed Successfully at
A number of different alarms may be raised at this point:

Expected Minor Alarms:
78001 RSYNC Failed

70500 The system is running different versions of software
70501 The Cluster is running different versions of software
70503 The server is in forced standby
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a. []

CMP GUI: Continue
Upgrade MRA/MPE
clusters. Next
Operation is a failover

NOTE: 4 clusters (8 for
12.1.x) can be running

the upgrade process at
one time.

Failover ONE cluster at a time. Wait for a minute, before moving on to the next cluster.
Upgrade - Upgrade Manager

e  Click the checkbox for the cluster (one cluster at a time). It can be an MRA or MPE.
e  C(lick the ‘Continue Upgrade’ button. When hovering over the continue upgrade
button, it will say ‘Failover to new version’

Start Rollback Continue Upgrade

B |Name Failover to new version guam-mpe-1 (next) q peleaze

S N O} N 3 § N

| =l [v| guam-mpe-1 (3 Servers)

guam-mpe-1c N Spare 12.1.1.0.0_14.1.0
guam-mpe-1b N Active 12.1.1.0.0_14.1.0
guam-mpe-1a Y Standby 12.2.0.0.0_61.1.0

e  Click “OK” to confirm and continue with the operation. It will begin to failover the
cluster.

e  Wait until failover completes, i.e., the server running 12.2 is now Active, before
failing over the next cluster.

guam-mpe-1b % Minor N Standby 12.1.1.0.0_14.1.0

guam-mpe-1a £ Minor A d Active 12.2.0.0.0_61.1.0

CMP GUI: Reapply
configuration on the
MPE/MRA cluster that
failed over successfully.

For MPE: Policy Server = Configuration = <MPE cluster> > System Tab
For MRA: MRA-> Configuration 2<MRA cluster>-> System tab

e  The selected cluster will have the status shown as "Degraded” still showing the old
release version. 'Config mismatch’” may be displayed as well.
e Click the "Reapply Configuration” operation.

Fuby Redvar. BFT Sile 1 Cluvled

“ Margewitn | g I Fualar p \-r“rJ lsarmartrrs 8ot iy I

T el mpargls

i Se Seul Clesier
i sy
L B I s LD
STl | | e

e NOTE, a progress banner appears for the MPE reapply configuration and NOT the
MRA reapply configuration

Reapply Settings to the RC

Re-applying Settings to the RC...
Applying Configuration to Policy Server :10.250.84.38

e Verify that the "Version” is successfully changed to the upgraded Release 12.2
e The cluster will still show the “Degraded” status:
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Procedure

Result

Policy Server: guam-mpe-1

@ Reports T Logs T Policy Server T Diameter Routing 1

Modify Delate Reapply Configuration

The configuration was applied successfully.
Configuration

MName guam-mpe-1
Status

‘Version 12.2.0.0.0_61.1.0
Description / Location

Secure Connection No

Legacy No

Type COracle

System Time Mow 10, 2016 12:55 PM EST

CMP GUI: Current
alarms

Some of the alarms below may appear:

Expected Critical alarm
None

Expected Major Alarm
78001 Rsync Failed

Expected Minor Alarms:
70500 The system is running different versions of software

70501 The Cluster is running different versions of software
70503 The server is in forced standby

71402 Diameter Connectivity Lost

31101 DB Replication To Slave Failure

31113 DB Replication Manually Disabled

CMP GUI: Verify traffic
becomes active within
90 seconds

Upgrade Manager = System Maintenance
If traffic is active, go to step 9.
If traffic does not become active within 90 seconds:

e Select the checkbox for the partially upgraded cluster, and select Operations 2>
Rollback.

® The pre-12.2 MPE server should become active and resume handling traffic.

8 |:| CMP GUI: Reapply e Policy Server = Configuration = <mpe_cluster name> - System tab
configuration or

MRA - Configuration 2 <mra_cluster name> > System tab

e  Click Reapply Configuration

e  Verify that the version is changed back to 11.5.x or 12.1.x, and the action report
success.

e |f NOT, stop and contact Oracle support to back out of the partially upgraded cluster.
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Step

Procedure

Result

s []

CMP GUI: 78001 Major

Alarm

During the upgrade activities, Major alarm 78001 in particular may be generated. And
even though it’s a normal event, the alarm will not clear by itself. Before continuing we
should make sure that the alarm is cleared.

Click on the Major alarms button in the upper right part to display the alarms:

Now click on the binoculars icon on the right to display details about the 78001 Major
alarm

Occurrence Severity | Alarm ID Text ‘0OAM VIP Server

perf-mpe-b “

Jan 05, 2017 04:19 PM EST Major 78001 Transfer of Policy jar files failed 10.240.166.37

You should see in the last line of the details that the reason for the major alarm is
“Version check failed”.

Date/Time Jan 05, 2017 04:19 PM EST
Severity Major

Text Transfer of Policy jar files failed
Count 1
First Jan 05, 2017 04:19 PM EST
Occurrence
Last
-l Jan 05, 2017 04:19 PM EST
Occurrence
Server perf-mpe-b,10.240.166.37
Details RSYNC: Policy jar files sync to standby failed.

Reason: Version check failed

Cancel

If you see a different reason, stop and contact My Oracle Support.
If you see the “Version check failed” reason, continue here.

Navigate to System Wide Reports > Alarms > Active Alarms and select the 78001 Major
alarm

perf-mpe-b

102016837 MPE Major 78001 Sm 355/ Transfer of Policy jar files failed 01/05/2017 16:19:53 EST (P (i

Click on the trash can icon on the right to clear this alarm.

CMP GUI: Continue
Upgrade MRA/MPE
clusters. Upgrade on
the Standby server

Continue the upgrade on ONE cluster at a time and when the server goes into 00S,
continue with the next cluster and so on. Up to 4 clusters (8 for 12.1.x) may be running
upgrade at one time.

Upgrade = Upgrade Manager

e  Click the checkbox for a cluster (one cluster at a time), it can be an MRA or an MPE.

e  Click the ‘Continue Upgrade’ button. When hovering over the continue upgrade
button, it will say ‘Initiate upgrade...” on the standby server
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Step Procedure Result
Current I30: incremental-upgrade-12.2.0.0.0 61.1.0

Start Rollback Continue Upgrade View Upgrade Log B Fitter Columns +  Advanced
E | Name Initiate upgrade guam-mra-1b (next) prey Release Running Release Upgrade Operation
= D CMP Site1 Cluster (2 Servers)

guam-Ccmp... 5 Minor Y Active 121.1.0.0_141.0 122.0.00_611.0 ) Initiate upgrade Completed Successfully at ...

guam-Cmp. Y Standby 121.1.0.0_141.0 1220008110 +) Initiate upgrade Completed Successfully at
=20 guam-mpe-1 (2 Servers)

guam-mpe... & Minor N Standby TPD7.0.20.0_8... 12.1.1.0.0_141.0 nia

guam-mpe... %) Major Y Active 121.1.0.0_141.0 $122.0.0.0_8611.0 +) Initiate upgrade Completed Successfully at ...
Bl [v] guam-mra-1 (2 Servers)

guam-mra-1b N Standby TPD7.0.2.0.0_8...  12.1.1.0.0_141.0 nia

guam-mra-1a Y Active 12.1.1.0.0_14.1.0 © 122.0.0.0_861.1.0 +!Initiate upgrade Completed Successfully at ...

e  Click “OK” to confirm and continue with the operation. It will begin the final server
upgrade of the cluster

e If you plan to perform the upgrade for several clusters in parallel (up to 4), wait until
the server being upgraded changes to “O0S” before moving on to the next cluster

e  Follow the progress status under the “Upgrade Operation” column.

e  During the upgrade activities, the following alarms may be generated and considered
normal reporting events — these will be cleared after the cluster is completely
upgraded.

Expected Critical Alarms:

31283 High availability server is offline
31227 High availability Status Failed
70001 QP_procmgr failed

Expected Major Alarm:
70004 QP Processes down for maintenance

Expected Minor Alarms:

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

e  Upgrade is complete when the message “Initiate upgrade completed successfully
at...” appears under the ‘Upgrade Operation’ Column. The server will go back to
‘Standby’ state and the Up to Date column will show a Y (YES)

ad guam-mra-1 (2 Servers)

3

guam-mra-1b Standby 12.1.1.0.0_14.1.0 : 12.2.0.0.0_61.1.0 ) Inttiate upgrade Completed Successfully at ...

guam-mra-1a Y Active 121.1.0.0_141.0 1 122.0.0.0_61.1.0 ) Initiate upgrade Completed Successfully at ...
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11 [ ]

REPEAT the above Steps
(1) — (10) for next
MPE/MRA cluster(s)

e Proceed with the next cluster(s) until all clusters have been upgraded

Upgrade Manager

Start Rollback Start Upgrade

= Name Alarm Severity | Up to Date | Server Role | Prev Release
= [ cmp site1 Cluster (2 Servers)
guam-cmp-1b Y Active 12.1.1.0.0_141.0
guam-cmp-1a Y Standby 12.1.1.00_14.1.0
= [ guam-mpe-1 (2 Servers)
guam-mpe-1b Y Standby 12.1.1.0.0_14.1.0
guam-mpe-1a Y Active 12.1.1.0.0_141.0
= [ guam-mra-1 (2 Servers)
guam-mra-1b Y Standby 121.1.0.0_141.0

guam-mra-1a Y Active 121.1.0.0_141.0

Current I30: incremental-upgrade-12.2.0.0.0 61.1.0

View Upgrade Log | DFiter | Columns w  Advanced

Running Release Upgrade Operation

12.2.0.0.0_61.1.0 +’! Initiate upgrade Completed Successfully at ...

12.2.0.0.0_61.1.0 +/) Initiate upgrade Completed Successfully at ...

12.2.0.0.0_61.1.0 +/! Initiate upgrade Completed Successfully at ...

12.2.0.0.0_61.1.0 +! Initiate upgrade Completed Successfully at ...

12.2.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully at ...

12.2.0.0.0_81.1.0 +! Initiate upgrade Completed Successfully at ...

THIS PROCEDURE HAS BEEN COMPLETED
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12.UPGRADE NON-CMP CLUSTERS (MA, MPE-R, MPE-S, BOD) 11.5.X TO 12.2
CABLE MODE

The following procedures will upgrade a site/segment containing one or more clusters of Cable components including
MA, MPE and BOD.

NOTES:

e Anupgrade of up to 4 clusters can be running at the same time.

e The following is the Cable Policy components upgrade sequence:

U MA

e MPE-R
e  MPE-S

U BoD-AM

12.1 Site/Segment Upgrade Preparation

12.1.1 Configuration Preparation

Step Procedure Result
1 |:| CMP GUI: Access into Use a supported browser to login using the admin user ID or with a user ID that
CMP server has admin privileges.
2 |:| CMP GUI: Verify current Upgrade = Upgrade Manager

Upgrade Manager status
and software release 12.2
ISO files e Verify that all other components clusters (MA, MPE, BOD) have both Active,
Standby.

e Verify that all CMP clusters have both Active, Standby status.

e  Verify that Policy Management release 12.2 ISO files are staged on each of the
components servers in the topology

e Verify that the CMP cluster is upgraded successfully and running Policy
Management release 12.2

THIS PROCEDURE HAS BEEN COMPLETED
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12.2 Upgrade MA Servers

This procedure will upgrade one or more MA clusters at a site/segment.
This procedure is applicable for all 11.5.X Policy Management releases upgrade to 12.2
This section can be replicated for each site/segment to be upgraded.
The upgrade procedure is essentially the same for MA, MPE-R/S and BOD clusters.
1. Select and start upgrade on Standby server

2. Failover one cluster at a time

3. Re-apply configuration one cluster at a time

4. Continue upgrade on remaining server
NOTES:

e MA component is an optional component that customer can choose to use or not use it so this procedure would
be skipped in case customer’s Policy Management Cable system does not include MA component deployed.

e  All CMP clusters must be upgraded to Policy Management release 12.2 prior to executing the following
procedures.

e  Four (4) clusters can be running the upgrade at one time.

e Only ONE cluster can be selected for upgrade activity, bulk selection of servers is not supported in release
12.2

Procedure

Result

CMP GUI: Health
Checks on the MA
servers to be
upgraded

Perform the following:
e Check for current Active Alarms and confirm non affects the MA cluster upgrade:
1U1716 230 adin| Logut

Oracle Communications Policy Management

Hinor
it

Active Alarms ( Last Refresh:11/08/2016 09:21:41)

Pz Core aon [ v [ dits v pinttlefomat || ssemc | Etnr |
Dislay results per page: 50 1]
[First/ Pre]t[Next/Last] Total 1 pages
Servr ServerTipe Saverity Marn ID Age/uto Clear Description Tine Operction
fﬂ"ikﬂcm ap Major W hom s/ B dik prcbem 1077201 14 1182 55T k|
f[‘l‘;kucrfs“ ap Maor 13t Shom s i dik preben 10072086 14 1142 55T il
fn‘tlzkn(rlpsa P Minar 50 5¢ 168 7m 368/ — The syszenis rurn ng cifieren: varsicns of saftware 10206171527 257 Gﬁ

Note that some alarms are expected since the whole system’s upgrade is not completed.

CMP GUI: Verify the
upgrade status of
selected MA
Cluster(s)

Upgrade =>Upgrade Manager

Verify information for the MAs:
e  Current release 11.5.X

e  Active/Standby status for the servers in the MA cluster

e  Current ISO version to be deployed is 12.2

Upgrade Manager
HYFAVORITES
4 POLICY SERVER
Srtfoked: et Upgade o UpgaceLog Z] Advered
oy mmper | SRR Sty sl S Cdmey
B
B {hame Aamiearty UpbDa  SeerRoe e Ralease Ruring ez Lagade Cperaien
 YSTEN WIDE REPORTS
 PLATRORM SETTNG M D D [ [ il '
Tl Imzsvy
150 Maintenance
83 b leie. TRATIN AT 15000391 ]
Upgrade rager
1 [ TN 15020311 0
4 GLOBAL CONFIGURATION

CMP GUI: Upgrade
clusters

NOTE: Start the upgrade on ONE cluster. Wait for a minute, and then continue with the
next cluster and so on. Up to 4 clusters maximum may be running upgrade at any one
time.
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Step Procedure

Result

Upgrade - Upgrade Manager

e  Select the checkbox for the MA cluster (one cluster at a time)

Click Continue Upgrade.

Start Rolback  Continue Upgrade
E | Name Initiate upgrade MA-A (next) | sjarm Severity UptoDate | Server Role
ma Jl -] i v

= [ MaA (2 Servers)
MA-B M Active

Ma-A M Standby

Click OK to confirm and continue with the operation. It will begin to upgrade the standby
Server of that cluster.

Action Confirmation

Are you sure that you want to perform this action?

Initiate upgrade MA-A (next)

Wait until the cluster reports OOS before selecting the next cluster
Follow the progress in the Upgrade Operation column.

Upgrade Manager

S A ) system et Ne stons reavaabeforthe selecie cskr Cur

* POLICY SERVER

SatRoibaxc SertUpyats Ve Upyade
* POLICY MANAGEMENT ROl | Santpy e Uyt
*BoD

ERIT Aam Seerty |UpboDate | SererRok: AreiRoease Ruving Rekase Uperate Cperaton
* SYSTEM WIDE REPORTS.
N B B i ]

SILEINE ELIMA[2Seners)
150 Msbtensnce
4B A, Winy N etz TPD67001.8417) 150003610 M

| [ECEETCAN i vyste - et upyace (Epset Tne: 12501)

Upgrade Honager
Wk Wota W 05 115000310 7220003200
* GLOBAL CONFIGURATION

* SYSTEM ADMINISTRATION

During the upgrade activities, the following alarms may be generated and
considered normal reporting events—these will be cleared after the MA cluster is
completely upgraded.

Upgrade is complete on the first server in the cluster when the ‘Completed
Successfully...” message shows in the Upgrade Operation column and up to date
flag has “Y” value. The server will go back to Standby state when the upgrade
completes.

8 Name Mam Severty | UptoDate | SererRok Prey eease Running Relezse Upgrade Operatin
e I ] | | i

B0 MA (2 Severs)
4B A\ Minor N At TPD67104_B4170 150003640 na
WeA Xl v Stindhy Iﬂsnun_sm 1222003210 /) Intate upgrad Competed Succsssfuly at Nov 3, 2016 10:15 16, I

During the upgrade activities, the following alarms may be generated and
considered normal reporting events.
The following minor alarms may be present:

Expected Critical Alarms

70025 QP Slave database is a different version than the master
Occurrence Severity | AlarmID Text OAMVIP Server

10,240.135.16

MA-4
Jan 05, 2017 08:34 PMEST w 70025 10.240.135.14 ﬁ

The MySQL slave has 2 different schema version than the master.

Expected Major Alarms
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Step Procedure Result

70021 The MySQL slave is not connected to the master

Occurrence Severity | AlarmID Text OAMVIP Server
Jan 05, 2017 08:59 PM EST Major 701 The MySQL slave is nok connected to the master 10.240.155.36 A #

10.240.155.15

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70501 Upgrade Director Cluster Mixed Version

Occurrence Severity = AlarmID Text OAMVIP Server
2 . CHP-A
2 153 PN Y 1240.155.2
Jan 09, 2017 08:59 PM EST Winor 70503 The serveris in forced standby 10.240.155, 10,260,154 H
Jan 03, 2017 08:2% PMEST Minor 70501 The Cluster is running different versions of softuare 10.240.155.2 10, E‘:gpl'gs 4 ﬁ

4 |:| CMP GUI: Failover to Fail over ONE cluster at a time and wait until the upgraded server becomes active
upgraded server before moving on to the next cluster.

NOTE: 4 clusters can be | Upgrade = Upgrade Manager

running the upgrade

. 1. Select the checkbox for the MA cluster (one cluster at a time)
process at one time.

a) Click Continue Upgrade. When hovering over the button, it will say
‘Failover to new version...’

Start Rollback  Continue Upgrade

E |Name Failover to new version MA (next) , severity | UptoDate | Server Role Prev Release Running Release

fa )| L Al Il |l

| = [¥] MA (2 Servers)

WA-B i Minor N Active TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0

MA-A X) Critical Y Standby 11.5.0.0.0_39.1.0 1220003210

b)  Click OK to confirm and continue with the operation. It will begin to
failover the cluster:

Action Confirmation

Are you sure that you want to perform this action?
Failover to new version MA (next)

Wait until failover completes before failing over the next cluster. And verify the
12.2 upgraded MA server is now active.

B | Name Alarm Severity UptoDate | Server Role Prev Release Running Release

e || | I || ]

‘ E [/ MA (2 Servers)

MA-B N Standby TPD&.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0

MA-A £ Minor ¥ Active 11.5.0.0.0_39.1.0 1220003210
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Result

5 |:| CMP GUI: Reapply
configuration on the

upgraded MA cluster

Policy Server>Management Agents><Upgraded MA cluster>>System
e Push Reapply Configuration.

E3 Management Agents

B m

MY FAVORITES
~/POLICY SERVER

Management Agent: MA

Reports | Tasks | Logs

Configuration

Configuration Template
Veodify | Delste | | Reapply Configuration

Network Elements

Configuration

Applications
Traffic Profiles Name Ma

Status Config Mismatch
Media Profiles Version 12.2.0.0.0_32.1.0

e e e Description / Location

Event Messaging
Management Agents
+/POLICY MANAGEMENT

*/BoD

Secure Connection No

<None=
Nov 08, 2016 11:10 AM EST

Policy Servers
System Time

Note:

= (Clusterisin degraded state, this is expected due to different versions of
software between the servers in the MA cluster

=  Notice the version should be successfully changed to the release 12.2

CMP GUI: Upgrade the
other MA server

Upgrade = Upgrade Manager

a) Click Continue Upgrade. When hovering over the button, it will say
‘Initiate upgrade’ for the other MA server

Start Rollback  Continue Upgrade

B | Hame Initiate upgrade MA-B (next) | sjarm severity Upito Date | Server Roke Prev Release Running Release
na J|[ v ]|l 2] L2l 2]

51 [ MA (2 Servers)
MA-B N Standby TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0
MA-A i Minor ¥ Adive 11.5.0.0.0_39.1.0 12.2.0.0.0_32.1.0

b) Click OK to confirm and continue with the operation. It will begin to
failover the cluster:

Action Confirmation

Are you sure that you want to perform this action?

Initiate upgrade MA-B (next)

Wait until upgrade operation of the MA server indicates successfully completion,
up to date flag indicates “Y” and running release has the 12.2 release

StartRollback  Start Up
B Name Alarm Severty | UptoDate | Server Role | Prev Release Running Release Upgrade Operation
o I || 2 || | -
| 1[4 MA (2 Servers)
MA-B i\ Minor Standby nsoo03st0  fi220003210 ) Initiate upgrade Completed Successfully at Nov 8, 2016 11:00:28.
MAA i\ Minor v Active: 150003940 [4220003210 /) Initiate upgrade Completed Successfully at Nov 8, 2016 10:15:18.
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7 [

CMP GUI: Current
alarms

During the upgrade activities, the following alarms may be generated and
considered normal reporting events.

Expected Critical Alarm

31283 High availability server is offline

Occurrence Severity Alarm ID Text OAMVIP Server

Jan 03, 2017 09:20 PM EST 31283 10.240.155.16

. . MA-A
Kigh availability server s offline 10.240.155.44 ﬁ

Expected Minor Alarms
31114 DB Replication of configuration data via SOAP has failed
31107 DB merging from a child Source Node has failed

70507 An upgrade/backout action on a server is in progress

Occurrence Severity | AlarmID Text 0AMVIP Server
Jan 03, 2017 0%:25 PM EST Minor 107 DB merging from a child Source Node has failed 10.240.155.2 lD‘EC‘;\JU‘pi’;A M
Jan 08, 2017 03:25 PM EST Minor 31107 DB merging from a child Source Node has failed 10.240.155.2 lD‘EC‘;\JU‘piESiJ M
Jan 09, 2017 0%:06 PM EST Minor 114 DB Replication of configuration data via SOAP has failed 10.240,155.2 JD‘ECA:\JD?;ESSJ M
Jan 09, 2017 03:06 PM EST Minor 31114 DB Replication of configuration data via SOAP has failed 10.240,155.16 ’ M
Jan 09, 2017 03:06 PM EST Minor 31114 DB Replication of configuration data via SOAP has failed 10.240,155.2 M
Jan 09, 2017 03:03 PMEST Minor 70507 An upgrade/backout action on a server isin prograss 10.240,155.2 M

CMP GUI: Roll back of
MA Cluster

If traffic is not active and issues or non-expected alarms observed, then rollback to
11.5.X is decided, skip to section 12 for backing out.

Repeat steps 1-10 for
the next MA cluster(s)
if deployed

Proceed with next cluster(s):
MA Cluster
MA Cluster
MA Cluster

THIS PROCEDURE HAS BEEN COMPLETED
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12.3 Upgrade MPE-R/S Servers

This procedure will upgrade one or more MPE-R and MPE-S clusters at a site/segment.

This procedure is applicable for all 11.5.X Policy Management releases upgrade to 12.2

This section can be replicated for each site/segment to be upgraded.

The upgrade procedure is essentially the same for MA, MPE-R/S and BOD clusters.
Select and start upgrade on Standby server

2. Failover one cluster at a time
3. Re-apply configuration one cluster at a time
4. Continue upgrade on remaining server
Re-apply configuration on the upgraded cluster
NOTES:
e All CMP clusters must be upgraded to Policy Management release 12.2 prior to executing the following

procedures.
e  Four (4) clusters can be running the upgrade at one time.

e  Only ONE cluster can be selected for upgrade activity, bulk selection of servers is not supported in release

12.2
Step Procedure Result
1 |:| CMP GUI: Health Perform the following:
Checks on the MPE- e Check for current Active Alarms and confirm non affects the MPE-R/S clusters’
R servers to be upgrade:
u pg ra ded 1010776 02:30 PM | admis
. g . 12:30 PM | admin | Logout
Oracle Communications Policy Management
BE
Active Alarms ( Last Refresh:11/08/2016 09:21:41)
Pz Core aon [ v [ dits v pinttlefomat || ssemc | Etnr |
Dislay results per page: 50 1]
[First/ Pre]t[Next/Last] Total 1 pages
Seer SeerTpe Sy Ham D Age/Aute Clear Descrption Tine Opeeton
fﬂ"ikﬂcm ap Major W hom s/ B dik prcbem 1077201 14 1182 55T k|
f[‘l‘;kucrfs“ ap Maor 13t Shom s i dik preben 10072086 14 1142 55T il
SiteL-Cip2 ar Hinor 50 ¢ 16 Tm 3 Thesysenis g cFeren:vreons o sk RS 17 1507 5T a4

10.240.1554

Note that some alarms are expected since the whole system’s upgrade is not completed.

2 |:| CMP GUI: Verify the Upgrade =>Upgrade Manager

upgrade status of P . e
selected MPE-R Verify information for the MPE-Rs:

Cluster(s) e  Current release 11.5.X
e  Active/Standby status for the servers in the MPE-R cluster
e  Current ISO version to be deployed is 12.2

Start Rolback  Start L

= Mame Alarm Severity Up te Date Server Role Prev Release Running Release Upgrade Operation

(= J | )| I | | | | | r

Bl ] MPE-R (2 Servers)

MPE-R-B N Standby TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0 n'a
MPE-R-& N Active TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0 n'a
3 |:| CMP GUI: Upgrade NOTE: Start the upgrade on ONE cluster. Wait for a minute, and then continue with the
MPE-R clusters next cluster and so on. Up to 4 clusters maximum may be running upgrade at any one
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Step Procedure Result
time.
Upgrade - Upgrade Manager
e  Select the checkbox for the MPE-R cluster (one cluster at a time)
Click Continue Upgrade.
Start Rollback Continue Upgrade
E | Mame Initiate upgrade MPE-R-B (next) 4e | serverRole  PrevRelease Running Release Upgrade Operation
HPE-R | "] | || "] | || v
1 [¥] MPE-R (2 Servers)
MPE-R-B N Standby TPD6.7.0.0.1_8417.0 11.5.0.0.0_39.1.0 nfa
MPE-R-A N Active TPD 6.7.0.0.1_84.17.00 11.5.0.0.0_39.1.0 nfa
Click OK to confirm and continue with the operation. It will begin to upgrade the standby
Server of that cluster.
Action Confirmation
Are you sure that you want to perform this action?
Initiate upgrade MPE-R-B (next)
Wait until the cluster reports OOS before selecting the next cluster
Follow the progress in the Upgrade Operation column.
‘ 1 [2] MPE-R (2 Servers)

MPER-8 L Minor N Standby TPD67.00.1.84170 115000 30.10 | KT 1rte upsrave - Prefight Check (Eiapsea Tine: 0:00:10) |
During the upgrade activities, the following alarms may be generated and
considered normal reporting events—these will be cleared after the MPE-R cluster
is completely upgraded.

Upgrade is complete on the first server in the cluster when the ‘Completed
Successfully...” message shows in the Upgrade Operation column and up to date
flag has “Y” value. The server will go back to Standby state when the upgrade
completes.

‘ 5 [2] MPE-R (2 Servers)

weRS v stmawy  MS0003910 1220003210 [ mtate uparase Compistes Suscssstuty st ow s, 2016 20044 |
During the upgrade activities, the following alarms may be generated and
considered normal reporting events.

The following minor alarms may be present:
Expected Critical Alarms
31283 High availability server is offline

Jan 10, 2017 09:07 AMEST m 31283 High availahility server is offline 10.240,155.10 loy\lZEDSISASB M
Expected Major Alarms
70004 The QP processes have been brought down for maintenance.
‘ Jan 03, 2017 09:30 PM EST Major 70004 The QP pracesses have been brought down for maintenance. 10.240.155.7 lDr\l_:EDE:SS M
Expected Minor Alarms
70507 Upgrade In Progress
31000 S/W Fault
31101 Database replication to slave failure
31102 DB Replication from Master Failure
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31114 DB replication over SOAP has failed
31107 Database merge from child failure
31113 DB replication manually disabled
32513 Device Interface Warning

Occurrence Severity | AlarmID Text 0AMVIP Server
12019, 2017 05:32 PMEST Minor 31114 DB Replication of configuration data vz SOAP has Filed waesss2 O
12019, 2017 05:32 PMEST Minor 31114 DB Replication of configuration data vz SOAP has Filed waesssy PR g
! . WPER-E
12009, 2017 03:32 PM EST Minor | 31000 Brogram impaired by fu ault wanssy MPERE g
12019, 2017 05:32 PMEST Minor 31107 DB merging from 2 hild Source Node has falled waess2 O
120 0, 2017 08:32 PM EST Minor | 3t101 D replication to a slave DB has failed 10.240,155.2 103:1’;5 . i
! ]
12019, 2017 05:32 PMEST Minor 31107 DB merging from 2 hild Source Node has falled FETES-S A Y
12019, 2017 05:32 PMEST Minor 31101 DB replicston to & slave DB has feled 10,240,157 PERE
' 10,240,156
! . WPERA
12008, 2017 0532 PMEST Minor | 30513 Device Interface Waring waossy TR
! WPERA
12019, 2017 05:31 PMEST Minor 31102 DB replicaton from 2 master DB has fled 10,240,157 )
10,240,155
) ‘ CHp-A
12008, 2017 05:20 PM EST Minor 70507 A0 upgrade/backout action on 2 server i in progress wass2  OFL

4 |:| CMP GUI: Failover to Fail over ONE cluster at a time and wait until the upgraded server becomes active
upgraded server before moving on to the next cluster.

NOTE: 4 clusters can be | Upgrade = Upgrade Manager

running the upgrade

. 2. Select the checkbox for the MPE-R cluster (one cluster at a time)
process at one time.

a) Click Continue Upgrade. When hovering over the button, it will say
‘Failover to new version...’

Start Rollback Continue Upgrade

£ Hame Failover to new version MPE-R (next) crver Role Prev Release Running Release

preek If ]| || ]| ]|

= [#] MPE-R (2 Servers)

MPE-R-B ¥ Standby 11.5.0.0.0_39.1.0 12.2.0.0.0_32.1.0
MPE-R-A N Active TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0

b)  Click OK to confirm and continue with the operation. It will begin to
failover the cluster:

Action Confirmation

Are you sure that you want to perform this action?
Failover to new version MPE-R (next)

Wait until failover completes before failing over the next cluster. And verify the
12.2 upgraded MPE-R server is now active.

‘ El [¥] MPE-R (2 Servers)

MPE-R-A £ Minor N

MPE-R-B £ Minor Y “Active 1150003910 1220003210 ) Initiate upgrade Completed Successfully at Nov 8, 2016 20:04:48.
Standby TPD67.0.0.1_8417.0  11.50.0.0.39.1.0 na
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s [

CMP GUI: Reapply
configuration on the
upgraded MPE-R
server

Policy Server>Configuration><Upgraded MPE-R cluster>>System
e Push Reapply Configuration.

Policy Server Administration

—

BUFAVORIIES 3 Poley Servers Policy Server: MPE-R
“IPOLICY SERVER EQ AL

e ) = Reports | Logs | Policy Server | EM [ Routing | Policies | Data Sources | Debug
Configuration Template {8 wees

Netuork Elament Wocify | Delats | _Reapply Configuration

Applications Configuration

Traffc Profles Name MPE-R

Status Config Mismatch
Media Profiles Version 12.2.0.0.0_32.1.0

— Description / Location

Event Messaging

Management Agents

Secure Connction No
~/POLICY MANAGEMENT Legacy o
Tyoe Oracle
~'BoD System Time Nov 08, 2016 08:31 PM EST

= (Clusterisin degraded state, this is expected due to different versions of
software between the servers in the MPE-R cluster

=  Notice the version should be successfully changed to the release 12.2

= After successful reapplying the configuration , the config mismatch message
clears out :

Policy Server: MPE-R

Reports Logs Policy Server |

Modify | Delete | Reapply Configuration |

| The configuration was applied successfully. |

Configuration

MName MPE-R.

Status

Version 12.2.0.0.0_32.1.0

Description / Location

CMP GUI: Upgrade the
other MPE-R server

Upgrade = Upgrade Manager

a) Click Continue Upgrade. When hovering over the button, it will say
‘Initiate upgrade’ for the other MPE-R server

Start Rollback  Continue Upgrade

B |Name Initiate upgrade MPE-R-A (next) rm severity UptoDate | Server Role Prev Release Running Release

beer || Ll || ]

‘ [ [¥] MPE-R (2 Servers)

MPE-R-B £y Minor ¥ Active 11.5.0.0.0_39.1.0 12.2.0.0.0_32.1.0

MPE-R-A £y Minor N Standby TPD67.001_8417.0 1500039810

b)  Click OK to confirm and continue with the operation. It will begin to
failover the cluster:

Action Confirmation

Are you sure that you want to perform this action?

Initiate upgrade MPE-R-A (next)

Wait until upgrade operation of the MPE-R server indicates successfully
completion, up to date flag indicates “Y” and running release has the 12.2 release

‘ F1[¢] MPER (2 Sarvers)

WPE-2E A\ Minor v Acive 150003010 1220003210 /) Intae upgrade Completed Successfulyat Nov3, 2016 200448,

MPER-A 4 Minor Y Standby 1150003010 1220003210 /) Iniiae upgrade Completed Successfully at Nov8, 2016 21.0548.
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7 [ | cMP GuI: Reapply Policy Server>Configuration><Upgraded MPE-R cluster>>System
configuration on the e Push Reapply Configuration.
fu"y upgraded MPE-R .+ h Policy Server Administration
Cluster MY FAVORITES Q roliy Servers Policy Server: MPE-R
~/POLICY SERVER B& AL
Configuration @ @ Reports | Logs | Policy Server | EM | Routing | Policies | Data Sources | Debug
Configuration Template {8 wees
Network Elements h’—dM M —IR“PP" Corfiguaton
Applications Configuration
Traffic Profiles Name MPE-R
Status Config Mismatch
Media Profiles Version 12.2.0.0.0_32.1.0
RO ket e e Description / Location

Event Messaging

Management Agents

Secure Connction No
~/POLICY MANAGEMENT Legacy o
Tyoe Oracle
~'BoD System Time Nov 08, 2016 08:31 PM EST

Note: After successful reapplying the configuration , the config mismatch message clears
out:

Policy
S Policy Servers Policy Server: MPE-R
EH3 ALl \

Iﬂ ERepoﬂs Logs | Policy Server | EM | Routing | Policies

[#] mpe-s
Modify | Delete | Reapply Configuration
ITI\e configuration was applied su(cessfull\r.l

Configuration

MName MPE-R

Status On-line

Version 12.2.0.0.0_65.1.0

Description / Location

Secure Connection Mo

Legacy No

Type Oracle

System Time Dec 23, 2016 02:14 PM EST

8 |:| CMP GUI: Current During the upgrade activities, the following alarms may be generated and

alarms considered normal reporting events.

Expected Critical Alarm

31283 High availability server is offline

o WES
o ) Sl 3
Jan 30, 2017007 AMEST m b3 Figh avaiabifty server iz offine 10.240,155.40 (015 “

Expected Major Alarm
78001 RSYNC Failed

010, 778 AMEST Wjor 70t Tarsfrof Pl r e il sy

Expected Minor Alarms

78001 Rsync Failed

71103 PCMM Conn Lost

70502 Cluster Replication Inhibited
31113 DB Replication Manually Disabled

Occurrence Severity | Alarm1D Text oAMVIP Server
310, 2017 07:3 AW EST Minor | 73001 Transar of Py far les e waosy | MERE gy
3010, 2017 0734 AN EST Minor 71103 RCMM Corn Lost v | MR
310, 2017 07:3 AW EST Minor 313 Replication Wanually Dissblzé wasy | MERE gy
3010, 2017 07:33 AM EST Minor | 70502 Replication i niited n the cluser wassz | 0P
9 |:| CMP GUI: Roll back If traffic is not active and issues or non-expected alarms observed, then rollback to
MPE-R cluster 11.5.X is decided, skip to the section describing backing out.

upgrade
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10 [ ]

Repeat steps 1-8 for
the next MPE-R
cluster(s) if deployed

Proceed with next cluster(s):
MPE-R Cluster
MPE-R Cluster
MPE-R Cluster

11 [ ]

CMP GUI: Upgrade
MPE-S clusters

Follow same steps outlined in this procedure for upgrading MPE-R clusters to
upgrade deployed MPE-S clusters.

Successful upgrade operation of the MPE-S server indicates successfully
completion, up to date flag indicates “Y” and running release has the 12.2 release
for both MPE-S servers.

[ & B wpe-s (2 servers)

MPE-S-A Standby
MPE-5-B Adtive:

1150003910 12.2.0.0.0_32.1.0 ) Initiate upgrade Completed Successfuly at Nov 9, 2016 8:4750.

11.5.0.0.0_39.1.0 12.2.0.0.0_32.1.0 ) Initiate upgrade Completed Successfuly at Nov 3, 2016 8:15:40

12 |:| CMP GUI: If traffic If traffic is not active and issues or non-expected alarms observed, then rollback to
does not become 11.5.X is decided, skip to the section describing backing out.
active within 90
seconds

13 |:| Repeat steps 1-7 for | Proceed with next cluster(s):

the next MPE-S
cluster(s) if deployed

MPE-S Cluster
MPE-S Cluster
MPE-S Cluster
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14 CMP GUI: Residual During the course of MPE clusters upgrade activities, alarm 78001 in particular
upgrade Major Alarm | may be generated either as Minor or Major alarm. And even though it's a normal
78001 event during the upgrade, major alarm 78001 will not clear automatically after the

upgrade of MPE cluster completes.

This alarm does not indicate an issue or problem in the system and we should
clear it manually as follows:

Click on the Major alarms button in the upper right part to display the alarms:

01/09/17 01:06 PM | admin | Logout

Critical m Minor
1] 2

Before manually clearing it, click on the binoculars icon on the right to confirm the
details of the alarm:

‘ Jan 10, 2017 08:53 AM EST Major 78001 Transfer of Policy jar files failed 10.240.155.10 IDr‘::i-i-SAS s |

B : MPE-R-A
Jan 10, 2017 07:38 AMEST Major 78001 Transfer of Policy jar files failed 10.240.155.7 10.240.155.5

The details that indicate it is safe to clear out the alarm should be “Version check
failed”.

[&] Alarm History - Google ChmmL E@u

(@ 100.65.208.130/mi/alarmDetailView.do?ACTIOM =details &5t

Date/Time Jan 10, 2017 02:53 AM EST
Severity Major

Text Transfer of Policy jar files failed
Count 1
First Jan 10, 2017 0B:53 AM EST I
Occurrence
Last Jan 10, 2017 08:53 AM EST
Occurrence
Server MPE-5-A,10.240.155.8

. RSYNC: Policy jar files sync to standby failed. Reason: Wersion
Details )

check failed

Cancel

Note: If you see a different reason in the details, stop and contact My Oracle
Support.

To manually clear it, navigate to System Wide Reports > Alarms > Active Alarms
and Click on the trash can icon on the far right of the 78001 Major alarms:

lacNaB=g Oracle Communications Policy Management

Active Alamms ( Last Refresh:01/12/2017 11:19:23 |

HY FAVORITES

Cam
¥ POLICY SERVER
* POLICY MANAGEMENT  Display resuks per page: [ST_7]
* BoD [First/prev]a[Next/Last] Total 1 pages
SYSTEN WIDE REPORTS Server Type Severtty AlarmID g2/ Auto Clear Description Time Operation
HP! Dashboard WPERA e Major 500 24 3h4m 2/ - Transkerof Pl er lesfaled 341072687 €7:36:29 35T ar
Trending Reperts WREs A A
WRESh e Major 500 24 2h 25m 435/ Transkerof Pl er lesfaled 341072687 (8537 35T ar
s 102401558
Acive lams
Alam History Report

Click “OK” in the confirmation message that follows:
100.65.208.130 says: "

This alarm will be cleared. Are you sure?

Caneel

In few seconds the alarm will clear out from CMP GUI.

THIS PROCEDURE HAS BEEN COMPLETED
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12.4Upgrade BOD Servers

This procedure will upgrade one or more BOD clusters at a site/segment.
This procedure is applicable for all 11.5.X Policy Management releases upgrade to 12.2
This section can be replicated for each site/segment to be upgraded.
The upgrade procedure is essentially the same for MA, MPE-R/S and BOD clusters.
1. Select and start upgrade on Standby server

2. Failover one cluster at a time
3. Re-apply configuration one cluster at a time

4. Continue upgrade on remaining server

NOTES:
e All CMP clusters must be upgraded to Policy Management release 12.2 prior to executing the following
procedures.

e  Four (4) clusters can be running the upgrade at one time.

e Only ONE cluster can be selected for upgrade activity, bulk selection of servers is not supported in release

12.2
Step Procedure Result
1 |:| CMP GUI: Health Perform the following:
Checks on the BOD e Check for current Active Alarms and confirm non affects the BOD cluster upgrade:
servers to be . X TUTT16 0230 PM | admin Logout
upgraded Oracle Communications Policy Management oo ]
i

Active Alarms ( Last Refresh:11/08/2016 09:21:41)

b [ v[ e[ vinobFomet || _sweestsi ] boutar |

Display results per page: 5t ¥
[First Prev]4[Next/Last] Total 1 pages

Server Server Type Severity Alarm D Age/Auto Clear Description Time Operation
fn‘“zkn(rps“ ae Major i Shom 2/  dik prebem L5 14 114 5T b1
fﬂ"ékﬂcm“ ap Majar i hom 25/ HE disk prcbem 110772016 14 11:42 55T k|
Sitel-CiP-4 ap Vinor 7530 ¢ 160 T 36 The sysnis rurn g cren: vrsions ofsore 10206 17 1527 55T il

10.240.1554

Note that some alarms are expected since the whole system’s upgrade is not completed.

2 |:| CMP GUI: Verify the Upgrade =>Upgrade Manager

upgrade status of P . .
selected BOD Verify information for the BOD clusters:

Cluster(s) e  Currentrelease 11.5.X
e Active/Standby status for the servers in the BOD cluster

e  Current ISO version to be deployed is 12.2

Start Rollback Start Upgrade
= MName Alarm Severity Upte Date @ Server Role Prev Release Running Release Upgrade Operation
feco J | I |l ]| ’

B[] BoD (2 Servers)

BOD-B N Active TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0 nia
BOD-A N Standby TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0 n/a
3 [] | ecmPGuI: Upgrade NOTE: Start the upgrade on ONE cluster. Wait for a minute, and then continue with the
BOD clusters next cluster and so on. Up to 4 clusters maximum may be running upgrade at any one
time.

Upgrade = Upgrade Manager
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e  Select the checkbox for the BOD cluster (one cluster at a time)

Click Continue Upgrade.

Start Rollback Continue Upgrade
B | Name Initiate upgrade BOD-A (next) jate | Server Role  PrevRelease Running Release Upgrade Operation
oo || || I | ]| ] r

‘ = [¥] BOD (2 Servers)

BOD-B

=

Active TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0 nia

BOD-A M Standby TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0 na

Click OK to confirm and continue with the operation. It will begin to upgrade the standby
Server of that cluster.

Action Confirmation

Are you sure that you want to perform this action?

Initiate upgrade BOD-A (next)

Wait until the cluster reports OOS before selecting the next cluster
Follow the progress in the Upgrade Operation column.

| @ @ sop 2 senvers)
BOD-B X) Critical N Active TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0 nia

TPD 6.7.0.0.1_8417.0 1150003910 | [Step 23] 10% Initiate upgrade :: Infiate upgrade (Elapsed Time: 0:01:47) I

BOD-A 8) Major

=
Q
=1
2]

During the upgrade activities, the following alarms may be generated and
considered normal reporting events—these will be cleared after the BOD cluster is
completely upgraded.

Upgrade is complete on the first server in the cluster when the ‘Completed
Successfully...” message shows in the Upgrade Operation column and up to date
flag has “Y” value. The server will go back to Standby state when the upgrade
completes.

=[] BOD (2 Servers)

BOD-B 4 Minor N Active TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0 nia

BOD-A i Minor ¥ Standby 11.5.0.0.0_39.1.0 |12 20003210 ) Infiate upgrade Completed Successfully at Nov 8, 2016 19:22:09. |

During the upgrade activities, the following alarms may be generated and
considered normal reporting events.
The following minor alarms may be present:

Expected Critical Alarms

31283 High availability server is offline

X ] . BOD-B
Jan 10, 2017 09:26 AM EST m 31283 High availability server iz offine 10.240.155.13 10.240,155.12 M “

Expected Major Alarms

70004 QP Processes down for maintenance

Jan 10, 2017 09:26 AMEST Major 70004 The QP processes have been brought down for maintznance, 10.240.155.13 1 .500[)1;5 1t H ‘l

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31107 DB Merge From Child Failure
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31101 DB Replication To Slave Failure
31102 DB Replication from Master Failure

Occurrence Severity | Alarm ID Text OAMVIP Server
1an 10, 2017 09:26 AM EST Minor | 314 DB Replication of configuration data via S0AP has faled ELETEC R "C‘;“Dpl”;S . M
Tan 10, 2017 0:26 AM EST Minor 3114 DB Repliczton of confiouration data viz SOAP bas Filed vt PR gy
) ) ) BOD-E
2 el M 2%
Jan 10, 2017 09:26 AM EST Minor 31101 DB replication to a slave DB has failed 10.240.155.13 10.40455.42 M
1an 10, 2017 09:26 AM EST Minor | 31107 DB merging from a child Source Nod has faled 10.240.155.2 10101;1;1’\55 . M
) ) ) CEA
Tan 10, 2017 0:26 AM EST Minor 301 DB repliation to a slzve DE has filed nasma oL
Tan 10, 2017 0:26 AM EST Minor 31107 DB meraing from 2 child Source Node has faled 10,240,155.2 ORE
) ) 5004
2 el M 2 2%
Jan 10, 2017 09:26 AM EST Minor 31102 DE replication from a master DB has failed 10.240.155.13 1024045511 M
Tan 10, 2017 03:25 AM EST Minor 70501 The Clster iz unning diffrent versions of sofbuzre EETRE S BT |
Tan 10, 2017 03:25 AM EST Minor 70507 An upgradelbackout sction o 2 server i n progress FUETIE S
1an 10, 2017 09:25 AM EST Minor | 70503 The serveris inforced standby 10.240.155.2 1010;;1’\55 . M

4 |:| CMP GUI: Failover to Fail over ONE cluster at a time and wait until the upgraded server becomes active
upgraded server before moving on to the next cluster.

NOTE: 4 clusters can be | Upgrade = Upgrade Manager

running the upgrade

. e Select the checkbox for the BOD cluster (one cluster at a time)
process at one time.

a) Click Continue Upgrade. When hovering over the button, it will say
‘Failover to new version...”

Start Rollback  Continue Upgrade

E | Name Failover to new version BOD (next] ver Role | Prev Release Running Release

g0 || || I | ]l "

| El [v] BOD (2 Servers)

BOD-B 1 Minor N Active TPD 6.7.0.0.1_84.17.0 11.5.0.0.0_39.1.0

BOD-A 1 Minor Y Standby 11.5.0.0.0_32.1.0 122.00.0_32.1.0

b)  Click OK to confirm and continue with the operation. It will begin to
failover the cluster:

Action Confirmation

Are you sure that you want to perform this action?
Failover to new version BOD (next)

Cancel

Wait until failover completes before failing over the next cluster. And verify the
12.2 upgraded BOD server is now active.

[ 8@ Bop @ servers)

BOD-B i mtinor N Standby TPD67001.84170 1150003910 nia

BOD-A i Minor ¥ Active: 11.5.0.0.0_39.1.0 122.0.0.0_3210 '/ Iniliate upgrade Completed Successfully at Nov 9, 2016 19:22:09.
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5 [ | cMP Gul: Reapply BOD->Configuration><Upgraded BOD cluster>>System
configuration on the e  Push Reapply Configuration.
upgraded BOD - b BoD Administration
cluster Tveavores | @0 Bendwidth on Demand server:o0D
+/POLICY SERVER B AL
|POLICY MANAGEMENT & EE ﬁ Reports | Logs | BoD Server | Session Viewer | Debug
Services Configuration
Services Import / Export Name BOD
*/PLATFORM SETTING Description / Location -
+/UPGRADE
*/GLOBAL CONFIGURATION Secure Connection o
Note:
= (Clusterisin degraded state, this is expected due to different versions of
software between the servers in the BOD cluster
=  Notice the version should be successfully changed to the release 12.2
= After successful reapplying the configuration , the config mismatch message
clears out :
Bandwidth on Demand Server:BOD
@ Reports T Logs T BoD ServerT Session Viewer T Debug
Medify | Delete I Reapply Configuration I
| The configuration was applied successfully. |
Configuration
MName BOD
Status
Version 12.2.0.0.0_32.1.0
Description / Location
Secure Connection Mo
System Time Mov 09, 2016 08:38 PM EST
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Step

Procedure

Result

6 []

CMP GUI: Upgrade the
other BOD server

Upgrade - Upgrade Manager

a) Click Continue Upgrade. When hovering over the button, it will say
‘Initiate upgrade’ for the other BOD server

Start Rollback  Continue Upgrade

2 Name Initiate upgrade BOD-B (next) . ServerRole | Prev Release Running Release. Upgrade Operation

2 | |l |l |l |l ’

| £ 580D (2 servers)

BOD-B & Minor N Standby TPD 6.7.0.0.1_84.17.0 115.000_39.1.0 na
BOD-A & Minor v Active 11.5.0.0.0_39.1.0 122.00.0_321.0 +/ Initiate upgrade Completed Successfully at Nov 9, 2016 19:22:09.
b)  Click OK to confirm and continue with the operation. It will begin to

failover the cluster:

Action Confirmation

Are you sure that you want to perform this action?

Initiate upgrade BOD-B (next)

Wait until upgrade operation of the BOD server indicates successfully completion,
up to date flag indicates “Y” and running release has the 12.2 release

E [ BOD (2 Servers)

BOD-B As Standby 15000_39.1.0 1220003210 ) Initiate upgrade Completed Successfully at Nov 9, 2016 21:04:49.

BOD-A As Active 15000_39.1.0 1220003210 +) Initiate upgrade Completed Successfully at Nov 9, 2016 19:22:09.

CMP GUI: Current
alarms

At this point the whole system would be upgraded to 12.2 and no active alarms
should be present in the system.
If there are still active alarms, please contact Oracle Customer Support.

CMP GUI: Roll back
BOD cluster upgrade

If traffic is not active and issues or non-expected alarms observed, then rollback to
11.5.X is decided, skip to the section describing backing out.

Repeat steps 1-8 for
the next BOD
cluster(s) if deployed

Proceed with next cluster(s):
BOD Cluster
BOD Cluster
BOD Cluster
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13.POST UPGRADE HEALTH CHECK FOR BOTH CABLE AND WIRELESS SYSTEMS

NOTE: This section is used when the entire topology is running release 12.2

Step Procedure Result

1 |:| CMP GUI: Verify the Upgrade = Upgrade Manager
upgrade is successful on

View the Up to Date, Running Release, and Upgrade Operation columns and verify
all clusters.

they read “Y”, “12.2....”, and “Initiate upgrade completed successfully at...”
respectively, for all servers in all clusters.

Start Rolback  Start .

Bl Name Aarm Severity | UptoDale | Server Role | Prev Release Running Release Upgrade Operation
= [0 BOD (2 Servers)
BOD-B ¥ Standby 1150003910 1220003210 /) Initate upgrade Completed Successfully at Nov 10, 2016 9:54:50.
BOD-A ¥ Active 150003910 122000 32.1.0 /) Initate upgrade Completed Successfuly at Nov 10, 2016 9:27:10.
= [ CMP sited Cluster (2 Servers)
Ste1-CMP-A ¥ Active 1150003910 1220003210 /) Iniiate upgrade Completed Successfuly at Nov 2, 2016 18:52:01
Sie1-CMP-B ¥ Standby 150003910 122000 32.1.0 /) Initate upgrade Completed Successfuly at Nov 2, 2016 18:52:01
E [ ma (2 servers)
MA-B ¥ Standby 15000_39.1.0 122000 32.1.0 /) Initate upgrade Completed Successfuly at Nov 8, 2016 13:43:18.
MAA ¥ Active 11.50.00_301.0 122.0.0.0_32.1.0 /) Initiate upgrade Compleled Successfuly at Nov 3, 2016 13:03:4¢.
E [ MPE-R (2 Servers)
MPE-R-B ¥ Aciive 150.0.0_39.1.0 1220.0.0_32.1.0 ) Iniiate upgrade Compleled Successfuly at Nov 8, 2016 23:30:15.
WPE-R-A ¥ Standby 150003910 1220003210 /) Initate upgrade Completed Successfully at Nov 9, 2016 7:13:48.
= CJ MPE-5 (2 Servers)
WMPE-5-4 ¥ Standby 1150003910 1220003210 /) Initate upgrade Completed Successfully at Nov 9, 2016 11:50:50.

WMPE-5-B ¥ Active. 11.50.0.0_39.1.0 122.0.0.0_32.1.0 ) Initiate upgrade Completed Successfuly at Nov 9, 2016 11:18:59.

2 |:| CMP GUI: View current Navigate to System Wide Reports—> Alarms—>Active Alarms
alarms

Verify that all alarms due to the upgrade have been cleared.

L6030 L

0f0
0 Active Alarms | Last Refresh:11/10/2016 103022 )

HY FAVORITES

[ ot | rbrors || ses || eommr |

# POLICY SERVER
RCNAAGEENT iyl e pge 1]
o) (s P4 Mt Last] Ttal 1 pages
= SYSTEH WIDE REPORTS Server Serier Type Severty Hem1D AgefAuto Cear Description Time Operation
Wbt

g e

“Alams

Aciehems

Horn iy et

3 |:| CMP GUI: View current Navigate to System Wide Reports=>KPI Dashbord
KPIs

Make sure the counter stats are incrementing properly.
0 KPI Dashboard { Last Refresh:11/10/2016 10:32:34)

HY FAVIRITES
~RAIERATE Keme Perommznce Connetions Alams Protacol Erors
SutALLEE ] W Stte | TPSROMM TSR Sesins | (0% Memond | AN s m‘é il | Mo | Mo sat | Receied
&
S— 3 WPER(seners) Sanety 1 7
2 3 WPER(seners) bt 000 ) 0 1 2 Defd Left Det0 0 0 1 ] ]
(P Deshoard Network
1PE St TSACHM TSR Sesis (V% Mo MM ] citial | Major Hinor St | Rectived
Trendng epors Homents
[{ PES(Seners) Sterdy 2 3
~ Mlarms H 5 §
£ mesiseners) Ae 0RO M) 2 ? 3 w0 | ado 0 | 1 0 |
e Abrs
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Step Procedure

Result

4 |:| CMP GUI: Replication
stats

Navigate to System Wide Reports—> Others-> MPE/MRA Rep Stats (for a wireless
system)

Navigate to System Wide Reports=>Others>MPE/BOD Rep Stats (for a cable system)
Verify all clusters and servers are in OK state.

Wireless:

Cluster Name Server Type Cluster State Blade State = Sync State Replication

Delta(Min:Sec
O guam-mpe-1

MPE ) OK 0:0.504
guam-mpe-1b {Active) -=guam-mpe-1a (Standby) MPE ¥ oK <) QK 0:0.504
guam-mpe-1b (Active) -=guam-mpe-1c (Spare) MPE ¥ oK o] oK 0:0.499

= guam-mra-1 MRA v OK - - 0:0.5
guam-mra-1b (Active) -=>guam-mra-1a (Standby) MRA V) 9K v OK 0:0.498
guam-mra-1b (Active) -=>guam-mra-1c (Spare) MRA - ) 9K v 9K 0:0.5

Cable:

acTvar= Oracle Communications Policy Management

WPE/BoDRep Stats ( Last Refresh:11/10/2016 09:01:48 )

HYFAVORITES " | | o v fer o] ittt | somsecst [ sper
* POLICY SERVER
*BOLICYHARAGENENT  Dispay resuls perpage 5]
o [Fst{ e et L] Ttal 1 pages
~ SYSTEM WIDE REPORTS Cluster Nam Ser Type Cluster Stete Blade Stete Sync Stete Reglicaton Delta(Mim:Sec)
P Dshbord IR e 4w (5
Trerdng Reperts ERS ME s 00458
“Nlzms EE B 3 000
Aetive Alarmis: :
Hlarm History Report
“Iothers
Connection Status
PrataeolErrors:
PolyStlistcs Report

NP BoD Rep s

5 |:| Verify System Health

Use the command sudo syscheck on every server. Verify that each class test returns
“OK”. For example:

S sudo syscheck

Running modules in class disk... OK
Running modules in class hardware... OK
Running modules in class net... OK
Running modules in class proc... OK
Running modules in class system...OK

LOG LOCATION: /var/TKLC/log/syscheck/fail_log

THIS PROCEDURE HAS BEEN COMPLETED
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14.BACKOUT (ROLLBACK) 9.9.2

This procedure is executed if an issue is found during the upgrade, or during the post-upgrade if somethings impacts
network performance.

The Policy system will be backed out to the previous release with general sequence as outlined in Section 2.3.

Oracle strongly recommends consulting My Oracle Support before initiating the backout procedure. They will
determine the appropriate course of recovery options.

14.1 Backout Sequence
The Backout sequence order is the reverse of the Upgrade order as in the following sequence:
1. Backout MRA/MPE/MEDIATION
2. Backout the Secondary CMP cluster (if applicable)
3. Backout the Primary CMP cluster.
During a backout, it is important to control what version of the software is currently active. This control needs to be

maintained even if there are unexpected failures.

NOTE:
In the case of an MPE/MRA/MEDIATION, the upgrade/backout is NOT complete until the operator does a “Reapply
Configuration” push from the CMP. The MRA/MPE/MEDIATION can still operate, but may not be fully functional.

14.2 Pre-requisites

1) No new policies or features have been configured or executed on the upgraded release.

2) The CMP cluster cannot be backed out if other Policy servers (MPEs, MRAs & MEDIATIONS) are still on the
upgraded release.

14.3 Backout of Fully Upgraded Cluster

Prior to executing this procedure, Oracle recommends first consulting My Oracle Support to discuss the next
appropriate course of actions.

This procedure is used to backout a cluster that has been fully upgraded. At the end of this procedure, all servers of the
target cluster will be on pre-12.2 release with Active/Standby status.

Expected pre-conditions:
e  The primary active CMP is on release 12.2
e  The cluster servers to be backed out are all on release 12.2
e  One server of target cluster is on Release 12.2 in “Active” role

e  One server of target cluster is on Release 12.2 in either “Standby” or “Force Standby”

14.3.1 Backout Sequence

This procedure applies to a cluster. The non-CMP cluster types (MRA, MPE, and MEDIATION) will be in non-
georedundant mode with active and standby servers. CMP clusters may be in Sitel or Site2.

NOTE:

It is possible, and desirable, to backout multiple clusters in parallel. However, in order to do this, you must select one
cluster at a time.

140 of 214 E82617-03



Software Upgrade Procedure

Overview on Backout/Rollback MRA/MPE/MEDIATION cluster:

Select and start upgrade on Standby server

Failover one cluster at a time

Re-apply configuration one cluster at a time

Continue upgrade on remaining server

Perform second Re-apply configuration on MPE cluster ONLY.

e

Backout Secondary CMP (if applicable):

NOTE:
At this time, all MPEs, MRAs, MEDIATIONs must already be backed out.

Backout the Primary CMP to 9.9.2:

Secondary CMP ( if applicable) must already be backed out and all of the MPE/MRA/MEDIATION Clusters
1) Use the CMP GUI (Upgrade Manager) to Backout the Primary standby CMP Cluster

2) Log back in to the Primary CMP VIP
3) Use the 9.9.2 System Maintenance to complete backout of the Primary CMP Cluster
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14.3.2 Backout Fully Upgraded MPE/MRA/MEDIATION Clusters (Release 9.9.2 to
12.2)

This procedure is generally applicable for those server types and steps to be repeated for every server type.

Step

Procedure

Result

1.

L]

CMP GUI: Verify the
status of affected clusters

Upgrade = Upgrade Manager

e Confirm status of the cluster to be backed out -
o Primary CMP is on Release 12.2

o All Active & Standby servers are on Running Release 12.2 with
Previous Release of 9.9.2.x.x.

o Up to Date column shows ‘Y’ for all servers

EXAMPLE:

Start Rollback Start Upgrade

=] Mame Up to Date | Server Role Prev Release Running Releaze
B [ cmP Site1 Cluster (2 Servers)
mass-cmp-1a Y Standby 9521.0_181.0 12.2.0.0.0_65.1.0
mass-cmp-1b A Active 9521.0_181.0 12.2.0.0.0_65.1.0
[ cmp site? Cluster (2 Servers)
B [ mediation-1 Cluster (2 Servers)
mass-mediation-1b A Active 992.00_18.1.0 12.2.0.0.0_65.1.0
mass-mediation-1a Y Standby 95200_181.0 12.2.0.0.0_65.1.0
B [ MPE-1 Cluster (2 Servers)
mass-mpe-1b A Standby 9.52.00_181.0 12.2.0.0.0_65.1.0
mass-mpe-1a b Active 99200_181.0 122.0.0.0_65.1.0
B[] MPE-2 Cluster (2 Servers)
mass-mpe-2b A Active 992.00_18.1.0 12.2.0.0.0_65.1.0
mass-mpe-2a N
B [ MRA-1 Cluster (2 Servers)
mass-mra-1b A Standby 9.52.00_181.0 12.2.0.0.0_65.1.0

mass-mra-1a b Active 99200_181.0 122.0.0.0_65.1.0

CMP GUI: Rollback
Standby MPE/MRA/
MEDIATION clusters

NOTE: Start the
upgrade one cluster at a
time and wait till the
server being performed
shows “0O0S” status,
then continue with the
next cluster and so on.
Up to 4 clusters can be

Upgrade = Upgrade Manager

e  Select the MPE/MRA/MEDIATION cluster to be backed out.

e C(Click on the ‘Start Rollback’ Button. When hovering over the button, it
will inform you of the server to get backed out, in this case it will be the
current standby server.
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Step

Procedure

Result

performed in parallel.

NOTE: Each server
takes ~45 minutes to
complete.

e During the backout activities, the following alarms may be generated and

Upgrade Manager

Current IS0: standard-uparade-12.20.0.0 65.1.0

Suﬂ%\bsck Start Upgrade View Upgrade Log DFiter  Colmns »  Advanced v

Initiate backout mass-mediation-1a (back) §=  serverrol  Frev Release Running Release Upgrade Operation
& [ CMP Sitet Cluster (2 Servers)

mass-cme-1a ¥ Sindby 992101810 1220006510 wa

mass-omp-1o ¥ Actve 992101810 1220006510 ) ntiate upgrade Gompleted SuccessTuly at Dec 21, 2016 05417

O cmp site2 Cluster (2 Servers)

£ [ Mediation-1 Cluster (2 Servers)

mass-medition-1b Y Actve 992001810  122.0.006510 ) ntiate upgrade Completed Successfuly at Jan 3, 2017 18:29:23,

mass-mediation-1a v Standby 992001810  1220.006510 ) ntiate uporade Completed Successfuly at Jan 4, 2017 14:15:20

e Select “OK” to confirm and continue with the operation. It will begin to
backout.

Action Confirmation

Are you sure that you want to perform this action?
c| Initiate backout mass-mediation-1a (back)

: :

NOTE: Follow the progress status under the ”Upgrade Operation” column.
The server being backed out will go into ‘O0S’ state as expected.

e  Wait until the server goes to an “OO0S” state before selecting the next
cluster to backout as shown in the example below — Up to 4 clusters can
be performed in parallel.

= [ Mediation-1 Cluster (2 Servers)

mass-mediation-1b ¥ Active 9.9.2.0.0_18.1.0 12.2.0.0.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017

mass-mediation-1a N 005 122.000.651.0 1220006510

Initiate backout :: Initiate backout (Ele
[J MPE-1 Cluster (2 Servers)

[ MPE-2 Cluster (2 Servers)

El [y] MRA-1 Cluster (2 Servers)

Thass-mra-1b ¥ Standby 9.92.0.0_18.1.0 12.2.0.0.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 4, 2017

mass-mra-1a ¥ Active 9.9.2.0.0_18.1.0 12.2.0.0.0_65.1.0 ¢ Initiate upgrade Completed Successfully at Jan 4, 2017

e Asshown in an exampe below of 4 non-CMP clusters being backedout in
parallel —

Upgrade Manager

B system Alert No actions are availabe for t Current ISO: standard-uparade-12.2.0.0.0 65.1.0

StartRollback  Start Upgrade ViewUpgrade Log  OFitter  Columns ¥ Advanced

& |Name AMarmSev... |Upto... | SeerRole Prev Release Running Release Upgrade Operation

= [J cmp site1 Cluster (2 Servers)

mass-cmp-1a A winor Y Active 992101810 12.20.0.0_65.1.0 na

mass-cmp-1b A winor Y Standby 290210_18.10 1220008510 ) Iniiate upgrade Completed Successfully at Dec 21, 2016 0:54:17.

= [J Mediation-1 Cluster (2 Servers)

mass-mediation-10 X criical Y Active 992001810 1220006510 ) Initiate upgrade Completed Successfully at Jan 8, 2017 16:30:11

mass-mediation-1a N 0o0s 12.2.0.0.0_65.1.0 12.20.0.0_65.1.0 Initiate backout: Inifiate backout (Elapsed Ti.

= [ MPEA Cluster (2 Servers)

mass-mpe-1b N 00s 12.2.0.0.0_65.1.0 1220006510 [Step 1111 7% Initiate backout : Inifiate backout (Elapsed Ti.
mass-mpe-1a X) Criical Y Active 09200_18.1.0 1220006510 /) Initiate upgrade Completed Successfully at Jan 9, 2017 16:35:52

E [JMPE-2 Cluster (2 Servers)

mass-mpe-20 X) Criical Y Active 992001810 1220006510 ) Initiate upgrade Completed Successfully at Jan 3, 2017 18:25:22

mass-mpe-2a N 0o0s 12.2.0.0.0_65.1.0 12.20.0.0_65.1.0

Initiate backout : Inifiate backout (Elapsed Ti.

E [JMRA Cluster (2 Servers)

mass-mra-1o N oos 1220006510 122000_6510 Intiate backout ntiste backot (ElapseaTi
mass-mra-1a X) Criical Y Active 9.9.20.0_18.1.0 12.20.0.0_65.1.0 ") Initiate upgrade Completed Successfully atJan 9, 2017 17:58:34.

considered normal reporting events — these will be cleared after the
cluster is completely backed out.
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Step Procedure Result
Expected Critical Alarms:
31283 High availability server is offline
31227 The high availability status is failed due to raised alarms
70001 The qp_procmgr process has failed.
Expected Major Alarms:
70004 The QP processes have been brought down for maintenance.
31233 High availability path loss of connectivity
Expected Minor Alarms:
70507 An upgrade/backout action on a server is in progress
70501 The cluster is running different versions of software
70502 Replication is inhibited in the cluster
70503 The server is in forced standby
78001 Rsync Failed
31113 Replication Manually Disabled
31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed
31107 DB merging from a child Source Node has failed
31101 DB replication to a slave DB has failed

NOTE: Each server backout will take approximately 45 minutes to complete.

Some MINOR alarms remained as expected.

e Backout of the server is complete when the message “Initiate backout
completed successfully at...” shows under the ‘Upgrade Operation’
Column. The backed out server is now showing the 12.2 as the previous
release and return to “Standby” status from earlier “OOS” with an “N” in
the “Up to Date” column. Whereas the Active server is still shown
running Release 12.2 as expected with “Y” in the “Up to Date” column.

Upgrade Manager
B | Name UptoDate | ServerRole | Prev Release Running Release Upgrade Operation
[ cmp sited Cluster (2 Servers)
1 cMP site2 Cluster (2 Servers)
[ Mediation-1 Cluster (2 Servers!
[ MPE-1 Cluster (2 Servers)
[] MPE-2 Cluster (2 Servers)
£ [ MRA-1 Cluster (2 Servers)
mass-mra-1b N Standby 1220006510 9952001810 +/ Initiate backout Completed Successfully at Jan 8, 2017 12:38:17.
mass-mra-1a Y Active 898200_1810 1220006510 +/ Initiate upgrade Completed Successfully at Jan 4, 2017 14:58:01

NOTE: Repeat the same validation on the rests of backed out clusters before

proceeding to the next step.
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Step Procedure Result
3. [ ] CMP GUI: Continue the | Upgrade = Upgrade Manager
backout of the
MRA/MPE e  Select the backed out cluster(s) to perform the Failover operation.
/MEDIATION clusters,
for FAILOVER operation | NOTE: Current state of each cluster needs to be as following -
to the backed out server o  Active server on 12.2 Release

o  Standby server on 9.9.2 Release

Click on the ‘Continue Rollback’ button. When hovering over the
button, it will inform that the next step is to failover to the previous
version as shown in the example below -

NOTE: Up to 4 clusters | ®
can be performed in
parallel.

Upgrade Manager

Current

Conlm@Rpoﬂck Resume Upgrade Viewr Upgrade Log

Failover ta ald version Mediation-1 Cluster {back) -fer ole | prev Refense

Running Release Upgrade Operation

—
[T'CMP Sited Cluster (2 Servers)

[] cMP site2 Cluster (2 Servers)

E [¥] mediation-1 Cluster (2 Servers)

mass-mediation-1b Y Active 9.9.2.0.0_18.1.0 12200.0_65.1.0 ) Inttiate upgrade Completed Successfully at Jan 3, 2017 18:29:23.

mass-mediation-1a

=

Standby 1220006510  9.9.200_15.1.0 ) Initiate backout Completed Successiully at Jan 6, 2017 12:46:06.

e Select “OK” to confirm and continue with the operation. It will begin to
failover.

Action Confirmation

Are you sure that you want to perform this action?
Failover to old version Hedi}tion—] Cluster (back)

e During the failover operation, the the following additional alarms may be
generated and considered normal reporting events — these will be cleared
after the cluster is completely backed out.

Expected Critical Alarms:

31283 High availability server is offline
70001 The qp_procmgr process has failed.

Expected Minor Alarms:

70500 The system is running different versions of software
70501 The cluster is running different versions of software
31101 DB replication to a slave DB has failed

31102 DB replication from a master DB has failed

e  Wait until this server failed over successfully and ensure that the Active
server is now running on the previous release of 9.9.2, before selecting the
next cluster to failover as shown in the example below — Up to 4 clusters
can be performed in parallel.
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Step Procedure Result

=] Mediation-1 Cluster (2 Servers)

mass-mediation-1b Y Standby 99200_18.1.0 12.2.0.0.0_65.1.0 ) Initi

mass-mediation-1a N Active 12.2.0.0.0_8651.0 99200_18.1.0 ) Initi

4. [ | CMP GUI: Reapply

configuration on For MPE: Policy Server = Configuration 2> < MPE cluster>-> System tab

MPE/MRA For MRA: MRA - Configuration=> < MRA cluster> > System tab
/MEDIATION clusters
that successfully For MEDIATION: Mediation = Configuration = < Mediation cluster > = System tab

completed the failover.
e The selected cluster will have the status shown as “Degraded” running

version 12.2

Mediation Server Administration

Mediation Server: Mediation-1 Cluster

E Reports T Logs T Settings T Data Sources T Batch Task Status 1

Modify Delete Reapply Configuration

s

L YT Al

Status
\ersion 12.2.0.0.0_65.1.0
TOTT

Secure Connection No
System Time Jan 04, 2017 10:57 AM EST

Configuration

e C(Click on ”Reapply Configuration” operation and wait till the “ The
configuration was applied successfully “ message displayed with the
Version is now displayed of previous release of 9.9.2 as shown -
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Step

Procedure

Result

Mediation Server Administration

Mediation Server: Mediation-1 Cluster

Reports T Logs T Settings T Data Sources T Batch Task Status 1

The configuration was applied successfully.

Maodify Delate Reapply Configuration

Configuration

Name l} Mediation-1 Cluster
Status

Version 9.9.2

escription / Location

Secure Connection No
System Time Jan 06, 2017 02:24 PM EST

NOTE: The selected cluster will still show the “Degraded” status as
expected.

e Repeat this step to perform similar to the rests of backed out clusters,
before proceeding to the next step.

NOTE:

For MPE cluster, upon clicking on the “Reapply Configuration” button, the

following message will appear as expected —

Reapply Settings to the RC

Re-applying Settings to the RC...
~| Applying NotificationServer to Policy Server :mass-mpe-2b

And, the final outcome is the same as MRA / MEDIATION cluster type.

CMP GUI: Complete the
Backout on Standby
MRA/MPE /
MEDIATION servers

NOTE: Start the
upgrade one cluster at a
time and wait till the
server being performed
shows “OO0S” status,
then continue with the
next cluster and so on.
Up to 4 clusters can be
performed in parallel.

NOTE: Each server

Upgrade > Upgrade Manager

e Select the partially backed out cluster and click on the “Continue
Rollback’ button. When hovering over the button, it will inform you of
the server to get backed out, in this case it will be the current standby
server.

CDHIJR'IJIE Rollback Resume Upgrade

Server Role Prev Release Running Release Upgrade Oper

I Initiate backout mass-mediation-1b (back) IJ,; o

[ €MP Site1 Cluster (2 Servers)
[ €MP Site2 Cluster (2 Servers)

& [ Mediation-1 Cluster (2 Servers)

mass-mediation-1b i Minor Y Standby 9.9.2.0.0_18.1.0 12.2.0.0.0_65.1.0 ) Initiate upt

122000_6510 99200_1810 ) Initiate bac

mass-mediation-1a & Minor N Active

e Select “OK” to confirm and continue with the operation. It will begin to
backout.
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Step

Procedure

Result

takes ~45 minutes to
complete.

Action Confirmation

Are you sure that you want to perform this action?
Initiate backout mass-mediation-1b (back) !

S

NOTE: Follow the progress status under the ”Upgrade Operation” column.
The server being backed out will go into ‘OO0S’ state as expected.

e  Wait until the server goes to an “O0S” state before selecting the next
cluster to backout as shown in the example below — Up to 4 clusters can
be performed in parallel.

)
B [] mediation-1 Cluster (2 Servers)

mass-mediation-1b X) Critical N 008 12.2.0.0.0_651.0 122.0.0.0_6851.0

Initiate backout

mass-mediation-1a X) Critical N Active 1220006510 99.2.00_18.1.0 ) Inttiate: backout Completed Successt

e During the backout activities, the following alarms may be generated and
considered normal reporting events — these will be cleared after the
cluster is completely backed out.

Expected Critical Alarms:

31283 High availability server is offline
31227 The high availability status is failed due to raised alarms
70001 The qp_procmgr process has failed.

Expected Major Alarms:

70004 The QP processes have been brought down for maintenance.

31233 High availability path loss of connectivity

Expected Minor Alarms:

70507 An upgrade/backout action on a server is in progress

70500 The system is running different versions of software

71402 Diameter Connectivity Lost

71403 Diameter Connectivity Degraded

78001 Rsync Failed

31114 DB Replication of configuration data via SOAP has failed
31107 DB merging from a child Source Node has failed

31101 DB replication to a slave DB has failed

31105 The DB merge process (inetmerge) is impaired by a s/w fault
31106 DB merging to the parent Merge Node has failed

NOTE: Each server backout will take approximately 45 minutes to complete.
Some MINOR alarms remained as expected to be auto-cleared but no
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Step Procedure Result

functional impact.

e  Backout of the server is complete when the message “Initiate backout
completed successfully at...” shows under the ‘Upgrade Operation’
Column. The backed out server is now showing 12.2 as the previous
release and return to “Standby” status from earlier “O0S” .

Upgrade Manager
o actions are available fo Current IS0: standard-uparade-12

Start Rolback  Resume Upgrade View Upgrade Log PFiter Columns v

=] Name Alarm Se. Upto Server Role Prev Release Running Release Upgrade Operation

[ cMP sitet Cluster (2 Servers)

& (] CMP Site2 Cluster (2 Servers)

£ [ Mediation-1 Cluster (2 Servers)

mass-mediation-1a 4 Minor N Active 1220.0.0.651.0 992001810 ) Initiate: backout Completed Successfully at Jan 6, 2017 12:46:06.

e Both servers in this cluster are now running 9.9.2 release with “Up to
Date” column showing “N” and Previous Release showing 12.2.

e Repeat the same validation on the rests of backed out clusters.

NOTE: The subsequent instruction ONLY applicable to all backed out MPE

clusters with second Reapply configuration, otherwise skip to the next Step.

Policy Server > Configuration > < MPE cluster> - System tab

e  Click on the "Reapply Configuration” operation on the selected MPE
cluster and wait till the “ The configuration was applied successfully
“ message displayed as shown -

Policy Server: MPE-1 Cluster
J. System ] | | “Ses
Modify Delete Reapply Configuration

Configuration
Name MPE-1 Cluster

ption / Location P22

N

Secure Connection No
L No
T e
System Time Reapply Settings to the RC

. Re-applying Settings to the RC... .
Associated Template Applying NotificationServer to Policy Server :mass-mpe-1b d templates)
Priority Tem,
Mone

e  Verify that the Status is showing *“ On-line” and the Version is showing
the complete Release 9.9.2 as shown -
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Step Procedure Result
Policy Server Administration
Policy Server: MPE-1 Cluster
@ ReportsT Logs T Policy Server T Diameter Routing T Policies T Data Sourc
Modify Delate Reapply Configuration
I The configuration was applied successfully. I
Configuration
Name MPE-1 Cluster
Status Oon-line
ersion 9.9.2
Description / Location
I
Secure Connection No
Legacy No
Type Oracle
System Time Jan 06, 2017 04:26 PM EST
Next, apply the same above instructions of performing this second
Reapply Configuration to the rests of backed out MPE clusters.
Once it’s all done, proceed to the next Step.
6. [ | REPEAT the above e  Proceed with the next batch of cluster(s) until all Policy sites/segments
Steps (1) — (5) for next have been backed out to release 9.9.2 as intended.
upgrade batch of
MPE/MRA

/MEDIATION cluster(s)

THIS PROCEDURE HAS BEEN COMPLETED
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14.3.3 Backout Fully Upgraded Primary CMP Cluster

NOTE: For backout to release 9.9.2, the Primary CMP cluster uses both the Upgrade Manager and System Maintenance

option.
Step Procedure Result
1. |: CMP GUI: Verify the | Upgrade Manager = Upgrade Manager

status of the Primary
CMP cluster

e  Confirm the Primary CMP cluster status:
o  Both servers of the cluster are in Active and Standby server role.
o  Both servers of the cluster are on Running Release of 12.2
o  Both servers of the cluster have 9.9.2 as the Previous Release.
o  “Up to Date” Column shows ‘Y’ for both servers.

As shown in the example below —

Start Rollback Start Upgrade View Upgrade L
= Name Upto Date Server Role | Prev Release Running Release pgrade Operation
£ O cMP sited Cluster (2 Servers)

mass-cmp-1a Y Standby 952.1.0_18.1.0 12.2.0.0.0_65.1.0 n/a

mass-cmp-1b Y Active 9521.0_18.1.0 12.2.0.0.0_65.1.0 ) Initiate upgrade Completed Successfully

CMP GUI: Backout
Standby server of the
Primary CMP cluster

NOTE: Each server
takes ~45 minutes to
complete..

Upgrade - Upgrade Manager

e  Select the Primatry CMP cluster to be backed out.

e  Click on the ‘Start Rollback’ Button. When hovering over the button, it will inform
you of the server to get backed out, in this case it will be the current standby server.

Upgrade Manager
Current 1ISO: standard-upgrade-12.2.0.0.0_65.1.0

Start Rollback = Start Upgrade View Upgrade Log LDFiter  Columns *  Advanced *

Initiate backout mass-cmp2-1a

(back) Server Role | Prev Release Running Rele... | Upgrade Operation

[=] [¥] CMP Site1 Cluster (2 Servers)
mass-cmp2-1a Y Standby 99210_1810 1220.00_65 + ) Initiate upgrade Completed Successfull
mass-cmp2-1b Y Active 992101810 1220.00865. nfa

e Select “OK” to confirm and continue with the backout operation. It will begin to
backout. The server will be in an ‘OOS’ role as shown —

Action Confirmation

4 Are you sure that you want to perform this action?
Initiate backout mass-cmp2-1a (back)

Cancel
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NOTE: For backout to release 9.9.2, the Primary CMP cluster uses both the Upgrade Manager and System Maintenance
option.

Step Procedure Result

Start Rollback Start Upgrade View Upgrade Log LFilter  Columns *  Advanced

E | Name Alarm... | Up ... | Server Role | Prev Release Running Rele... | Upgrade Operation

=l [4 cmP Site1 Cluster (2 Servers)

mass-cmp2-1a [ X) C N 008 122000 65 12.2.0.0.0_65

Initiate backout -

mass-cmp2-1b (X C.. Y Active 9.9.21.0_16.1.0 12.2.0.0.0 65... nfa

e During the backout activities, the following alarms may be generated and considered
normal reporting events — these will be cleared after the cluster is completely backed
out.

Expected Critical Alarm:

31283 High availability server is offline
31227 The high availability status is failed due to raised alarms

Expected Major Alarm:

31233 High availability path loss of connectivity
70004 The QP processes have been brought down for maintenance.

70021 The MySQL slave is not connected to the master

Expected Minor Alarms:

31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed

31107 DB merging from a child Source Node has failed

31101 DB replication to a slave DB has failed

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress

70501 The Cluster is running different versions of software

NOTE: Each server backout will take approximately 45 minutes to complete. Some
MINOR alarms remained as expected to be auto-cleared but no functional impact.
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NOTE: For backout to release 9.9.2, the Primary CMP cluster uses both the Upgrade Manager and System Maintenance
option.

Step Procedure Result

3. [_| CMP GUI: Perform e Once the backout on the Standby CMP server is completed, there will be an expected
Failover of backed out remaining Alarms of the following -
Release 9.9.2 CMP
server

Expected Critical Alarm:

70025 The MySQL slave has a different schema version than the master

Expected Minor Alarms:

70501 The Cluster is running different versions of software

70503 The server is in forced standby

Upgrade - Upgrade Manager

e  Select the same the Primary CMP cluster again. And note at this point, the Standby
server is having 9.9.2 as “Running Release”

e (Click on the ‘Continue Rollback’ button. When hovering over the button, it will
inform you that the next action is to fail over to the old version CMP cluster as shown

Upgrade Manager

) system Alert: No actions are available for the selected cluster Current ISO: standard-upgrade-12.2.0.0.0_65.1.0
Continue Rollback  Resume Upgrade View Upgrade Log LOFilter  Columns *  Advanced ¥

Fallover to old version CMP Site1 Gluster (back) | | pro pejease Running Rele... | Upgrade Operation

1 [¥] CMP Site1 Cluster (2 Servers)

mass-cmp2-1a X C M Standby 12.2.0.0.0_65 99210 _181.0 ¥ Initiate backout Completed Successfull

mass-cmp2-1b MY Active 992101810 12200065 n/a

e  Select “OK” to confirm and continue with the failover operation.

Action Confirmation

Are you sure that you want to perform this action?
Failover to old version CMP Sitel Cluster (back)

Cancel

NOTE: At this point, the current CMP GUI browser connection will be lost — if it is the
primary CMP cluster, need to re-login as illustrated in the next step.
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NOTE: For backout to release 9.9.2, the Primary CMP cluster uses both the Upgrade Manager and System Maintenance

option.
Step Procedure Result
4. [ | c™mpP GUL: Re-loginto | e Close the current CMP GUI browser tab and reopen another browser tab with the
the Primary CMP same CMP VIP address.

cluster VIP address

e The Policy Release 9.9.2 CMP GUI Login screen should appear as shown — Login
and password credentials are the same as before the backout.

ORACLE’

e  Validate that the CMP server version is now showing the release 9.9.2 —

CMP GUI: Help - About

Oracle Communications Policy Management

9.9.2

Copyright (C) 2003, 2017 Oracle. All Rights Reserved.

NOTE: At this point, there will still be one expected Critical Alarm of “70025 The
MySQL slave has a different schema version than the master” with some MINOR alarms
remained to be auto-cleared but no functional impact..

CMP GUI: Complete
the backout of the
remaining of the
Primary CMP Cluster

NOTE: Each server
takes ~45 minutes to
complete.

e  The CMP GUI has reverted to 9.9.2 format with the following path i.e.
UPGRADE - System Maintennance

System Maintenance( Last Refresh :01/09/2017 12:32:17 )

Save Layout [coumns ] [ Fites ][ Operations

r Name Appl Type » Server State Prev Release Running Release. Replication Upgrade Status
S CMP Sitel Cluster CMP Site1 Cluster
oo Completed: backout was completed at "01/
I mass-cmp2-1a CMPSiel Cluster  10.240.1663  Actve 1220006510 992101810 on e o
Completed: upgrade was completed at "01/
(= mass-cmp2-1b CMP Sitel Cluster 10.240.166.4  Force Standby 9.9.2.0.0_18.1.0 12.2.0.0.0_65.1.0 on 08/2017 05:56:01 UTC"

NOTE: The Active server is now running 9.9.2 release as expected.

e  Select the “Force-Standby” server running release 12.2 of the Primary CMP cluster
and choose “Backout” operation as shown in the example below -

System Maintenance( Last Refresh :01/09/2017 12:39:59 )

[ | e | E—
Push Script

Appl Type » Server State Prev Release Running Release Replication Upgrade Status ‘CJZ:’:E"I g?m stand

CMP Site1 Cluster ey
Completed: backout was completed o O LePlication
CMP Sitel Cluster  10.240.166.3 Active 12.2.0.0.0_65.1.0 9.9.2.1.0_18.1.0 on P oo eraera0 iy . Prepare Upgrade
: mER Start Upgrade

CMP Sitel Cluster 10.240.166.4  Force Standby  9.9.2.0.0_18.1.0 12.2.0.0.0_65.1.0 on B Uparade Completion

08/2017 05:56:01 UTC" .
Undo Upgrade Completion

Switch ForceStandby
Accept Upgrade
Backout

e  Select on “OK” to proceed with the backout operation.
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NOTE: For backout to release 9.9.2, the Primary CMP cluster uses both the Upgrade Manager and System Maintenance
option.

Step Procedure Result

Are you sure you want to execute Backout?

Cancel

e Note the “Upgrade” status column displays the “inProgress:...” message during the
backout process as shown —

Columns __ ¥] | Fiters Rl Ope
Appl Type ™ Server State Prev Release Running Release icati d:
CMP Sitel Cluster
’ Completed: bagdlt was completed at "01/
CMP Sitel Cluster 10.240.166.3 Active 12.2.0.0.0_65.1.0 9.9.2.1.0_18.1.0 on OF St
CMP Sitel Cluster 10.240.166.4  Force Standby ~ 12.2.0.0.0_65.1.0 12.2.0.0.0_65.1.0 on InProgress: Preparing for the backout

NOTE: This upgrade process will take approximately 45 minutes to complete. During this
time, there will be an expected Spinner and broken link icons appeared next to the server
name as shown in the example below -

r Name Appl Type P Server State
‘|_ CMP Sitel Cluster/ CMP Sitel Cluster
[ mass-cmp-1a . ¥ CMP Sitel Cluster 10.240.152.83  Force Standby [
- mass-cmp-1b “# CMP Sitel Cluster 10.240.152.84 Active I

— I RATIT 4 e R

e  The following alarms are to be expected during the backout process -

Expected Critical Alarms:

31227 The high availability status is failed due to raised alarms
31283 High availability server is offline

Expected Major Alarms:

31233 High availability path loss of connectivity

70004 The QP processes have been brought down for maintenance.
Expected Minor Alarms:

31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed

31107 DB merging from a child Source Node has failed

31101 DB replication to a slave DB has failed
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NOTE: For backout to release 9.9.2, the Primary CMP cluster uses both the Upgrade Manager and System Maintenance
option.

Step Procedure Result

6. |: CMP GUI: Cancel NOTE: At this point, all expected remaining alarms should be cleared.
Forced Standby server
and complete the Upgrade - System Maintenance
Backout.
e  Validate both servers are currently running release 9.9.2 and Upgrade status display

message of “Completed: Backout was completed at ....

Server State Prev Rel i | Replication Upgrade Status
Completed: backout was completed at "01/
3 Active 12.2.0.0.0_65.1.0 9.9.2.1.0_18.1.0 on 09/2017 16:45:20 UTC"
4 Standby 12.2.0.0.0_65.1.0 9.9.2.1.0_18.1.0 on Completed: backout was completed at "01/

09/2017 18:07:58 UTC"

e  Select the “Force Standby” server in the Primary CMP Cluster and choose “Cancel
Force Standby” operation.

Systemn Maintenance( Last Refresh :01/09/2017 14:04:04 )

T S | R —
Push Script
Name Appl Type i Server State Prev Relea Upload ISO
Cancel Force Standby
CMP Sitel Cluster CMP Sitel Cluster ro—
Turn Off Replication
mass-cmp2-1a CMP Sitel Cluster 10.240.166.3 Active 12.2.0.0.0_65. Prepare Upgrade
Start Upgrade
mass-cmp2-1b CMP Sitel Cluster 10.240.166.4 Force Standby 12.2.0.0.0_65. Upgrade Completion

Undo Upgrade Completion
Switch ForceStandby

Are you sure you want to execute Cancel Force Standby?

Cancel

e  After about 10 seconds or so, both servers will have Active and Standby role status
for this Primary CMP cluster running release 9.9.2 as shown —

System Maintenance( Last Refresh :01/09/2017 14:08:00 )

T T | T
(] Name Appl Type il Server State Prev Rel ing Rel
B O CMP Sitel Cluster CMP Sitel Cluster
r mass-cmp2-1a CMP Sitel Cluster 10.240.166.3 Active 12.2.0.0.0_65.1.0 9.9.2.1.0_18.1.0
,_ mass-cmp2-1b CMP Sitel Cluster 10.240.166.4 Standby 12.2.0.0.0_65.1.0 9.9.2.1.0_18.1.0

The backout procedure is now completed for release 9.9.2

THIS PROCEDURE HAS BEEN COMPLETED
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15.BACKOUT (ROLLBACK) 11.5.X WIRELESS OR 12.1.X

This procedure is executed if an issue is found during the upgrade, or during the post-upgrade if somethings impacts
network performance.

The Policy system will be backed out to the previous release.

Oracle strongly recommends consulting My Oracle Support before initiating the backout procedure. They will
determine the appropriate course of recovery options.

15.1 Backout Sequence
The Backout sequence order is the reverse of the Upgrade order as in the following sequence:
1. Backout MRA/MPE
2. Backout the Secondary CMP cluster (if applicable)
3. Backout the Primary CMP cluster.
During a backout, it is important to control what version of the software is currently active. This control needs to be

maintained even if there are unexpected failures.

NOTE:
In the case of an MPE/MRA, the upgrade/backout is NOT complete until the operator does a “Reapply Configuration”
push from the CMP. The MRA/MPE can still operate, but may not be fully functional.

15.2 Pre-requisites

1) No new policies or features have been configured or executed on the upgraded release.
2) The CMP cluster cannot be backed out if other Policy servers (MPEs, MRAs) are still on the upgraded release.

15.3 Backout of Fully Upgraded Cluster

Prior to executing this procedure, Oracle recommends first consulting My Oracle Support to discuss the next
appropriate course of actions.

This procedure is used to backout a cluster that has been fully upgraded. At the end of this procedure, all servers of the
target cluster will be on pre-12.2 release with Active/Standby status.

Expected pre-conditions:
e The primary active CMP is on release 12.2
e The cluster servers to be backed out are all on release 12.2
e One server of target cluster is on Release 12.2 in “Active” role

e  One server of target cluster is on Release 12.2 in either “Standby” or “Force Standby”

15.3.1 Backout Sequence

This procedure applies to a cluster. The non-CMP cluster types (MRA, MPE) will be in non-georedundant mode with
active and standby servers. CMP clusters may be in Sitel or Site2.

NOTE:

It is possible, and desirable, to backout multiple clusters in parallel. However, in order to do this, you must click one
cluster at a time, staggering by about 1 minute each.
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Overview on Backout/Rollback MRA/MPE:

1) Back out of the standby server
2) Fail over
3) Back out of the new standby server

Backout Secondary CMP (if applicable):

NOTE:
At this time, all MPEs and MRAs must already be backed out.

1) Use the CMP Upgrade Manager to backout the Secondary CMP Cluster

Backout the Primary CMP to 11.5.x:
NOTE:Secondary CMP must already be backed out and all of the MPE/MRA Clusters

1) Use the CMP GUI (Upgrade Manager) to backout the Primary standby CMP cluster

2) Select the CMP cluster and click on the ‘Rollback’ button on the top left , would initiate backout on Standby CMP
| | e g

B Neme Alarm Severty | Upto Date | Server Role Frev Release r

| 5 M cme site1 cluster @ servers)

3) Continue Rollback, which would failover to older version CMP cluster.

Upyauc manayc

. selected cluster Curtent 1SO: standard uprade:122.0.0.0 6510
ontinue. R%ﬂ: esume Upgrade View Upgrade Log ~ DFiter  Columns = Advanced v
Fbaai \;:f)er to old version CMP Site1 Cluster 10D, | ServerRole Prev Release Running Release. Upgrade Operafion
oo —
perf-cmp-b i Minor Y Active 115210810 1220006510 nia
perf-cmp-a X Ciitical N Standby 1220008510 115210810 ! Initiate backout Completed Successfully at Dec 15, 2016 16:43:27.

4) Log back in to the Primary CMP VIP
5) Use the 11.5.x System Maintenance to complete backout of the Primary CMP cluster

System Maintenance{ Last Refresh :12/15/2016 16:51:00 )

[ Columns ][
Running
O Name Appl Type P Server State 1S0 Relense Rolooss
= CMP Site1 Cluster CMP Sitel Cluster
l |

perf-emp-a CMP Sitel Cluster 10.240.166.32 Active [Jemp-12.2.0.0.0_65.1.0-x86_64.is0 11.25nl.aon_s 11':'§‘;'“‘
11.5.2.1.0_ 12,2.0.0.0_6

purf-cmp-b CMP Sitel Cluster  10.240.166.33  Force Standby  [7] cmp-12.2.0,0.0_65.1.0-x86_64.i50[100%] FE -y

6) Click OK to execute Backout

Are you sure you want to execute Backout?

7) After rollback of CMP cluster, manually remove "Forced Standby".

10.240,186.33
perf-cmp b
standby

8) Ifneeded, go to Policy Server > Configuration > Policy Server > click on ‘Reapply Configuration’

Backout the Primary CMP to 12.1.x:
1) Use the CMP Upgrade Manager to backout the CMP Cluster

158 of 214 E82617-03



Software Upgrade Procedure

15.3.2 Backout Fully Upgraded MPE/MRA Cluster

Step Procedure Result

1. D CMP GUI: Verify the status Upgrade - Upgrade Manager
of affected clusters
e  Confirm status of the cluster to be backed out

o  Primary CMP is on Release 12.2
o  All Standby servers are on Release 12.2
o  Upto Date column shows ‘Y’ for all servers

EXAMPLE:

=] Name Alarm Severity | Up to Date | Server Role | Prev Release Running Release
E [] cMP Site1 Cluster |2 Servers)

guam-cmp-1b Y Active 121.1.0.0_141.0 122.0.0.0_61.1.0

guam-cmp-1a A Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0
=20 guam-mpe-1 (2 Servers)

guam-mpe-1t A Standby 121.1.0.0_141.0  122.00.0_61.1.0

guam-mpe-la A Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0

2. D CMP GUI: Rollback standby Upgrade - Upgrade Manager
MPE/MRA clusters

e  Click the checkbox for the MPE/MRA/Mediation cluster to be backed out
e  Click the ‘Start Rollback’ Button. When hovering over the button, it will inform
you of the server to get backed out, in this case it will be the current standby

NOTE: Each backout of one server.
blade server will
approximately be completed Start Rollback | Start Upgrade View UpgradeLog  OFiker  Colums

within 40 minutes time. :
Initiate backout guam-mra-1b (back) pate | server Role | Prev Release Running Release Upgrade Operation

| =1 [¥] guam-mra-1 (2 Servers)

guam-mra-1b Y Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0 ) Initiate upgrade Completed Successfully
NOTE: Up to 8 upgraded

guam-mra-1a Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0 +/Initiate upgrade Completed Successfully
clusters can be backed out
at the same time, selecting
one at a time. e  Select “OK” to confirm and continue with the operation. It will begin to backout.

e  Follow the progress status under the “Upgrade Operation” column.
e At this point, the server backing out will go into ‘O0S’ state

e  Wait until the server goes to an OOS state before selecting the next cluster to
backout.

e  During the backout activities, the following alarms may be generated and
considered normal reporting events — these will be cleared after the cluster is
completely backed out.

Expected Critical Alarms:
31283 High availability server is offline

31227 High availability Status Failed
70001 QP_procmgr failed

Expected Major Alarm:

78001 Rsync Failed

70004 QP Processes down for maintenance
31233 HA Path Down

Expected Minor Alarms:
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Step

Procedure

Result

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled
31282 HA Management Fault

e  Backout of the server is complete when the message “Initiate backout completed
successfully at...” shows under the ‘Upgrade Operation’ Column. The backed out
server will show running the previous release and return to standby with an N in
the Up to Date column.

CMP GUI: Continue the
backout of the MRA/MPE
clusters. Next operation is
« failover» to the server in
the previous release.

NOTE: Up to 8 upgraded
clusters can be backed out
at the same time, selecting
one at a time.

e  Select the cluster to backout.
Current state of the cluster needs to be as follows:

Active server on 12.2 Release
Standby server on pre-12.2 Release

Some minor alarms (e.g., 70501 Cluster running different versions of software) are
normal at this point.

Upgrade - Upgrade Manager

o  Select the checkbox for the cluster

e  Select the ‘Continue Rollback’ button. When hovering over the button, it will
inform that the next step is to fail over to the old version

Continue Rollback Resume Upgrade

Failover to old version guam-mpe-1 (back) server Role | Prev Release Running Release
B [ cMP Sitet Cluster (2 Servers)
guam-cmp-1b & Minor h Active 12.1.1.0.0_14.1.0 12.2.00.0_81.1.0

guam-cmp-1a A Standby 12.1.1.0.0_141.0 12.2.0.0.0_61.1.0

= guam-mpe-1 (2 Servers)

guam-mpe-1b & Minor M Standby 12.2.0.0.0_61.1.0 12.1.1.0.0_14.1.0

guam-mpe-la Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0 61.1.0

e  Select “OK” to confirm and continue with the operation. It will begin to failover.

e Wait until the server fails over before selecting the next cluster. This will take a
minute or two.

Expected Critical Alarms:
31283 High availability server is offline

31227 High availability Status Failed
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Software Upgrade Procedure

Step

Procedure

Result

70001 QP_procmgr failed

Expected Major Alarm:

70004 QP Processes down for maintenance
31233 HA Path Down

31126 Audit Blocked

Expected Minor Alarms:

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

31282 HA Management Fault
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Software Upgrade Procedure

Step Procedure Result
4. D CMP GUI: Reapply For MPE: Policy Server - Configuration = <MPE cluster> > System tab
configuration on MPE/MRA
cluster that completed the For MRA: MRA-> Configuration><MRA cluster>->System tab
failover successfully.
e  The selected cluster will have the status shown as “Degraded” running version
12.2
Policy Server: guam-mpe-1
@ Reports T Logs T Policy Server T Diameter Routing 1
Modify Delete Reapply Configuration
Configuration
MName guam-mpe-1
Status
Version 12.2.0.0.0_61.1.0
Description / Location
e  Click "Reapply Configuration”
-  The MPE will show a dialog box showing progress of the reapply, the MRA
will not show anything.
e Note the "Version” is successfully changed to the previous release, for example
12.1.1
Policy Server: guam-mpe-1
ﬁ Reports T Logs T Policy Server T Diameter Routing T
Modify Delete Reapply Configuration
The configuration was applied successfully.
Configuration
MName guam-mpe-1
Status
Version 12.1.1.0.0_14.1.0
Description [/ Location
NOTE: The status still ” shown as “Degraded” is a normal reporting event as the
servers are in different status.
5. D CMP GUI: Complete Select the partially backed out cluster
backout of cluster(s)
Upgrade = Upgrade Manager
NOTE: Each backout of one | e  Select the checkbox for the cluster
blade server will . . N
. o  Select the ‘Continue Rollback’ button. When hovering over the button, it will
approximately be completed
within 35 minutes time. inform you that the standy server running 12.2 will be backed out.
NOTE: Up to 8 upgraded i
Continue Rollback Resume Upgrade
clusters can be backed out
at the same time, selectin .
one at a time. g Initiate backout guam-mra-1a (back) pate Server Role Running Release
= guam-mra-1 (2 Servers)
guam-mra-1b N Active 12.1.1.0.0_14.1.0
guam-mra-1a A Standby 12.2.0.0.0_61.1.0
e  Select “OK” to confirm and continue with the operation.
o  Follow the progress status under the “Upgrade Operation” column.
e  During the backout activities, the following alarms may be generated and
considered normal reporting events — these will be cleared after the cluster is
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Step

Procedure

Result

completely backed out.

Expected Critical Alarms:
31283 High availability server is offline

31227 High availability Status Failed
70001 QP_procmgr failed

Expected Major Alarm:

70004 QP Processes down for maintenance
31233 HA Path Down

31126 Audit Blocked

Expected Minor Alarms:

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled
31282 HA Management Fault

e  Backout of the server is complete when the message “Initiate backout completed
successfully at...” shows under the ‘Upgrade Operation’ Column. Both servers in
this cluster will be on a pre-12.2 release at this point and show active/standby.

| = guam-mpe-1 (2 Servers)

guam-mpe-1b N Active 12.11.0.0_141.0 +) Initiate: backout Completed Successfully at

guam-mpe-1a N Standby 12.1.1.0.0_141.0 +*) Initiate backout Completed Successfully at

Repeat this procedure for the remainder of the MPE/MRA servers, if necessary.

THIS PROCEDURE HAS BEEN COMPLETED
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15.3.3 Backout Fully Upgraded Secondary CMP Cluster

NOTE: The Secondary CMP Site2 cluster to be backed out first using the Upgrade Manager -- followed by the Primary CMP Sitel

cluster.

Step Procedure

Result

1. [ ]

CMP GUI: Verify the
status of the CMP
Clusters

Upgrade Manager - System Maintenance

e Confirm status of the cluster to be backed out:
o Primary CMP is on Release 12.2
o  All other non-CMP clusters are on a pre-12.2 release

o  Up to Date Column shows ‘Y’ for all servers

The Filter button can be used to show only CMP servers. Enter ‘cmp’ in the box as shown
below

EXAMPLE:

E | Name Alarm Severity | Up to Date | Server Role | Prev Release Running Release Upgrade Operation
I | — || -] [ | ]

= O cmp sitet Cluster (2 Servers)
guam-cmp-1b Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully at
guam-cmp-1a Y Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully at

= [ CMP site2 Cluster (2 Servers)
guam-cmp-2a Y Standby 124.1.00_141.0 122.000_61.1.0 +’) Inttiate upgrade Completed Successfully at
guam-cmp2b Y Active 12.1.1.0.0_14.1.0 122.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully at

CMP GUI: backout
secondary cmp cluster

NOTE: Each backout of
one server will take ~40
minutes to complete.

Upgrade = Upgrade Manager

e  Select the checkbox for the secondary CMP Cluster

e  Select the ‘Start Rollback’ Button. When hovering over the button, it will inform you
that the standby server will be backed out.
Start Rollback

Start Upgrade Viev

Initiate backout guam-cmp-2a (back) jate | Server Role | Prev Release

2SN N £ N 3 { N

Bl [ cMP site1 Cluster (2 Servers)

Running Release

[=] | [=l]

guam-cmp-1b Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0

guam-cmp-1a Y Standby 12.1.1.0.0_141.0 12.2.00.0_61.1.0
= CMP Site2 Cluster (2 Servers)

guam-cmp-2a b Standby 12.1.1.0.0_141.0 12.2.0.0.0_61.1.0

guam-cmpzb Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0

e  Select “OK” to confirm and continue with the operation. It will begin to backout.
Server will go in an ‘O0S’ server role

e  Follow the progress status under the “Upgrade Operation” column.

| =l [ cMP site2 Cluster (2 Servers)

guam-cmp-2a X Critical N o0s 12.2.0.00_61.1.0 12.2.0.0.0_61.1.0

Initiate backout :: Backing out server...

guam-cmp2b (%) Critical \ Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0 ) Initiate upgrade Completed Successfully at Nov 21, 201
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NOTE: The Secondary CMP Site2 cluster to be backed out first using the Upgrade Manager -- followed by the Primary CMP Sitel
cluster.

Step Procedure Result

e  During the backout activities, the following Alarms may be generated and considered
normal reporting events — these will be cleared after the cluster is completely backed
out.

Expected Critical Alarms:

31283 High availability server is offline

31227 High availability Status Failed

70001 QP_procmgr failed

70025 The MySQL slave has a different schema version than the master.

Expected Major Alarm:

70004 QP Processes down for maintenance
31233 HA Path Down

31126 Audit Blocked

Expected Minor Alarms:

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

31282 HA Management Fault

e  Backout of the server is complete when the following message (“Initiate backout
completed successfully at...”) shows under the ‘Upgrade Operation’ Column. The
server will go back to standby state and show the previous release

= Name Alarm Severity | Up to Date | Server Role | Prev Release Running Release

(S | N = | N 5 I || ] | [=]

E O cMp site Cluster (2 Servers)

guam-cmp-1b & Minor Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0

guam-cmp-1a b Standby 12.1.1.0.0_141.0 122.0.0.0_681.1.0

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a = %) Critical N Standby 122.0.0.0_61.1.0 12.1.1.0.0_141.0

guam-cmpzh Y Active 121.1.0.0_14.1.0 122.0.0.0_61.1.0
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Software Upgrade Procedure

NOTE: The Secondary CMP Site2 cluster to be backed out first using the Upgrade Manager -- followed by the Primary CMP Sitel
cluster.

Step Procedure Result
3. D CMP GUI: Continue the
backout. Next Upgrade = Upgrade Manager

Operation is “failover”
e  Select the checkbox for the Secondary CMP cluster

e  Select the ‘Continue Rollback’ Button. When hovering over the button, it will inform
you it will failover to the previous version.
Continue Rollback Resume Upgrade View

Failover to old version CMP Site2 Cluster (back) 30 | prev Release Running Release

(ZA I | N £ | N T = | =]

B cmp site Cluster (2 Servers)

guam-cmp-1b % Minor Y Active 121.1.0.0_14.1.0 12.2.0.0.0_61.1.0

guam-cmp-1a b Standby 121.1.0.0_14.1.0 12.2.0.0.0_61.1.0

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a %) Critical N Standby 122000 _61.1.0 12.1.1.0.0_141.0

guam-cmp2h Y Active 121.1.0.0_14.1.0 122.0.0.0_61.1.0

e  Select “OK” to confirm and continue with the operation. It will begin to failover.

e  Wait until the previous release becomes active before continuing

Expected Critical alarm:
70025 QP Slave database is a different version than the master

Expected Minor Alarms:

70503 Upgrade Director Server Forced Standby
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70500 Upgrade Director System Mixed Version
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NOTE: The Secondary CMP Site2 cluster to be backed out first using the Upgrade Manager -- followed by the Primary CMP Sitel

cluster.
Step Procedure Result
4. D CMP GUI: Continue the | Upgrade 2 Upgrade Manager

backout. Next
Operation is « initiate
backout»

e  Select the checkbox for the Secondary CMP cluster
e  Select the ‘Continue Rollback’ Button. When hovering over the button, it will inform
you it will back out the new standby server

Continue Rollback Resume Upgrade Viev

Initiate backout guam-cmp2b (back) pate | Server Role | Prev Release Running Release

emp N £ O 5 | B E | =] | =]

2 [J cMP site1 Cluster (2 Servers)

guam-cmp-1b % Minor Y Active 12.1.1.0.0_14.1.0 122.0.0.0_61.1.0

guam-cmp-1a Y Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_81.1.0

= CMP Site2 Cluster (2 Servers)

guam-cmp-Za ' #) Critical N Active 12.2.0.0.0_61.1.0 12.1.1.0.0_14.1.0

guam-cmp2b ¥ Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0

e  Select “OK” to confirm and continue with the operation.

e  Follow the progress status under the "Upgrade Operation’ Column.

Expected Critical alarm:
70025 QP Slave database is a different version than the master

Expected Minor Alarms:
70500 Upgrade Director System Mixed Version

The procedure ends when both Secondary CMP servers are in the previous release.
=] Name Alarm Severity | Up to Date | Server Role | Prev Release Running Release Upgrade Operation

= [ cmp sitet Cluster (2 Servers)
guam-cmp-1b Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0 ! Initiate upgrade Completed Successfully at

guam-cmp-1a Y Standby 12.1.1.00_141.0 12200.0_61.1.0 '« Initiate upgrade Completed Successfully at

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a %) Critical N Active 122.0.0.0_61.1.0 121.1.0.0_14.1.0 +) Initiate backout Completed Successfully at

guam-cmp2b %) Critical N Standby 12.2.0.0.0_61.1.0 12.1.1.0.0_14.1.0 +') Initiate backout Completed Successfully at

THIS PROCEDURE HAS BEEN COMPLETED
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15.3.4 Backout Fully Upgraded Primary CMP Cluster

NOTE: For backout to a release prior to 12.1.x, the Primary CMP Sitel cluster uses both the Upgrade Manager and the pre-
12.1.x System Maintenance option for backout. For backout to 12.1.x, you need only use the Upgrade Manager.

Step Procedure Result
1. |: CMP GUI: Verify the Upgrade Manager = System Maintenance
status of the CMP
Clusters

e  Confirm status of the Primary CMP cluster:

o  Primary CMP cluster is on Release 12.2

o  Secondary CMP Cluster (if present) is already on pre-12.2 Release

o  Up to Date Column shows ‘Y’ for all servers in Primary CMP Cluster

EXAMPLE:

= Name Alarm Severity | Up to Date | Server Role
= [J cMP Site1 Cluster (2 Servers)
guam-cmp-1b hd Active
guam-cmp-1a hd Standby
= [ cMmP site2 Cluster (2 Servers)
guam-cmp-2a : %) Critical N Active

guam-cmpzb #) Critical N Standby

Running Releaze

122.0.0.0_61.1.0

122.0.0.0_61.1.0

121.1.00_141.0

121.1.0.0_14.1.0

Upgrade Operation

+")Intiate upgrade Completed Successfully at

+")Intiate upgrade Completed Successfully at

+) Initiate backeout Completed Success fully at

+") Initiate backout Completed Successfully at
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NOTE: For backout to a release prior to 12.1.x, the Primary CMP Sitel cluster uses both the Upgrade Manager and the pre-
12.1.x System Maintenance option for backout. For backout to 12.1.x, you need only use the Upgrade Manager.

Step Procedure Result

2. [ | c™MP GUI: backout
standby Primary CMP Upgrade = Upgrade Manager
cluster

e  Use the Filter button and enter ‘cmp’ in the box to display CMP clusters only

e  Select the checkbox for the Primary CMP Cluster

e  Select the ‘Start Rollback’ button. When hovering over the button, it will inform you

NOTE: backout of one that the standby server will be backed out.
server will take ~40

minutes to complete.
Start Rollback Start Upgrade

Initiate backout guam-cmp-1a (back) 5ae Server Role Running Release

SN I | N | N £ || IS

| = CMP Site1 Cluster (2 Servers)

guam-cmp-1b Y Active 12.2.0.0.0_61.1.0

guam-cmp-1a Y Standby 12.2.0.0.0_61.1.0

e  Select “OK” to confirm and continue with the operation. It will begin to backout.
Server will go in an ‘O0S’ Server Role

o  Follow the progress status under the “Upgrade Operation” column.

e  During the backout activities, the following alarms may be generated and considered
normal reporting events — these will be cleared after the cluster is completely
backed out.

Expected Critical Alarms:
31283 High availability server is offline

31227 High availability Status Failed
70001 QP_procmgr failed
31236 HA Link Down

Expected Major Alarm:
70004 QP Processes down for maintenance
31233 HA Path Down

Expected Minor Alarms:

31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited
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NOTE: For backout to a release prior to 12.1.x, the Primary CMP Sitel cluster uses both the Upgrade Manager and the pre-
12.1.x System Maintenance option for backout. For backout to 12.1.x, you need only use the Upgrade Manager.

Step Procedure Result

3. [ e  Backout of the server is complete when the message “Initiate backout completed
successfully at...” shows under the ‘Upgrade Operation’ Column. The server will go
back to standby state and show the previous release.

= Name Alarm Severity | Up to Date | Server Role | Running Release | Upgrade Operation

SN S £ | N 5 | I | I

| = CMP Site1 Cluster (2 Servers)
guam-cmp-1b & Minor Y Active 12.2.0.0.0_61.1.0 '+ Intiate upgrade Completed Successfully at

guam-cmp-1a (%) Critical N Standby 12.1.1.0.0_14.1.0 '+ Initiate backout Completed Successfully at

4. |: CMP GUI: Continue the | Select Primary CMP Cluster.
backout. Next
operation is « failover» | Upgrade 2 Upgrade Manager

e  C(Click the checkbox for the Primary CMP cluster
e  C(Click the ‘Continue Rollback’ button. When hovering over the button, it will inform
you that the next action is to fail over to the old CMP version.

Continue Rollback Resume Upgrade Wiew Upgrade Log L Fitter Columns +

Failover to old version CMP Site1 Cluster (back) pgje Running Release | Upgrade Operation

TS S £ N | N N

| = CMP 5ite1 Cluster (2 Servers)

guam-cmp-1b £ Minor Y Active 122.00.0_81.1.0 ) Initiate upgrade Completed Successfully at

guam-cmp-1a X! Critical N Standby 12.1.1.0.0_14.1.0 ' '») Initiate backout Completed Succes=fully at

e  Select “OK” to confirm and continue with the operation. It will begin to failover.

e  Failover takes a couple minutes.

5. |: CMP GUI: Log back in After failover, you will be required to log back in to the CMP GUI using the Primary CMP
to the Primary CMP VIP.
VIP

ORACLE’

Welcome to the Configuration Management Platform (CMP). Please enter your user
v to access the CMP desktop. If you do not have an

name and password be
ing user name or password, or if you have misplaced either, please contact the

ystem administrator.

Login
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NOTE: For backout to a release prior to 12.1.x, the Primary CMP Sitel cluster uses both the Upgrade Manager and the pre-
12.1.x System Maintenance option for backout. For backout to 12.1.x, you need only use the Upgrade Manager.

Step Procedure Result
6. |: CMP GULI: Verify Navigate to Help=>About. Verify the proper pre-12.2 release number is displayed
release

If Rollback is for release 11.5.x, continue with step 7
If Rollback is for Release 12.1.x, continue with step 9

7. |: CMP GUI (Release Upgrade - System Maintenance
11.5): Continue the
backout of the Primary | @  Select the checkbox for the remaining server in the Primary CMP Cluster. The server

CMP Cluster will be on 12.2 and show ‘Forced Standby’

e  Select operations>backout
e  C(Click on “OK” on the pop up to continue

®  Follow the progress status under the Upgrade Status’ Column. Wait until the server

to backout comes to backout complete.
NOTE: backout of one

server will take ~30
minutes to complete. normal reporting events — these will be cleared after the cluster is completely

backed out.

e  During the backout activities, the following Alarms may be generated and considered

Expected Critical Alarms:
31283 High availability server is offline

Expected Major Alarm:

31233 High availability path loss of connectivity
31236 HA Link Down

70004 QP Processes down for maintenance
Expected Minor Alarms:

31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure
31102 DB Replication from Master Failure
31113 DB Replication manually Disabled
31284 HA remote subscriber heartbeat

8. |: CMP GUI: Remove Upgrade = System Maintenance
Forced standby

e  Select the checkbox for the remaining server in the Primary CMP Cluster. The server
will be on 11.5.x and show ‘Forced Standby’

o  NOTE: A refresh of the current screen may be necessary at the 40 minute mark.

e  Select operations—> cancel forced standby

System Maintenance( Last Refresh :02/24/2015 10:58:24 )

The backout procedure is now completed for release 11.5.x.

9. |: CMP GUI (Release Select Primary CMP cluster to complete the backout.
12.1.x): Continue the
backout of the Primary | Upgrade = Upgrade Manager
CMP Cluster

o  Select the checkbox for the Primary CMP Cluster
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NOTE: For backout to a release prior to 12.1.x, the Primary CMP Sitel cluster uses both the Upgrade Manager and the pre-
12.1.x System Maintenance option for backout. For backout to 12.1.x, you need only use the Upgrade Manager.

Step Procedure Result

e  Select the ‘Continue Rollback’ button. When hovering over the button, it will inform
you that the standby server still running 12.2 will be backed out

NOTE: backout of one
server will take ~40 Continue Rollback Resume Upgrade View Upgrade Log

minutes to complete. -
Initiate backout guam-cmp-1b (back) iate | Server Role | Prev Release Running Release

| = CMP Site1 Cluster (2 Servers)

guam-cmp-1b X Critical A Standby 12.1.1.0.0_14.1.0 : 12.2.0.0.0_61.1.0

guam-cmp-1a 4 Minor N Active 122.0.0.0_81.1.0  121.1.0.0_14.1.0

e  Select “OK” to confirm and continue with the operation. It will begin to backout.
Server will go in an ‘O0S’ Server Role

®  Follow the progress status under the “Upgrade Operation” column.

e  During the backout activities, the following Alarms may be generated and considered
normal reporting events — these will be cleared after the cluster is completely
backed out.

Expected Critical Alarms:
31283 High availability server is offline

31227 High availability Status Failed

70001 QP_procmgr failed

Expected Major Alarm:

70004 QP Processes down for maintenance
Expected Minor Alarms:

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

e  Backout of the server is complete when the message “Initiate backout completed
successfully at...” shows under the ‘Upgrade Operation’ Column. The server will go
back to standby state and show the previous release:

= Name Alarm Severity | Up to Date | Server Role | Prev Release Running Release | Upgrade Operation

| =] CMP 5ite1 Cluster (2 Servers)

guam-cmp-1b M Standby 12.2.0.0.0_61.1.0 : 12.1.1.0.0_14.1.0 ' '+ Initiate backout Completed Successfully a...

guam-cmp-1a N Active 122.0.0.0_61.1.0  121.1.0.0_141.0 = '+ Initiate backout Completed Successfully a...
20 guam-mpe-1 (2 Servers)

guam-mpe-1b M Active 122.0.0.0_61.1.0 1 121.1.0.0_141.0 | '+ Initiate backout Completed Successfully a...

guam-mpe-1a M Standby 12.2.0.0.0_61.1.0 - 12.1.1.0.0_14.1.0 ' '+ Intiate backout Completed Successfully a...
20 guam-mra-1 (2 Servers)

guam-mra-1b N Active 122.0.0.0_61.1.0 : 12.1.1.0.0_14.1.0 : '+ Initiate backout Completed Successfully a...

guam-mra-1a M Standby 122.0.0.0_811.0 1 121.1.0.0_141.0 ' v Initiate backout Completed Successfully a
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NOTE: For backout to a release prior to 12.1.x, the Primary CMP Sitel cluster uses both the Upgrade Manager and the pre-
12.1.x System Maintenance option for backout. For backout to 12.1.x, you need only use the Upgrade Manager.

Step

Procedure

Result

All backout-related alarms should also be cleared.

THIS PROCEDURE HAS BEEN COMPLETED
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16.BACKOUT (ROLLBACK) CABLE MODE

This procedure is executed if an issue is found during the upgrade, as well as post-upgrade which impacts network
performance.

The Policy system will be backed out to the previous release.

Oracle strongly recommends consulting Technical Services and Escalation team before initiating the backout procedure.
They will determine the appropriate course of recovery options if any.

16.1 Backout Sequence

The backout sequence order is the reverse of the upgrade order as in the following sequence :
e  Backout BOD cluster(s)

e  Backout MPE-S cluster(s)

e Backout MPE-R cluster(s)

e Backout MA cluster(s)

e Backout Secondary CMP cluster (if applicable)
e Backout Primary CMP cluster:

During a backout, it is important to control what version of the software is currently active. This control needs to be
maintained even if there are unexpected failures.

NOTE: In the case of an MPE, the upgrade/backout is NOT complete until the operator does a Reapply
Configuration operation from the CMP. The MPE can still operate, but may not be fully functional.

16.2 Pre-requisites
e No new policies or features have been configured or executed on the upgraded release.

e  The CMP cluster cannot be backed out if other Policy components (MPEs, MAs and BODs) are still on the
upgraded release.

16.3 Backout of Fully Upgraded Cluster

Prior to executing this procedure, Oracle recommends first consulting the Technical Services team, to discuss the next
appropriate course of actions.
This procedure is used to backout a cluster that has been fully upgraded. At the end of this procedure, all servers of the
target cluster will be on release 11.5.X (MA, MPE, BOD, CMP) with Active, Standby status.
Expected pre-conditions:

e Primary Active CMP is on release 12.2

e  (Cluster is of MPE, MA, BOD or CMP
e One server of target cluster is on release 12.2 in Active role

e One server of target cluster is on release 12.2 in either Standby or Force Standby

16.3.1 Backout Sequence

This procedure applies to an Active/Standby group of servers. This group of servers will be referred to as a cluster or
HA cluster. The cluster types are CMP, MA, BOD or MPE. For CMP cluster, the cluster status may also be Sitel and/or
Site2.

16.3.1.1 Overview on Backout/Rollback BOD cluster

NOTE: The following procedure should be used to backout a 12.2 cluster to Policy 11.5.X.
e Use the CMP GUI to begin the backout of the BOD cluster
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e  Wait until successfully complete

e Failover

e Reapply the configuration

e  Use the CMP GUI (Upgrade Manager) to continue the backout of the BOD cluster

16.3.1.2 Overview on Backout/Rollback MPE-S/R cluster

NOTE: The following procedure should be used to backout a 12.2 cluster to Policy 11.5.X.
e Use the CMP GUI to begin the backout of the MPE-S cluster

e  Wait until successfully complete

e Failover

e Reapply the configuration

o  Use the CMP GUI (Upgrade Manager) to continue the backout of the MPE-R cluster
e Use the CMP GUI to begin the backout of the MPE-R cluster

e  Wait until successfully complete

e Failover

e Reapply the configuration

e Use the CMP GUI (Upgrade Manager) to continue the backout of the MPE-R cluster

16.3.1.3 Overview on Backout/Rollback MA cluster

NOTE: The following procedure should be used to backout a 12.2 cluster to Policy 11.5.X.
e Use the CMP GUI to begin the backout of the MA cluster

e  Wait until successfully complete

e Failover

e Reapply the configuration

o  Use the CMP GUI (Upgrade Manager) to continue the backout of the MA cluster

16.3.1.4 Backout Secondary CMP (If Applicable)

At this time, all MPEs, BOD and MAs must already be backed out.
Use the CMP GUI (Upgrade Manager) to backout the Secondary CMP cluster

16.3.1.5 Backout Primary CMP (11.5.X)

NOTE: Secondary CMP must already be backed out and all of the MPE/MRA clusters
e  Use the CMP GUI (Upgrade Manager) to backout the Primary standby CMP cluster

e Logback in to the Primary CMP VIP

e Use the 11.5.X System Maintenance to complete backout of the Primary CMP cluster

16.3.2 Backout of a Partially Upgraded Cluster

A partially upgraded cluster occurs when the version is not correct or the success message does not appear. If this
happens, contact Oracle Support and report a partially upgraded cluster.
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16.3.3 Backout Fully Upgraded BOD Cluster(s)

Step Procedure Result
1 |:| CMP GUI: Verify the status | Upgrade Manager -> Upgrade Manager
of affected clusters )
Confirm status of the cluster to be backed out:
®  Primary Active CMP is on release 12.2
e  All Standby servers are on release 12.2
e  Up to Date column shows Y for all servers
EXAMPLE
B | Name Alarm Severity | UptoDate | ServerRole | PrevRelease Running Release Upgrade Operation
= [0 BOD (2 Servers)
BOD-B Y Standby 11.5.0.0.0_39.1.0 122.000_32.1.0 ) Initiate upgrade Completed Successfully at Nov 10, 2016 9:54:50.
BOD-A Y Active 11.5.000_391.0 1220003210 ) Initiate: upgrade Completed Successfully at Nov 10, 2016 9:27:10.
= [ cMP Sitet Cluster (2 Servers)
Site1-CMP-A v Active 11.5.0.0.0_39.1.0 12.2.0.0.0_32.1.0 ) Inftiate upgrade Completed Successfully at Nov 2, 2016 18:52:01
Site1-CMP-B. Y Standby 11.5.0.0.0_39.1.0 122.000_32.1.0 ) Initiate upgrade Completed Successfully at Nov 2, 2016 18:52:01
2 |:| CMP GUI: Rollback Select the upgraded clusters to backout.
standby BOD server Upgrade - Upgrade Manager
NOTE: The backout of a .
. e  Select the checkbox for the cluster (Select one cluster at a time)
single server takes
approximately 40 minutes a) Click Start Rollback. When hovering over the button, it will inform
to complete. you of the server to backout, in this case it will be the current
standby server.
NOTE: Up to 4 clusters can
be backed out at the same ey | [t
time selecting one at a Initiate backout BOD-B (back) iy | UptoDate | ServerRole | PrevRelease Running Release Upgrade Operation
’
time. ot || L i | .
| 2800 2 servers)
BOD-B A Standby 11.5.00.0_39.1.0 12.200.0_32.1.0 ! Initiate upgrade Completed Successfully at Mov 9, 2016 21:04:49.
BOD-A Y Active 11.5.00.0_39.1.0 12.2.00.0_32.1.0 +/ Initiate upgrade Completed Successfully at Nov 9, 2016 19.22:09,
b) Click OK to confirm and continue with the operation. It will begin
to backout.
Action Confirmation
Are you sure that you want to perform this action?
Initiate backout BOD-B (back)
Follow the progress status in the Upgrade Operation column.
Upgrade Operation
Initiate upgrade :: Upgrading =erver (Elapsed Time: 0:0...
+*) Initiate upgrade Completed Successfully at Sep 18, 2015 14:10:18.
The server backing out will go into OOS state. Wait until the server goes to an
OOS state before selecting the next cluster to backout.
During the backout activities, the following alarms may be generated and
considered normal reporting events. These will be cleared after the cluster is
completely backed out.
Expected Critical Alarms
31283 Lost Communication with server
31227 HA availability status failed
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Step

Procedure

Result

70001 QP_procmgr failed

Expected Major Alarms

70004 QP Processes down for maintenance
31233 HA Path Down

Expected Minor Alarms

70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

78001 Rsync Failed

70502 Cluster Replication Inhibited

31114 DB replication over SOAP has failed
31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31102 Database replication from master failure
31113 DB replication manually disabled
31282 HA Management Fault

Backout of the server is complete when the ‘Initial backout Completed
Successfully...” shows in the Upgrade Operation column. The server will show
running release of 11.5.X, role is back to standby role and up to date value is
set to “N”.

= | Name Alarm Severty | UptoDate | Server Role | PrevRelease Running Release Upgrade Operation

Bod Il V]|l |l V]|l vl v]

= [¥] BOD (2 Servers)

BOD-B i\ Minor @ Standby 1220003210  11.50.0.0_38.1.0 I ) Initiate backout Completed Successfully at Nov 10, 2016 8:21:28. I

BOD-A i\ Minor 7 Active 150003910  122.0.0.0_32.1.0 ) Initiate upgrade Completed Successfully at Nov 9, 2016 19:22:09

3 |:| CMP GUI: Continue the
backout of the BOD
clusters. Next operation is
failover to the 11.5.X

server.

NOTE: Up to 4 clusters can
be backed out at the same
time, selecting one at a

Select the partially backed out cluster to backout.
Upgrade = Upgrade Manager
e  Select the checkbox for the cluster (Select one cluster at a time.)

a) Click Continue Rollback. When hovering over the button, it will
inform you to failover to old version.

Continue Rollback Resume Upgrade

time. Failover to old version BOD (back) | up to Date Server Role Prev Release Running Release
[pod | | || v|l || || \
| = [¥] BOD (2 Servers)
BOD-B & Minor M Standby 12.2.0.0.0_32.1.0 11.5.0.0.0_39.1.0
BOD-A £ Minor Y Active 11.5.0.000_39.1.0 12.2.0.0.0_32.1.0
b) Click OK to confirm and continue with the operation. It will begin
to failover the cluster.
Wait until the server fails over before selecting the next cluster. This will take a
minute or two.
= Mame Alarm Severity Up to Date Server Role Prev Release Running Release
[Bod || | || | ||
| =l [v] BOD (2 Servers)
BOD-B & Minor M ctiv 12.2.0.0.0_32.1.0 11.5.0.0.0_39.1.0
BOD-A i\ Minor Y Standby 150003910 1220003210
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Step Procedure

Result

4 |:| CMP GUI: Reapply the
configuration to the BOD
cluster that completed the

failover successfully.

Navigate to: BOD > Configuration > <BOD cluster name> - System
The selected cluster will have the status of Degraded. This is expected
e  Click Reapply Configuration.

The running version is successfully changed to the previous 11.5.X release

Modify I Delete I Reapply Configuration I

The configuration was applied successfully.l

Configuration

Name BOD
Status
Version 11.5.0

Description / Location

NOTE: The status still showing Degraded is a normal reporting event because the
servers currently have different releases.

CMP GUI: Complete
backout of cluster(s)
NOTE: The backout of a
single server takes
approximately 35 minutes
to complete.

NOTE: Up to 4 clusters can
be backed out at the same
time, selecting one at a
time.

e  Select the partially Backed out cluster

Upgrade - Upgrade Manager

a) Select the checkbox for the cluster (one cluster at a time)

b) Click Continue Rollback. When hovering over the button, it will
inform you of the server to get backed out.

Continue Rollback Resume Upgrade
Initiate backout BOD-A (back) oty |UptoDate | Server Role | Prev Release Running Release
oo jf || || M ||
| = [+ BOD (2 Servers)
BOD-B 1 Minor N Active 12.2.0.0.0_32.1.0 11.5.0.0.0_39.1.0
BOD-A i\ Minor v Standby 11.5.0.0.0_39.1.0 12.2.0.0.0_32.1.0

Click OK to confirm and continue with the operation. It will begin to backout.
Follow the progress status in the Upgrade Operation column.

Upgrade Operation

Iniiate upgrade - Upgrading server (Elapsed Time: 0.0

+ Intiate upgrade Completed Successfully at Sep 18, 2015 14:10:18.

During the backout activities, the following alarms may be generated and
considered normal reporting events. These will be cleared after the cluster is
completely backed out.

Expected Critical Alarms

31283 Lost Communication with server
31227 HA availability status failed
70001 QP_procmgr failed

Expected Major Alarms

70004 QP Processes down for maintenance
31233 HA Path Down
31126 Audit blocked

Expected Minor Alarms

70503 Server Forced Standby
70507 Upgrade In Progress
70500 System Mixed Version
70501 Cluster Mixed Version
78001 Rsync Failed
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Step Procedure Result

70502 Cluster Replication Inhibited

31114 DB replication over SOAP has failed
31106 Database merge to parent failure

31107 Database merge from child failure

31101 Database replication to slave failure
31102 Database replication from master failure
31113 DB replication manually disabled

31282 HA Management Fault

Backout of the servers is complete when the message ‘Initiate backout
Completed Successfully...” shows in the Upgrade Operation column. All of the
servers will be on the previous release, up to date value is set to “N” and show
active/standby.

I [ BOD (2 Servers)

BOD-A Standby 12.2.0.0.0_32.1.0 11.5.0.0.0_39.1.0 ) Initiate backout Completed Successfully at Nov 10, 2016 8:56:59.

BOD-B N Active 122.0.0.0_32.1.0 11.5.0.0.0_39.1.0 ) Initiate backout Gempleted Successfully at Nov 10, 2016 8:21:29.
N

THIS PROCEDURE HAS BEEN COMPLETED

16.3.4 Backout Fully Upgraded MPE-S/R Cluster(s)

Step Procedure Result

1 |:| CMP GUI: Verify the status | Upgrade Manager -> Upgrade Manager

of affected clusters Confirm status of the cluster to be backed out:

e  Primary Active CMP is on release 12.2
e  All Standby servers are on release 12.2

e  Up to Date column shows Y for all servers
EXAMPLE

B | Name Alarm Severiy | UpioDale | ServerRole | Prev Release Running Release Upgrade Operation
£ ] CMP Site1 Cluster (2 Servers)
Sfe1-CMP-A ¥ Active 150003210 12200.0_32.1.0 ) Intiate upgrade Completed Successfuly at Nov 2, 2016 18:52:01
Siel-CMP-B ¥ Standby 1.50.00_39.1.0 12200.0_32.1.0 /) Initate upgrade Completed Successfully at Nov 2, 2016 18:52.01
B[] MPE-R (2 Servers)
MPE-R-B ¥ Active 150003810 1220.0.0_32.0.0 /) Initate upgrade Completed Successfully at Nov 8, 2016 23:30:18.
WPE-R-A ¥ Standby 1.50.00_39.1.0 1220003210 /) Initate upgrade Completed Successfuly at Nov 9, 2016 7:13:48.
B [J MPE-S (2 Servers)

MPE-S-A Y Standby 11.5.0.0.0_32.1.0 12.2.00.0_32.1.0 ) Initiate upgrade Completed Successfully at Nov 9, 2016 11:50:50.
MPE-S-B ¥ Active 11.5.0.0.0_39.1.0 12:2.0.0.0_32.1.0 ) Initiate upgrade Completed Successfully at Nov 9, 2016 11:18:59.
2 |:| CMP GUI: Rollback Select the upgraded clusters to backout.
standby MPE-R server Upgrade = Upgrade Manager

NOTE: The backout of a
single server takes
approximately 40 minutes a) Click Start Rollback. When hovering over the button, it will
to complete. inform you of the server to backout, in this case it will be the
current standby server.

e  Select the checkbox for the cluster (Select one cluster at a time)

NOTE: Up to 4 clusters can

be backed out at the same St Rolack| ST

time, selecting one at a » .

time Initiate backout MPE-R-A (back) sverity Up to Date Server Role Prev Release Running Release
e ] . —  — | —) .

| El [¥] MPE-R (2 Servers)

MPE-R-B 1y Minor A Active 11.5.0,0.0_391.0 :122.0.00_321.0

MPE-R-A £ Minor Y Standby 11.5.000_391.0 122000.321.0
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Software Upgrade Procedure

Step Procedure Result

b) Click OK to confirm and continue with the operation. It will
begin to backout.

Action Confirmation

Are you sure that you want to perform this action?

Initiate backout MPE-R-A (back)

Follow the progress status in the Upgrade Operation column.

Upgrade Operation

Initiate upgrade :: Upgrading =erver (Elapsed Time: 0:0...

+*) Initiate upgrade Completed Successfully at Sep 18, 2015 14:10:18.

The server backing out will go into OOS state. Wait until the server goes to an
OOS state before selecting the next cluster to backout.

During the backout activities, the following alarms may be generated and
considered normal reporting events. These will be cleared after the cluster is
completely backed out.

Expected Critical Alarms

31283 Lost Communication with server
31227 HA availability status failed
70001 QP_procmgr failed

Expected Major Alarms

70004 QP Processes down for maintenance
31233 HA Path Down

Expected Minor Alarms

70503 Server Forced Standby
70507 Upgrade In Progress
70500 System Mixed Version
70501 Cluster Mixed Version
78001 Rsync Failed
70502 Cluster Replication Inhibited
31114 DB replication over SOAP has failed
31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31102 Database replication from master failure
31113 DB replication manually disabled
31282 HA Management Fault
Backout of the servers is complete when the ‘Initial backout Completed

Successfully...” shows in the Upgrade Operation column. The server will show
running release of 11.5.X, role is back to standby role and up to date value is

set to “N”
B | Name Alarm Severly | UploDate | Server Role | Prev Release Running Release | Upgrade Operation
[ree= | JL | | '
E [¥] MPE-R (2 Servers)
MPER-B i\ Minor Y Active 1150003910 1220003210 /) Iniiate upgrade Completed Successfully at Nov 8, 2016 20:04:48
MPE-R-A i\ Minor @ Standby 1220003240 150003910 |\ intiats backout Completed Successfuly at Nov 8, 2015 21:38:07.|
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Software Upgrade Procedure

Step Procedure

Result

CMP GUI: Continue the
backout of the MPE-R
clusters. Next operation is
failover to the 11.5.X
server.

NOTE: Up to 4 clusters can
be backed out at the same
time, selecting one at a
time.

3 [

Select the partially backed out cluster to backout.
Upgrade = Upgrade Manager
e  Select the checkbox for the cluster (Select one cluster at a time)

Click Continue Rollback. When hovering over the button, it will inform you to failover
to old version.

Continue Rollback  Resume Upgrade

Failover to old version MPER (back) ; | uptoDate | Server Role Prev Release
ee-R | || || || v

E1 [#] MPE-R (2 Servers)
MPE-R-B £ Minor Y Active 11.5.0.0.0_39.1.0
MPE-R-A % Minor M Standby 12.2.0.0.0_32.1.0

Click OK to confirm and continue with the operation. It will begin to failover the
cluster.

Wait until the server fails over before selecting the next cluster. This will take a
minute or two.

B | Name Alarm Severity | UptoDate | Server Role | Prev Release Running Release
pre-2 || o | D D | d '
| Bl [/ MPER (2 Servers)
MPE-R-B 1\ Minor Y Standby 11.5.000_39.1.0  122000_32.1.0
MPE-R-A i\ Minor N 1220003210 150003810

CMP GUI: Reapply the
configuration to the MPE-
R cluster that completed
the failover successfully.

Navigate to: Policy Server 2 Configuration > <MPE-R cluster name> >
System

The selected cluster will have the status of Degraded. This is expected

e  Click Reapply Configuration.

The running version is successfully changed to the previous 11.5.X release

Policy Server: MPE-R

@ Reports T Logs T Policy Server

Modify |

Delete I Reapply Configuration I

|The configuration was applied successfully.

Configuration

Mame MFPE-R
Status
Wersion 11.5.0

Description / Location

NOTE: The status still showing Degraded is a normal reporting event because the
servers currently have different releases.

CMP GUI: Complete
backout of cluster(s)
NOTE: The backout of a
single server takes
approximately 35 minutes
to complete.

NOTE: Up to 4 clusters can
be backed out at the same
time, selecting one at a
time.

e  Select the partially Backed out cluster

Upgrade = Upgrade Manager

Select the checkbox for the cluster (one cluster at a time)

a) Click Continue Rollback. When hovering over the button, it will
inform you of the server to get backed out.
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Continue Rollback Resume Upgrade
Initiate backout MPE-R-B (back) =rity Up to Date Server Role | Prev Release Running Release
free-R || 7]l Il Il Il
£l [ MPE-R (2 Servers)
MPE-R-B £ Minor Y Standby 11.5.0.0.0_39.1.0 122.000_32.1.0
MPE-R-A £ Minor N Active 122.0.0.0_32.1.0 11.5.0.0.0_39.1.0

b) Click OK to confirm and continue with the operation. It will begin
to backout.

Follow the progress status in the Upgrade Operation column.

Upgrade Operation

Iniiate upgrade - Upgrading server (Elapsed Time: 0.0

+ Intiate upgrade Completed Successfully at Sep 18, 2015 14:10:18.

During the backout activities, the following alarms may be generated and
considered normal reporting events. These will be cleared after the cluster is
completely backed out.

Expected Critical Alarms

31283 Lost Communication with server
31227 HA availability status failed
70001 QP_procmgr failed

Expected Major Alarms

70004 QP Processes down for maintenance
31233 HA Path Down
31126 Audit blocked

Expected Minor Alarms

70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

78001 Rsync Failed

70502 Cluster Replication Inhibited

31114 DB replication over SOAP has failed
31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31102 Database replication from master failure
31113 DB replication manually disabled
31282 HA Management Fault

Backout of the server is complete when the message ‘Initiate backout
Completed Successfully...” shows in the Upgrade Operation column. All of the
servers will be on the previous release, up to date value is set to “N” and show
active/standby.

= [] MPE-R (2 Servers)

MPE-R-B i\ Minor Standby 1220003210  1.500.0.38.1.0 ) Initiate backout Completed Successfully at Nov 8, 2016 22:15:17.
MPE-R-A i\ Minor Active 1220.0.0_32.1.0

11.5.0.0.0_38.1.0 ) Initiate backout Compieted Successfully at Nov 8, 2016 21:38:07.

CMP GUI: Rollback
standby MPE-S cluster(s)

Follow same instructions above in this procedure to roll back upgraded MPE-S
cluster(s).

Successful Roll back operation of the MPE-S servers indicates successfully
completion, up to date flag indicates “N” and running release has the 11.5.X
release for both MPE-S servers.
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Software Upgrade Procedure

Step

Procedure

Result

B | Name Aarm Severty | UploDate | Server Role Prev Release Running Release Upgrade Cperation

pres I -] ]|l o | i .

‘ Bl [¥] MPE-S (2 Servers)

MPE-S-A 122.0.0.0_32.1.0 11.5.0.0.0_39.1.0 ) Initiate backout Completed Successfully at Nov 9, 2016 10:21:29.

1, Minor Active
Standby

WMPE-S-B 122.0.00_32.1.0 11.50.0.039.1.0 ! Initiate backout Completed Successfully at Nov 9, 2016 10:47:39.

THIS PROCEDURE HAS BEEN COMPLETED

16.3.5 Backout Fully Upgraded MA Cluster(s)

Step

Procedure

Result

1 [

CMP GUI: Verify the status
of affected clusters

Upgrade Manager = Upgrade Manager

Confirm status of the cluster to be backed out:
®  Primary Active CMP is on release 12.2

e  All Standby servers are on release 12.2

e  Up to Date column shows Y for all servers
EXAMPLE

B |Name Alarm Severity | Upto Date | Server Role | Prev Release Running Release Upgrade Operation

E C] CMP Sitet Cluster (2 Servers)

Site1-CIP-A ¥ Hotive 1150003210 1220003210 /) Iniliate upgrade Completed Successfull at Nov 2, 2016 18:52:01.

Site1-CMP-B ¥ Standby 115.0.0.0_39.1.0 122.0.0.0_32.1.0 ) Initiate upgrade Completed Successfully at Nov 2, 2016 18:52:01

E CImA (2 Servers)

MA-B ¥ Standby 1150003910 122.0.00_32.1.0 ) Initiate upgrade Completed Successfully at Nov 8, 2016 13:43:18.

MA-A ¥ Actve 115.0.0.0_39.1.0 122.0.0.0_32.1.0 ) Initiate upgrade Completed Successfully at Nov 8, 2016 13:03:48.

CMP GUI: Rollback
standby MA server
NOTE: The backout of a
single server takes
approximately 40 minutes
to complete.

NOTE: Up to 4 clusters can
be backed out at the same
time, selecting one at a
time.

Select the upgraded clusters to backout.
Upgrade - Upgrade Manager

e  Select the checkbox for the cluster (Select one cluster at a time)

a) Click Start Rollback. When hovering over the button, it will inform
you of the server to backout, in this case it will be the current
standby server.

Start Rollback

Start Upgrade

Initiate backout MA-B (back) _
E ity

Up to Date Server Role Prev Release Running Release
pa i d|| || )| d|| r
| E [¥] MA (2 Servers)
MA-B £ Minor ¥ Standby 11.5.0.0.0_39.1.0 122.000_3210
MA-2 £ Minor ¥ Active 11.5.0.0.0_39.1.0 122.000_3210

b) Click OK to confirm and continue with the operation. It will begin
to backout.

Action Confirmation

Are you sure that you want to perform this action?

Initiate backout MA-B (back)

Follow the progress status in the Upgrade Operation column.
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Upgrade Operation

Initiate upgrade :: Upgrading =erver (Elapsed Time: 0:0...

+") Initiate upgrade Completed Successfully at Sep 18, 2015 14:10:18.

The server backing out will go into OOS state. Wait until the server goes to an
OOS state before selecting the next cluster to backout.

During the backout activities, the following alarms may be generated and
considered normal reporting events. These will be cleared after the cluster is
completely backed out.

Expected Critical Alarms

31283 Lost Communication with server
31227 HA availability status failed
70001 QP_procmgr failed

Expected Major Alarms

70004 QP Processes down for maintenance
31233 HA Path Down

Expected Minor Alarms

70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

78001 Rsync Failed

70502 Cluster Replication Inhibited

31114 DB replication over SOAP has failed
31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31102 Database replication from master failure
31113 DB replication manually disabled
31282 HA Management Fault

Backout of the servers is complete when the ‘Initial backout Completed
Successfully...” shows in the Upgrade Operation column. The server will show
running release of 11.5.X, role is back to standby role and up to date value is
set to “N”.
B | Hame Alarm Severity UptoDate | Server Role | Prev Release Running Release Upgrade Operation

[ ff o] Ll || I | r

= [ MA (2 Servers)

MA-B X) Critical @ Standby I 122.0.0.0_321.0 11.5.0.0.0_39.1.0 +) Initiate backout Completed Successfully at Nov 8, 2016 11:44:47, I

MA-A i\ Winor ¥ Active 150003910 122.0.0.0_3210 | Initiate upgrade Completed Successfully at Nov 8, 2016 10:15:18.

3 []| cmP GuI: Continue the
backout of the MA
clusters. Next operation is
failover to the 11.5.X
server.

NOTE: Up to 4 clusters can
be backed out at the same
time, selecting one at a

Select the partially backed out cluster to backout.
Upgrade - Upgrade Manager
e  Select the checkbox for the cluster (Select one cluster at a time)

a) Click Continue Rollback. When hovering over the button, it will
inform you to failover to old version.
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time. Continue Rollback  Resume Upgrade
g Feilover to old version MA. (back) UptoDate | ServerRole | PrevRelease Running Release
fme ||l |l |l - || v
= [¢] MA (2 Servers)
MA-B %) Critical N Standby 1220003210  1.500.0_39.1.0
MA-A i\ Minor v Active 150003210  1220.0.0_32.1.0

b) Click OK to confirm and continue with the operation. It will begin
to failover the cluster.

Wait until the server fails over before selecting the next cluster. This will take a
minute or two.

Continue Rollback  Resume Upgrade

=] Name Alarm Severity Up to Date Server Role | Prev Release Running Release
fre I || || || || i
El [#] MA (2 Servers)
MA-B & Miner N I Active I 12.2.0.0.0_32.10 11.5.0.0.0_39.1.0
MA-A X Critical Y Standby 11.5.0.0.0_39.1.0 12.2.0.0.0_32.10

CMP GUI: Reapply the
configuration to the MA
cluster that completed the
failover successfully.

Navigate to: Policy Server > Management Agents = <MA cluster name> >
System

The selected cluster will have the status of Degraded. This is expected

e  Click Reapply Configuration.

The running version is successfully changed to the previous 11.5.X release

Management Agent: MA

Reports | Tasks | Logs

Maodify I Delete I Reapply Configuration I

The configuration was applied successfully.

Configuration

Mame MA
Status

Wersion 11.5.0

Description / Location

NOTE: The status still showing Degraded is a normal reporting event because the
servers currently have different releases.

CMP GUI: Complete
backout of MA cluster
NOTE: The backout of a
single server takes
approximately 35 minutes
to complete.

e  Select the partially Backed out cluster

Upgrade - Upgrade Manager

Select the checkbox for the cluster (one cluster at a time)

a) Click Continue Rollback. When hovering over the button, it will
inform you of the server to get backed out.

NOTE: Up to 4 Clusters can Continue Rollback  Resume Upgrade
be backed out at the same Initiate backout MA-A (back) sveriy UptoDate | Server Role | Prev Release Running Release
time, selecting one at a o I all all gl gl
time. | = [ MA (2 Servers)

MA-B 1 Minor N Active 12.2.0.0.0_32.1.0 11.5.0.0.0_39.1.0

MA-A %) Critical As Standby 11.5.0.0.0_39.1.0 12.2.0.0.0_32.1.0

b) Click OK to confirm and continue with the operation. It will begin

to backout.
Follow the progress status in the Upgrade Operation column.
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Upgrade Operation

Initiate upgrade :: Upgrading server (Elapsed Time: 0:0...

+) Intiate upgrade Completed Successfully at Sep 18, 2015 14:10:18.

During the backout activities, the following alarms may be generated and
considered normal reporting events. These will be cleared after the cluster is
completely backed out.

Expected Critical Alarms

31283 Lost Communication with server
31227 HA availability status failed
70001 QP_procmgr failed

Expected Major Alarms

70004 QP Processes down for maintenance
31233 HA Path Down
31126 Audit blocked

Expected Minor Alarms

70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

78001 Rsync Failed

70502 Cluster Replication Inhibited

31114 DB replication over SOAP has failed
31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31102 Database replication from master failure
31113 DB replication manually disabled
31282 HA Management Fault

Backout of the server is complete when the message ‘Initiate backout
Completed Successfully...” shows in the Upgrade Operation column. All of the
servers will be on the previous release, up to date value is set to “N” and show
active/standby.

| E A (2 servers)

MA-B @ Active 1220003210 [11.50.0.0_39.1.0 ) Initiate backout Completed Successfully at Nov 8, 2016 11:44:47.

MA-A Standby 1220003210 |11.5.0.0.0_39.1.0 ) Initiate backout Completed Successfully at Nov 8, 2016 12:13:7.

THIS PROCEDURE HAS BEEN COMPLETED

16.3.6 Backout Fully Upgraded Secondary/Primary CMP Cluster

In case a Secondary CMP cluster is deployed, it needs to be backed out first. The following procedure applies to both
Primary and Secondary CMP clusters.

NOTE: The Secondary CMP Site2 cluster should be backed out first if deployed followed by the Primary CMP Sitel cluster.

Step Procedure Result
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NOTE: The Secondary CMP Site2 cluster should be backed out first if deployed followed by the Primary CMP Sitel cluster.

Step Procedure Result

1 |:| CMP GUI: Verify the Upgrade Manager = System Maintenance

status of the CMP Confirm status of the cluster to be backed out:

clusters )
e The CMPison release 12.2
e  Up to Date column shows Y for all servers in Primary CMP cluster
NOTE: The Filter button can be used to show only the CMP servers. Enter CMP in the
Name field.
E | Name Alarm Severity Upto Date | Server Role Prev Release Running Release
fcue JIl )| )| )| )| v
= [ cMP sited Cluster (2 Servers)
Site1-CMP-A b Active 11.5.0.0.0_39.1.0 12.2.0.0.0_32.1.0
Site1-CMP-B N Standby 11.5.0.0.0_39.1.0 12.2.0.0.0_32.1.0
2 |:| CMP GUI: backout Select the Primary CMP cluster to backout.

standby CMP cluster | Upgrade = Upgrade Manager
NOTE: Backout of one
server will take
approximately 40 a) Click Start Rollback. When hovering over the button, it will inform you
minutes to complete. of the server to get backed out, in this case it will be the current
standby server.

e  Select the checkbox for the CMP cluster

Start Rollback = Start Upgrade

Initiate backout Site1-CMP-B (back)  severiy Upto Date | Server Role | Prev Release Running Release

e Il || ]l ||

| B [¥] cMP site1 Cluster (2 Servers)

Site1-CMP-A 2 Major A Active 11.5.0.0.0_39.1.0 12.2.0.0.0_32.1.0

Site1-CMP-B Y Standby 11.5.0.0.0_39.1.0 12.2.0.0.0_321.0

b) Click OK to confirm and continue with the operation. It will begin to
backout. The server will go into an OOS server Role

Action Confirmation

Are you sure that you want to perform this action?
Initiate backout Sitel-CMP-B (back)

Cancel

Follow the progress of the status in the Upgrade Operation column.

Site1-CMP-B %) Critical N Standby 1220003210 1220003210 [Step 11] 2% Initiate backout : Initiate backout (Elapsed Time: 0:00:08)

During the backout activities, the following alarms may be generated and
considered normal reporting events. These will be cleared after the cluster is
completely backed out.

Expected Critical Alarms

31283 Lost Communication with server
31227 HA availability status failed
70001 QP_procmgr failed

31236 HA Link Down
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NOTE: The Secondary CMP Site2 cluster should be backed out first if deployed followed by the Primary CMP Sitel cluster.

Step Procedure Result

Expected Major Alarm

70004 QP Processes down for maintenance
31233 HA Path Down

Expected Minor Alarms

31114 DB replication over SOAP has failed
31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31102 Database replication from master failure
31113 DB replication manually disabled
70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

78001 Rsync Failed

70502 Cluster Replication Inhibited

Backout of the server is complete when the message ‘Initiate backout Completed
Successfully...” shows in the Upgrade Operation column. The server will go back
to standby state and show the previous release.

B | Name Alarm Severity  UptoDate | ServerRole  PrevRelease Running Release: Upgrade Operation

e I L]l || 2] r

Bl [ cMP site1 Cluster (2 Servers)

Ste1-ClP-A &) Major ¥ Adtive 150003910 1220003210 ) Initiate upgrade Completed Successfully at Nov 2, 2015 18:52:01

Site1-CMP-B X) Critical N Standby 122.0.0.0_32.1.0 11.5.0.0.0_39.1.0 ) Initiate backout Completed Successfully at Nov 14, 2016 20:20.44.

3 |:| CMP GUI: Continue e  Select Primary CMP cluster.

the backout. Next Upgrade = Upgrade Manager
operation is failover
Select the checkbox for the CMP cluster
a) Click Continue Rollback. When hovering over the button, it will say
‘Failover to old version...”

Continue Rollback Resume Upgrade

Failover to old version CMP Site1 Cluster (back) Jp 1o pate | Server Rolel

e || M || I

| [l [#] CMP Sitet Cluster (2 Servers)

Site1-CMP-A 1) Major Y Active

Site 1-CMP-B ) Critical M Standby

b) Click OK to confirm and continue with the operation. It will begin to
failover the cluster.

Action Confirmation

Are you sure that you want to perform this action?
Failover to old version CMP Sitel Cluster (back)

Failover takes a couple minutes.
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NOTE: The Secondary CMP Site2 cluster should be backed out first if deployed followed by the Primary CMP Sitel cluster.

Step Procedure Result
4 |:| CMP GUI: Log back in | After failover, you will be required to log back in to the 11.5.X CMP GUI using the
to the CMP VIP CMP VIP.
ORACLE
——
—
=1
5 |:| CMP GUI: Verify Navigate to Help>About. Verify the release number is now back to 11.5.X.

release
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NOTE: The Secondary CMP Site2 cluster should be backed out first if deployed followed by the Primary CMP Sitel cluster.

Step Procedure

Result

6 |:| CMP GUI (release
11.5.X): Continue the
backout of the CMP
cluster

NOTE: Backout of one
server will take
approximately 30

minutes to complete.

Upgrade - System Maintenance

e Select the checkbox for the remaining server in the CMP cluster. The server will be
on 12.2 and show Forced Standby

laryYaB=@ Oracle Communications Policy Management

System Maintenance( Last Refresh :11/14/2016 20:38:20 )

MY FAVORITES
#/POLICY SERVER

*/PDLICY MANAGENENT Name Appl Type » Server State 150 Prev Release ;‘:‘a"a';': Replication Upgrade Status
O CHPStel Custer  CHF Sitel Clscer
SEE A Stel-CNPA  CHPSitelClister 102401554  Force Stanchy [cmpr12.2.0.0.0 32,1086 6iso 250003 1220003 on  Comeeted: upgrade ws completed at"11/
Sl LA 5 . (20863 1180003 Compeed ek vt 751
) . o 3 ia 20003 115000 ompleted: backout wes -ompleted at '11/
UPGRADE MANAGER SEICNPE  CHPSitel Cliser  10.240.155.3 cive Cemp12.20.00 22000 sis0 2500 o on pvevaian
150 Maintenance
System Maintenance
[[ans_9 Fle 0 v
Push Scri
N Upload 50
Neme Appl Type P Server State 180 Prev Release | Running Release | Replication Upgrede Status

Cancel Force Standby
Tum Of Repicaton
Depare Upgrade

Start Upgrade

Upgradz Compltion
Undo Upgrade Completion
Suith ForcaStandby
Accept Upgrade

CHF Stel Cheter — CHP Sitel Clscer
Siel-CP-A  CPSitel Chser 102404854 Force Standky Yiemp-12.200,
Sitel-CIP6 CHP Site1 Cluser 102401553 Adive onp-122.00

J86_fie 1150003610 1220003210 or
30 S 1220003210 1150003810 o

Comaleted: uagrace was comp ezed 2t "12/22/2016 19.07:01 7'
Completed: beckeu: was completed at '11/15/2016 01:22:43 UTC"

b) Click OK to continue

Are you sure you want to execute Backout?

Follow the progress in the Upgrade Status column. Wait until the server to backout
comes to backout complete.

Name Appl Type i Server State 150 Prev Release m‘:ﬂ'z‘g Replication Upgrade Status

CMP Sitel Cluster CMP Sitel Cluster

iy - 1220003 115.0.0.03 Completed: backout was completed at "11/
Site1-CHE-A CMPSited Cluster  10.240.155.4  Force Standby [ Jemp-12.2.0.0.0_32.1.0-x86_64.iso T ¥ on 15/2016 02:25:23 UTC"

e A 1220003 115.0.0.03 Completed: backout was completed at "1/
Site1-CHP-B CHP Sitel Cluster 10.240.155.3 Active mp-12.2.0.0.0_32.1.0-x86_64.is0 210 010 on 15/2016 01:20:43 UTC"

During the backout activities, the following alarms may be generated and
considered normal reporting events. These will be cleared after the cluster is
completely backed out.

Expected Critical Alarms

31283 Lost Communication with server

Expected Major Alarm

31233 HA Path Down
31236 HA Link Down
70004 QP Processes down for maintenance

Expected Minor Alarms

31114 DB replication over SOAP has failed
31106 Database merge to parent failure

31107 Database merge from child failure

31101 Database replication to slave failure
31102 Database replication from master failure
31113 DB replication manually disabled

31284 HA Remote Subscriber Heartbeat Warning
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Software Upgrade Procedure

NOTE: The Secondary CMP Site2 cluster should be backed out first if deployed followed by the Primary CMP Sitel cluster.

Step Procedure

Result

CMP GUI: Remove
Forced standby

7 [

Upgrade - System Maintenance

e Select the checkbox for the remaining server in the CMP cluster. The server will be
on 11.5.X and show Forced Standby
NOTE: A refresh of the current screen may be necessary at the 40 minute mark.

Select Operations—>Cancel Forced Standby

System Maintenance( Last Refrech :11/15/2016 07:53:45 )

Cam 1] T 9] o~
ush
" " Upkad 150
Aol Type i Server Sate 150 Preu Release Running Release | Replication Upgrade Stetus
(P St Cleter Tum OF Repicalon
OPSite:dlster  DAME4 FoSardy Ymp220003210486 6450 1220003210 1150003010 On Completed: backautvas comp e at"1/35/2006 02:25:2 prapare Upgrade

Sitel-OMF-B

P Siel Claster 102401553 heive 122000 321046 B4.50 1220003210 150003810 On Completed: backout wes comp ecec at "11/15/2016 01:20:4 Start Upgrade

Note that server state updates to “StandBy” :

Name Appl Type i Server State 150 Prev Release Running Release

El CHP Sitel Cluster CMP Sitel Cluster
Site1-CMP-A CMP Site1 Cluster 10.240.155.4 Standby cmp-12.2.0.0.0_32.1.0-x86_64.is0 12.2.0.0.0_32.1.0 11.5.0.0.0_39.1.0
"""" Site1-CHP-B CMP Sitel Cluster 10.240,155.3 Active cmp-12.2.0.0.0_32.1.0-x86_64.is0 12.2.0.0.0_32.1.0 11.5.0.0.0_35.1.0

Final Syscheck

A Syscheck on all the backed out servers, can be performed to ensure all modules
are still operationally OK before progressing to the next Procedure.

If the CMP you just backed out of was the Secondary (Site2) CMP, repeat this procedure
for the Primary (Sitel) CMP before progressing to the next Procedure.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX A. TVOE AND PM&C SERVER UPGRADE

Adding TVOE software image to TVOE host

Use this procedure to add the TVOE software image to the TVOE host.

Verify there is enough space
on the server for TVOE
software image

STEP Check off(vf each step as it is completed. If this procedure fails, contact Oracle Support.
Task Description
1 TVOE Host: Log in to the TVOE host and run the following to verify there is sufficient space:

$ df -h /var/TKLC/upgrade/

The system returns output similar to the following to indicate the disk usage of where the
TVOE software image should reside.
Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vgroot-plat_var_tklc

4.0G 848M 3.0G 23% /var/TKLC

If the “Avail” column is smaller than the size of the TVOE software image, contact Oracle
Support for information about how to proceed.

Add TVOE software image to
TVOE host

Place a copy of the TVOE software image into the /var/TKLC/upgrade/ directory on the
TVOE host by utilizing scp or USB media.
® SCP from customer PC using Linux

From the command line of a Linux machine, use the following command to copy the
backup ISO image to the TVOE host:

$ scp <path_to_image> <user>@<TVOE_ip>:/var/TKLC/upgrade/

Where <path_to_image> is the path to the TVOE ISO image local to the Customer PC and
<TVOE_ip> is the TVOE IP address. <user> should be admusr for TVOE releases 2.5 or
newer.

® SCP from customer PC using Windows
Use WinSCP to copy the TVOE ISO image to the TVOE host.
e USB Media
1. Attach the USB media to the TVOE host.
2. Login on the TVOE host and run the following to list ISOs on the USB media:

$ sudo 1ls /media/*/*.iso
/media/usb/TVOE-3.0.3.x.x_86.4.0-x86_64.1is0

Replacing <PATH_TO_TVOE_ISO> with the output of the command above, copy the ISO
to the /var/TKLC/upgrade directory:

$ sudo cp <PATH_TO_TVOE_ISO> /var/TKLC/upgrade/
3. Unmount the USB media:

$ sudo umount /media/usb

---End of Procedure---

A1

TVOE Upgrade
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STEP | This procedure provides basic steps to upgrade the PM&C Server to 6.0.3 and the TVOE host to 3.0.3

NOTE: The TVOE upgrade procedure can executed either during the same maintenance window as PM&C upgrade
or in a separate maintenance window.

NOTE: If PM&C TVOE host cannot be upgraded at this time then PM&C upgrade must not be attempted.
e  TVOE Pre-Upgrade Validation
e  Pre-Upgrade Backup
e  Add TVOE Software Image to TVOE HOST
e  Add PM&C Upgrade Software to PM&C Server
e  Stand Alone TVOE Host Upgrade
e  TVOE Post-Upgrade Validation
e  PM&C upgrade
e  Stand Alone TVOE Upgrade Accept
e  PM&C Upgrade Accept

NOTE: It is recommended NOT to accept TVOE upgrade until after PM&C upgrade has been accepted for the
following reasons:

e If you’re upgrading from PM&C 5.5, this release cannot be deployed on an upgraded TVOE 3.0.3
system.

e If anissue occurs during PM&C upgrade it may require disaster recovery for which TVOE upgrade will
have to be rejected to allow PM&C 5.5 to be re-deployed.

e  Areject cannot be performed after an upgrade has been accepted.

1. NOTE: Upgrade of TVOE host will shut down all guest OS (including PM&C) during the
D upgrade. Still, prior to upgrading the TVOE host, ensure the PM&C server is gracefully shut
down.
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N

Check any in-

D progress task(s)
on PM&C

On a supported web browser, log in to PM&C GUI as pmacadmin

Navigate to PM&C GUI background tasks page:

Main Menu > Task Monitoring

Monitoring

| Y7ask Monitoring

& Help
- [ Logout

e  Verify all tasks are complete indicated by green 100% progress

NOTE: If any task shows in-progress (blue or red) then wait for the task to complete prior to

continuing the next step.

& g main

]
& Help
# Logout

Background Task Monitoring

[}
313
3 130
O 129
[ 128
[ 127
[ 126
B 125
3 124
0 123
7122
3
3 120
A ne

Task

Backup PM&C

Backup PM&C

Backup PM&C

Backup PM&C

Upgrade

Upgrade

Upgrade

Install 0S

Install 0S

Install 05

Upgrade

Upgrade

Upgrade

Target

Enc:10001 Bay:3F

Enc:20001 Bay:10F

ENc:10001 Bay:9F

Enc:10001 Bay:3F

Enc:20001 Bay:10F

Enc:10001 Bay3F

Enc:20001 Bay:11E

ENc:10001 Bay:11E

Enc:20001 Bay:3F

Status

PM&C Backup successful

PM&C Backup successful

PM&C Backup successful

PM&C Backup successful

Success

Success

success

Done: TPD.install-5.1.1_73.53-

Cent0s5.8-x86_64

Done: TPD.install-5.1.1_73.5.3-

Cent0S5.8-x86_64

Done: TPD.install-5.1.1_73.5.3-

Cent0S5.8-x86_64

Success

success

Success

Running Time

0:00:01

0:00:01

0:00:02

0:00:02

0:28:39

0:39:51

0:35:00

0:16:31

0:19:43

0:49:33

0:28:13

0:29:07

0:33:25

Start Time
20150306
05:00:01
2015.03.05
05:00:01
2015.03.04
05:00:01
20150303
05:00:02
20150302
16:03:01
20150302
16:02:30
20150302
15:46:03
20150302
15:45:18
20150302
15:37:56
20150302
15:25:24
20150302
14:23:28
20150302
14:2327
20150302
14:22:36

Progress

100%

100%

100%

100%

100%

100%

100%

100%

100%

100%

100%

100%

100%

Delete Completed || Delete Failed || Delete Selected
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3 Shutdown PM&C NOTE: Assuming all tasks are completed (previous step) it is safe to shut down PM&C
D e  Logon to the TVOE host as admusr

e Obtain the name of the PM&C guest by executing the following command:

$ sudo virsh list --all
Id Name State

1 <pmac_name> running

e  Stop the PM&C process by using the following command:

$ sudo virsh shutdown <pmac_name>

Note: It is imperative to log in to the TVOE host instead of ssh-ing to the PM&C guest. The
upgrade might fail otherwise.

4. Verify PM&C Logged on to the TVOE host as admusr
D guest is shut Verify that the PM&C is shut down with the following command:
down

[admusr@tvoe ~]# sudo virsh list --all

NOTE: This should show PM&C guest state as “shut off”

5. Validate media Logged on to the TVOE host as admusr
e Run the platcfg utility
$ sudo su - platcfg

Navigate to Maintenance 2 Upgrade - Validate Media
e  Select the new TVOE ISO

loggggggadddgdggggggu Choose Upgrade Media Menu tgggggggagaadddaaaaadky

= x|

.46.0-x86 6€4.is0 o .0 =}
= Exit =}
= |

ogggggggIIdaddaadooooaaadddaaadagadgdddddddddadaaaaaaaagagaggggaaggd

. Press [Enter] to validate the ISO file

The TVOE ISO image will be validated with an expected result of:
The media validation is complete, the result is: PASS

If the image validation fails, this procedure should be stopped. The ISO image should be
copied again to the TVOE host and this procedure should be re-started from the beginning.
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6. Start TVOE Press [Enter] to return to platcfg and then press Exit to go back to the Upgrade menu. Do
D upgrade not quit platcfg.

Select: Maintenance = Upgrade - Initiate Upgrade
e  Select the new TVOE ISO filename

NOTE: The lggaggggaaaggaaaqagau Choose Upgrade Media Menu tqgggaqgqqaadqqaaadqok]

upgrade process ]
takes 15 minutes ]
]

= ]

uilesisgs{sis(s(s(s(oisisis{sia(s(s(s(sprisis(s(s(s(s(s(oissis(s(s(s(s(s(sissis(s(s(s (s (s{s(s(o(s(s(s (s (s (s(s (s(o(s(o (s (s (s (s s (s(o (s o m]
. Press [Enter] to initiate the upgrade

NOTE: The TVOE host will be rebooted at the end of the upgrade process (about 15 minutes)
and will return to the login prompt. At this point the TVOE upgrade is complete.
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7. Verify the Log in to TVOE as admusr
D Upgrade status

Verify the upgraded TVOE revision by executing the following command:
$appRev

You’ll get an output similar to this:

Execute now:
$sudo verifyUpgrade

No output is expected from this command. Any output will display potential issues.

And finally, a syscheck:
$sudo syscheck

NOTE: It is recommended not to accept TVOE upgrade until after PM&C upgrade has been
accepted for the following reasons:

e  Some older PM&C releases cannot be deployed on upgraded TVOE 3.0.3 system.

[k

e Ifissues occurs during PM&C upgrade it may require disaster recovery for which
TVOE upgrade will have to be rejected to allow older PM&C to be re-deployed.
e  Areject cannot be performed once an upgrade has been accepted.
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9,
L

Remove the TVOE
ISO version file to
free up disk space

Logged in from previous step, issue the following

$sudo rm /var/TKLC/upgrade/TVOE-3.0.3.0.0_86.46.0-x86_64.1is0

A2

PM&C Upgrade

STEP

This procedure provides instructions to perform software upgrade of the PM&C.

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

(I

Start the PM&C guest

If not already logged in to the TVOE host as admusr, do so.

Start the PM&C guest if not already started:
Query the list of guests to check whether the PM&C guest is in state "running".

$ sudo virsh list --all
Id Name State

1 <pmac_name> running

If it’s running, skip to the next step.
If it’s not running, issue the following command.

$ sudo virsh start <pmac_name>
Domain <pmac_name> started

ae

Close any active
browser sessions to
PM&C

If any open browsers are connected to PM&C, close them before proceeding

O«

Login to the TVOE
host as root

From the TVOE host CLI, issue the following command to log on to the PM&C guest as admusr:
$sudo virsh console <pmac_name>

--NOTE: It might be needed to hit <ENTER> twice

Verify the correct ISO file is located in the /var/TKLC/upgrade directory of the PM&C guest. If not,
copy the PM&C 1SO to /var/TKLC/upgrade on the PM&C guest.

Verify by issuing the following command:
# 1s -1th /var/TKLC/upgrade

O*

Execute upgrade
from PM&C Server

From PM&C guest as admusr (accessed via the TVOE virsh console in the previous step), run the
platcfg utility:
# sudo su - platcfg
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5. In “platcfg” utility
D select “Initiate
Upgrade” to start the
upgrade process

platcfg: Maintenance~> Upgrade—> Initiate Upgrade

e  Select “Initiate Upgrade” to start the upgrade process

e  Wait for the “Choose Upgrade Media Menu” screen to display before proceeding to the
next step

e  Select the new PM&C 6.0.3 target ISO filename and press the [ENTER] key to start the
upgrade process

e  The upgrade will begin and after 20 minutes, the connection will be lost as it reboots.

e Do not take any action on the PM&C until the server reboots. The reboot takes
approximately 5 minutes.

e Once you log back in to PM&C you will see something similar to this:

PM&C GUI: Verify
the upgrade after 30

e

Open a browser and type in the IP address of the PM&C server

Login as pmacadmin

minutes
Verify the release at the top of the page.
ORACLE Platform Management & Configuration
60302602580
Navigate to the task manager and verify all tasks are complete. DO NOT proceed with the next step
until all tasks are completed.
Tasks still in progress:
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Background Task Monitoring & Help
Wed Dec 07 18:07:22 2016 UTC
D Task Target Status State Running Time
) 511  Add Enclosure Enc:702 OpenHpi Deamon Started IN_PROGRESS  0:01:02
) 510 Add Enclosure Enc701 OpenHpi Deamon Started IN_PROGRESS  0:00:37
] 509 Add Enclosure Enc:702 ETETEIE IR - T COMPLETE 0:06:01
monitoring
7] 508 Add Enclosure Enc70l ETE TR =S T COMPLETE 0:08:06
monitoring
) 507 Add Enclosure Enci702 ETE TR - S T COMPLETE 0:06:01
monitoring
™ 506 Add Enclosure Enc701 ETETEIEEITEL ST COMPLETE 0:06:30
monitoring
“ 505 Backup PM&C PMEC Backup successful COMPLETE 0:00:04
) 504 Backup PM&C PM&C Backup successful COMPLETE 0:00:04
4 T 13

A.3  Verify PM&C Upgrade

S This procedure provides instructions to verify success of the PM&C upgrade and perform other required post upgrade steps
T
E Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.
P
#
1. D Access PM&C e Logonto TVOE host SSH as admusr
guest console e  Verify that the PM&C console is running by issuing the following command
$ sudo virsh list
Log on to PM&C guest console by issuing the following command from the TVOE console:
$ sudo virsh console <pmac_name>
Remember to press [Enter] twice.
NOTE: If you connected from the TVOE console, the guest session to PM&C is broken with CTRL+]
2. D Verify the e logged in to the PM&C console, execute the following command
date/timestamp | ¢ 1s -1 /var/TKLC/log/upgrade/upgrade.log
_L c =1
And verify that the date and timestamps up the upgrade align with the actual time of the upgrade.
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3. D Verify that the . Execute the following command and verify the release
release version | ¢ appRev
has been
updated
4. D Verify . Execute the following commands on PM&C
successful $ COMPLETE /var/TKLC/log/ de/ de.1
completion grep var og/upgrade/upgrade.log
through the
upgrade log
$sudo verifyUpgrade
NOTE: This command could take over a minute to complete. No output is expected, only the prompt
should return. If there are messages, contact Oracle support.
5. Run syscheck Run syscheck and verify everything is Ok
$ sudo syscheck
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6. D PM&C SSH CLI: Verify that the ssh service exists with admusr credentials by executing the following command:
Recreate the
ssh_service
with admusr
credentials on
PM&C guest
console if it
doesn’t exist

$ sudo netConfig --repo showService name=ssh_service

If the results are similar to the above, i.e., Options include “usr: admusr” and an encrypted password, skip
to the next step.

If the results do not include the “usr: admusr” option or if the service does not exist, continue with this
step:

e Delete the ssh_service if it exists

$ sudo netConfig --repo deleteService name=ssh_service
--answer YES to the message if prompted--

e  Recreate ssh_service with admusr user -

$ sudo netConfig --repo addService name=ssh_service
Service type? (tftp, ssh, conserver, oa) ssh
Service host? <pm&c_ip_address>

Enter an option name (q to cancel): user

Enter a value for user: admusr

Enter an option name(q to cancel): password

Enter a value for password: Duk******

Verify Password : Duk*****

Enter an option name(q to cancel): q

Example output

e  Ensure the information entered is correct by executing the following command and compare
the output with the configuration in the last step -

$ sudo netConfig --repo showService name=ssh_service
Example output
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7. D If ALL health checks passed, accept PM&C server and TVOE upgrades.

If health checks do not pass or a backout is needed, skip to Appendix B to reject/backout the upgrade
in entirety. This will include both the PM&C server and the TVOE host.

8. D Accept the Close any open PM&C GUI browsers
upgrade for
PM&C . . .
NOTE: After accepting the upgrade, you will not be able to ‘roll back’ to the previous release.
NOTE:Accept . Logon to PM&C guest console
takes 5 minutes e Run the platcfg utility —

$ sudo su - platcfg

Maintenance—~> Upgrade—> Accept Upgrade
lggggggqu Upgrade Menu taggggggagk

Validate Media

Early Upgrade Checks
Initiate Upgrade

Copy USBE Upgrade Image
Non Tekelec RPM Management

Reject Upgrade
Exit

il e e (e (o (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e e (s (e ]

e Select “Accept Upgrade” and press the [ENTER] key

laggggggggddddggagqu Main Menu tggggggggggadadddaddl

Do ywou really want to accept the upgrade?

-_qqqqqh 1 qqqq]&

11 f o s

WoM oM OM oMM MM
o

EEquqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqu

Select ‘Yes’ to start accept upgrade process.

If a message shows up prompting to hit any key to continue, DO NOT hit any key, the server will reboot
on its own.
The connection will be lost while the PM&C reboots (approximately 5 minutes)....
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Health Checks

$sudo syscheck

Open a browser and launch the PM&C GUI.

Verify the release at the top of the page.

ORACLE

6.0.3.0.2-60.28.0

Platform Management & Configuration

Navigate to Task Manager and monitor as tasks complete. DO NOT continue to the next step until all
tasks are complete. It may take more than 5 minutes to complete.

Background Task Monitoring

@_Help

Wed Dec 07 18:07:22 2016 UTC

1] Task Target Status State Running Time

j 511 Add Enclosure Enc:702 OpenHpi Deamon Started IN_PROGRES S 0:01:02

j 510 Add Enclosure Enc:701 OpenHpi Deamon Started IN_PROGRESS 0:00:37

[*) 509 Add Enclosure Enc:702 ETETEINE T =E COMPLETE 0:06:01
monitoring

[] 508 Add Enclosure Enc701 ELETETECITET =S T] COMPLETE 0:08:06
monitoring

[ 507 Add Enclosure Enc:702 ELETETRCITE =S T] COMPLETE 0:06:01
monitoring

[) 506 Add Enclosure Enc701 ELETETECITET =S T] COMPLETE 0:06:30
monitoring

j 505 Backup PM&C PM&C Backup successful COMPLETE 0:00:04

j 504 Backup PM&C PM&C Backup successful COMPLETE 0:00:04

4 . T 3
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10. []

Accept the
upgrade for
TVOE

NOTE: It is recommended not to accept the TVOE upgrade until after the PM&C upgrade has been
accepted for the following reasons:
e  Some older PM&C releases cannot be deployed on upgraded TVOE 3.0.3 system.
e Ifissues occurs during PM&C upgrade it may require disaster recovery for which TVOE
upgrade will have to be rejected to allow older PM&C to be re-deployed.
e  Areject cannot be performed once an upgrade has been accepted.

NOTE: Once the upgrade is accepted, you will not be able to ‘roll back’ to the previous release.

Login as admusr to TVOE host CLI and run the platcfg utility:
$ sudo su - platcfg

Maintenance—~> Upgrade—> Accept Upgrade
lggggggqu Upgrade Menu taggggggagk

Validate Media

Early Upgrade Checks
Initiate Upgrade

Copy USBE Upgrade Image
Non Tekelec RPM Management
F de

BReject Upgrade
Exit

ide(e(e(e(e(e(eieieieieisieieieieielsleeielelelsleelelelsls(em]

e  Select “Accept Upgrade” and press the [ENTER] key

laggggggggddddggagqu Main Menu tggggggggggadadddaddl

Do ywou really want to accept the upgrade?

1 aoopoyo ke ook

xlﬁﬁﬁlx x No =

nOgogg]y mad

WoM oM OM oMM MM
o

EEquqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqu

Select ‘Yes’ to start accept upgrade process.

“w

NOTE: A screen session is launched when accepting the upgrade, pres “q” to close the window and return
to platcfg.
loggggogggggggggagaggge Message tggoggaaadaggggagaaaaagy

The accept has completed.

Press any key to continue...

MoM oMM oMM MMM MM KN
Mo b WM WM MMM

Inoggggagggadaaaaaadgaadgaddgaadgaaggadaaadgaadaaadgadd

Select and press enter on “Exit” or press F12 until exiting platcfg.
The upgrade process is now complete.
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APPENDIX B. TVOE AND PM&C SERVER BACKOUT

S This procedure provides instructions to backout/reject the PM&C server upgrade.
T
E NOTE: A reject cannot be performed after an upgrade has been accepted.
P
# Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.
1. D Close any active Close any open browsers connected to PM&C before proceeding.
browser sessions
of PM&C
2. D If necessary, ° Log on to TVOE host as admusr
access PM&C °

Verify PM&C console is running by issuing the following command
guest console

Log on to PM&C guest console by issuing the following command
$sudo virsh console <pmacname>

Log on to PM&C as admusr if needed — may not require a login.

Last login: Wed Jun 6 ©8:39:14 on ttySe

| This system has been upgraded but the upgrade has not yet |
| been accepted or rejected. Please accept or reject the |
| upgrade soon. |

[admusr@pmac ~]$

NOTE: To break the guest session to go back to TVOE host, enter CTRL+]

206 of 214 E82617-03




Software Upgrade Procedure

3. L]

Run “platcfg”
utility on the
PM&C Server

At the prompt, execute:
$sudo su - platcfg

Navigate to Maintenance=>Upgrade

4' Tpgrade Menu Ii

Validate Media

Early Upgrade Checks
Initiate Upgrade

Non Tekelec RPM Management
Locept Upgrade

Select “Reject Upgrade” and press the [ENTER] key to start the reject process.

The following window pops up, enter yes to begin the backout.

I Main Menu I

Do you really want to reject the upgrade?

NOTE: 5 minutes into the backout, a reboot will complete the backout, the system reboots
automatically.

Backout requires
reboot

The following image is only for illustrative purposes

NOTE: DO NOT press any key when the window prompts, the system will reboot on its own.

I Message I

The reject has completed.
The system will now be rebooted.

Press any key to continue...

NOTE: From this point on, it will take 20 minutes to complete the backout

Wait for PM&C
login prompt

Upon successful completion of backout, the user should be returned to a login prompt.

Login as admusr.
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6. D Verify backout Execute the following command to verify source PM&C release :
completed

[admusr@pmac ~]# appRev

If the correct Product Release is not displayed, contact Oracle Customer Service and do not
proceed until instructed by a Oracle Customer Care representative.

7. TVOE iLo SSH As Administrator on the TVOE iLO — log in through the iLO and execute the following command
to check the logical drives that will be used for the backout.

Login as admusr to the TVOE console
$sudo /sbin/lvs -o lv_name,snap_percent @upgrade

Typical output:

LV snap %
plat_root_snap 27.52
plat_usr_snap 7.70
plat_var_snap 5.08

plat_var_tklc_snap 19.14

NOTE: Anything below 50% is OK.
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8. TVOE Server iLO: At the prompt execute:
sudo su - platcf
manually backout $ - g
upgrade Navigate to Maintenance=>Upgrade
Upgrade Menu
Validate Media
Early Upgrade Checks
Initiate Upgrade
Hon Tekelec RPM Management
Select “Reject Upgrade” and press the [ENTER] key to start the reject process.
The following window pops up, enter yes to begin the backout.
Main Menu
Do you really want to reject the upgrade?
Yes Ho
The system will undergo a backout. As part of the process the system will reboot several times.
After completing the final reboot the login prompt will be presented. Some of the final startup
output along with an example of the login prompt is shown below:
Login as admusr
CentOS release 6.2 (Final)
Kernel 2.6.32-220.17.1.el6prerel6.0.0_80.16.0.x86_64 on an x86_64
hostname1342210584 login:
9. TVOE Server iLO: Log in and run the following:
check server
health. # appRev
10. TVOE Server iLO: Run the following command to check the health of the server:

check server
health

# sudo alarmMgr --alarmStatus

If any output is produced, an alarm is present on the system. Contact Oracle for information
about how to proceed.

1. []

Clear browser
cache

Clear browser cache to ensure that browser has the latest client-side code loaded. Refer to
browser documentation if necessary.
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12,

PM&C GUI:

Login to the PM&C GUI to verify the old PM&C version
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APPENDIX C. CORRECTING SERVER CORE FILE DETECTED ALARMS

Appendix C: Correcting Server Core File Detected Alarms

S | After the upgrades, if old core file detected alarms are generated, this procedure corrects these alarms.

T | This procedure should be performed during a maintenance window.

E | Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.
P | IF THIS PROCEDURE FAILS, CONTACT ORACLE TECHNICAL SERVICES AND ASK FOR ASSISTANCE.

# NOTE: THIS PROCEDURE SHOULD TAKE APPROXIMATELY 10 MINUTES PER BLADE OR RMS SERVER.

=

CMP GUI: Login into
D the CMP GUI using

VIP address as
‘admin’ or user
with admin
privileges

Login into the PCRF CMP GUI as ‘admin’ using the VIP IP Address

N

CMP GULI: Verify
D active alarms

In the upper right hand corner of the GUI, click on Minor alarms and check if ‘Server
Core File Detected’ alarm(s) are present.

oOoOrRACLE Oracle Communications Policy Management

o e oy e R nctive e nggrepese
11 Alarms found, displaying all Alarms.
i —— I PR T Y
Feb 09, 2017 07:52 PM GMT-00:00 s, Detected 172.16.22.42 r-Y
Feb 09, 2017 07:49 PM GMT-00:00 S, Detected 172.16.22.39 F:Y
Feb 09, 2017 07:49 PM GMT-00:00 er C File Detected F:Y
Feb 09, 2017 07:48 PM GMT-00:00 Server Core File Detected Y
Feb 09, 2017 07:47 PM GMT-00:00 Server Core File Detected S )
Feb 09, 2017 07:47 PM GMT-00:00 Server Core File Detected S )
Feb 09, 2017 07:46 PM GMT-00:00 Server Core File Detected Y
Feb 09, 2017 07:46 PM GMT-00:00 NTP Source Server Is Not Able To Provide Correct Time Y
Feb 09, 2017 07:14 PM GMT-00:00 Server Core File Detected westlzkelabmpe-2c gy
Feb 09, 2017 06:10 PM GMT-00:00 Server Core File Detected 172.16.22.42 | Mkperfoz-mpe-ia gy
If ‘Server Core File Detected’ alarms are present, then proceed to the next step,
otherwise Stop and there is no need to perform this procedure.
3. CMP GUI: Note Note down the server IP addresses for which ‘Server Core File Detected’ alarm was
] down the server generated.
IP(s) for which
‘Server Core File
Detected’ alarm
was generated
4. SSH CLI: Login to Login as ‘admusr’ to each of the noted servers using SSH
each of the servers .
] . Change the user to ‘root’ and change directory to /var/TKLC/core
and verify that core
files are present $ sudo su -
# cd /var/TKLC/core
# 1s
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Appendix C: Correcting Server Core File Detected Alarms

Example:

core.java.9499 core.java.9499.bt
# 1s /var/camiant/cores
Example:

core.java.9499

Note: Where ‘9499’ is the java’s proc_id and will be different for each server.

5. SSH CLI: cat the
] core.java.<proc_id>
.bt file

‘cat’ the core.java.<proc_id>.bt file and verify that the core file was generated by ‘java’
due to ‘Program terminated with signal 3’

# cd /var/TKLC/core

# cat core.java.<proc_id>.bt

Note: User may need to scroll up

Example below:

[New Thread 9499]
[New Thread 9571]

Core was generated by " /usr/java/jdkl.7.0_72/bin/java -
Djava.util.logging.config.file=/opt/camiant/tom".

Program terminated with signal 3, Quit.

#0 ©x00000039eba0822d in ?? ()

If the reason was due to ‘Program terminated with signal 3’, proceed to the next step;
otherwise if the reason was something else then Contact Oracle Support.

6. SSH CLI: Remove
] the corresponding
core files

Remove the following files:
- /var/camiant/cores/corefile.java.<proc_id>
- /var/TKLC/core/corefile.java.<proc_id>.bt

- /var/TKLC/core/ corefile.java.<proc_id>

cd /var/camiant/cores

rm -rf core.java.<proc_id>

cd /var/TKLC/core

rm -rf core.java.<proc_id>.bt

rm -rf core.java.<proc_id>

H OH OH O H O

exit
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Appendix C: Correcting Server Core File Detected Alarms

$

7.

[

CMP GULI: Verify
alarms

On the CMP GUI, verify that the corresponding ‘Server Core File Detected’ alarms have
been cleared.

This procedure has been completed.
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APPENDIX D. ACCESSING THE ORACLE CUSTOMER SUPPORT SITE AND
HOTLINES

Access to the Oracle Customer Support site is restricted to current Oracle customers only. This section describes how to
log into the Oracle Customer Support site and link to Oracle Support Hotlines
1. Log into the Oracle Customer Support site at https://support.oracle.com

2.

Refer Oracle Support Hotlines http://www.oracle.com/us/support/contact/index.html and
http://www.oracle.com/us/corporate/acquisitions/tekelec/support/index.html
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