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1.0INTRODUCTION

1.1 Purpose and Scope

This document describes the application-related installation procedures for an VMware User Data Repository 12.1 system.
This document assumes that platform-related configuration has already been done.

The audience for this document includes Oracle customers as well as these groups: Software System, Product Verification,
Documentation, and Customer Service including Software Operations and First Office Application.

1.2 References
Oracle customer documentation is available on the web at the Oracle Help Center site, http://docs.oracle.com. You do not have to
register to access these documents. Viewing these files requires Adobe Acrobat Reader, which can be downloaded at www.adobe.com.

1. Access Oracle Help Center at http://docs.oracle.com.
2. Select the tab “Find a product.”

3. Type “User Data Repository.”

4. Takes you to “CGBU Documentation.”

5. Select “User Data Repository”” followed by version.

1.2.1 External
[1] UDR Cloud Resource Profile, E67495-01, latest revision
[2] UDR Installation and Configuration Procedure, E66198-01, latest revision
[3] UDR Disaster Recovery Guide, E66199-01, latest revision
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1.3 Acronyms

An alphabetized list of acronyms used in the document

Table 1. Acronyms

Acronym Definition

BIOS Basic Input Output System

CD Compact Disk

UDR User Data Repository

ESXi Elastic Sky X Integrated

FABR Full Address Based Resolution

iDIH Integrated Diameter Intelligence Hub
IPFE IP Front End

IPM Initial Product Manufacture — the process of installing TPD
IWF Inter Working Function

NAPD Network Architecture Planning Diagram
(OF] Operating System (e.g. TPD)

OVA Open Virtualization Appliance

PDRA Policy Diameter Routing Agent

PCA Policy and Charging Application
RBAR Range Based Address Resolution

SAN Storage Area Network

SFTP Secure File Transfer Protocol

SNMP Simple Network Management Protocol
TPD Tekelec Platform Distribution

VM Virtual Machine

1.4 Terminology
Multiple server types may be involved with the procedures in this manual. Therefore, most steps in the written procedures begin with

the name or type of server to which the step applies.

Each step has a checkbox for every command within the step that the
technician should check to keep track of the progress of the procedure.

The title box describes the operations to be performed during that step.

Each command that the technician isto enterisin 10 point bold Courier font.

! !

5 | ServerX: Connect to | Establish a connection to the server using cu on the terminal server/console.
the console of the

[] -
server $cu -1 /dev/ttyS7
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Figure 1. Example of an instruction that indicates the server to which it applies

Site

Applicable for various applications, a Site is type of “Place”. A Place is
configured object that allows servers to be associated with a physical location.

A Site place allows servers to be associated with a physical site. For example,
Sites may be configured for Atlanta, Charlotte, and Chicago. Every server is
associated with exactly one Site when the server is configured.

For the Policy & Charging DRA application, when configuring a Site only put
DA-MPs and SBR MP servers in the site. Do not add NOAMP, SOAM or IPFE
MPs to a Site

Place Association

Applicable for various applications, a “Place Association” is a configured object
that allows Places to be grouped together. A Place can be a member of more than
one Place Association.

The Policy & Charging DRA application defines two Place Association Types:
Policy Binding Region and Policy & Charging Mated Sites.

Two Site Redundancy

Two Site Redundancy is a data durability configuration in which Policy and
Charging data is unaffected by the loss of one site in a Policy & Charging Mated
Sites Place Association containing two sites.

Two Site Redundancy is a feature provided by Server Group configuration. This
feature provides geographic redundancy. Some Server Groups can be configured
with servers located in two geographically separate Sites(locations). This feature
will ensure that there is always a functioning Active server in a Server Group even
if all the servers in a single site fail.

Server Group Primary
Site

A Server Group Primary Site is a term used to represent the principle location
within a SOAM. SOAM Server groups are intended to span several Sites(Places).

The Primary Site may be in a different Site(Place) for each configured SOAM.

A Primary Site is described as the location in which the Active and Standby
servers to reside, however there cannot be any Preferred Spare servers within this
location. All SOAM Server Groups will have a Primary Site.

Server Group Secondary
Site

A Server Group Secondary Site is a term used to represent location in addition to
the Primary Site within a SOAM Server Group. SOAM Server groups are
intended to span several Sites(Places

The Secondary Site may be in a different Site(Place) for each configured SOAM.

A Secondary Site is described as the location in which only Preferred Spare
servers reside. The Active and Standby servers cannot reside within this location.
If Two Site Redundancy is wanted, a Secondary Site is required for all SOAM
Server Groups.
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1.1 Assumptions

This procedure assumes the following:

e The user has taken assigned values from the Customer network and used them to compile XML files (see Appendix C for
each NOAMP and SOAM site’s NE prior to attempting to execute this procedure).

e The user has at least an intermediate skill set with command prompt activities on an Open Systems computing environment
such as Linux or TPD.

1.2 XML Files (for installing NE)

The XML files compiled for installation of the each of the NOAMP and SOAM site’s NE must be maintained and accessible for use
in Disaster Recovery procedures. The Professional Services Engineer (PSE) will provide a copy of the XML files used for installation
to the designated Customer Operations POC. The customer is ultimately responsible for maintaining and providing the XML files to
My Oracle Support (MOS) if needed for use in Disaster Recovery operations. For more details on Disaster Recovery refer to [3].

1.3 How to use this Document

Although this document is primarily to be used as an initial installation guide, its secondary purpose is to be used as a reference for
Disaster Recovery procedures [3]. When executing this document for either purpose, there are a few points which help to ensure that
the user understands the author’s intent. These points are as follows;
1) Before beginning a procedure, completely read the instructional text (it will appear immediately after the Section heading for
each procedure) and all associated procedural WARNINGS or NOTES.

2) Before execution of a STEP within a procedure, completely read the left and right columns including any STEP specific
WARNINGS or NOTES.

If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support MOS for assistance before attempting to
continue.
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2.0 GENERAL DESCRIPTION

This document defines the steps to execute the initial installation of the User Data Repository (UDR) application on a VMware
hypervisor or a OpenStack hypervisor.

UDR installation paths are shown in the figures below. The general timeline for all processes to perform a software
installation/configuration and upgrade is also included below.

This document covers installation
of the UDR 12.1.x application on
Cloud

Cloud
Platform

UDR
12.1.0.0.a-b.b.b

Installation

Figure 2. Initial Application Installation Path — Example shown

2.1 Required Materials
The following materials are required to complete UDR installation:
1. Target release UDR OVA Media
2. Target release UDR ISO Media only for ISO installs
3. Target release TPD Media only for ISO installs
The software media referenced here may be acquired online from the Oracle e-Delivery service at edelivery.oracle.com
This document and others referenced here can be acquired online from the Oracle Document Repository at the followin URL.:

http://docs.oracle.com/en/industries/communications/user-data-repository/index.html

2.2 Installation Overview

This section describes the overal strategy to be employed for a single or multi-site UDR installation. It also lists the procedures
required for installation with estimated times. Section 2.4 discusses the overall install strategy and includes an installation flow chart
that can be used to determine exactly which procedures should be run for an installation. Section 3.2.3 lists the steps required to install
a UDR system. These latter sections expand on the information from the matrix and provide a general timeline for the installation.

2.3 SNMP Configuration

The network-wide plan for SNMP configuration should be decided upon before UDR installation proceeds. This section provides
recommendations for these decisions.

SNMP traps can originate from the following entities in a UDR installation:
e UDR Application Servers (NOAMP, SOAM, MPs)
UDR application servers can be configured to:

1. Send all their SNMP traps to the NOAMP via merging from their local SOAM. All traps will terminate at the NOAMP and
be viewable from the NOAMP GUI (entire network) and the SOAM GUI (site specific). Traps are displayed on the GUI
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both as alarms and logged in trap history. This is the default configuration option and no changes are required for this
to take effect.

2. Send all their SNMP traps to an external Network Management Station (NMS). The traps will be seen at the SOAM
AND/OR NOAM as alarms AND they will be viewable at the configured NMS(s) as traps.

Application server SNMP configuration is done from the NOAMP GUI, near the end of UDR installation. See the procedure list for
details.
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2.4 Installation List of Procedures

The following table illustrates the progression of the installation process by procedure with estimated times. The estimated times and
the phases that must be completed may vary due to differences in typing ability and system configuration. The phases outlined in are
to be executed in the order they are listed.

Table 2. Installation Overview

Elapsed
Procedure Phase Time
(Minutes)
This Step Cum.
Procedure 1 Verify Deployment Options and Cloud Resources 5 >
Procedure 2 Deploy UDR Virtual Machines 20 25
(Only for VMware deployments)
Procedure 3 Deploy UDR Virtual Machines on OpenStack 20 25
(Only for OpenStack deployments)
Procedure 4 Configure NOAMP-A Server (1st NOAMP only) 25 50
Procedure 5 Create Configuration for Remaining Servers 15 65
Procedure 6 Apply Configuration To Remaining Servers 15 80
Procedure 7 Configure XSI Networks (All SOAM Sites) 10 90
Procedure 8 OAM Pairing for Primary NOAMP Servers (1st NOAMP 10 100
site only)
Procedure 9 OAM Pairing for SOAM and DR Sites (All SOAM and DR 15 115
sites)
Procedure 10 OAM Pairing for MP Server Groups (All SOAM sites) 5 120
Procedure 11 Configure Signaling Routes > 125
Procedure 12 Configure SPR Application on MP (All SOAM Sites) 10 135
Procedure 13 Configure NOAMP Signaling Routes (All NOAM Sites) 10 145
Procedure 14 Configure Services on Signaling Network 5 150
Procedure 15 Accept Installation 3 155
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3.0PRE-INSTALLATION PROCEDURE

3.1 Verify Deployment Options and Cloud Resources

This procedure determines appropriate HA Configurations and VM Profiles for the deployment, as well as verifies the environment.

Procedure 1: Verify Deployment Options and Cloud Resources

Step Procedure Result

1. Decide which The first step in deploying UDR for cloud is to review the Resource Profiles stated in [1]. A
UDR profile to choice of HA configuration and resrouce profile must be driven by the available resources

D deploy and expected use of the UDR deployment.

e For demo purposes a OVA lab profile is the best option.

e For support of larger datasets, ISO installation may be required.

2. Ensure If you are using vCloud Director or vSphere as a hon-priviliged user, contact your cloud
availability of administrator to esnure the availability of sufficient process, memory, storage and network
D cloud resources resources to meet the requirements of your chosen configuration and profile in Step 1.

Note: If you are a privileged user with VMWare vSphere, you can leverage procedures in
Appendix A to configure storage and host networking for hosting UDR.

THIS PROCEDURE HAS BEEN COMPLETED
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4.0 CLOUD CREATION
4.1 Deploy UDR Virtual Machines on VMware

This procedure will create UDR virtual machines (guests).

Requirements:

Section 3.1 Verify Deployment Options and Cloud Resources has been completed

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 2: Deploy UDR Virtual Machines on VMware

Step Procedure Result
1. Ready Installation | If using vSphere client, place installation media (OVA, or ISO) onto your local machine.
media If using vCloud Director, upload installation media using Appendix C-1: vCloud Director
D UDR Media Upload.
2. Create VApp If using vCloud Director, follow:
e Appendix C-2: Create VApp
D If using vSphere client procede to the next step.
3. Create UDR If using vSphere client, follow:
guests

e Appendix B-1: Create Guests from OVA
If using vCloud Director, follow:
e Appendix C-5 Create Guests from ISO for large database NOAMP
or
e Appendix C-3 Create Guests from OV A for all other server types

“Check off” the associated Check Box as addition is completed for each Server.

[ ] SOAM-B
L] MP-4

[ ] SOAM-A
[] MP-3

[ ] NOAMP-B
[] MP-2

[ ] NOAMP-A
[] MP-2

Configure guest
resources

Only OVA installs

If using vSphere client to install by OVA, follow:
e Appendix B-2: Configure Guest Resources
If using vCloud Director to install by OVA, follow:
e Appendix C-4: Configure Guest Resources
If installing by 1SO proceed to the next step.

“Check off” the associated Check Box as addition is completed for each Server.

[ ] SOAM-B
L] MP-4

[ ] SOAM-A
[] MP-3

[ ] NOAMP-B
[] MP-2

[ ] NOAMP-A
[] MP-2

5.

[]

Install guest OS
Only 1SO installs

Only for ISO installs using vCloud Director, follow Appendix C-6: Install Guests from ISO

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B
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Procedure 2: Deploy UDR Virtual Machines on VMware

Step

Procedure

Result

6.

[]

Configure guest
OAM network

If using vSphere client, follow:

e Appendix B-3: Configure Guest OAM Network: Create Guests from OVA
If using vCloud Director, follow:

e Appendix C-7: Configure Guests OAM Network

“Check off” the associated Check Box as addition is completed for each Server.

[ ] SOAM-B
L] mp-4

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A
[ mP-2 1 mp-2 [ mP-3

THIS PROCEDURE HAS BEEN COMPLETED

4.2 Deploy UDR Virtual Machines on OpenStack

This procedure will create UDR virtual machines (guests) on OpenStack.

Requirements:

Section 3.1 Verify Deployment Options and Cloud Resources has been completed

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 3: Deploy UDR Virtual Machines on OpenStack

Step

Procedure

Result

Ready Installation
media

Create and import OV A image file to OpenStack using
Appendix G-1: OpenStack Image Creation

Ready Installation
media

Create and import 1SO image file to OpenStack using

Appendix G-2: OpenStack Image Creation from ISO

Create Resource
Profile

Create Resource Profile (Flavor) on OpenStack following:

Appendix G-4: Create Resource Profiles (Flavors)

DPD.@D!\’D!—‘

Create NOAMP
VM Instances

On OpenStack, please follow this to create NOAMP vm instances:

Appendix G-3: Create VM from 1SO-Based Image
“Check off” the associated Check Box as addition is completed for each Server.
] NOAMP-A [ ] NOAMP-B
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Step Procedure Result
5. Create VM On OpenStack, please follow this to create vm instances:
Instances

Appendix G-5:Create VM Instances Using qcow?2 Image

D Use different flavor fo different Server stated in [1]

“Check off” the associated Check Box as addition is completed for each Server.
[] SOAM-A [] SOAM-B

] MP-1 L] MP-2 L] MP-3 L] MP-4

6. Configure guest Follow this step to configure OAM network for vm instances:

OAM network Appendix G-7: VM Instance Network Configuration

D “Check off” the associated Check Box as addition is completed for each Server.
[] SOAM-A [] SOAM-B
] MP-1 ] MP-2 ] MP-3 ] mMP-4
7. Create Virtual IPs | Create Virtual IP addresses following:

Appendix G-8: Virtual IP Address Assignment

THIS PROCEDURE HAS BEEN COMPLETED
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5.0UDR SERVER CONFIGURATION
5.1 Configure NOAMP-A Server (15t NOAMP only)

This procedure does all steps that are necessary for configuring the first NOAMP server. This includes creating the NOAMP Network
Element, configuring Services and creating/configuring the first NOAMP-A server.

Requirements:

e Section 4.0 Cloud Creation has been completed

Assumptions:

e This procedure assumes that the UDR Network Element XML file for the Primary Provisioning NOAMP site has previously

been created, as described in Appendix D.

This procedure assumes that the Network Element XML files are either on a USB flash drive or the laptop’s hard drive. The

steps are written as if the XML files are on a USB flash drive, but the files can exist on any accessible drive.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 4. Configure NOAMP-A Server (13t NOAMP only)

Step

Procedure

1.

]

NOAMP Server A:
Launch an approved
web browser and
connect to the NOAMP
Server A IP address

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

Result

{7 Cerificase Lrror; Mavigation Blecked - Windows Internet [aplores

ﬂ = @ hepe 102500800y

P [ Vew Feoibs Took el
B Pawloonns  Weblls =

| @ Cenficsbs Dmor: Hesigation Boded

g:

-

We recommend that you close this webpage and do mot contise to this website.
]
L")

NOAMP Server A:

The user should be
presented the login
screen shown on the
right.

Login to the GUI using
the default user and
password.

ORACLE

Oracle System Login

Wied Sép 23 15:26:39 2015 EOT

Log In
Enter your usermame and password o log in

Saossion was logged oul atl 3:26:39 pm.

UIsemame.  guisdmn
Password. ssssees

Change pasiwind

Login

Welbome 10 e Oradle Syatem Login
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Procedure 4. Configure NOAMP-A Server (13t NOAMP only)

Step Procedure Result
3 NOAMP Server A: . User Data Repository
The user should be ORACLE 10.2.0-12.3.0
D presented the UDR
Main Menu as shown
on the right. ] _
fi Administration Main Menu: [Main]
i Configuration
i Alarms & Events
8 Security Log
3 i Status & Manage
B Measurements
" B Communication Agent
] Diameter Common
s Diameter
5 & UDR
4. NOA.MP.Server A Connected using 10.250.51.80 to hostname1345220802 (ACTIVE NETWORK DAM&P)
Configuring Network e
-] Main Menu ) ) )
D Element B M Administration Main Menu: Configuration -> Network Elements
. & Configuration
Select... | o '.- =tion
Main Menu Network Element
- Configuration
- Network Elements
...as shown on the right.
5. NOAMP Server A:
From the
Configuration / ] )
Network Elements To create a new Metwork Element, upload a valid configuration file:
screen...
Select the “Browse”
dialogue button (scroll Insert Report
to bottom left corner of
screen).
6. NOAMP Server A: Organize = New folder - &
Note: This step o = Name ' =
D assumes that the xml B Ceskiop e I
files were previously 1 Recent Places : i
prepared, as described & Downloads emacs.d
in Appel’ldIX C & Downloads Hfm
' g Libraries geonf
. o L |
1) Select the location 2 Libracies ::,::,Q
containing the site .xml 5 Documents .gnome2_private
f||e @' Music Tk
| Pictures Jetadmin
2) Select the .xml file B Viduos ot
f “ " netscape -
a_nd click the “Open B i . ;
dialogue button. File name: TEEAIEND = =
i Open |v] Cancel
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Procedure 4: Configure NOAMP-A Server (15t NOAMP only)

Step

Procedure

Result

7.

]

NOAMP Server A:
Select the “Upload
File” dialogue button
(bottom left corner of
screen).

To create a new Metwork Element, upload a valid configuration file:

Browse__. Upload File

HASumMUDR_NO A xxml

Insert

NOAMP Server A:

If the values in the .xml
file pass validation
rules, the user receives
a banner information
message showing that
the data has been
successfully committed
to the DB.

Note: You may have to
left mouse click the

“Info” banner option in
order to see the banner

Info

O

s MNetwork Element insert successful from Amp/UDE_MO_Axml.

output.
9. Select...
Main Menu
D - Configuration
- Services

...as shown on the right.

10.

NOAMP Server A:

Select the " Edit”
dialogue button.

Main Menu: Configuration -> Network Elements

Info ~
Hetwork Element

] UDR_NO_A

Services

Main Menu: Configuration -> Services

Name

Replication
Signaling
HA_Secondary
HA_MP_Secondary
Replication_MP
ComAgent

T
I
'
b

Intra-NE Network Inter-NE Network

]
'
4

Unspecified Unspecified
LUnspecified LUnspecified
Unspecified Unspecified
Unspecified Unspecified
LUnspecified Lnspecified
Unspecified Unspecified
Lnspecified Unspecified

Main Menu: Configuration -> Services

@ Help

Thu Jan 12 16:19:44 2012 UTC
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Name Intra-NE Network Inter-NE Network
QAN Unspecified Unspecified
Replication Unspecified Unspecified
Signaling Unspecified Unspecified

& Help

E Logout
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Procedure 4: Configure NOAMP-A Server (15t NOAMP only)

Step Procedure Result

11. NOAMP Server A: Services
1) Set the services

D values as shown onthe | Hame Intra-NE Network Inter-NE Network
right (see Note section).

OAM IMI - XMI A

2) Select the “Apply” o
dialogue button. Replication IMI - ¥MI -
3) Select the “ OK” Signaling Unspecified = Unspecified -

dialogue button in the
popup window.

HA_Secondary
HA_MP_Secondary
Replication_MP

ComAgent

II

IMI

IMI -
IMI -
IMI -

|£| | Apply | | cancel |

XMI r
HMI -
XMI -
HMI A

Note: Servers do not need to be restarted if this is a fresh installation.

Note: ComAgent Service is used for NOAMP < MP and MP <> MP communication.

12.

NOAMP Server A:

The user will be
presented with the
“Services” configuration
screen

Hame

OAM

Replication
Signaling
HA_Secondary

HA _MP_Secondary
Replication_MP
ComaAgent

Intra-NE Network
[

[

Lnspecified

[

[

[

[

Inter-NE Network
M

|

Lnspecified

M

M

M

M

13.

NOAMP Server A:

Configuring UDR Server

4 L Main Menu
8 Administration

Main Menu: Configuration -> Servers

: & Configuration i

Select... ; B Network Elements
Main Menu Hostname Role R
~ . . i ystem ID
- Configuration Services

- Servers

Server Groups
...as shown on the right. ‘
14, NOAMP Server A:

Select the “Insert” Insert || Edit || Delete || Export || Report

dialogue button.
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Procedure 4: Configure NOAMP-A Server (15t NOAMP only)

Step Procedure Result
15. NOAMP Server A: Main Menu: Configuration -> Servers [Insert]
. Tue Oct 14 16:30:00 =
The user is now
D presented with the
“Adding a new server” | Adding a new server
configuration screen. Attribute Value Description
Unique name for the server. [Default = n/a. Range = A 20-character
Hostname * string. Valid characters are alphanumeric and minus sign. Must
start with an alphanumeric and end with an alphanumeric.]
Role - Select Role - vz Selectthe function ofthe server
System 1D | System ID for the NOAMP or SOAM server. [Default = nfa. Range = A
LRy B4-character string. Valid value is any text string]
Hardware Profile BL460 HP c-Class Blade - Hardware profile of the server

Network Element Name - Unassigned - A Select the network element
Location tgﬁgll'g?uiegc;:];itoe;lgsr:;_‘]t =" Range = A 15-character string.
|@|| Apply H Cancel ‘
16. NOAMP Server A: Attribute Value Description
Input the assigned Unique name for the server. [Default = n/a. Range = A 20-character
“hostname” for the Hostname |NO-A string. Valid characters are alphanumeric and minus sign. Must start
NOAMP-A Server. with an alphanumeric and end with an alphanumeric.]
17. NOAMP Server A:
Select “NETWORK Role - Select Role - |+ Select the function of the serer
- select Role -

D OAM&P” for the server
“Role” from the pull-
down menu.

Hardware Frofile

MNetwork Element |57 STEM OAM
Mame M

NETW/ORK DA

QUERY SERVER

w | Hardware profile of the serer

Selectthe network element

Lacation Location description [Default="". Range = A 14
18. NOAMP Server A: Systermn ID for the NOAMP ar SOAM
) ) System ID |NOAMP se_r\rer. [Default; nia. Rlange :.5
Input the System ID Sivctr;;rzgrt;;itr|ng.\fahd value is
D for the NOAMP Server.
19. NOAMP Server A: Select Hardware Profile: Cloud UDR NOAMP
Select the correct
Hardware Profile ' Cloud UDR NOAMP -

D Hardware Profile from
the pull-down menu.

20. NOAMP Server A:

Select the Network
D Element Name from
the pull-down menu.

NOTE: After the
Network Element Name
is selected, the
Interfaces fields will be
displayed.

Metwark
Element
Mame

INO_UDR_VM =|-

Selectthe network element

21. NOAMP Server A:
Enter the site location.

D NOTE: Location is an
optional field.

Location Marrisville_NC

Location description [Default =™
is any text string.]

. Range = A 15-character string. Valid value
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Procedure 4. Configure NOAMP-A Server (13t NOAMP only)

Step Procedure

22. NOAMP Server A:
1) Enter the IP

D Addresses for the UDR
Server.

2) Set the Interface
parameters according to
to deployment type.

Result
Interfaces:
Network IP Address Interface
KMI(10.148.232.0/22) 10148235212 ethl - WLAM (332)
IMI(10.196.128.0/22) 10.196.130.15 ethl - WLAN (528)

Enter the IP Addresses for XM1 and IM|I networks.

Set the Interface device for XMI and IMI networks according to this VM guest’s network
adapter assigment as viewable in Appendix B-3 Step 3 or Appendix C-7 Step 5.

Leave the VLAN boxes unchecked.

23. NOAMP Server A:
Click the “Add” button
under NTP Servers and
add the address of the
customer supplied NTP
server.

NTP Server IP Address Prefer
[10240 15 1 x| o
[10.240. 16 8 | O
[10.240.16.9 | O
[10.240.15 11 | O

Set one ore more NTP Server IP Address(es) to customer supplied NTP server(s). It is
recommended to have minimum of 3 and up to 4 external NTP servers for reliable functioning
of NTP service.

NTP Servers:

NTP Server IP Address
Add

Prefer

Remove

24. NOAMP Server A:

By clicking Info the user
should be presented
with a banner
information message
stating “ Pre-Validation
passed”.

Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Info -

Info

« Pre-Validation passed- Data NOT committed ...

uuuuu OO T T

LInique name for the semnver. [Default
string. Valid characters are alphanun
with an alphanumeric and end with &

XMI (10.240.80.128/26) 10.240.80.146 bond0 ¥ | ¥ VLAN(3)
IMI (10.240.56. 192/26) 10.240.56.197 bond0 ¥ | ¥/ VLAN (4)
Pep s
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Procedure 4. Configure NOAMP-A Server (13t NOAMP only)

Step

Procedure

Result

25.

]

NOAMP Server A:

If the values provided
match the network
ranges assigned to the
NOAMP NE, the user
will receive a banner
information message
showing that the data
has been validated and
committed to the DB.

Main Menu: Configuration -> Servers [Insert]

Infa -

Description

Info
’ o + [Data committed!
Hostname [NO-A

nigue name for the senver. [Default

*  string. Valid characters are alphanun
with an alphanumeric and end with z

26.

NOAMP Server A:

Applying the UDR
Server Configuration
File

Main Menu: Configuration -> Servers

Select...
Main Menu Hostname Role System 1D Server Group
- Configuration
- Servers
MIO-A Metwork OAM&P  MOAMP
...as shown on the right.
27. NOAMP Server A: Main Menu: Configuration -> Servers
The “Configuration Tue Apr 21 15:1:
Filt -
D ->Servers” screen 'er _______________________
should now show the iHostname ! Role System ID Server Group g;‘::m Location Place Details
neWIy added UDR -
Server in the list. @ Network OAMSP  NOAMP NO_UDR_VM s
28. NOAMP Server A: . ) .
Main Menu: Configuration -> Servers i
1) Use the cursor to Tue Apr 21 15:24:19 2
D select the UDR Server
just inserted. Network
Hostname Role System ID Server Group [l Location Place Details
The row containing the e g NO_UDR VM XM 10.240.15.41
desired Server should M. 182.168.45.4
now be highlighted in
GREEN.
2) Select the " Export Insert | Edit | Delete | Export | Report
dialogue button.
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Procedure 4. Configure NOAMP-A Server (13t NOAMP only)

Step

Procedure

Result

29.

]

NOAMP Server A:

The user will receive a
banner information
message showing a
download link for the
UDR Server
configuration data.

Main Menu: Configuration -> Servers

@ Help

Fri Aug 17 18:01:20 2012 UTC

Info

Hostname

L1

MNO-A

« Exported server data in TKLCConfigData.NO-A.sh may be downloaded

Is

10.250.51.80

The configuration file was created and stored in the /var/TKLC/db/filemgmt directory. The
configuration file will have a file name like TKLCConfigData.<hostname>_sh.

30.

NOAMP Server A:

1) Access the command
prompt.

2) Log into the NOAMP-
A server as the
“‘admusr” user.

login as: admusr
root@10.250.xx.yy"s password: <admusr_password>

Last login: Mon Jul 30 10:33:19 2012 from 10.25.80.199

[root@pc9040833-no-a ~]#

31. NOAMP Server A: [admusr@ pc9040833-no-a ~]$ su -
password: <root_password>

D Switch to “root” user.

32. NOAMP Server A: Example:

Copy the server
configuration file to the
“/var/tmp” directory on
the server, making sure
to rename the file by
omitting the server
hostname from the file
name.

TKLCConfigData<.server_hostname>.sh = will translate to = TKLCConfigData.sh

# cp -p /var/TKLC/db/filemgmt/TKLCConfigData.NO-A.sh

/var/tmp/TKLCConfigData. sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file and

automatically execute it when found.

33.

NOAMP Server A:

After the script
completes, a broadcast
message will be sent to
the terminal.

Ignore the output shown
and press the
<ENTER> key to return
to the command
prompt.

NOTE: The user should
be aware that the time
to complete this step
varies by server and
may take from 3-20
minutes to complete.

*** NO OUTPUT FOR =~ 3-20 MINUTES

%* k%

Broadcast message from root (Thu Dec 1 09:41:24 2011):

Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and
<ENTER>

reboot the server.
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Procedure 4. Configure NOAMP-A Server (13t NOAMP only)

Step

Procedure

Result

34.

]

NOAMP Server A:

Configure the time
zone.

# set ini tz.pl <time zone>

Note: The following command example uses America/New_York time zone. Replace, as
appropriate, with the time zone you have selected for this installation. For UTC, use
“Etc/UTC”.

# set _ini tz.pl "America/New York"

35. NOAMP Server A: # reboot
Initiate a reboot of the
D NOAMP Server.
36. NOAMP Server A: Wait about 9 minutes until the server reboot is done.

Wait until server reboot
is done. Then, SSH
into the NOAMP-A
server.

Output similar to that
shown on the right may
be observed

Using an SSH client such as putty, ssh to the NOAMP-A server.

login as: admusr
root@10.250.xx.yy"s password: <admusr password>
Last login: Mon Jul 30 10:33:19 2012 from 10.25.80.199

Note: If the server isn’t up, wait a few minutes and re-enter the ssh command. You can also try
running the “ping” command to see if the server is up.

37.

NOAMP Server A:

Verify that the XMl and
IMI IP addresses
entered in Step 22 have
been applied

$ ifconfig |grep in |grep -v inet6

Example:
ethO Link encap-Etherne Waddr F0:92:1C:18:59:10

inet addr:10.240.80.146) Bcast:10.240.80.191 Mask:255.255.255.192
ethl Link enecapsEthernet—Hifaddr F0:92:1C:18:59:10

Bcast:10.240.56.255 Mask:255.255.255.192

inet addr:16.240.56.19

NOTE: The server's XMl and IMI addresses can be verified by reviewing the server
configuration through the UDR GUI.

Main Menu
- Configuration
- Servers
Scroll to line entry containing the server’'s hostname.
38. NOAMP Server A: $ ntpg -np
Use the “ntpq” remote refid st t when poll reach delay offset jitter
D fﬁg"sn;?vne? ﬁ;‘s’e”fy that | .10.250.32.10  192.5.41.209 2 u 651 1024 377  0.339  0.583 0.048
+10.250.32.51 192.5.41.209 2 u 656 1024 377 0.416 0.641 0.086

connectivity to the
assigned Primary (and
Secondary if one was
provided) NTP
server(s).

v

IF CONNECTIVITY TO THE NTP SERVER(S) CANNOT BE ESTABLISHED, STOP AND EXECUTE THE
FOLLOWING STEPS:

Have the customer IT group provide a network path from the OAM server IP to the assigned NTP IP addresses.

ONCE NETWORK CONNECTIVITY IS ESTABLISHED TO THE ASSIGNED NTP IP ADDRESSES, THEN RESTART THIS
PROCEDURE BEGINNING WITH STEP 35 .
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Procedure 4. Configure NOAMP-A Server (13t NOAMP only)

Step Procedure Result

39. NOAMP Server A: $ alarmMgr --alarmStatus
Execute a “alarmMgr”

D to verify the current NOTE: This command should return no output on a healthy system.
health of the server

40. NOAMP Server A:

Exit the SSH session for | $ exit
D the NOAMP-A server

THIS PROCEDURE HAS BEEN COMPLETED

5.2 Create Configuration for Remaining Servers

This procedure is used to create and configure all UDR Servers (Primary and DR Servers) except the first NOAMP-A server.

Requirements:
e Section 5.1 Configure NOAMP-A Server (1st NOAMP only) has been completed

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 5: Create Configuration for Remaining Servers

Step Procedure Result

1. NOAMP Server A: :
Launch an approved OI QACLE
D web browser and
connect to the NOAMP Oracle System Login

Server A Ip address wWed Sep 23 15:26:39 2015 EOT
NOTE: Choose Log In
“Continue to this Enter your usemame and password to log in

website (not
recommended)” if
presented with the
“security certificate”
warning.

Sarssbon was logged oul at 3:26:3% pm.

Username; guisdmn
Password sesseee

Changs passwand
Login to the GUI using
the default user and
password.

Login

Wieloome 1o the Oracle Jyvstem Login

For steps 4 — 8 add the remaining Network Elements one at a time. This includes the SO network Element for the Primary site and
the DR elements (NO and SO) if present. (DR elements can be uploaded during DR install)
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Procedure 5: Create Configuration for Remaining Servers

Step Procedure Result
2. NOAMP Server A:
Configuring Network Main Menu: Configuration -> Network Elements

D Element
Select...

Main Menu Network Element
- Configuration

- Network Elements |;| UDR NO A

...as shown on the right.

3. NOAMP Server A:

From the

Configuration / ) )
D Network Elements To create a new Metwork Element uplgad a valid configuration file:

Browse__.

screen...

Select the “Browse”

dialogue button (scroll Insert Report
to bottom left corner of
screen).
4, NOAMP Server A: Organize ~ Newe folder = .
Note: This step = -
D assumes that the xm| . 'F";“"*”
files were previously M Duakinp «canfig
prepared, as described . kot Rl = ot
in AppendixC @ Downloads saesd
@ Downloads fri
. Librari
1) Select the location ol e -geonf
containing the site .xml -geonfd
file B Libraries gnamed
= Documents gnomed_provate
2) Select the .xml file ! Mssic ik
and click the “Open” I Pictures Jetadmin
dialogue button. B videos .moxzilla

JMELSCApE

i Computer
File name: ¥ ']m - All Files

i Opan |‘] Cancel

5. NOAMP Server A:
Select the “Upload File” | | T0 create a new Metwork Element, upload a valid configuration fils

D dialogue button (bottom | | HASun\UJDR_S0O_A xml Browse_.. |[Upload File
left corner of screen).

Insert Report
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Procedure 5: Create Configuration for Remaining Servers

Step

Procedure

Result

6.

]

NOAMP Server A:

If the values in the .xml
file pass validation
rules, the user receives
a banner information
message showing that
the data has been
successfully committed
to the DB.

Note: You may have to
left mouse click the
“Info” banner option in
order to see the banner
output.

Info

(1)

« Metwork Element insert successful from Amp/UDRE_S0_Axml.

Main Menu: Configuration -> Network Elements

o
Hetwork Element

] UDR_NO_A

] UDR_SO_A

Note: The following steps need to

run for all servers EXCEPT the first NOAMP-A server. These steps include a check box for

NOAMP-A server. That check box is only referring to NOAMP-A servers that are not at the primary provisioning site, such as the
NOAMP-A server at the Disaster Recovery (DR) site.
7. NOAMP Server A: Main Menu: Configuration -> Servers @+
Select... Mon May 04 14:25:15 2015 g
B
Main Menu
mr ation Hostname Role System ID Server Group :S;T:;'t( Location Place Details
9 Servers NO-A Network OAM&P  NOAMP UDR_NO_A Morrisville_NC ?I(\A'\.\"1190221‘:3081455T
...as shown on the right.
“Check off” the associated Check Box as addition is completed for each Server.
[ ] NOAMP-A [ ] NOAMP-B [] soAm-A [ ] soAm-B
[] MPp-2 L] mp-2 [] mP-3 L] MP-4
8. NOAMP Server A:
Select the “Insert” Insert || Edit || Delete || Expaort || Report
D dialogue button at the
bottom left.
“Check off” the associated Check Box as addition is completed for each Server.
[ ] NOAMP-A [ ] NOAMP-B [ ] sOAM-A [ ] soAM-B
L] mMp-2 L] mp-2 [] mP-3 L] MP-4
E67495-03
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Procedure 5: Create Configuration for Remaining Servers

Step Procedure Result
9. NOAMP Server A: Main Menu: Configuration -> Servers [Insert]
. Tue Oct 14 16:07:40
The user is now
presented with the
“Adding a new server” i
g Adding a new server
configuration screen.
g Attribute Value Description
Unique name for the server. [Default = n/a. Range = A 20-character
Hostname * string. Valid characters are alphanumeric and minus sign. Must
start with an alphanumeric and end with an alphanumeric.]
Role - Select Role - B Select the function of the server
System ID ‘ System ID for the NOAMP or SOAM server. [Default = nfa. Range = A
yseln G4-character string. Valid value is any text string ]
Hardware Profile UDR SO - Hardware profile of the server

Network Element Name - Unassigned - * +

Location

“Check off” the associated Check Box as

Select the network element

Location description [Default =™ Range = A 15-character string
Valid value is any text string.]

|@|| Apply || Cancel |

addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [] soAmM-A [ ] soAm-B
[] mP-2 [ ] mP-2 [ 1 mP-3 [ ] MP-4
10. NOAMP Server A: Attribute Value Description
Input the assigned Unigue name for the server. [Default = n/a. Range = A 20-character
“Hostname” for the Hostname |NO—B *  string. Valid characters are alphanumeric and minus sign. Must start

server.

witl

“Check off” the associated Check Box as

h an alphanumeric and end with an alphanumeric]

addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [] soAM-A [] soAm-B
[] MP-2 [] mP-2 [] mP-3 [] mP-4
11. NOAMP Server A:
Select the appropriate Rale - Select Role - halks Select the function of the server
D server “Role” from the " - Select Role -
pull-down menu. ardware Frofile METWORK DAMZE w | Hardware profile of the server

Metwork Element EALSTEM OAM

Mame
QUERY SERVER
Location

Selectthe network element

Location description [Default="". Range = A 14

“Check off” the associated Check Box as

addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B
[] mMP-2 [ ] mMP-2 [ ] mMP-3 [ ] MP-4

12. NOAMP Server A: System 1D far the MOAMP or SOAM
System ID INOAMP semver. [Default=nfa. Range = A

Input the “System ID”
for the server.

NOTE: System ID is not
required for MP.

“Check off” the associated Check Box as

Gd-character string. Yalid value is
any text string.]

addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B
L[] mp-2 L] MP-2 L] mP-3 L] mMP-4
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Procedure 5: Create Configuration for Remaining Servers

Step Procedure Result
13. NOAMP Server A: SOAM Select Hardware Profile:  Cloud UDR SOAM
Select the correct MP Select Hardware Profile: UDR VMware
D Hardware Profile from
the pull-down menu. Hardware Profile Cloud -

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B
L] MPp-2 L] mp-2 [] mP-3 L] MP-4
14. NOAMP Server A:
Metwark
Select the Network Element IND_UDR_VM =+ Selectthe netwark element

Element Name from
the pull-down menu.

NOTE: After the
Network Element Name
is selected, the
Interfaces fields will be
displayed.

Mame

NOTE: NO and DR pairs will have their own Network element. SO pairs will also have their own
Network Element which they share with their associated MP.

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B
[] mMP-2 [ ] MP-2 [ ] mMP-3 [ ] MP-4
15. NOAMP Server A: Location d ipti Default="". R. = A 15-charact tri Walid val
Enter the site location. Location Morrigville_MC is“;ﬁ;?:ﬁ:tsri%”g‘?]m”[ BEILES - AEMESS FR IR ERE SN VR AL

NOTE: Location is an
optional field.

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [] SOAM-B

[] MP-1 [ 1 mP-2 [ ] mMP-3 [ ] MP-4
16. NOAMP Server A: Interfaces:
1) Enter the IP Network IP Address Interface
D éddresses forthe UDR | a4 (10.148.232.0122) 10.148.235212 ethd + [Jvian(332)
erver.
IMI (10.196.128.0/22) 10.196.130.15 ethl ~ [CJVLAN (528)

2) Set the Interface
parameters according to
to deployment type.

Enter the IP Addresses for XM and IM|I networks.

Set the Interface device for XMI and IMI networks according to this VM guest’s network
adapter assigment as viewable in Appendix B-3 Step 3 or Appendix C-7 Step 5.

Leave the VLAN boxes unchecked.
“Check off” the associated Check Box as addition is completed for each Server.
[] soAM-A [] SOAM-B

[] mMP-3

[] NOAMP-A [ ] NOAMP-B
L] mpP-2

(1 MP-1 [] MP-4
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Procedure 5: Create Configuration for Remaining Servers

Step Procedure Result
. NOAMP Server A:
17 Click the “Add” button NTP Server IP Address Prefer
(] | ey o || B2 40
the NTP server(s). [10.240.15.8 | 0
[10.240.15.9 | ]
[10.240.15.11 | O

Set one ore more NTP Server IP Address(es) to customer supplied NTP server(s). It is
recommended to have minimum of 3 and up to 4 external NTP servers for reliable functioning
of NTP service.

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [] soAm-A [ ] soAm-B
[] mMP-1 [] mMP-2 [] mP-3 [] MP-4
18. | NOAMP Server A: Main Menu: Configuration -> Servers [Insert]
By clicking Info the user
D should be presented
with a banner Info =
information message Info
stating “ Pre-Validation
passed”. A o + Pre-Validation passed - Data NOT committed ...
Click the “Apply” -
dialogue button. iR
Network IP Address Interface
XMI (10.240.80.128/26) 10.240.80.165 xmi v
IMI (10.240.56.192/26) 10.240 56 212 im
m1» Cancel
“Check off” the associated Check Box as addition is completed for each Server.
[ ] NOAMP-A [ ] NOAMP-B [] soAmM-A [ ] soAm-B
[] MP-1 L] MP-2 [] mP-3 [] MP-4
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Procedure 5: Create Configuration for Remaining Servers

Step Procedure

Result

NOAMP Server A:

If the values provided
match the network
ranges assigned to the
UDR NE, the user will
receive a banner
information message
showing that the data
has been validated and
committed to the DB.

19.

]

Main Menu: Configuration -> Servers [Insert]

Infoa -

Description
Inique name for the server. [Default

Info
4 o « Data committed!
Hostname [NO-B

“Check off” the associated Check Box as addition is completed for each Server.

*  string. Valid characters are alphanun
with an alphanumeric and end with a

[ ] NOAMP-A [ ] NOAMP-B [] soAmM-A [ ] soAm-B
[] mMP-1 [1 mP-2 [ 1 mP-3 [ ] MP-4
20. NOAMP Server A: Main Menu: Configuration -> Servers & Hs
Wed Apr 22 23:53:56 2015 E
D Applying the Server
Configuration File
Select.. Hostname Role System ID gf;‘l;r E‘;‘r“:e“;: Location  Place Details
Metwork NO_SUN_0 Iz 10.240.15.41
Main Menu MO OAMEP HOANE 5 Ml 192 168.45.4
> Configuration NAE Metwork oo NO_SUN_0 Ml 10.240.15.42
> Servers QAMEP 5 IMI; 192.168.45.8
---as shown on the right. “Check off” the associated Check Box as addition is completed for each Server.
[ ] NOAMP-A [ ] NOAMP-B [] soAm-A [ ] soAm-B
[] mMP-1 [1 mP-2 [ 1 mP-3 [ ] MP-4
21. NOAMP Server A: Main Menu: Configuration -> Servers & vl
The “Configuration Mon May 04 14:47:37 2015 EDT)
D ->Servers” screen
should now show the pr—
newly added UDR Hostname Role System ID Server Group Element Location Place Details
Server in the list. N4 Network AP NOANP UORNOA  Wortsile NG LA
NO-B Network OAMEP  NOAMP UDR_NO_A Morrisville_NC ‘X’m‘ 1190221%[]811%482
“Check off” the associated Check Box as addition is completed for each Server.
[ ] NOAMP-A [ ] NOAMP-B [] soAM-A [] soAm-B
[] MP-1 [ 1 mMP-2 [ ] mMP-3 [ ] MP-4
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Procedure 5: Create Configuration for Remaining Servers

Step

Procedure

Result

22.

]

NOAMP Server A:

1) Use the cursor to
select the UDR Server

Main Menu: Configuration -> Servers

@He\p

Mon May 04 14:47:37 2013 EDT|

jUSt inserted' Hostname Role System ID Server Group ES::;:‘ Location Place Details
The row containing the NO-A Network OAM&P  NOAMP UDR_NO_A  Morisville_NC mf&ﬁ%f’sﬁ
desired Server should xm" 10'240'15'42
now be hlgh“ghted in NO-B Network OAM&P  NOAMP UDR_NC_A Morrigville_NC ||v||1.192..159.45.9
GREEN.
Insert || Edit | Delete || Export | Report
2) Select the “Export”
dialogue button. “Check off” the associated Check Box as addition is completed for each Server.
[ ] NOAMP-A [ ] NOAMP-B [] soAM-A [] soAm-B
L] MP-1 L] MP-2 L] mMP-3 L] MP-4
23. VMware client: Repeat this procedure to create configuration for each remaining server:
Repeat this procedure | [ ] NOAMP-A [ ] NOAMP-B [] soAM-A [ ] SOAM-B
D to create configuration
[] mMP-1 [] mMP-2 [] mP-3 [] MP-4
THIS PROCEDURE HAS BEEN COMPLETED

5.3 Apply Configuration To Remaining Servers

This procedure is used to apply configuration to all UDR Servers (Primary and DR Servers) except the first NOAMP-A server.

Requirements:

Section 5.2 Create Configuration for Remaining Servers has been completed

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 6: Apply Configuration to Remaining Servers

Step

Procedure

Result

1.

]

NOAMP Server A:

Connect to the NOAMP-
A Server terminal at the
Primary NOAMP site

SSH to the Primary NOAMP-A XMI IP_address.
“Check off” the associated Check Box as addition is completed for each Server.

[ ] SOAM-A
[ ] MP-3

[ ] NOAMP-B
[] MP-2

[ ] NOAMP-A

[] MP-1 [] MP-4

[ ] SOAM-B

NOAMP Server A:

1) Access the command
prompt.

2) Log into the Primary
NOAMP-A server as the
“‘admusr” user..

login as: admusr

admusr@10.250.xx.yy"s password: <admusr_password>

Last login: Mon Jul 30 10:33:19 2012 from 10.25.80.199
$

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B
[] MP-1 [ 1 mMP-2 [ ] mMP-3 [ ] MP-4
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Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 6: Apply Configuration to Remaining Servers

Step

Procedure

Result

3.

]

NOAMP Server A:

Change directory into
the file management
space

[admusr@pc9040833-no-a ~]$ cd /var/TKLC/db/filemgmt

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [] SOAM-A [] soAm-B
[] MP-1 [] mP-2 [] mP-3 [] MP-4

NOAMP Server A:

Get a directory listing
and find the desired
servers configuration
files .

Note: Server names are
in red.

[admusr@pc9040833-no-a ~]$ 1ls -1ltr TKLCConfigData*.sh

*** TRUNCATED OUTPUT **x*
-rw-rw-rw—- 1 root root 1257 Aug 17 14:01 TKLCConfigData.NOAMP-A _.sh

-rw-rw-rw- 1 root root 1311 Aug 17 14:30 TKLCConfigData.NO-B.sh
“Check off” the associated Check Box as addition is completed for each Server.

[] soam-B
[] mP-4

[ ] SOAM-A
L] mP-3

[ ] NOAMP-B
L] MP-2

[ ] NOAMP-A
[] MP-1

NOAMP Server A:

Copy the configuration
files found in the
previous step to the
appropirate target
server based on the
configuration file’s
server name.

[admusr@pc9040833-no-a ~]$ scp -p <configuration_file-a>

<Associated_Server_XMI_IP>:/tmp

admusr@10.240.39.4"s password: <admusr_password>

TKLCConfigData.so-carync-a.sh 100% 1741
[root@no-mrsvnc-a Filemgmt]$

1.7KB/s 00:00

“Check off” the associated Check Box as addition is completed for each Server.

[ ] SOAM-B
[] MP-4

[ ] SOAM-A
[ ] MP-3

[ ] NOAMP-B
[] MP-2

[ ] NOAMP-A
[] MP-1

NOAMP Server A:

Connect to the target
server which has
received a configuration
file copy in the previous

[admusr@pc9040833-no-a ~]$ ssh <Associated_Server_XMI_IP >
admusr@192.168.1.10"s password: <admusr_ password>

“Check off” the associated Check Box as addition is completed for each Server.

step [ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B
[] MP-1 [ 1 mMP-2 [ ] mMP-3 [ ] MP-4
7. Target Server: Example:

Copy the server
configuration file to the
“/var/tmp” directory on
the server, making sure
to rename the file by
omitting the server
hostname from the file
name.

TKLCConfigData<.server _hostname>.sh =» will translate to = TKLCConfigData.sh

[admusr@hostnamel1326744539 ~]$ sudo cp -p /tmp/TKLCConfigData.NO-B.sh
/var/tmp/TKLCConfigData.sh
[admusr@hostnamel326744539 ~]$

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file and
automatically execute it when found.

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B
[] MP-1 [] mP-2 [] mP-3 [] MP-4
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Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 6: Apply Configuration to Remaining Servers

Step

Procedure

Result

8.

]

Target Server:

After the script
completes, a broadcast
message will be sent to
the terminal.

Ignore the output shown
and press the
<ENTER> key to return
to the command
prompt.

NOTE: The user should
be aware that the time
to complete this step
varies by server and
may take from 3-20
minutes to complete.

*** NO OUTPUT FOR » 3-20 MINUTES ***
Broadcast message from root (Thu Dec 1 09:41:24 2011):

Server configuration completed successfully!
See /var/TKLC/appw/logs/Process/install_log for details.

Please remove the USB flash drive if connected and reboot the server.

<ENTER>
[admusr@hostnamel326744539 ~]$
“Check off” the associated Check Box as addition is completed for each Server.

[ ] SOAM-B
L] MP-4

[ ] SOAM-A
[ ] MP-3

[ ] NOAMP-B
[] MP-2

[ ] NOAMP-A
[] MP-1

Target Server:

Initiate a reboot of the
UDR Server.

[admusr@hostnamel326744539 ~]$ sudo reboot
“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B
[] MP-1 [] MP-2 [ ] MP-3 [] MP-4

10.

NOAMP Server A:

The SSH session for
the target server was
terminated by previous
step.

Output similar to that
shown on the right may
be observed.

The previous step should cause the ssh session to the desired server to close and user should
return to the NOAMP server console prompt. The user should see output similar to the below
output:

Connection to 192.168.1.16 closed by remote host.

Connection to 192.168.1.16 closed.
$

“Check off” the associated Check Box as addition is completed for each Server.

[ ] soAM-B
[] MP-4

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A
[ MP-1 1 mpP-2 [1 mP-3

11.

NOAMP Server A:

Wait until server reboot
is done. Then, SSH
into the target server
using its XMI address.

Output similar to that
shown on the right may
be observed

Wait about 9 minutes until the server reboot is done.

Using an SSH client such as putty, ssh to the target server using admusr credentials and the
<XMI IP Address>.

[admusr@pc9040833-no-a ~]$ ssh 192.168.1.xx
admusr@192.168.1.20"s password: <admusr_ password>

Note: If the server isn’t up, wait a few minutes and re-enter the ssh command. You can also try
running the “ping 192.168.1.xx" command to see if the server is up.

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B
[] MP-1 [] mP-2 [] mP-3 [] MP-4
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Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 6: Apply Configuration to Remaining Servers

Step Procedure Result
12. TargetSerVer; $ ifconfig |grep in |grep -v inet6
control Link encap:Ethernet HWaddr 52:54:00:6C:3C:B4
; inet addr:192.168.1.11 Bcast:192.168.1.255 Mask:255.255.255.0
D YN?{'E, ?;értggsélzll and | o inkeneap hernet__ HWaddr 52:54:00:F6:DC:4A
. . i Bcast:169.254.2.255 Mask:255.255.255.0
entered in Section 5.2 o . Sopback
Step 16 have been inet addr:127.0.0.1 Mask:255.0.0.0
applied xmi k_encaprEthernet HWaddr 52:54:00:0F:1F:3B

addr:10.250.39.19 > Bcast:10.250.39.31 Mask:255.255.255.240

NOTE: The server's XMl and IMI addresses can be verified by reviewing the server
configuration through the UDR GUI.

Main Menu

- Configuration
- Servers

Scroll to line entry containing the server’'s hostname.

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B

[] MP-1 [ 1 mMP-2 [ ] mMP-3 [ ] MP-4
13. Target Server: $ ntpg -np
Use the “ntpq” remote refid st t when poll reach delay offset jitter
D command to verify that | .15 250 32 .10  192.5.41.209 2 u 651 1024 377  0.339  0.583 0.048
the server has +10.250.32.51  192.5.41.209 2 u 656 1024 377  0.416  0.641 0.086
connectivity to the [root@pc9040725-no-a ~]$
assigned Primary and
?g&zf;gé)“y NTP If offset value is in excess of five seconds, run the commands below to sync

time manually:

$ sudo service ntpd stop

Shutting down ntpd: [ OK 1]
$ sudo ntpdate <Remote NTP_Server IP>
$ sudo service ntpd start

Starting ntpd: [ OK ]

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B
L] MP-1 L1 mP-2 L1 mP-3 [ ] MP-4

‘ ’ IF CONNECTIVITY TO THE NTP SERVER(S) CANNOT BE ESTABLISHED, STOP AND
EXECUTE THE FOLLOWING STEPS:

14. Target Server: $ alarmMgr --alarmStatus
Execute a “alarmMgr”

D to verify the current NOTE: This command should return no output on a healthy system.
health of the server

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [ ] SOAM-A [ ] SOAM-B
[] MP-1 [] mP-2 [] mP-3 [] MP-4
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Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 6: Apply Configuration to Remaining Servers

Step Procedure Result

15. Target Server: $ exit

Exit the SSH session for | logout

D the target server Connection to 192.168.1.16 closed.
#

“Check off” the associated Check Box as addition is completed for each Server.

[ ] NOAMP-A [ ] NOAMP-B [] soAm-A [ ] soAm-B
[] MP-1 [] MP-2 [] MP-3 [] mMP-4
16. NOAMP Server A: # exit
logout
D Exit terminal session Connection to 192.168.1.4 closed.
#
THIS PROCEDURE HAS BEEN COMPLETED
5.4 Configure XSI Networks (All SOAM Sites)
This procedure cofnigures the XSI networks used on MP to support signaling traffic.
Requirements:
e Section 5.3 Apply Configuration To Remaining Servers has been completed
Note: If deploying two sites use the same name for both XSI networks.
Procedure 7: Configure XSI Networks
Step Procedure Result
1. NOAMP Server A: I? ﬂ '
Launch an approved O CLE
D web browser and
connect to the NOAMP Oracle System Login
Server A Ip address wed Sep 23 15:26:39 2015 EOT
NOTE: Choose Log In
“Continue to this Enter your usemame and password to log in
website (not ) "
recommended)” if Sassion was logged out at 3:26:3% pm.
presentEd with the Lisername. guuwimn
“security certificate” S
Warning. Password seseeee
CRSAgH pasSwidd
Login to the GUI using
the default user and bogle
password.
Wieloome 10 the Oracle Jystem Login
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Procedure 7: Configure XSI Networks

Step

Procedure

Result

2.

]

NOAMP Server A
Select...

Main Menu
- Configuration
2> Network

...as shown on the right.

Connected using VIP to pc9000724-no-a (ACTIVE NETWORK OAM&P)

B £ Main Menu
g3 @ Administration
ﬁ & Configuration
i B Network Elements

Main Menu: Configuration -> Network

R ik Locked Routab VLAN  Network
Name
XM Ves  Yes 20 10.240.37.128/26

NOAMP Server A
Add the XSI1 network

Inser |
Click the Insert button.

Output similar to that shown below may be observed.

Insert Network

Field Value Description
Network Name IXSI‘I . The _name_ ofthis network. [Default = N/A. Range = Alphanumeric string up to 31 chars,
starting with a letter]
N . N s The network element this network is a part of. If not specified, the network will be
RELTEIY STl | Unassigned available to servers in all network elements.
VLAM 1D |‘|? * The VLAN ID to use for this network. [Default = NIA. Range = 1-4094 ]

The network address of this network. [Default = MiA. Range = Valid Metwork Address of
the network in dotted decimal (IPv4) or colon hex (IPvE) format]

Metwork Address 10240162 96

Subnetting to apply to servers within this network. [Default = NiA. Range = Valid Metmask

Netmask 255.255.255.224 for the network in prefix length (IPv4 or IPVE) or dotted decimal (IPv4) format]
The IP address of a router on this network. Ifthis is a default network, this will be used
Router IP 10.240.162.97 as the gateway address ofthe default route on servers with interfaces on this network. If
customer router monitoring is enabled, this address will be the one monitored.
Default Metwork ‘If.leos A selection indicating whether this is the network with a default gateway.
Routable @Yes Whether or not this network is routable outside its network element. If it is not assigned
Mo to a network element, itis assumed to be possibly present in all network elements.

(o] [Apply] [Cancel]

Enter all of the above fields for the XSI1 network according to the customer’s network
parameters. The default values for Network Element (Unassigned), Default Network (No)
and Routable (Yes) should be retained.

ComAgent Service may be configured to run on XSI1 in Section 7.3. In such case, the XSI1
network shall be used for MP<>NOAMP ComAgent Traffic.

This network may or may not be used for MP Signaling Traffic.

Note: Network names can be overloaded to support multiple subnets. When defining network
for ComAgent Service, use same network name for Primary and DR Site.

Note: VLANS are not used in the context of this document, though VLAN ID is a required field
on this screen. Enter any number in the valid range.

NOAMP Server A
Repeat as required

Repeat Step 3 of this procedure to Insertadditional signaling networks(XSI2, etc) if applicable.
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Procedure 7: Configure XSI Networks

Step

Procedure

Result

5.

]

NOAMP Server A
New XSI network is
displayed along with a
success message.

Main Menu: Configuration -> Network

Info -

i Info
1ork

o + Metwork 511" was successfully inserted.
0 162.0/26

THIS PROCEDURE HAS BEEN COMPLETED
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6.0 OAM PAIRING

6.1 OAM Pairing for Primary NOAMP Servers (15t NOAMP site only)

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different stages of the procedure.
During the execution of a step, the user is directed to ignore errors related to values other than the ones referenced by that step.

This procedure creates active/standby pair for the NOAMP servers at the Primary Provisioning Site..

Requirements:

Section 5.3 Apply Configuration To Remaining Servers has been completed

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 8: OAM Pairing for Primary NOAMP Servers (13t NOAMP site only)

Step

Procedure

Result

1.

]

NOAMP Server A:

Launch an approved
web browser and
connect to the NOAMP
Server A IP address

NOTE: Choose
“Continue to this
website (not
recommended)” if
presented with the
“security certificate”
warning.

Login to the GUI using
the default user and
password.

ORACLE

Oracle System Login

wWed Sep 23 15:26:39 2015 EOT

Log In
Enter youwr usemame and password to log in

Sassion was logged out at 3:26:3% pm.

Lisername. guuwimn

Passward sesseee

Changs password

Ligin

elbomi 10 he Uracle Jyitem Legin

NOAMP Server A:

Connected using VIP to pc9000724-no-a (ACTIVE NETWORK OAM&P)

B £ Main Menu . .

D Configuring Server B M Administration Main Menu: Configuration -> Server Groups

Group B @ Configuration

stwork Elements

Select... Server Group Name Level Parent Function gz::fction Servers

Main Menu

- Configuration

- Server Groups

...as shown on the right.
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Procedure 8: OAM Pairing for Primary NOAMP Servers (13t NOAMP site only)

Step

Procedure

Result

3.

]

NOAMP Server A:
Click the “Insert”
dialogue button from the

bottom left corner of the
screen.

Main Menu: Configuration -> Server Groups &) Help

Fri Sep 11 16:46:41 2015 EDT
Filter -

- . Connection
IT;L%EZ‘Z l:ksmzrvg?éal Server Group Name  Level Parent Function = Servers
scroll-bar in order to
make the “Insert” ‘ = -
dialogue button visible.

| Insert || Edit || Delete || Report | Pause updates
4, NOAMP Server A: Field Value Description
: Unigque identifier used to label a Server Group. [Default = nfa.
The usterdwmlt?leth Server Group Name I— . Range = A 1-32-character string. Valid characters are
presented wi e

“Server Groups
[Insert]” screen as
shown on the right.

alphanumeric and underscore. Must contain at least one alpha
and must not start with a digit]

Select one of the Levels supported by the system. [Level A groups

Level -SelectLevel- |+ contain MOAMP and Query servers. Level B groups are optional
and contain SOAM servers. Level C groups contain MP servers.]

Parent -SelectParent- - |+ Select an existing Server Group or NONE

Function | - Select Function - « |+ Select one of the Functions supported by the system

Specify the number of TCP connections that will be used by
replication over any WAN connection associated with this Server
Group. [Default = 1. Range = An integer between 1 and 8]

@ |Apply| | Cancel |

WAN Replication Connection Count I

5. NOAMP Server A: Field Value Description
:\Tgrl:]t;he Server Group — Unique identifier used to 1abel 3 Server Group.
' |ND_grp * string. Valid characters are alphanumetic and
Mame h L
and must not start with a digit]
6. NOAMP Server A:
Select * A” th Select one ofthe Levels supported by the system.
: fe?/%r' pul(l)r(]jowen Level - Select Lavel - |+ Qery servers. Level B groups are optional and co
) contain MP servers.
D menu. - Select Level - ! ]
Parent * * Select an existing Server Group or NOMNE
7. NOAMP Server A:
Select “None” on the Parent - Select Parent- » |+ Select an existing Server Group or NOMNE
“Parent” pull-down - Select Parent-
D menu. Function W Select one ofthe Functions supported by
MONE
8. NOAMP Server A: _
Select “UDR-NO” on the | Function | UDR-NO i
D “Function” pull-down
menu.
9. NOAMP Server A:

Input value “8” into
“WAN Replication
Connection Count”.

Specify the r

WaM Replication Connection Count |E‘. 2ssociated
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Procedure 8: OAM Pairing for Primary NOAMP Servers (15t NOAMP site only)

Step

Procedure

Result

10.

]

NOAMP Server A:

By clicking Info the user
should be presented
with a banner
information message
stating “ Pre-Validation
passed”.

Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

Info -
j Info
« Pre-Validation passed - Data MOT committed ... ru_sed to _Iabel a Server Group
string. Valid characters are alp
ne alpha and must not start»

VIP Address Add

Remaove

llb ancel |

11.

NOAMP Server A:

The user should be
presented with a banner
information message
stating “ Data
committed” .

12.

NOAMP Server A:

Select...

Main Menu

- Configuration
- Server Groups

...as shown on the right.

Main Menu: Configuration -> Server Groups [Insert]

Info -
j Info Description
. Unique identifier used to label a Server Group.
+ [Data committed! |—
o 3 1-32-character string. Valid characters are alpt
contain at least one alpha and must not start w

Connected using VIP to pc2000724-no-a (ACTIVE NETWORK OAME&P)

(- =Main Meny

=

B e Administration

@& Configuration -
= °

i |l Network Elements

Main Menu: Configuration -> Server Groups

*  parent Function Connection

Server Group Name Level Count

NO_SG A NONE UDR-MNO 1

13.

NOAMP Server A:

1) Select the Server
Group entry just added.
The line entry should
now be highlighted in
GREEN.

2) Select the “Edit”
dialogue button from the
bottom left corner of the
screen.

NOTE: The user may
need to use the vertical
scroll-bar in order to
make the “Edit”
dialogue button visible.

Main Menu: Configuration -> Server Groups

Connection

Server Group Hame  Level Parent Function e Senv

No_grp A NONE UDR-NO 8 1

P_N

Z

Insert || Edit || Delete | Report
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Procedure 8: OAM Pairing for Primary NOAMP Servers (13t NOAMP site only)

Step Procedure Result
14. NOAMP Server A: Main Menu: Configuration -> Server Groups [Edit] <
The user will be Fri Aug 08 15:45:10 2014
D presented with the LS
“Server Groups [Edit]" | Few Value Description

screen as shown on the
right.

Unigue identifier used to label a Server Group. [Default = n/a. Range = A

IS‘I_NO_SG * 1-32-character string. Valid characters are alphanumeric and underscore.

Must contain at least one alpha and must not start with a digit.]

Server Group Name

Level * Select one ofthe Levels supported by the system
Parent NOME * Select an existing Server Group
Function UDR-MO + 3elect one ofthe Functions supported by the system

Specify the number of TCP connections that will be used by replication
over any WAN connection associated with this Server Group. [Default = 1.
Range = An integer between 1 and 8]

:

WAN Replication Connection Count |5

NO_UDR_Site1_VM

Server SG Inclusion Preferred HA Role
BL908050101-no-1a Include in 5G Preferred Spare
BL908050103-no-1b Include in 5G Preferred Spare
VIP Assignment
VIP Address Add
15. NOAMP Server A: NO_UDR
Check the boxes to Server 5G Inclusion Preferred HA Role
D include the “A” server NO-A 4linclude in 5G Preferred Spare
and the “B” server into
the NOAMP Server NO-B 4|Include in SG Preferred Spare
Group.
VIP Assignment

Note: For Single Server
Installation, only NO-A
will be displayed;
therefore only one box
will be selected.

VIP Address Add

@ Apply | | Cancel

16. NOAMP Server A:

By clicking Info the user
should be presented
with a banner

Main Menu: Configuration -> Server Groups [Edit]
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Procedure 8: OAM Pairing for Primary NOAMP Servers (13t NOAMP site only)

Step

Procedure

Result

17.

]

NOAMP Server A:

The user should be
presented with a banner
information message
stating “ Data

Main Menu: Configuration -> Server Groups [ Edit]

committed”. j Info Description
i i . .
. Data committed! Unique identifier usedto label a <
* characters are alphanumeric and
digit]
Level * Select one ofthe Levels supporte
18. NOAMP Server A: NO_UDR
Click the “Add” Server 5G Inclusion Preferred HA Role
D dialogue button for the NO-A YlInclude in 8G Preferred Spare
VIP Address. _
MNO-B YlInclude in 3G Preferred Spare
Note: VIP Address
VIP Assignment

optional for Single
Server Configuration.

VIP Address

Remove

ﬁ Apply

19.

NOAMP Server A:
Input the VIP Address

/\
< [10.250.51.140) J

VIP Address

Cancel
Add |
Remove |
Ok A.ppl}fl Cam:ell

20.

NOAMP Server A:

By clicking Info the user
should be presented
with a banner
information message
stating “ Pre-Validation
passed”.

Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [ Edit]

Info -

i Info

O

« Pre-Validation passed - Data NOT committed ...

qgit.]

VIP Address

Remove

,‘®’ Cam:ell

[10.250.51.140]

21.

NOAMP Server A:

The user should be
presented with a banner
information message
stating “ Data
committed”.

Main Menu: Configuration -> Server Groups [Edit]

usedto label a Server Group.
are alphanumeric and unders:

Info -

i Info

o « Data committed! o

Description

not start with a digit]
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Procedure 8: OAM Pairing for Primary NOAMP Servers (13t NOAMP site only)

Step Procedure Result
22. NOAMP Server A: Welcome guiadmiri [Logout]
Click the “Logout” link
D on the OAM A server &) Help
GUI. Fri Nov 18 14:43:32 2011 UTC
23. IMPORTANT: e Now that the server(s) have been paired within a Server Group they must establish a

]

Wait at least 5 minutes
before proceeding on to
the next Step.

master/slave relationship for High Availability (HA). It may take several minutes for this
process to be completed.

e Note: Single Server Configuration will not need to establish the master/slave relationship for
High Availability (HA).
Allow a minimum of 5 minutes before continuing to the next Step.

24.

Active NOAMP VIP:

Launch an approved
web browser and
connect to the NOAMP
Server A IP address

NOTE: Choose
“Continue to this
website (not
recommended)” if
presented with the
“security certificate”
warning.

Login to the GUI using
the default user and
password.

ORACLE

Oracle System Login
Wed Sep 23 15:26:39 201% EOT

Log In
Enter youwr usemame and password to log in

Sarssion was logged oul at 326:3% pm.

Llsername. guuwimn

Password sesseee

Changh password

Liog bn

Wieloome 10 The Oracle Svitem Login

25.

NOAMP VIP:

Restarting the NOAMP
Server Application

Select...
Main Menu

- Status & Manage
- Server

...as shown on the right.

Normal or Low Capacity Configuration:

sVl ey WA lis o BT B [ B WY, WL | (BAFRF]

Main Menu: Soarie & Manage = Cerver

Hymwmre | ey Lprogr smmpers gy Lapw i _l- P
o ne powa R s T T s
e LR e R T T i S

Main Menus Status B Manage -> Server

[Fe ]
[ p— v Hiritaasn igpl s M o e
PR o uam—— BT T e e
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Procedure 8: OAM Pairing for Primary NOAMP Servers (13t NOAMP site only)

Step Procedure Result
26. NOAMP VIP: Normal or Low Capacity Configuration:
1) The “A” and “B” -
D sc)ervers should now Server Hostname Hetwork Element Appl State  Alm DB Fslteaﬁ:mg Proc
appear in the right no-a NO_UDR_NE Err Norm
panel. Note: For single 5 O UDR HE = i
server, only the “A” fles i = (r (I
server will appear. ] ] .
Single Server Configuration:
2) Verify that the “DB” :
Szatus ];yhOWS “Norm” Server Hostname Hetwork Element Appl State  Alm DB Efaﬁ':mg Proc
and the “Proc” status no-a NO_UDR_NE B o Norm
shows “Man” for
one/both servers before
proceeding to the next
Step.
217. NOAMP VIP: Normal Configuration:

1) Using the mouse,
select NOAMP Server

Main Menu: Status & Manage -> Server

& Help

1

Tue Aug 21 09:05:37 2012 EDT

D A. The line entry should
now be highlighted in Network Element Server Hostname Appl State  Alm Repl Coll DB HA Proc
GREEN. ciavied WM tom  Nom o RN
ETS3_NO_NE NO-B Disabled Warn  Norm Narm Narm | Emr |
2) Select the “Restart” . . A
’ Single Server Configuration:
dialogue button from the :
bottom left corner of the Main Menu: Status & Manage -> Server e v f-::
screen. e i biion
3) C“Ck the “ OK" Hetwork Element Server Hosiname Appl Slate  Alm Fepd Coll (i 4] HA Proc
button on the ETSIMONE  inowa Disatied worm o rmorm mem TEE
confirmation dialogue
box.
E Logout 2
4) The user should be
presented with a [Stnp][ Restart ” Reboot ]
confirmation message
(in the banner area) for
NOAMP Server A Are you sure yvou wish to restart application software
stating: “ Successfully on the following server(s)?
restarted application”. NO-A 3
NOTE: The user may
need to use the vertical
scroll-bar in order to OK I Cancel |
make the “Restart”
dialogue button visible. -
g Main Menu: Status & Manage -> Server [Restart]
Status_~ 4
Jiile Appl State  Alm Repl
E » MO-A: Successfully restarted application. Disabled [EIE Morm
_ Disabled Warn Marm
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Procedure 8: OAM Pairing for Primary NOAMP Servers (15t NOAMP site only)

Step Procedure Result
28. NOAMP VIP: Reporting
Verify that the © Appl Server Hostname Network Element Appl State  Alm DB Status Proc
D State” now shows no-a NO_UDR_NE @» -ﬂ-@ Norm @
“Enabled” and that the ;
no-b NO_UDR_NE Disabled ] Err  [RNGILT Norm

“DB, Reporting Status
& Proc” status columns
all show “Norm” for
NOAMP Server A
before proceeding to
the next Step.

NOTE: If user chooses to refresh the Server status screen in advance of

30 sec.). This may be done by simply reselecting the “Status & Manage = Server” option

from the Main menu on the left.

the default setting (15-

Note:

29. NOAMP VIP:

Restart NOAMP Server
0
30. NOAMP VIP:

Verifying the NOAMP
Server Alarm status

Select...
Main Menu

- Alarms & Events
- View Active

...as shown on the right.

Connected using VIP to BL908050101-no-1a (ACTIVE NETWORK OAM&P)

B 2 Main Menu
g1 @ Administration

Don’t perform this step for single server installations.
Repeat steps 27 and 28 above to restart NOAMP Server B.

Main Menu: Alarms & Events -> View Active

Tasks +

Event ID Timestamp
Seq#
Alarm Text

B View Trap Log
urity Log

Severity Pro

Additional Info

31

NOAMP VIP:

Verify that the noted
Event IDs are the only
alarms present on the
system at this time.

Severit Produc Proces

seq# D Timestamp v t = NE Server
Alarm Text Additional Info
2015-09-21
126 19820 15:42:00.187 EDT CAF udrbe  NO_UDR_ME no-b
Communication Agent Routed ) \yEowWRN 2 [26801:ComAgentStack C:2826]
Senvice Unavailable
2015-09-21
208 19820 15:14:54.295 EDT CAF udrbe MNO_UDR_MNE no-a
Communication AgentRouted o \ranyR A (16353 ComAgentStack C:2626]
Senvice Unavailable
2015-09-21 Provisi
- 13001 15:14:48.842 EDT oning udrprov NO_UDR_ME no-a
Mo Remote RAS Client GMN_MOTEMAB/MWRMN Mo remote provisioning RAS clie
Connections More...
2015-09-21 Provisi
- 13027 15:14:47 841 EDT oning udrprov  MO_UDR_ME no-a
Mo Remote XSAS Client GM_MOTEMABMWRM Mo remote provisioning X3AS cli
Connections More...

Verify that only the following Event IDs are the only alarms present:
- 13075 (“Provisioning Interfaces Disabled”)

- 19820 (““Communicaton Agent Routed Service Unavailable™)

Note: It may take a few minutes for residual process alarms to clear.

Type Instance
C Snape
CH  Shnm
PROV REST

nts are connected. * [16365...

PROV  S0AP

ents are connected. ** [1636. ..
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Procedure 8: OAM Pairing for Primary NOAMP Servers (15t NOAMP site only)

Step Procedure Result

32. NOAMP VIP:

Connected using YIP to NO-A (ACTIYE NETWORK OAM&P)

Main Menu: Administration -> SNMP

D Configuring SNMP for
Traps from Individual
Servers

Variable Value
Select...

Main Menu
- Administration
->Remote Servers

- SNMP Trapping
...as shown on the right.

Manager 1 [10.25054.12

33. NOAMP VIP: [Default: enabled]

1) Using the cursor, Traps from Enable or disable SNMP traps from ir| 1
D place a “check” in the Individual Enabled sent from individual servers, otherwis
check box for “ Traps Servers QOAMEP server. [Default: disabled ]

from Individual Configured Community Mame (SNKMP
Servers”.

. « » password must be specified. The length of the password sh
2) Click the “OK"button | Lo spacayors ~ uwennens between 8 and 54 characters. The password accepts any
located at thebottom in [ Default there is a default password, but must not be shown|

the center of the screen. here. ]

Ok||Cancel
3) Verify that a banner 2
message stating “ Data Dbk
committed” is | Info 3

received. o

= [Diala cammithad ‘

34. NOAMP VIP: Welcome guiadmir [Logout]
Click the “Logout” [ink | o

D on the server GUI. &2 Help

Fri Mov 18 14:43:32 2011 UTC

THIS PROCEDURE HAS BEEN COMPLETED

6.2 OAM Pairing for SOAM and DR Sites (All SOAM and DR sites)

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different stages of the procedure.
During the execution of a step, the user is directed to ignore errors related to values other than the ones referenced by that step.
The steps in this procedure are for all SOAM servers and the DR NOAMP servers.

This procedure creates active/standby pair for the SOAM servers at any site or the DR NOAMP Servers.

Requirements:

e Section 5.0 UDR Server Configuration has been completed
e Section 6.1 OAM Pairing for Primary NOAMP Servers (1st NOAMP site only) has been completed

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
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Procedure 9: OAM Pairing for SOAM and DR Sites (All SOAM and DR sites)

Step

Procedure

Result

1.

]

Active NOAMP VIP:
Launch an approved
web browser and
connect to the NOAMP
Server A IP address

NOTE: Choose
“Continue to this
website (not
recommended)” if
presented with the
“security certificate”
warning.

Login to the GUI using
the default user and
password.

ORACLE

Oracle System Login

Log In
Enter your usemame and password to log in

Sarssion was logged oul at 3:26:3% pm.

Llsername (415 H ]

Password sesseee

Change password

Log bn

Waloomi 10 the Oracla Svitem Login

waed Sep 23 15:26:3% 2015 EOT

Active NOAMP VIP:

For Primary NOAMP
Standby server only:
Mark the server ‘forced
standby"

Main Menu
- Status & Manage
> HA

Click “Edit” button on
bottom left

Find the row for the
Primary NOAMP
Standby server and
change “Max Allowed
HA Role” to
“Standby”.

* Note: Don’t perform this step for single server installations.

e

Hostname @I
Role

NO-A Active

NO-B Standby

SO-A 5

S0-B z

MP1 .

MP2

Main Menu: Status & Manage -> HA

Applicatio
n HA Role

008
008

Unavailabl  Unavailabl

e

Unavailabl Unavailabl

e

Unavailabl  Unavailabl

(]

Unavailabl  Unavailabl

=

Max
Allowed
HA Role

Active
Active

Mate Hostname List Network Element

NO-B UDR_NO_A
NO-A UDR_NO_A

UDR_S0_A

UDR_S0_A

UDR_SO_A

UDR_S0_A

Server Role

Network OAMEP
Network OAMEP

System OAM

System DAM

MP

WP

Tue May 05 10:1.

Active VIPs

10.240.15.40

Hostname
NO-A

NO-B

Max Allowed HA Role

Main Menu: Status & Manage -> HA [Edit]

Description

The maximum desired HA Role for MO-A

The maximum desired HA Role for NO-B
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Procedure 9: OAM Pairing for SOAM and DR Sites (All SOAM and DR sites)

Step

Procedure

Result

3.

]

Active NOAMP VIP:
Select...
Main Menu
- Configuration
- Server Groups

...as shown on the right.

Connected using XMI to no-a (ACTIVE NETWORK OAM&P)

B £ Main Menu
g3 @ Administration
B & Configuration

Main Menu: Configuration -> Server Groups

Filter =
Network Elements
Server Group Name  Level Parent Function Connection
Count
erver
- PServer Groups NO_grp A NOME UDR-NO 8

B Resource Domains

Active NOAMP VIP:
Click the “Insert”
dialogue button from the
bottom left corner of the
screen.

Main Menu: Configuration -> Server Groups &) Help

Fri Sep 11 16:46:41 2015 EDT
Filter

[Insert]” screen as
shown on the right.

: . Connection
NOTE: The user may Server Group Name Level Parent Function Servers
need to use the vertical Count
scroll-bar in order to
make the “Insert” ‘ = -
dialogue button visible.
| Insert || Edit | Delete || Report | Pause updates
5. Active NOAMP VIP: Field Value Description
Unigque identifier used to label a Server Group. [Default = nfa.
. i I— . Range = A 1-32-character string. Valid characters are
Conflgurlng the SOAM SENEET TR alphanumeric and underscore. Must contain at least one alpha
or DR NOAMP Server and must not start with a digit.]
Group Select one of the Levels supported by the system. [Level A groups
Level -SelectLevel- |+ contain MOAMP and Query servers. Level B groups are optional
i and contain SOAM servers. Level C groups contain MP servers.]
The user WI". be Parent * Select an existing Server Group or NONE
presented with the
“Server Grou ps Function | - Select Function - ~ |+ Select one ofthe Functions supported by the system

Specify the number of TCP connections that will be used by
replication over any WAN connection associated with this Server
Group. [Default = 1. Range = An integer between 1 and 8]

[ok] [Apply] [Cancel]

WAN Replication Connection Count |

6. Active NOAMP VIP: Field Value Description
:\r:grl:]t‘;he Server Group Server Group LInigue identifier usedto label a Server Group.
D ' Name |SO_grp * 1-32-character string. Valid characters are alpt
contain atleast one alpha and must not start w
7. Active NOAMP VIP:
Assign the correct Select one of the Levels supported by the
group Level Level - Select Level - » |* servers. Level B groups are optional and
D ' - Select Level - sernvers|
Parent Wz 3 Select an existing Server Group ar MOMNE

Note: Use these setting for group level:

e For DR NOAMP server group: select “A” on the “Level” pull-down menu..
For SOAM server group: select “B” on the “Level” pull-down menu.
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Procedure 9: OAM Pairing for SOAM and DR Sites (All SOAM and DR sites)

Step

Procedure

Result

8.

]

Active NOAMP VIP:

Assign the correct
Parent.

Parent I NO_grp

=

Select an existing Server Group or MOMNE

Note: Use these setting for parent:

e For DR NOAMP server group: select “NONE” on the “Parent” pull-down menu.

For SOAM server group: select the 18 NOAMP Site’s server group, as entered in Section 6.1
step 5 on the “Parent” pull-down menu.

Active NOAMP VIP:

Assign the correct
Function.

Function |NONE -

Note: Use these setting for function:

e For DR NOAMP server group: select “UDR-NO” on the “Function” pull-down menu.
For SOAM server group: select “NONE” on the “Function” pull-down menu.

10.

Active NOAMP VIP:

For DR NOAMP only:

Input value “8” into
“WAN Replication
Connection Count”.

WaM Replication Connection Count |E‘. 1ssociated

Specify the r

]

11.

Active NOAMP VIP:

By clicking Info the user
should be presented
with a banner
information message
stating “ Pre-Validation
passed”.

Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

Info -

i Info

i

rused to label a Server Group.
string. Valid characters are alph
one alpha and must not startw

@Cancell

« Pre-\alidation passed - Data NOT committed ...

12.

Active NOAMP VIP:

The user should be
presented with a banner
information message
stating “ Data
committed”.

Main Menu: Configuration -> Server Groups [Insert]

Info -

i Info

o « Data commitied! .

Description
Unigue identifier used to |abel 3 Server Group.

1-32-character string. Valid characters are alph
Must contain at least one alpha and must not s
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Procedure 9: OAM Pairing for SOAM and DR Sites (All SOAM and DR sites)

Step

Procedure

Result

13.

]

Active NOAMP VIP:
Select...

Main Menu
- Configuration

Main Menu: Configuration -> Server Groups

> Server Groups Server Group Name Level Parent Function Egﬂ::ction Servers
...as shown on the right. NE F
NO_grp A NOME UDR-NO 8 NO_SUN_05 NO-A
Note: Server Group
entry should be shown S0_arp B NO_grp NONE 1 NE Serve
on the “Server
Groups” configuration
screen as shown on the
right.
. Active NOAMP VIP: . . .
14 Main Menu: Configuration -> Server Groups
1) Select the Server
D Group entry applied in
Step 7. The line entry
should now be c G
highlighted in GREEN. Server Group Name Level Parent Function Cgﬂﬂtec go Servers
. NE
2) Select the “Edit” 50_UDR pcaod
dialogue button from the UDR-MP SO_UDR pcaog
bottom left corner of the MP_SG C S0O_SG (multi-active & SO_UDR pcao(
cluster) S0_UDR pco0d
screen. SO_UDR pcang
SO_UDR pcao(
NOTE: The user may NE
need to use the vertical NO_SG A NONE UDRNO 8 NO_UDR pcang
scroll-bar in order to NO_UDR pcada
make the “Edit” [ | ioTttttttet4n NE
dialogue button visible SO_UDR ca00
) S0_SG B NO_SG NONE g ——— Ecgnu
SO_UDR pcang 1
2 CHFGY

| Insert || Edit || Delete || Report

15.

Active NOAMP VIP:

Select the “A” server
and the “B” server from
the list of “ Servers” by
clicking the check box
next to their names.

Note: For Single Server
Installation, only SO-A
will be displayed;
therefore only one box
will be selected.

Normal or Low Capacity Configuration:

SO_UDR
Server 5G Inclusion Preferred HA Role

SO-A Y|Include in G Preferred Spare

S0-B YlInclude in SG Preferred Spare

VIP Assignment

Single Server Configuration:

Server SG Inclusion Preferred HA Role
SO-A ¥ Include in SG Preferred Spare

VIP Assignment

Page 50 of 185

E67495-03




Procedure 9: OAM Pairing for SOAM and DR Sites (All SOAM and DR sites)

Step Procedure Result

16. Active NOAMP VIP:
Folr DR NOAMP servers SG Inclusion Preferred HA Role
only: _

D Check the Preferred YlInclude in 3G Freferred Spare
Spare boxes next to YlInclude in 5G Preferred Spare

their names

NOTE: DR NOAMP will not be accessible via their VIP unless they become the
Active NOAMP. Individual servers in the DR NOAMP server group are always
accessible by their XMI addresses.

17.

Active NOAMP VIP:

By clicking Info the user
should be presented
with a banner
information message
stating “ Pre-Validation
passed”.

Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [ Edit]

i Info
4
o + Pre-\alidation passed - Data MOT committed . = 'E“?e' B
numeric and
Level * Select one ofthe Levels supporte

@' Cancel

18.

Active NOAMP VIP:

The user should be
presented with a banner
information message
stating “ Data
committed” .

Main Menu: Configuration -> Server Groups [ Edit]

Description

Lnique identifier used o label a =
* characters are alphanumeric and

+ Data committed!

digit]
Level * Select one ofthe Levels supporte

19. Active NOAMP VIP:

Click the “ Add” VIP Assignment
D dialogue button for the

VIP Address. VIP Address Add
20. Active NOAMP VIP:

Input the VIP Address LIRS

10.250 55 125
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Procedure 9: OAM Pairing for SOAM and DR Sites (All SOAM and DR sites)

Step

Procedure

Result

21.

]

Active NOAMP VIP:

By clicking Info the user
should be presented
with a banner
information message
stating “ Pre-Validation
passed”.

Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

i Info
4
o + Pre-Validation passed - Data MOT committed ... = Iat_JeI .
numeric and
Level * Select one ofthe Levels supporte
VIP Address
10.250.55.125
(o (Aerly)

22.

Active NOAMP VIP:

The user should be
presented with a banner
information message
stating “ Data

Main Menu: Configuration -> Server Groups [Edit]

Info -

committed” . j Info Description
e e I Un@que identifier used to label a _Ser'u'er Group.
2 Yalid characters are alphanumeric and unders
not start with a digit]
23. IMPORTANT: ¢ Now that the server(s) have been paired within a Server Group they must establish a

Wait at least 5 minutes
before proceeding on to
the next Step.

master/slave relationship for High Availability (HA). It may take several minutes for this
process to be completed.

e Note: Single Server Configurations do not establish master/slave relationship for High
Availability (HA).
Allow a minimum of 5 minutes before continuing to the next Step.

. Active NOAMP VIP: .
24 Main Menu: Status & Manage -> HA
Tue May 05 10:24:36
D Select...
Main Menu OAMHA  Applicatio "X
——— Hostname Role 1 HA Rale Allowed Mate Hostname List  Network Element Server Role Active VIPs
- Status & Manage HA Role
2> HA NO-A Active 008 Active NO-B UDR_NO_A Network OAM&P  10.240.15.40
NO-B Standoy ~ 00S Active NO-A UDR_NO_A Netwark OAMEP
...as shown on the right. SO-A Active 00s Active 508 UDR_SO_A System OAM 10.240.15.43
S0-B Standoy  00S Standby  SO-A UDR_SO_A System QAN
WP :.Inavailabl LeJnavaiIabI UDR_SO_A WP
P2 :.Inavailabl LeJnavaiIabI UDR_SO_A WP
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Procedure 9: OAM Pairing for SOAM and DR Sites (All SOAM and DR sites)

Step

Procedure

Result

25.

Active NOAMP VIP:

Normal or Low Capacity Configuration:

OAM Application Max
Note: Hostname Max HA Max HA Allowed Mate Hostname List Network Element Server Role  « ! Active VIPs
Role Role HA Role J
DR NOAMP servers will | BL119122205-S0-1A Active  00S Active  BL119122306-S0-1B SO_UDR_Site1_VM  System OAM 10.240.168
have OAM MAX HA BL119122306-S0-1B Standby 00S Active  BL119122305-S0-1A SO_UDR_Site1 VM  System OAM
E((:)tliev gf\igzréﬁg\?\/:?ﬂ BL119121305-S0-2A Active  00S Active  BL119121306-S0-2B SO_UDR_Site2 VM  System OAM 10.240.168
red) BL119121306-30-2B Standby 00S Active  BL119121305-S0-2A SO_UDR_Site2 VM  System OAM
BL119122301-NO-1A Standby 00S Active  BL119122303-N0O-1B NO_UDR_Site1_VM Network OAMEP
SOAM server(s) will BL119122303-N0-1B8 Active  0OS Active  BL119122301-NO-1A NO_UDR_Site1 VM Network OAM&P 10240168
have OAM MAX HA BL119121301-NO-2A Spare  00S Active  BL119121303-NO-2B NO_UDR_Site2 VM  Network OAM&P
g?;ﬁ dog jgﬁ:;zg;ctive BL119121303-NO-28 Spare  0QOS Active  BL119121301-NO-2A NO_UDR_Site2_VM Network OAMEP
VIP.
20. Active NOAMP VIP: Connected using XMI to no-a (ACTIVE NETWORK DAM&P)
in Menu .
D Restarting the OAM B M Administration Main Menu: Status & Manage -> Server
Server Application B @ Configuration
: Filter
p1 BE Alarms & Events
Select... g M SecurityLog [ : Appl
H Server Hostname : Network Element Sfapte Alm
galsnT'\m Manage no-a NO_UDR_NE Enabled [IEEE
> Server no-o NO_UDR_MNE Enabled [EIEE
s0-a SO_UDR_ME | _Erm |
...as shown on the right. s0-b SO_UDR_NE Disabled i  Err |
i & § Pro 5
27. | Active NOAMP VIP: Normal or Low Capacity Configuration:
DThe“A" and “B” | GEEEESEESas ; A Re .
, rtin
servers should now Network Element . Server Hostname ppl Alm DB et ] Proc
] . ' State Status
appear in the right e
panel. (Only “A” for SO_UDR pc9000722-50-b Err Norm
single server installs) SO_UDR pca000720-50-a _ Exi i
2) Verify that the “DB”
status shows “Norm” Single Server Configuration:
and the “Proc” status ; A Reporti
- n
shows “Man” for both Network Element | Server Hostname ppl Alm DB Porting pyoc
' State Status
servers before S S o
proceeding to the next | NO_UDR pc9000724-no-a  Enabled [EIE Norm Norm Norm
Step. (Only “A” server
for Single server SO_UDR pca000720-s0-a Norm @ Norm
configuration)
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Procedure 9: OAM Pairing for SOAM and DR Sites (All SOAM and DR sites)

Step Procedure Result
28. Active NOAMP VIP: Normal or Low Capacity Configuration:
1) Using the mouse, Server Hostname Network Element Appl Alm DB Reporting .
D select Server A. The State Status
|il_’le entry Sh0U|d now be | no-a NO_UDR_ME Enabled [ torm Morm Morm
highlighted in GREEN. no-b NO_UDR_NE Enabled  [IECEE Norm Norm 1
2) Select the “ Restart” | 503 SO_UDR_NE | I MG norm  Norm
dialogue button from the | so-b S50_UDR_NE BT rorm Norm
bottom left corner of the
screen.
3) Click the “OK” 2
button on the [Stnp ][ Restart ][ Rebaoot ]
confirmation dialogue
box.
Are you sure you wish to restart application software
4) The user §h0u|d be on the following server(s)?
presented with a S0-A
confirmation message
(in the banner area) for 3
Server A stating:
“Successfully 0K I Cancel
restarted application”.
NOTE: The user may Info =
need to use the vertical
scroll-bar in order to Info 4
make the “Restart” Server Hostr
dialogue button visible. o s s0-a: Successfully restarted application.
no-a
29. Active NOAMP VIP: Connected using XMI to no-a (ACTIVE NETWORK OAM&P)
Select... £, Main Menu }
D W @ Administration Main Menu: Status & Manage -> Server
Main Menu I! 8 Configuration i
- Status & Manage Il i Alarms & Events
-> Server : itylog | : A
. . & Manage Server Hostname : Network Element State Alm
-..as ShOWI’l on the rlght' . Network Elements no-a NO_UDR_NE Enabled m
[ Joerver no-b NO_UDR_NE Enabled TN
' so-a S0_UDR_NE [ Err |
s0-b SO_UDR_ME | _Em |
30. Active NOAMP VIP: A .
ppl Reporting
. Server Hostname Network Element Alm DB Proc
Verify that the “ Appl State Status
D State” now shows no-a NC_UDR_NE Enabled [EL Morm Maorm Marm
“Enabled” and that the
“Alm, DB, Reporting no-b NO_UDR_NE Enabled [ETE Morm Morm
Status & Proc” s0-a SO0_UDR_NE nabled Norm  Norm  Norm @
columns all show s0-b SO_UDR_NE Disabled EM  WEMi Tlorm

“Norm” for OAM
Server A before
proceeding to the next
Step.

NOTE: If user chooses to refresh the Server status screen in advance of the default setting (15-
30 sec.). This may be done by simply reselecting the “Status & Manage = Server” option

from the Main menu on the left.
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Procedure 9: OAM Pairing for SOAM and DR Sites (All SOAM and DR sites)

Step Procedure Result
31. Active NOAMP VIP: Connected using XMI to no-a (ACTIVE NETWORK OAM&P)
Select... B 4 Main Menu ]
D A B Administration Main Menu: Status & Manage -> Server
Main Menu B NP
pile 1R LY 1 B Configuration -
> Status & Manage : N
1 e Alarms & Events
- Server ; .
B B Security Log Appl
) : Server Hostname Hetwork Element Srapte
...as shown on the right.
no-a NO_UDR_MNE Enabled
no-b MNO_UDR_MNE Enabled
: S0-a S0 _UDR_NE Enabled
Perform steps 32 — 35 for multiple server configurations only (not single server).
32. Active NOAMP VIP: .
. Server Hostname Network Element Appl Alm DB Reporting Proc
1) Using the mouse, State Status
D select Server B. The no-a MO_UDR_NE Enabled Morm Morm Morm
line entry should now be
. . . no-b NO_UDE_NE Enabled Marm Morm
highlighted in GREEN. = = I
s0-3 S0_UDR_ME Enabled  MNorm Morm MNorm Morm
2) Select the “Restart’ | isop ! S0_UDR_NE Norm  Norm

dialogue button from the
bottom left corner of the
screen.

3) Click the “OK”
button on the
confirmation dialogue
box.

4) The user should be
presented with a
confirmation message
(in the banner area) for
Server B stating:
“Successfully
restarted application”.

NOTE: The user may
need to use the vertical
scroll-bar in order to
make the “ Restart”
dialogue button visible.

£ Help
E Logout

2

[Stnp][ Restart ” Reboot l

Are you sure vou wish to restart application software

on the following serve
s0-B

Info

ris}?

3
o]

Cancel |

Info

tn

» 50-D; Successfully restarted application.

33. Active NOAMP VIP:
Select...
D Main Menu
- Status & Manage
- Server

...as shown on the right.

Connected using VIP to no-a (ACTIVE NETWORK OAM&P)

B & Main Menu
g1 @ Administration
H e Configuration
H B Alarms & Events
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Server Hostname Network Element Appt
State
no-a MNO_UDR_MNE Enabled
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Procedure 9: OAM Pairing for SOAM and DR Sites (All SOAM and DR sites)

Step Procedure Result
34 Active NOAMP VIP: [TTTTTToTTTTosTToT AT TonTs 1 -
' ' | Appl Reporting
Verify that the * Appl :Senrer Hostname Network Element State Alm DB Status Proc
State” now shows | o TTTTTTToTTTiootToooos
no-a NO_UDR_ME Enabled Morm Morm Morm
D “Enabled” and that the = = ot
“Alm, DB, Reporting no-b NO_UDR_ME Enabled [JHETE Morm Morm
Status & Proc” s0-3 S0_UDR_NE Enabled Morm Marm Morm MNorm
columns all show = —
- E|
“Norm” for Server B s0-b S0_UDR_MNE nabled Morm Moarm Morm Q[

before proceeding to

the next Step. NOTE: If user chooses to refresh the Server status screen in advance of the default setting (15-

30 sec.). This may be done by simply reselecting the “Status & Manage 2 Server” option
from the Main menu on the left.

Repeat all steps above for each DR NOAMP and SOAM site being installed.

35. Active NOAMP VIP:

For Primary NOAMP Main Menu: Status & Manage -> HA [Edit]

D Standby server only:
Move the server back to

‘Active’
Hostname Max Allowed HA Role Description
Main Menu NO-A The maximum desired HA Role for NO-A
- Status & Manage
- HA[Edit] NO-B The maximum desired HA Role for NO-B
Find the row for the SO-A The maximum desired HA Role for S0-A

Primary NOAMP

Standby server and 508 The maximum desired HA Role for SO-B
change “Max Allowed

HA Role” back to

“Active”.

36. Active NOAMP VIP:
Click the “Logout” link IS
D on the server GUI. &) Help

Fri Mov 18 14:43:32 2011 UTC

Welcome guiadmirn [Logout)

THIS PROCEDURE HAS BEEN COMPLETED

6.3 OAM Pairing for MP Server Groups (All SOAM sites)

The user should be aware that during the Message Processor (MP) installation procedure, various errors may be seen at different
stages of the procedure. During the execution of a step, the user is directed to ignore errors related to values other than the ones
referenced by that step.

Requirements:

e Section 6.2 OAM Pairing for SOAM and DR Sites (All SOAM and DR sites) has been completed

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 10: OAM Pairing for MP Server Groups (All SOAM sites)

Step Procedure Result
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Procedure 10: OAM Pairing for MP Server Groups (All SOAM sites)

Step Procedure

Result

1. Active NOAMP VIP:
Launch an approved
D web browser and
connect to the NOAMP
Server A IP address

NOTE: Choose
“Continue to this
website (not
recommended)” if
presented with the
“security certificate”
warning.

Login to the GUI using

ORACLE

Oracle System Login
= — wed Sop 23 15:26:39 2015 EDOT

Log In
Enter your usemame and password to log in

Sarssion was logged oul at 3:26:3% pm.

Llsername (415 H ]

Password sesseee

Change password

the default user and Legin
password.
Waloomi 10 the Oracla Svitem Login
2. Active NOAMP VIP: - - -
Select Main Menu: Configuration -> Server Groups

D Main Menu

- Configuration

> Server Groups Server Group Name Level Parent Function Egﬂ::.ction Servers
...as shown on the right. NE
MO _grp A MNOME UDR-NO 8 NO_SUN_05
SO _ar B MNO_agr MOME 1 NE
- - SO_SUN_05
3. Active NOAMP VIP: . . .
Main Menu: Configuration -> Server Groups
Click the “Insert”
D dialogue button from the
bottom left corner of the
screen. Server Group Name Level Parent Function Egﬂzf e Servers
NOTE: The user may NE
need to use the vertical MO_grp A NOME UDR-NO 8 NO SUN 05
scroll-bar in order to = =
make the “ Insert” NE
dialogue button visible. S0_grp B NO_grp NONE 1 SO SUN 05

E Logout
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Procedure 10: OAM Pairing for MP Server Groups (All SOAM sites)

Step Procedure Result
4, Active NOAMP VIP: Field Value Description
H Unigque identifier used to label a Server Group. [Default = nfa.
The usterdwm_t?]eth Server Group Name I— . Range = A 1-32-character string. Valid characters are
presented wi e

]

“Server Groups
[Insert]” screen as
shown on the right

Level

Parent

Function

-SelectLevel- = |+
- SelectParent- - |+

|-Se|ectFuncti0n -

4

WAN Replication Connection Count |

alphanumeric and underscore. Must contain at least one alpha
and must not start with a digit]

Select one of the Levels supported by the system. [Level A groups
contain NOAMP and Query servers. Level B groups are optional
and contain SOAM servers. Level C groups contain MP servers.]

Select an existing Server Group or NONE

Select one ofthe Functions supported by the system

Specify the number of TCP connections that will be used by
replication over any WAN connection associated with this Server
Group. [Default = 1. Range = An integer between 1 and 8]

Select “

UDR-MP (multi-active
cluster)” on the
“Function” pull-down
menu.

@ Apply || Cancel
5. Active NOAMP VIP: Field Description
Input the Server Group LInigue identifier used to label a Server Group.
Name. Server Group . .
[MP1_grp| § 1-32-character string. Valid characters are alph
Mame = :
Must contain at least one alpha and must not s
6. Active NOAMP VIP: Select one ofthe Levels supported by the system. [Level A groups contain
Select “C” on the Level j x MOAMP and Query servers. Level B groups are optional and contain SOAM
D “Level” pull-down servers. Level C groups contain MP servers ]
menu..
7. Active NOAMP VIP:
Select the desired Farent I S0_grp j % Select an existing Server Group or MOME
D SOAM server group on
the “Parent” pull-down
menu.
8. Active NOAMP VIP: _ _ _
Function | UDR-MP (multi-active cluster) = |+

Active NOAMP VIP:

By clicking Info the user
should be presented
with a banner
information message
stating “ Pre-Validation
passed”.

Select the “OK”
dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

Infa

-

i Info

O

« Pre-Validation passed - Data NOT committed ...

erused to label a Server Group.
string. Valid characters are alpk

least one alpha and must not =

ﬂl Applyl Cancell
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Procedure 10: OAM Pairing for MP Server Groups (All SOAM sites)

Step Procedure Result
10. ACtIV_e NOAMP VIP: Main Menu: Configuration -> Server Groups @
]_) Usmg the mouse, Tue May 05 10:41:12 2015
D select the MP Server
Group associated with p——
the MP being installed. Server Group Hame Level Parent Function Count Servers
UDRMP
“ sl MP1_grp C S0_grp (multi-active 1 NE Server HA Role Pref VIPs
2) Select the “Edit e
dialogue button from the
NE Server HA Role Pref ViIPs
bottom left corner of the No_grp A NONE UDRNO & UDR_NOA  NO-A 10.240.15.40
screen. UDR_NO_A  NO-B 10.240.15.40
NE Server HA Role Pref ViPs
S0_arp B No_gp NONE 8 UDR_SOA  SOA 102401543
UDR_SOA  SOB 10240.15.43

2

[ Insert ][Edit][ Delete ][ Report ]

E Logout

11.

Active NOAMP VIP:

The user will be
presented with the
“Configuration >
Server Groups [Edit]”
screen as shown on the
right

Normal Capacity Configuration:

Server Group Mame IMP_SG =
Level C =

Parent

Function | UDR-MP (multi-active cluster)

]

wWar Replication Connection Count I‘I

S0O_UDR

Server 5G Inclusion
MP-1 Include in SG
MP-2 Include in SG
MP-3 Include in SG
MP-4 Include in 3G

VIP Assignment

VIP Address

Add

A 1-32-character string. Valid
characters are alphanumeric and
underscore. Must contain at least
one alpha and must not start with a
digit.]

Select one of the Levels supported by
the system

Select an existing Server Group or
MNOMNE

Select one of the Functions
supported by the system

Specify the number of TCP
connections that will be used by
replication over any WAN connection
associated with this Server Group.
[Default = 1. Range = An integer
between 1 and 8 ]

Preferred HA Role

Preferred Spare
Preferred Spare
Preferred Spare

Preferred Spare

12.

Active NOAMP VIP:
Put a check mark in the
box labeled “Include in
SG” for each MP to be
included in this Server
Group.

50_UDR

Server 56 Inclusion
MP-1 YlInclude in 5G
MP-2 JlInclude in SG
MP-3 ¥lInclude in 5G
MP-4 YlInclude in 5G

Preferred HA Role
Preferred Spare

Preferred Spare
Preferred Spare

Preferred Spare
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Procedure 10: OAM Pairing for MP Server Groups (All SOAM sites)

Step Procedure Result

13. Active NOAMP VIP:

By clicking Info the user
D should be presented
with a banner

Main Menu: Configuration -> Server Groups [Edit]

information message Info
stating “ Pre-Validation f
”n (4
passed”. o + Pre-Validation passed - Data MOT committed ... = Iat_JeI .
numeric and
Select the “Apply” —
dialogue button. Level * Select one ofthe Levels supporte

L=

14. Active NOAMP VIP:
The user should be

D presented with a banner
information message

Main Menu: Configuration -> Server Groups [Edit]

stating “ Data o
committed” . j Info Description
- Unigue identifier used to label a Server Group.
™ | —
o Data committedt 3 Walid characters are alphanumeric and unders
not start with a digit]
15. IMPORTANT: e Now that the Message Processor(s) have been placed within their respective Server
Wait at least 5 minutes Groups, each must establish DB replication with the Active SOAM server at the NE. It
D before proceeding on to may take several minutes for this process to be completed.
the next Step.

e UDR processs alarms may be present until Section 7.2 Configure SPR Application on MP
(All SOAM Sites) is completed.

Allow a minimum of 5 minutes before continuing to the next Step.

16. Active NOAMP VIP: Connected using VIP to no-a (ACTIVE NETWORK OAM&P)
Select... B S Main Menu
D . B M Administration Main Menu: Status & Manage -> Server
Main Menu j @8 Configurati
> Status & Manage E1 M Configuration
- Server :
. Server Hostname Network Element Appl
...as shown on the right. State
Network no-a NO_UDR_NE Enabled
no-b MNO_UDR_ME Enabled
s50-a S0_UDR_ME Enabled
P an-h an 1INk _KE Fnahlad
17. Active NOAMP VIP: Normal Capacity Configuration:
Verify that the “DB & S0_UDR MP-1
Reporting Status” -
SO_UDR MP-2 | Disabled |
D status columns show - _
“Norm” forthe MPs at | S0_UDR e
this point. The “Proc” SO UDR MP-4 | Disabled |
column should show
“Man”.
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Procedure 10: OAM Pairing for MP Server Groups (All SOAM sites)

Step Procedure Result
18. Active NOAMP VIP:
1) Select each “ MP” Main Menu: Status & Manage -> Server & Help
D with “Man” status using Fri Nov 01 17:05:48 2013 EDT
the mouse and holding

the Ctrl key. The line

entries should be Network Element Server Hostname Appl State  Alm DB gfm:‘“g Proc
highlighted in GREEN. NO_UDR NO-A Enabled G Morm Morm Morm
2) Select the “Restart” NO_UDR NO-B Enabled  [IETE Morm Morm Morm
dialogue button from the S50_UDR SO-A Enabled  MNorm Marm Morm Marm
bottom left corner of the | so_ubr S0-B Enabled  Morm Norm Norm Norm
screen. SO_UDR MP-1 IEE orm Norm
3) Click the * OK” SO_UDR MP-2 BEE Horm Maorm 1
button on the 50_UDR MP-3 BEE vorm Maorm
confirmation dialogue |so_ubr MP-4 IETE rorm Norm
box. :

& Help
4) The user should be ... B8 Logout 2

presented with a
confirmation message
(in the banner area)
stating: “ Successfully
restarted application”.

[Stnp][ Restart ” Reboot l

Are you sure you wish to restart application software
on the following semnver(s)?

NOTE: The user may MP-1,MP-2,MP-3 P-4 3

need to use the vertical
scroll-bar in order to
make the “ Restart”
dialogue button visible.

OK ]‘ Cancel |

Info -

Info

1 4
o « mp1: Successfully restarted application.

19. Active NOAMP VIP: Connected using VIP to no-a (ACTIVE NETWORK OAM&P)

Select... B £ Main Menu
D _ B B8 Administration Main Menu: Status & Manage -> Server
Main Menu I! e Configuration
> Status & Manage d [ tonfiguration
- Server :
g1 @E Security Log Appl

_as shown on the rlght = & Status & Manage Server Hostname Network Element State
no-a NO_UDR_NE Enabled
no-b NO_UDR_NE Enabled
s0-a S0_UDR_NE Enabled
n=h S0 1INE KE Enablad
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Procedure 10: OAM Pairing for MP Server Groups (All SOAM sites)

Step Procedure Result
20. Active NOAMP VIP: Main Menu: Status & Manage -> Server @ Help
Verify that the “ App| Fri Nowv 01 17:02:40 2013 EDT
D State” now shows
“Enabled” and thatthe | r------------omemmeomoeoee- . :
“DB & Reporting : Network Element i Server Hostname Appl State  Alm DB Efam:mg Proc
Status” status columns | t----o-ooooooeooooooo
all show “Norm” for the NO_UDR NO-A Enabled  [IEIE torm Norm Norm
MPs. The “Alm & NO_UDR NO-B Enabled [T Morm Morm Morm
Proc” columns may SO_UDR SO-A Enabled Norm  Norm Norm  Norm
show “Err” at this point.
30_UDR sS0-B Enabled Morm Morm
S0_UDR MP-1 Enabled | Emr |
S0_UDR MP-2 Enabled | Emr |
S0_UDR MP-3 Enabled | Emr |
S0_UDR MP-4 Enabled | Emr |
21. Active NOAMP VIP: Welcome guiadmiri [Logout]
Click the “Logout” link | [
D on the server GUI. & Help
Fri Nov 18 14:43:32 2011 UTC

THIS PROCEDURE HAS BEEN COMPLETED
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7.0APPLICATION CONFIGURATION

7.1 Configure Signaling Routes

This procedure configures the XSI signaling route for all MP Servers.

Requirements:

Section 6.0 OAM Pairing has been completed

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 11: Configure Signaling Routes

Step

Procedure

Result

1.

]

Active NOAMP VIP:

Launch an approved
web browser and
connect to the NOAMP
Server A IP address

NOTE: Choose
“Continue to this
website (not
recommended)” if
presented with the
“security certificate”
warning.

Login to the GUI using
the default user and
password.

ORACLE

Oracle System Login
T - Wied Sep 23 15:26:39 2015 EDT

Log In
Enter your username and password fo log in

Saession was logged out at 3:26:3% pm.

LUsername; guinsdmn

Passward seesnes

Changt password

Log n

Weltome 1o the Oracle System Login

Active NOAMP VIP
Select...

Main Menu

- Configuration
> Network
->Devices

...as shown on the right.

Connected using VIP to pc9040833-no-a (ACTIVE NETWORK OAM&P)
B 2 Main Menu R . R )
Main Menu: Configuration -> Network -> Devices

pca040832-no-b pco040831-s0-a pc9040830-s0-b pc9040829-mp-1 p

Device Name

Device Type Device Options IP Interface (Network)
; _ 10.250.39.99 (XM!}
xmi ETHERMNET monitorType = none F80-5054 FfefTdca7 (/64)
imi ETHERMNET monitorType = none 169.254.2.2 (IMI)

fe80:-5054Ffe78 81a3 (f64)

onboot = yes
bootProto = dhcp
maonitorType = none

192.168.1.43 (i24)

control fe80:5054.febe:5dch (/64)

Ethernet
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Procedure 11: Configure Signaling Routes

Step Procedure

Result

3. Active NOAMP VIP

Select the xsi device for
D the desired MP

Click on the desired MP tab.
Select the eth2 or eth3 device.
Output similar to that shown below may be observed.

Main Menu: Configuration -> Network -> Devices

@ Help

Thu Feb 11 13:54:00 2016 EST

no-a s0-a mp1 drmao-a drso-a drmp1 no-b drno-b
Device Device Device Options IP Interface (Network) Configuration Status
Name Type
oo : bootProto = none 192,168 3.9 (XS11) .
etz P ENemet  onboot = yes fe80:250:56fe01-a6d (64) = ocovered
bootProto = none 10.240.23.11 (XMi)
etho e [ fe80.250.56ffe01.a69 g64) oPioved
bootProta = none 192.168.2.108 (IMI)
i Ethemet o nboot = yes fo80::250:56 /01 a6c (64) =PIOVed
e  “Check off” the associated Check Box as addition is completed for each Server.

DMP-l(x5|-1) |:| MP-2xsi-1) DMP'3(XSI—1) |:| MP-4 xsi-1)
|:||\/|P-1(x3|-1) |:| MP-2xsi-1) |:||\/|P-3(x3|-2) |:| MP-4xsi-2)

4. Active NOAMP VIP

Take ownership of the
D xsi device for the
desired MP

5. Active NOAMP VIP:
Select...

D Main Menu

- Configuration
- Network
- Routes

...as shown on the right.

| Take Ownership |

Click on the Take Ownership button.

e “Check off” the associated Check Box as addition is completed for each Server.

DMP-l(x5|-1) |:| MP-2xsi-1) DMP'3(XSI—1) |:| MP-4 xsi-1)
|:||\/|P-1(x3|-1) |:| MP-2xsi-1) |:||\/|P-3(x3|-2) |:| MP-4xsi-2)

L, Main Menu
g1 @ Administration
B & Configuration

Main Menu: Configuration -> Network -> Routes

Warning =
Network Elements

Entire Network MP_GRP NO_GRP S0_GRP

BLY02070109-HO-A BL902070110-NO-B BL90B070111-S0-A BLE

Page 64 of 185

E67495-03




Procedure 11: Configure Signaling Routes

Step

Procedure

Result

6.

]

Active NOAMP VIP:

Insert a new route for
the MP server group.

Click on the desired MP Server Group tab on the top line.
Then click on the Entire Server Group tab on the line below Server Group line.
Output similar to that shown below may be observed.

Main Menu: Configuration -> Network -> Routes

Entire Metwark MP_51_3G MP_52_5G MNO_S81_8G NO_S52_3G S0_351_5G

Entire Server Group UDR-32-MP1 UDR-S2-MP2 UDR-S2-MP2 UDR-S2-MP4

Route Type Destination Hetmask Gateway

) Insern |
Click on the Insert button

“Check off” the associated Check Box as addition is completed for each Network.

[ ] XsI1 [ ] xsI-2
7. Active NOAMP VIP: Output similar to that shown below may be observed.
Add xsi signaling route Main Menu: Configuration -> Network -> Routes [Insert] @
|:| to MP Thu Mar 20 19:05:27 201«
Insert Route on MP_S2_SG
Field Value Description
Q
Route Trpe LB Select a route type. [Default = M/A. Options = Met, Default, Host. You can configure at
e e most one IPV4 default route and one IPVE default route on a given target machine ]
Select the network device name through which traffic is being routed. The selction of
Device . ALTO will result in the device being selected automatically, if possible. [Default = NA.

Range = Provisioned devices on the selected server.

The destination network address. [Default = MIA Range = Valid Network Address ofthe

Destination |10.240.37.224 network in dotted decimal (IPv4) or colon hex (IPV6) format]

Avalid netmask for the network route destination IP address. [Default = N/A. Range =
Valid Netmask for the network in prefix length (IPv4 or IPvE) or dotted decimal (IPv4)
format ]

Netmask  [255.255.255.240

The IP address ofthe gateway for this route. [Default = N/A. Range = Valid IP address of
the gateway in dotted decimal (IPv4) or colon hex (IPvE) format ]

@ Apply || Cancel

GatewayIP [10.240.162.161

Set Route Type to desired value

Set Device to the appropriate signaling device name (eth2 or eth3)

Enter Destination: This is the network address of the Diameter Sh clients that will connect to
UDR on the signaling network.

Enter Netmask for the Diameter Sh client network.

Enter Gateway IP : This is the gateway for UDR’s signaling network

Click Apply button

“Check off” the associated Check Box as addition is completed for each Network.

[ ] XSI-1 (eth2) [ ] XSI-2 (eth3)
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Procedure 11: Configure Signaling Routes

Step Procedure Result
8. Repeat the steps above for each signaling network.
9. Active NOAMP VIP:

Welcome guiadmirn [Logout)

Click the “Logout” link
on the server GUI.

@ Help

Fri Mowv 18 14:43:32 2011 UTC

THIS PROCEDURE HAS BEEN COMPLETED

7.2 Configure SPR Application on MP (All SOAM Sites)

This procedure configures the SPR application for MP Servers on each SOAM site.

Requirements:

e Section 7.1 Configure Signaling Routes has been completed

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 12: Configure SPR Application on MP (All SOAM Sites)

Step Procedure

Result

1. SOAM VIP:

Launch an approved
D web browser and
connect to the NOAMP

Oracle System Login

ORACLE

Server A IP address

NOTE: Choose
“Continue to this
website (not
recommended)” if
presented with the
“security certificate”
warning.

Log In

Username. guisdmn

Password seseses

Login to the GUI using
the default user and
password.

Login

Wied Sep 23 15:26:39 2015 EOT

Enter your usemame and password to log in

Sarssion was bogged oat al 5:26:39 pm.

Change password

Welcomae 10 the Oracle System Login
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Procedure 12: Configure SPR Application on MP (All SOAM Sites)

Step

Procedure Result
2. SOAM VIP: Normal Capacity Configuration:
D Select... Main Menu: Diameter Common -> MPs -> Profile Assignments
Main Menu

- Diamter Common
> MPs
->Profile
Assignments

Select profile as
UDRVM:Database  and
click on Assign

g1 @ Communication Agent
g1 @ UDR

UDR-MP

BL908050105-51-mp1

BL908050105-51-mp2

BLO02050106-51-mp3

BL908050106-51-mp4

P Profile

current value
The current MP Profile for BL902050105-
Virtualized UDR-MP on OCUDR Rack-M

The current MP Profile for BL902050105-
Virtualized UDR-MP on OCUDR Rack-M

The current MP Profile for BL908050106-
Virtualized UDR-MP on OCUDR Rack-M

The current MP Profile for BL902050106-
Virtualized UDR-MP on OCUDR Rack-M

3. SOAM VIP: Main Menu: Diameter -»> Maintenance -> Applications
D Select...
% DSR Application Name ﬂ:sﬁfar;? ; Admin State g:::::: il Operational R
iameter
9 Maintenance SPR TP Enabled Available Mormal
- Applications
...as shown on the right.
[ ]
4. SOAM VIP: Main Menu: Diameter -> Maintenance -> Applications
Mon Nov
1) Select the “SPR”
D Applicatononeach | —— ,
MP” using the mouse | !psgappiication hame MP SEMVer oy grate  OPerational o onalReason CONOESON o o
and holding the Ctrl . iHostname Status Level
key. The line entries SPR MP-1 Disabled Unk Unk Unk
should be highlighted in | spr l MP-3 Disabled Unk Unk Unk
GREEN. SPR MP-2 Disabled Unk Unk Unk
2) Click on Enable SPR MP-4 Disabled Unk Unk Unk
Button 2
Enable Dizahle
5. SOAM VIP: Info =
The user should be fr— Info p—
D presented with a banner | DSR Applicati L
information message [ o « Enabled applications on 4 MPs
stating “ Enabled SPR
application”. SPR MP-3 Enabled Unk
SPR MP-2 Enabled Unk
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Procedure 12: Configure SPR Application on MP (All SOAM Sites)

Step Procedure Result
6. SOAM VIP: Welcome guiadmir [Logout]
Click the “Logout” link
D on the server GUI. & Help
Fri Mov 18 14:43:32 2011 UTC
7. Active NOAMP VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI using
the default user and
password.

ORACLE

fracle Synvem Login

Log b

| i yonat ner reword o by

Torinkins wries binmipipind il i 1 36 M

[ T

L S

Active NOAMP VIP:

Verify service appears
on NOAMP GUI page

Select...

Main Menu

- Communication Agent
- Maintenance
- HA Services Status

...as shown on the right.

E NETWORK OAM&P

Welcome guiadmin [Ld

Main Menu: Communication Agent -> Maintenance -> HA Services Status €

J, Main Menu
B B Administr.
B B Configur:
:
Reporting Server Resource Hame

[+ wmP1 Udrbe

] mp-2 Udrbe

[+ mP-3 Udrbe

- jices statd ML Udrbe

(8 -2 services Status) [+] no-a Udrbe

Active NOAMP VIP:

Verify service appears

NO-A (ACTIVE NETWORK OAM&P

Mon Nov 04 14:56:14 201

Number of Resource Routing  Available Sub

Subresources L Status Resources
1 User Available 10f1

1 User Available 10f1

1 User Available 10f1

1 User Available 10f1

1 Pravider — —

Welcome guiadmin [Lg

Main Menu: Communication Agent -> Maintenance -> HA Services Status €

Mon Nov 04 14:56:14 201

on NOAMP GUI page
Reporting Server Resource Name :::Ir::)ﬁfrces User/Provider gte:tz':ce Routing '::ig?fe‘:"b
SeleCt"' H [+] MP- Udrbe 1 User Available 1 0of1
ﬂ & Commun
Main Menu 1 B Configu [+] mp-2 Udrbe 1 User Available 10f1
9 Communication Agent [+] mP2 Udrbe 1 User Available 1of1
= Maintenance . [*] MP-4 Udrbe 1 User Available 10f1
- HA Services Status ™Y1 services Status 5 NOA Udrbe 1 Provider _ _
...as shown on the right.
10. Active NOAMP VIP: Welcome guiadmirn [Logout]
Click the “Logout” link
D on the server GUI. & Help
Fri Mov 18 14:43:32 2011 UTC
THIS PROCEDURE HAS BEEN COMPLETED
7.3 Configure NOAMP Signaling Routes (All NOAM Sites)
Page 68 of 185 E67495-03




This procedure configures the XSl signaling route for the NOAMP and DR NOAMP Server Groups.

Requirements:

Section 7.2 Configure SPR Application on MP (All SOAM Sites) has been completed

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 13: Configure NOAMP Signaling Routes (All NOAM Sites)

Step

Procedure

Result

1.

]

Active NOAMP VIP:

Launch an approved
web browser and
connect to the NOAMP
Server A IP address

NOTE: Choose
“Continue to this
website (not
recommended)” if
presented with the
“security certificate”
warning.

Login to the GUI using
the default user and
password.

ORACLE

Oracle System Login

Log In
Enter youwr usemame and password to log in

Session was logged oul al 3:26:39 pm.

Usarname Eunisimen
Fassword ssesees

Changn password

L In

Weeloome 1o the Oracle Syvitem Login

Active NOAMP VIP
Select...

Main Menu

- Configuration
2> Network
->Devices

...as shown on the right.

Connected axing V1P o poit4oi - no-a (ACTIVE NETWOEE QAMES)

Main Menu: Configuration -> Network

el Ve = Bl

| ¢ T“.Ij '.
proGEDET) men s PRGN g e s WARE
JESTR ] Crwis o Tygee Corwe w [ iy
] F Thaf i T rp Ay Tyl 1 e
] ETHERNET Oy Tl T Ao
L iAE B
ol ETarns ool = ey

wWed Sep 23 15:26:39 2015 EOT

> Devices

2 TETRS RN R, BrO0S02- - 1 B
P inbedladw [Mutwirk )

0 0 10 (0]
RSO B034 FeT doa ' (8]

8 X2 2 IR
heh0 S0 e T8 B tad (B4

T2 188 140 (74)
PeB S04 i ba Soch (B4 )

“Check off” the associated Check Box as addition is completed for each Server.

[ INOAMP-A xs.1)

[] NOAMP-B xsiy
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Procedure 13: Configure NOAMP Signaling Routes (All NOAM Sites)

Step Procedure

Result

3. Active NOAMP VIP

Select the xsi device for
D the desired NOAMP

Click on the desired NOAMP tab.
Select the xsil device.
Output similar to that shown below may be observed.

@ Help

Thu Feb 11 13:54:00 2016 EST

Main Menu: Configuration -> Network -> Devices

no-a s0-3 mp1 drmao-a drso-a drmp1 no-b drno-b
Device Device Device Options IP Interface (Network) Configuration Status
Name Type
oo : bootProto = none 182 168 3.9 (XS11) .

etz i fe80:250:56/7201-a6d 64) " ocovered
bootProto = none 10.240.23.11 (XMi)

etho Ethemet — onboot = yes fe80: 250,56 01269 (64) EPioved
bootProto = none 192.168.2.108 (IMI)

Ll Etheret & hpoot = yes 1880:250- 56201 a6c (64 oPioyed

“Check off” the associated Check Box as addition is completed for each Server.

[ INOAMP-A xs.1) [] NOAMP-B xsiy

4. Active NOAMP VIP

Edit the xsi device for
D the desired NOAMP

| Take Ownership |

Click on the Take Ownership button.

“Check off” the associated Check Box as addition is completed for each Server.

[ JNOAMP-A xsi1) [[] NOAMP-B xsi-y

5. Active NOAMP VIP
Repeat as required.

6. Active NOAMP VIP:
Select...

D Main Menu

- Configuration
- Network
- Routes

...as shown on the right.

Repeat Steps 3 - 4 for each NOAMP and its Signaling network(s).

NOTE: Steps 6 - 8 are only needed for geo-redundant systems.

£, Main Menu
E1 @8 Administration

Main Menu: Configuration -> Network -> Routes

B & Configuration .
: Warning =
twork Elements
twork .
twork Entire Network ~ MP_GRP ~ NO_GRP  SO_GRP

BL9DB0T0109-NO-A BLI020T0110-MNO-B BLA0B070111-30-A BLE
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Procedure 13: Configure NOAMP Signaling Routes (All NOAM Sites)

Step

Procedure

Result

7.

]

Active NOAMP VIP:

Insert a new route for
the NOAMP or DR
NOAMP Server group.

Click on the desired Server Group tab on the top line.
Then click on the Entire Server Group tab on the line below Server Group line.
Output similar to that shown below may be observed.

Main Menu: Configuration -> Network -> Routes

Entire Metwork MP_grp NO_grp S0_qgrp
Entire Server Group no-a no-b
Route Type Destination Netmask

Insert |

Click on the Insert button

Active NOAMP VIP:
Add signaling route

Main Menu: Configuration -> Network -> Routes [Insert] &
Wed Sep 22 17:18:48 201%

Insert Route on NO_grp

Field Value Description
Met

Route Type Default
Host*

Select a route type. [Default = M/A. Options = Met, Default, Host. You can configure at
most one IPV4 default route and one IPVE default route on a given target machine.]

Select the network device name through which trafficis being routed. The selction of

Device -SelectDevice - « |+ AUTO will resultin the device being selected automatically, if possible. [Default = MiA

Range = Provisioned devices on the selected server.

The destination network address. [Default = N/A. Range = Valid Network Address of

Destination | the network in dotted decimal (IPv4) or colon hex (IPvE) format]

Avalid netmask for the network route destination IP address. [Default = N/A. Range =
MNetmask | Valid Metmask for the network in prefix length (IPv4 or IPvG) or dotted decimal (IPv4)

format]

The IP address of the gateway for this route. [Default = MiA Range =Valid IP address
Gateway IP | +

of the gateway in dotted decimal (IPv4) or colon hex {IPvG) format ]

(oK) (Aeply) [Gancel

Set Route Type to Net

Set Device to eth2

Enter Destination: This is the network address of the remote MP server group that will connect
to UDR NOAMP for ComAgent service,

Enter Netmask for the remote network.

Enter Gateway IP: This is the gateway for UDR’s signaling network.

Click Apply button

Repeat Steps 6 - 8 if MP < ComAgent communication is intended to be configured on XSI1 .

Note: Destination would be DR Site XSI1 Address if configuring Primary Site and vice-versa.
Note: Netmask would be DR Site XSI1 Address if configuring Primary Site and vice-versa.
Note: Gateway IP would be Primary Site XSI1 Gateway if configuring Primary Site and vice-versa.

10.

Active NOAMP VIP:

Click the “Logout” link
on the server GUI.

Welcome guiadmiri [Logout]

@ Help

Fri Mov 18 14:43:32 2011 UTC

THIS PROCEDURE HAS BEEN COMPLETED
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7.4 Configure Services on Signaling Network

This procedure configures ComAgent communication between NOAMP and MP to use Signaling Network. This procedure also
configures dual path HA heartbeat to use the XSI network.

Requirements:

Section 7.3 Configure NOAMP Signaling Routes (All NOAM Sites) has been completed

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 14: Configure Services on Signaling Network

Step

Procedure

Result

1.

]

Active NOAMP VIP:
Launch an approved
web browser and
connect to the NOAMP
Server A IP address

NOTE: Choose
“Continue to this
website (not
recommended)” if
presented with the
“security certificate”
warning.

Login to the GUI using
the default user and
password.

ORACLE

Oracle System Login

wed Sep 23 15:26:39 2015 EOT

Log In
Enter youwr username and password to log in

Samsion was logged oul at 3:26:39 pm.
Username. guisdmn

Password sesseee

Changs password

Login

Wieloome 10 the Oracle Jyalem Login

Active NOAMP VIP:
Select...

Main Menu
- Configuration
- Services

...as shown on the right.

Gl wuisg VIP b5 8L 1§81 73300 -me- 15 [ACTIVE METWORK DAFER)

Maiin Menu: Configuration -> Services
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Procedure 14: Configure Services on Signaling Network

Step Procedure Result

3- ACtive NOAMP VIP: HName Intra-NE Hetwork Inter-NE Hetwork
1) Set two services Ol Il - X -

D values as shown on the Replication Il - ¥ -
right. Inter-NE
HA Secondary S Signaling Unspecified -
XSI1 HA_seconaary xS -
Inter-NE ComAgent > HA_MP_Secondary 1M1 - M -
XSI1.

Replication_MP I - pAn || -

2) Select the “Apply” Comagent Il - XSl -

dialogue button.

3) Select the “OK”
dialogue button in the
popup window.

You must restart all Servers to apply any services changes, ComAgent

[ OK l| Cancel |

NOAMP and MP Servers need to be restarted.

4. Active NOAMP VIP:

] Hame Intra-NE Network Inter-NE Network
The user will be oA - Sl
D presented with the
“Services” configuration Replication Il HMI
S.CLeen as shown on the Signaling Unspecified Unspecified
rght HA_Secondary IMI X3
HA_MP_Secondary IMI ML
Replication_MP IMI ML
ComAgent IMI X3
5. Restart all NOAMP # reboot
and MP Servers
D Note: This should be executed on all NOAMPs and MPs.

THIS PROCEDURE HAS BEEN COMPLETED

7.5 Accept Installation

The upgrade needs either to be accepted or rejected before any subsequent upgrades are performed in the
future.

The Alarm 32532 (Server Upgrade Pending Accept/Reject) will be displayed for each server until one of these two actions
(accept or reject) is performed.

An upgrade should be accepted only after it was determined to be successful as the accept is final. This frees up file
storage but prevents a backout from the previous upgrade.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 15: Accept Installation
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Step

Procedure

Result

Active NOAMP VIP:

Launch an approved
web browser and
connect to the NOAMP
Server A IP address

NOTE: Choose
“Continue to this
website (not
recommended)” if
presented with the
“security certificate”
warning.

Login to the GUI using
the default user and
password.

ORACLE

Oracle System Login

Log In
Enter your usemame and password to log in

Sossion was logged oat at 3:26:39 pm.

LIsarname. guisdmn
Password sessses

Change passwoaid

Log in

Weltome 1o the Orade Fystem Login

Wed Sep 23 15:26:39 20135 EDT

Active NOAMP VIP:

Select...

Main Menu

= Administration

- Software Management
->Upgrade

...as shown on the right.

Main Menu: Administration -> Software Management -> Upgrade

HO_GRP  MP_GRF SO GRP
Upgrade State OAM Max HA Role  Server Role Function
Hostname
Server Status S TR Network Element
HA Role
[T AcceptorReject Adive Network OAMAP  OAMP
1 BLA0BOT0109-NO-A H
| l er e UDR_NC_BL
Not Ready Standby Netwark OAWM&P OAMEP
BL908070110-NO-B
T i UDR_NQ_BL

Application Version Start Time

Upgrade 150 Status Message

10.0.0-10.8.0

10.0.0-10.7.2

@

Thu May 08 11:08:55 2014

Finish Time
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Procedure 15: Accept Installation

Step

Procedure

Result

3.

]

Active NOAMP VIP
(GUI):

Accept upgrade for
selected server(s)

Accept upgrade of selected server(s)
Select the server on which upgrade is to be accepted.
Click the “Accept” button

A confirmation dialog will warn that once upgrade is accepted, the servers will not be

able to revert back to their previous image states.

The page at https://10.240.42.20 says.

WARNIMG: Selecting OK will result in the selected server
being set to ACCEPT for its upgrade mode, Once accepted,
the server will MOT be able to revert back to its previous
image state.

Accept the upgrade for the following server?

BL908070109-MNO-A (10.240.56.108)

0K Cancel

Click “OK”
The Upgrade Administration screen re-displays.

A pull-down Info message will indicate the server(s) on which upgrade was accepted.

Main Menu: Administration -> Software Management -> Upgrade @
Thu May 08 11:08:55 2014
Tass -
NO_GRP  WP_GRP  50_GRP
Upgrade State OAM Max HARole  Server Role Function Application Version Start Time Finish Time
Hostname
Server Status LT BT Network Element Upgrade 1S0O Status Message
HA Role
PUTTTTTTTTTT AcceptorReject Actve Network DAMAP  OAMEP  10.00-10.8.0
BLODGOTON00-NO-A !
I i UDR_NO_BL
Nat Ready Standby  Network OAMEP  OAMGP 1000-107.2
BLO0B070110-NO-B
Active UDR_NO_BL
Backup || Upgrade Server || Accept || Report || Report All

Active NOAMP VIP:

Accept upgrade of
the rest of the system

Accept Upgrade on all remaining servers in the system:

Repeat all sub-steps of step 3 of this procedure on remaining servers until the upgrade
of all servers in the User Data Repository system has been accepted.

Note: As upgrade is accepted on each server the corresponding Alarm 1D 32532
(Server Upgrade Pending Accept/Reject) should be removed.
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Procedure 15: Accept Installation

Step

Procedure

Result

5.

]

Active NOAMP VIP:

Verify accept

Check that alarms are removed:

Navigate to this GUI page Alarms & Events > View Active

Main Menu: Alarms & Events -> View Active

Filter = | Tasks =

o Event ID Timestamp Severity Product Process NE Server
eq

Alarm Text Additional Info

Verify that Alarm ID 32532 (Server Upgrade Pending Accept/Reject) is not displayed
under active alarms on User Data Repository system

THIS PROCEDURE HAS BEEN COMPLETED
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8.0 APPENDIXES
Appendix A. VMWARE VSPHERE ENVIRONMENT SETUP

Important Note: The content of this appendix is for informational purposes only. Please consult the latest documents from the vendor
(VMware).

A-1 Host Datastore configuration using vsphere

The following procedure is executed to properly configure a datastore on the Host so that the appropriate storage is available for UDR
component VMs. Steps and screenshots are taken from vSphere Client.

Procedure 16: Host Datastore Configuration with vSphere

S | This procedure configures host networking.
T
E Check off (¥) each step as it is completed. Boxes have been provided for this purpose under each step number.
P
#
1. | Loginto the
. IP address § Mame: -
Vmware client /u " J
D User name: |
Password: |
2. | VMware client: PRrre———— e
fde Edd Wen lgveniory fAdmensiration Pug-ire Help
D 1) Select the Host on T e ————
the left tree menu e
i L ExalSS-%43-07.5 %4367 Vibware ESHL, 5.5.0, 1623387
ick the ;i Gfing wted  Tummary . Virtusl Machines | Besoene Alccation  Pirkamance R
Configuration tab . oo
on right - p——
o |"ientricatcn (== DrveType | Capaty|  Free Ty | LW
3) ClICk Storage Hemory il datsstorel Lol LSE Dede . M550 ISR IS S ARG VMFSE D
under Hardware ' ";ﬂ@?l W ESa_ 335 255 S ARSI s S50 1LirTH 117 T8 vFss 20
menu
|
3. ient:
VMware client View: Datastores Devices
D Click “Add Datastores Refresh  Delete Add Storage... Reszcan All...
Storage...”
g Identification | Device Drive Type Capacity
i datastorel Local LSI Disk{n... MNon-520 550.25 GB 49
@ ESXi_5.5_255.168 SUMN iSCSIDisk (..  MNon-55D 1.17TB 73
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Procedure 16: Host Datastore Configuration with vSphere

4. | VMware client:

D 1) Select Network
File System storage

type
2) Click Next

[ Add Storage

Srlect Storage Type
Speafy if you want o format & new volume or use a shared fider over the networ.

LT Saerage Troe |

' DaskLUN
Create o dalistore on a Fibee Charnel, 5052, or kocal SC5T disk, o mount e exisiing VHPS vskme.

 Hietwenrk File Syslem
horse Bk osben if you wark b izeale  Metwork Fie Syaters.

L |
Help < Back | MNext > I Cancel |J ‘
5. | VMware client: Properties
Server [10.148.254.17
nter a Server Examples: nas, nas.t.com, 192.168.0.1 or FEB0:0:0:0:2AA: FF:FE9A:4CA2
[]| LEnteras
IP, Folder, and Folder |Idataf]enkmsj]obs
Datastore Name in Example: /vols/volo/datastore-001
the provided fields I Manint NFS read anhs o ) )

. Ji, If a datastore already exists in the datacenter for this NFS share and you intend to configure the same datastore on new
accordi ng to the hosts, make sure that you enter the same input data (Server and Folder) that you used for the original datastore.
resource avai Ia.bl I |ty Different input data would mean different datastores even if the underlying NFS storage is the same.
in your VMware
host environment Detestorefame

[zenkins Buid server !
2) Click Next
< Back | Einish | Cancel |
6. | VMware client: [ g e L= -
. Firwanr 1 Sybom
|:| 1) Review the | Tt e Sttt i BT il B el B8 0 AP VTS Aty
Datastore summary | |
=
H H | [ B et v (T sy il Ok Bt
2) Click Finish - it e
Wt o
| ohrre |t erdrn fld Garver
L _mw | o | [ran Carce

THIS PROCEDURE HAS BEEN COMPLETED

A-2 Host networking configuration using vsphere

The following procedure is executed to properly configure the recommended Networking on the Host so that the appropriate vNICs
are available for UDR component VMs. Steps and screenshots are taken from vSphere Client.

To view the currently available Networks on the Host, select the Summary tab. In the example below several OAM and Signaling
Networks have been configured. Each of these is associated with vSwitch on the Host and physical eth.

UDR VMs can be associated with up to 5 vLAN Networks. All 5 vNICs should be created and configured in order to be available for
the Guest. The expected VNICs correspond the the following dedicated interfaces of the UDR and so the recommendation is the label
them similarly:

XMI - OAM Management Interface for the application
XSI1 - Signaling Interface
XSI12 - Signaling Interface

IM1 — Replication Interface
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Guest Management — Reserved for Guest management activities.

Procedure 17: Host Networking Configuration with vSphere

S | This procedure configures host networking.
T
E Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
P
#
1. | Loginto the
) . IP address f Mame:
Vmware client /u I =]
D User name: I
Password: I
2. | VMware client:

File Est View lpeentony Adminiraton Plugein Help

1) Select the Host on

L]

2 & B Heme 8 ) Evertary ¢ Beslany
the left tree menu .
2) CIICk the =& 1':'-::-:;’;'“ i HAZ-0F 5 X47-0F Wiwars [5X0, 5,50, 1623307
Configuration tab e
on right
3) CIICk Py Sl Seleh v ETME.  PROpETTE

Networking under

s t.-._;” ne e ) tom0 R ¢
Hardware menu

H-Wf"l"\l: Mtk B

St Sarclwd Swibch: viwilch]
. O A2 B gt M vmcl 10000 Full ¢
o e CAM-1 2
vt Masrctire Swpihe | ot Tesbm] H
i O O Riubable 8.
iy ¢ Al VLA
A Y T
Achanced Setti Standared Switch: vSwBchE e

3. | VMware client: EEESTEIEERE S

o T 0

|:| 1) Se'ect Add FATrRRTR] IV G T DTN T BCCTETO MR BT MW I AT (ORI Ty

Networking from

|| Commanecticn Tpe:
top | i e Type

- = Wl B R
2) Chose connection el st e i kSl
type Virtual kel
Machine and CIiCk That vl B 0P Sach haraies, val o the Fplosers) £5% Srvom: vEphere YmDn, BOSL WS i hou
Next
e I | 1w Carce
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Procedure 17: Host Networking Configuration with vSphere

4.

[

VMware client:
Select appropriate

PRI B—— W Rl

Witusl Hamfiers  Felwor Ao
‘Wt el harey rrach reTeonoy though upird adecten sttt o ciofere serviend st

vSwitch type based —_—
on the Host Nk M oy i s o Pt e e o e e s
hardware and click i s
Next 5 e vl
Aol Cotpewaliss FBsrraet Coslroler |0 Gigslel N80 K17
W e 10070 Pl Lo
Tﬂ:?w:;lﬂw Dy, Comvirolor 10 Chgalell M40-A1 5
o 10 ol B =
wmm.' & q-:-.-;u.
o
w s
we | | e i |
5. | VMware client: (5] A Peterark Wizaed [ES—————]
|:| Label the Network, “u:cmmmi:im:::mﬂ-‘wﬁmwnmamt tesis. F
enter its VLAN ID,
click Next T a—
i el Lo ITH!
B YL [T tonall: ]
e : N gt
MR @
e
|
1 e | soak || emz | cenen |§
Note: It is recommended that the name reflect how the Network will be used or
referenced from within the Guest, ie XMI, IMI, XSI1, etc.
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Procedure 17: Host Networking Configuration with vSphere

6. | VMware client: (5 Ak Fictorork Wizend T = i
|:| Review inpUt and M“:l-: c:':'lnlp:“'\-:»wm'\e:l \Sbere stanciaed switches sre configures sopropeiately. I
click Finish
___ Vit rus burbaneg. will inchadke B Folorsd nee andd madfed etnrdard g trhu:
iq.m-.m;l'r :p-' : .. : . t.‘ vakey
.'w;u.-r..nrv - @
.-:._.,“‘.-.:.f [r— 8
= -] € Hack | Preth I Card | :
7. | Repeat this i?epeat this procedure for each network type that will be supported by this VMWare
D procedure for each host:
network XM O IMI XS 1 XSI-2 (optional)
THIS PROCEDURE HAS BEEN COMPLETED
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Appendix B. VMWARE VSPHERE UDR DEPLOYMENT

Important Note: The content of this appendix is for informational purposes only. Please consult the latest documents from the vendor
(VMware).

B-1 Create Guests from OVA

This procedure will create UDR virtual machines (guests) from OVA.

Needed material:
e UDROVA

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 18: Deploy UDR OVA

Step Procedure Result

1. Log into the ,
VMware client IP address / Name: " ﬂ

D User name: |

Password: |
- R = =— = =
2. VMware client: {3 10148255168 - vSphere Client
Select. . 1 [ Fe | Edll Vetw Ineerlory  Admuncilralion  Plugoens  Help
M LI . [ " [§ T
D 9 F|Ie o oy ' _" amvrrile
| Deploy OVF Template...
- Deploy OVF [— '
Template
Repart L F x5 -3 2 <06 WHware F&
Browse Vil Marketplace... Getting Stated  Summany
Prant bia v | Hardware
(i
'—m*wwrrm*r
3. VMware client: 'g-} Deplay OVF Terplate [ 2
1) Click Browse B oy
4.4 souroe AnSn.
D button and select
the UDR OVA
file oo F
2) Click Next

ey Froem a fle o LR

P \LIDR - 10, 2.000.0_12. 15.0.0vn -
Enter aLRL in dewnisad and instal B OWVF package fom e Internet, or

spealy & ocyion accesidis from your computer, such as & kocal hand dive, &
retwork shave, ar 5 COJOVD drese.,

I ]
Help | = Back Mext = Cancel g‘
L
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Procedure 18: Deploy UDR OVA

Step

Procedure

Result

4,

[]

VMware client:
Details screen
displays, click
Next

() Deplay OVF Template

O%F Templale Delails

Werifiy OF trmpiaie detads.

Prechct LR 1002
Vpmmagm:s 10.2.0.00.0_12. 15.0
Vel Or e Corponaltion
Dovardond size: A2 40
S0 on el 216068 {en provisoned)
58,7 6B {Hick provisoned)
Descripton: UDRL 10. 2,000 0_12, 05,0 xiG_G4

Help |

< Back

Mext = | Cancel g

L

VMware client:

Accept End User
License
Agreement by
clicking Accept
button then click
Next

[ (8 Dephoy OVF Template

(S

Fnd liser | krense Apreement
Aooepd e end user loense agresmenis,

Conrve

OYF Termiate Dulsis

Shorage

Lrd User License Agreems

WARNENG — THIS VIRTLAL MACHINE BHA/GE OONTAING ORACLE PROPRIETARY SCFTWARE THAT
15 LTOFKRSED T0 THE [MOIVIDALAL THAT CREGIHALLY GETATNED TT FROM ORACLE. IT MAY NOT B8
TRANSFERRED Of. DESTRIEUTED TS OTHER INDIVIDUALS, EVEN IF THOSE INCEIVIDUALS ARE
EMPLOYED BY THE SAME ENTITY. IF YOU DD NOT OOTATH THES IMAGE FROM AN ORACLE
WEESITE OR. FROM AN AUTHORIZED CRACLE EMPLOYEE OR CONTRACTOR, YOU MAY NOT LSE
[T; VESIT Wa ORACLE COMIDTH T0 DOWRLOAD: & COPY 10U MAT LIE.

IF '¥OL RECEIVED THIS VIRTUAL MACHINE IMAGE DIRECTLY FROM ORACLE THEN BY CONTENUING
TE) STALL THE VERTLIAL MACHINE IMAGE YOU AGEEL TO) THE LITERSE TERMS AT

bl e bt corm e boverk el ey e beeree - 1E0TEA b,

et |

= Back I Mzl = l

VMware client:

Name the virtual
machine and click
Next

g] Deploy OVF Template

Name and Location

Spedify a name and location for the deployed template

I Source
OVF Template Details

Name and Location
Storage

Disk Format

Network Mapping
Ready to Complete

End User License Agreement

MName:
demo_UDR_moA|

The name can contain up to 80 characters and it must be unique within the inventory folder.

Help |

< Back Next > Cancel
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Procedure 18: Deploy UDR OVA

Step

Procedure

Result

7.

[]

VMware client:

Select destination
storage for the
virtual machine
from the list of
available data
stores then click
Next.

(5] Daplery O6F Tormplate

Starage
Where S vau want o stare e vl madhine es?

I| i Doext o destinaton #erags For B vwinal medhirs B

» ; pEE |
- Hama fivbos Typa Capadty | Bravieisasd Fras | Typa Thin Braviesniag | Acease |
ST —— [ deeaesemn Raa-5E SO0 GE 5.0 60 20054 G VHPSE fappatad Engls ke |
e
Fr— i D55 _JGE_ WenEE LI7TE 33AIGE  IG543GE WHFSS  Suppered Singie bamt 1
) |
Help | = Back | Mext = | Cancel u

‘Note: For an upgradeable deployment, ensure the data store has enough free capacity to
support the type of VM according to the profile selected from [1].

VMware client:

Choose Thick

Provision Lazy
Zeroed and click
Next

(%) Deploy OVF Template

Disk Format
In which format do you want to store the virtual disks?

Source

OVF Template Details

End User License Agreement
Name and Location

Storage

Disk Format

Network Mapping

Ready to Complete

Datastore: |Es¥i_s.5_255. 168

875.9

Available space (GB):

{* Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed
" Thin Provision

| )
Help < Back Next > Cancel uJ

VMware client:
Click Next

&) Deploy OV Template

Relwork Mappmg
Vyhint e bwiorkes showid the depinyed template use?

N
e reebworks wsed n s O6F lemplale b rebverks in v rventony

Destination Natwerks
WM Metwark

turinal

sk B ormat

Hasbwaark Flapprinsy

| J
Help | = Back Next = Cancel uJ
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Procedure 18: Deploy UDR OVA

Step Procedure Result
10. | VMware client: ) Depny CVF Template = | ]
H rady 1o Conplet e
ReVIeW » ’J:LE:INWM‘SrNﬂ#’:WMH:
D deployment
. - N L]
settings and click | | ———
Finish 1 JE Tamglats Dty "When you chok Finesh, the deployment bask il e stared

avFiile: S UOR 18200012, 15.0.5v8
Dewnlead eoe 134 Ml

e Sizeordisk 50T G
ll‘.’ﬁd,:!.ui.;m;:hh Mg digmg LDE st
Bl Chuste® [T C R B
Dratastons ESe_hi_ 450,160
Dk g wl mirng: Thich Provighsn Lagy Zeroed
MEwo ik Mg "gentngd” 1o " Netwark™

I Py o iy dgpderprrerd;

_ e | e e |]
[ — —— 2 —

11. VMware client: Q] Deployment Completed Successfully l = L

After a wait a Deploying demao_UDR._noA
D deployment status

message is Completed Successfully

displayed. Click

Close

THIS PROCEDURE HAS BEEN COMPLETED

B-2 Configure Guest Resources

This procedure will configure the required resource allocations and associations for UDR virtual machines (guests) and power them
on.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
Procedure 19: Configure Guest Resources

Step Procedure Result
1 VMware client: IP address / Name: || j
Log into the .
D Vmware client User name: |
Password: |
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Procedure 19: Configure Guest Resources

menu

2) Click the
Summary tab

3) Click Edit
Settings under
Commands

A [ 10048255 008
E‘l beampssdl_cmpd]
31 boampteil mpei

55 e UOA oo

demoe_ UDE_nal

B jpakey UDK 12.15.0 mgy | | Geweral
EEJ Jealey_LIDR_12 15.0_mp2 G| 005;
(B jpatey UDR_12.15.0 noh V4 Vprsnn:

) ipaley_UDR_12.15.0_nof CPU:

[ jpaley UDR 12.15.0 508 Memary:
[ ipakey_UDR_12.15.0_sab Miemmary Drverheads
51 mpe_o1
i mra_01 Vibware Tealss
: [P Addresses:
DHE hame:
Shate:
Hosl:
Active Tasks:

Oracle Linux 4755 (#4-La)

Step Procedure Result
2. VMware client: [ () 10.148.255.168 - vighere Client

1) Select the UDR Bile Eut Wi lnwverlary &lﬁr;m'-lmh:m Plugpans Help
D virtual machine B B (& o g mvewoy o @ ivenory

from the left tree = Iy e

FTLLEIN fesaurce Allncatinn ! Peeformance | Evests | Consale. Prmissioss

| : Resouwrces

| Consumed Host CPU:

wr Commed Hosl Memory:
4V Brtve Gusst Mamory:
El+iME

LELAIMB

@ Mot running (Nat installed)

Provisiored Sinrsge:
| Haotb-shared Storage:

Lisad Shorage:
Horage < 1'0OF
[l FRO_55_ 755088 Me
Powered OFF “
EuniG5-)40-08
Metwnrk Ter

viphere HA Protections (B N 2

B VHNetvwodk Sla

VMware client:

Select Memory
from the Hardware
menu and adjust
Memory Size to
suit the server’s
role

NOAMP: 48 GB
SOAM: 4 GB
MP: 16 GB

@ demo_UDR_noA - Virtual Machine Properties

Hardware lOpt’ons ] Resources ]

I~ Show All Devices Add... |
Hardware Summary

Wl Memary 6144 MB |
M crus 4

& videocard video card

= VMCI device Restricted

@ SCSI controller 0 LSI Logic Parallel

% CD/DVD drive 1 CD-ROM 1

& Harddisk1 Virtual Disk

BB Network adapter1 VM Metwork

virtual Machine Version: vmx-09
Memory Configuration
1011 GB Memory Size: 6 EI: GE -
SHRE Maximum recommended for this
osece| Ly Y guestOS: 1011GB.
Maximum recommended for best
128 GB A performance: 262083 MB.
64 GBH Default recommended for this
4l guest 0S: 2 GE.
32 GBH
Minimum recommended for this
tecell 9 guestOS: 256 MB.

VMware client:

Select CPUs from
the Hardware
menu and adjust
the Number of
virtual sockets
according to [1].

@ demao_UDR_nod - Virtual Machine Properties

ol

Hardware lOpﬁons ] Resources

I~ Show Al Devices Add...
Hardware Summary

Ml Memory 6144 MB

I cPus 4 |
I;l Video card Video card

= VMCIdevice Restricted

@ SCSI controller 0 L5I Logic Parallel
% CD/DVD drive 1 CD-ROM 1

= Hard disk1 Wirtual Disk

B Network adapter 1 VM Network

Virtual Machine Version: vmx-09
4 -
1 -

Total number of cores: 4

Number of virtual sockets:

Mumber of cores per socket:

/%, Changing the number of virtual CPUs after the guest
05 is installed might make your virtual machine
unstable.

The wirtual CPU configuration specified on this page
might violate the license of the guest OS.
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Procedure 19: Configure Guest Resources

Step

Procedure Result
5. VMware client: @ demo_UDR_noA - Virtual Machine Properties I_l_I—J':' (5] | S
SeIeCt Hard dlSk 1 Hardware l[]pﬁgns ] Resources Virtual Machine Version: vmx-09
isk File
from the Hardware - oS
D menu and adjust [ Show All Devices Rtk T | |[Esi_5.5_255. 168] demo_UDR_noA/demo_UUDR _noA.vmdk
- Hardware Summary
the Provisioned Disk Provisioning
. . Ml Memory 6144 MB
Size aCCOfdl ng to @ crus 4 Type: Thick Provision Lazy Zeroed
[1] |;| Video card Video card Provisioned Size: 58.?3632813: GBE -
= WVMCIdevice Restricted Maximum Size (GB): 851.45
e SCSI contraller 0 L=I Logic Parallel
% CD/DVD drive 1 CD-ROM 1 Virtual Device Node
= Hard disk1 Virtual Disk | -
BB Network adapter1 VM Network |SCSI (0:0) Hard disk 1 ﬂ

VMware client:

1) Select any
Network adapter
that may exist by
default

2) Click the
Remove tab

(& morrisville-udr-noA - Virtual Machine

Hardware lOptions ] Resources

Device Status
[ Show Al Devices Add... Remove r
Hardware Summary [+ Connect at power on
M 6144 ME
MR Memory Adapter Type
A cprus 4 S
I;l Video card Video card TEHieiz seer
= VMCIdevice Restricted T iR
@ SCSI contraller 0 L5I LogicParallel ,7
% CD/DVD drive 1 CD-ROM 1
= Hard disk1 Virtual Disk (*  Automatic &
Ef) Network adapter 1 VM Network |
DirectPath IfO
Status:

Virtual Machine Version: vmx-09 w

E1000

Manual

Not supported €0

VMware client:

The network
adapter will be
crossed out and a
removal message
displayed

(& morrisville-udr-noA - Virtual Machine

Hardware lOph’ons ] Resources

[ Show Al Devices Add... | Restore |
Hardware summary

Wl Memory 6144 MB

4 cpPus 4

g Video card Video card

= VMCIdevice Restricted

e SCSI controller 0 L5I LogicParallel

% CO/DVD drive 1 CD-ROM 1

& Harddisk1 Virtual Disk

B WNetwerkodoptert{remevingy Remeoved

To cancel the removal, dick the Restore button.

This device has been marked for removal from the virtual
machine when the CK button is dicked.

Virtual Machine Version: vmx-09

VMware client:

Take note of the
order in which
networks are
added.

Note: The order in which networks are added by the following steps affects their device order
within the virtual machine. Care should be taken to add them in the order they appear for each

Server:
NOAMP SOAM MP
1. [J XMI 1. [ XMI 1. [ XMl
2. [1 IMI 2. [ 1Ml 2. [ 1Ml
3. [ XSI-1 (optional) 3. [ XSI1
4. [ XSI-2 (optional)
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Procedure 19: Configure Guest Resources

Step Procedure Result
9. VMware client: @ demo_UDR_noA - Virtual Machine Properties u_I—JD (5] | S
CIle ‘Add L Hardware l Options ] Resources Virtual Machine Version: vmx-09
Disk File
button from :
D [ Show All Devices Rtk T | |[Esi_5.5_255. 168] demo_UDR_noA/demo_UUDR _noA.vmdk
Hardware tab
Hardware Summary
W Memory 6144 ME Disk Provisioning - B
@ crus 4 Type: Thick Provision Lazy Zeroed
|;| Video card Video card Provisioned Size: 58.?3632813: GBE -
= WVMCIdevice Restricted Maximum Size (GB): 851.45
@ SCSI contraller 0 L=I Logic Parallel
% CD/DVD drive 1 CD-ROM 1 Virtual Device Node
= Hard disk1 Virtual Disk | -
BB Network adapter1 VM Network |SCSI (0:0) Hard disk 1 ﬂ
10. | VMware client: (@ Add Hardware - =
Select Eathernet Device Type
|:| Adapter fI’O m the What sort of device do you wish to add to your virtual machine?
list of devices and
CIICk Next Device Type Choose the type of device you wish to add.
Network connection
" Ready to Complete l@SeriaI Port AT
@Para"el Port This device can be added to this Virtual Machine.
[l éFloppy Drive
{24 cD/DVD Drive
QUSB Controller
USE Device (unavailable)
I FCI Device (unavailable)
= Hard Disk
K8, 5C51 Device
Help | < Back | Mext = I Cancel
L Zi|
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Procedure 19: Configure Guest Resources

Step Procedure Result
11. VMware client: [ @ Add Hardware - JFe— |
1) Select Adapter Network Type
|:| Type to conform What type of network do you want to add?
to your virtual host
2) Select the Device Type ) Rz pETEs
Network Label to et _“t':c"cf’n:'p';;t“’“ Type: -
match the desired 4 Adapter choice can affect both networking performance and migration compatibility.
network type Consult the YMware KnowledgeBase for more information on choesing among the
network adapters supportedfor various guest operating systems and hosts.
|
3) Click Next Metwork Connection
Metwork label:
|1.-'M Network j
Port: MfA
Device Status

[+ Connect at power on

< Back | Mext > I

Cancel

Help |

h

12.

VMware client:

Confirm Option
settings and click
Finish

(&) Add Hardware -

S

Ready to Complete
Review the selected options and dick Finish to add the hardware.

Device Type Options:
Metwork connection
Ready to Complete Hardware type: Ethernet Adapter
| Adapter type: E1000
Metwork Connection:  QAM-1
[ Connect at power on: Yes

< Back | Finish I

Help | Cancel
| %
13. VMware client: Repeat Steps 9 - 12 to add every network appropriate for the server’s role.
D Repeat as required
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Procedure 19: Configure Guest Resources

Step

New devices and
networks are
shown on the
Summary tab and
Reconfigure task
shows status
Completed under
Recent Tasks.

Click Power On
under Commands.

[ 48 Vi Igeeniory jdmisisiration Plug-ng peip

B B (& rall e b ey

& G B G DS P i
- R
H Birnphell_crplll
i Brarrpbes_mpot

e UER Ak

Procedure Result
14. VMware Client: @ demao_UUDR_noA - Virtual Machine Properties LI_IéjE' Gl
After all networks Harduiare IOIJtiOﬂS | Resources virtual Machine Version: vmx-09
- Device Status
|:| are a.dded, confirm I Show Al Devices Add... Remove -
!:helr correct entry — Sammary ¥ Connect at power on
in the left W Memory 6144 MB e
Hardware menu @ crus 4 ? :“'e .
then click OK. g Video card Video card EEE AL Sl
= VMCIdevice Restricted T s
e 5CSI controller 0 L5I LogicParallel ’7
% CD/DVD drive 1 CD-ROM 1
& Hard disk1 Wirtual Disk + Automatic " Manual
BB Network adapter1 WM Network -
| E@_New NIC (adding) OAM-Routable | DirectPath 1/O I
Status: =
Metwork Connection
Network label:
OAM-Routable ~|
Help 0K Cancel
15. VMware client: (5] 10.188.255.16  wSphere Chern | - A g dal 5 Bpmy ol i

B ke UDR_12. 150,801 Gemerral Eficisred
o e gl et 05 Drache Ling 47576 (#4-bt] Cormirmed Heat AL
B ey VDR 50_rok ™ nrpon. Al .n,_.r.-..“:...'_.”
) paley DR 51150 rod | | geu angRy s Bt My
(B ey LOR 515500 b ey AT ' |
- 5} KEQ s me B
ﬂ:\:—.ﬂlm 11050 ol ey Cverhaact LT P pwionad Smnimge: B0 G
& =) et g Yoz £ Mgt mgmning (Mot ingtalled) ot st ed Siorage SE.FA B
il oy T u— Lo Sarage 574 GB
Rorage Driee Type Cagacity
P Mare i S0 55 JE.060  mesddD LIFTE  FK
Saaer Pawered OfF P
ot sk 4
|
At Tatk ik Tibe |
i Sl Protectior: B ML W™ btk Rancped port groap
§ DAM-Rostes Rancsed port groan
Cammmanads |
B P
Annctsticns
4 '
Naieg LOR 33, 12vRos 0T PRCoa dd
Recend Tacks Hare, Target ov Siabut contars. = || ) L
= Targe Tme TTomsir | mmmedty | Regwabed Ea T — Timt Camgleed Timg
#] Mecoalipurevitaainae. G de & Complead a0 TS S-e9:31 P FLlS 83005 S e
B Tashs st
K - e
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Procedure 19: Configure Guest Resources

Step Procedure Result

THIS PROCEDURE HAS BEEN COMPLETED

B-3 Configure Guest OAM Network

This procedure will configure the OAM network on UDR virtual machines (guests).

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 20: Configure Guest OAM Network

Step Procedure Result
1 Log into the
) . IP address [ Name:
Vmware client I Il ;I
D User name: I
Password; I
2. VMware client: [ (3 10.148.255.168 - vSphere Client
1) Select the UDR | Bile Edd Wiew lovenlary  Sdeamclraben Plugeons  Help
D virtual machine B B & o eg) ey o F et
from the left tree R e
menu
A Ioaen.2unaes deme_UDR_neh
7 clktne g st
ummary tal (7 [demo_UGA_rof - 0
y E’ ipakey UDR_12.15.0 mal Gemeral | !lksmlun
3) Click Edit % jpaley_UDR_12.15.0_mp2 Gussl O Oracle Linus 4758 [84-ka1) | B gt o
. patey UDR 12,150 nok VY : ] ] ;
Settlngs under paley_LIDR_12 |; 0_naf c:pu;m :rrur::“..' i;TﬁThmlmr
Commands g Jpaley UDR 12150 508 | | Memary: £l [ "
{ Ipaley_LIDR_12.15.0_s0B My Chverheads I5LE2ME | Provsioned stonsae:
g :::_';IL '\::hvr'rnd: & Nat running [Mat insalled) [ ::;::‘;:;WW'
: | | 'Storage <o
TN, Hame: | E Fm0s5 385088 Mo
Erate: Pawered OFf Fi
Hesls Esxi55-4043-08 |
| Active Tasks: | bW T
vighere HAProlections (B Nfa 5 S VM Netwudk =
Commands
[> :--.'.J' "'1
(i dt settngs
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Procedure 20: Configure Guest OAM Network

Step

Procedure | Result
3. VMware client: (%) demo_UDR_noA - Virtual Machine Properties LI_I—J':' (5 S
1) Take note of the Hardware IODﬁUHS ] Resources _ Virtual Machine Version: wmx-09
D Network adapter ™ Show All Devices Add... '
assigment under 6= [e]
Hardware summary
Hardware tab W Memory T
. @ crus 4 ~
2) CIICk Cancel Q Video card Video card -
= VMCIdevice Restricted
0 SCSI controller 0 LsI LogicParallel
% CD/DVD drive 1 CD-ROM 1
& Hard disk1 Virtual Disk
EB Network adapter 1 0AM-Routable
BB Network adapter2 0AM-1
BB Network adapter 3 Sigh-1
Help oK | Cancel |
Z

Network adapters are enumerated under the Hardware tab. Their adapter number in the
Hardware column corresponds to their zero-based device name assignment within a running
guest.

For instance, in the example capture above:
e  OAM (XMl) is on eth0 device
e OAM-1 (IMI) is on ethl device
e Sig-A (XSI-1) is on eth2 device

VMware client:

1) Click the
Console tab

2) Click inside the
console window to
bring focus there

Note: Press Ctrl-
Alt keys to escape
from console.

(5] 101£8 358 18K - wipmare Clienk

File Cdi Yies

Irventony  Adminstration: Plug-ins  Help

y UDR i)
v UCR 13
B ey LUDA
B Jpaiey UDA DL 1HC
31 mpe 31

3 mra_o

UDR Console:
Login to console as
admusr

login as: admusr
Password:

Page 92 of 185

E67495-03




Procedure 20: Configure Guest OAM Network

Step

Procedure Result
6. UDR Console: 1. Set the XMI device for routable OAM access:
Note: Where ethX is the interface associated with the XMI network
D Configure XMl .
network $ sudo netAdm add --device=eth0 --address=<Guest XMI_IP Address>
--netmask=<XMI_Netmask> --onboot=yes --bootproto=none
2. Add the default route for XMI:
$ sudo netAdm add --route=default
--gateway=<Gateway XMI IP Address> --device=eth0
Note: The network device may be different than shown here (eth0) if the order of network
adapter insertion was other than shown. Refer to Step 3 for this assignment.
7. UDR Console: Set the XSl device for routable signaling network access (Only for NO & MP Servers):
Note: Where ethX is the interface associated with the XSI network
D Configure XSI .
network $ sudo netAdm add --device=eth2 --address=<Guest_XSI_TIP Address>
--netmask=<XSI_Netmask> --onboot=yes --bootproto=none
(NO and MP Note: The network device may be different than shown here (eth2) if the order of network
Server Only) adapter insertion was other than shown. Refer to Step 3 for this assignment.
8. UDR Console: Repeat Step 7 to add XS1-2 (eth3) if a second signaling network is in use (Only for MP
D Repeat as required Servers). Adjust input parameter values accordingly.
(MP Server Only)
0. UDR Console: Pexit
D Exit console

Note: Press Ctrl-Alt keys to escape from console.

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix C. VMWARE VCLOUD DIRECTOR UDR DEPLOYMENT

Important Note: The content of this appendix is for informational purposes only. Please consult the latest documents

from the vendor (VMware).

C-1 vCloud Director UDR Media Upload

This procedure will upload UDR media (ISO or OVA) into vCloud Director Catalogs.

Needed material:

UDR OVA

Optional material (required for ISO install only):

UDR ISO

TPD Platform ISO

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
Procedure 21: vCloud Director UDR Media Upload

Result

[]

Step Procedure

1. Log into the
VMware vCloud
Director

[n— 00 | VMware vCloud Director

vCloud Director:

J Catalogs | wApp Templates  Media & Other

Enter UDR p
D catalog name in + O |l Cetalogs M RS ¢ e
the SearCh fleld Name 1 af Vers.. Status Sh... Exte... Cwrier Created ... whApp Tem... hedia & Ot... DI
o. 1 Ready - - jpaley o1/marz016 2 B8 o &0
and hit Enter. g &
H U 17 Ready - - ipaley 10/23/2015 4 B8 2 & 2
& B
3. vCloud Director: My Organization's Catalogs
Click (_)n the name J Catalogs | winp Templates  Media & Other
D hyperlink for the
appropriate + O |81 Catalogs [+ [an | ceo
catalog and
proceed tO Step 6 Mame 1w Ver.. Sta... Sh... Ext... O Created ... whpp Te.. hedia & 0. D:D
DR 17 Ready - = G jpale 10232015 B 2 (& 2
OCUDR . 1 Ready - - & jpale otozzo1e: B o (B0

Note: If a catalog for UDR does not yet exist, create one with the following two steps.
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Oracle Commmunications User Data Repository Cloud Installation Guide

Procedure 21: vCloud Director UDR Media Upload

2. Unless this
catalog requires
special storage or
sharing, click
Finish.

Step Procedure Result
4. vCloud Director: |1ﬁ Home |u My Cloud | [ Catalos |
|:| Select... Catalogs [zl My Organization's Catalogs
> Catalogs Catalogs | wapp Templates  Media & Other
> Green Plus T - |0 cataings - | e - |
Hame 1 a Wersion Status Shar... Exter... Owurer Created On whApE
[E ana.. 147 Ready = & feetre 080372014 73 BE)
[E app.. 388 Ready 5% & tpyszkl 07A 0013 54 B
5. vCloud Director: | R e
1' InpUt Catalog Mame this Catalog
Hame this Catalog
|:| name and - A catalog allows you to share vApp termplates and media with ather users inyour arganization. Yau can also have a private
descri ption . catalog for vapp templates and media that you frequenthy use.

Hame QCUDR: &

Description | Media catalog for OCUDR|

[ mes || Finish || cancer |
Note: After clicking Finish, return to Step 2 of this procedure to access the new catalog.
6. vCloud Director: -
vApp Templates | Media & Other
D Select..
Q m L - -
VApp Templates | ) & &1l Catalogs | |
for OVA upload
or
Media & Other
for 1ISO upload
7. vCloud Director: vApp Templates | Media & Other
Select... . L1
& & - =
|:| > Blue Gear Z ‘ﬁ Actions: No Selections [ —
Symb0| Hame 1alWe . i}d Upload... Last Susmess... W Storag... Shadm
> Upload... B ubr_1330 1 Wiews uploads and downloads 201 b oserace Eo
B upr1320 1 Ready & jpa 1M 2201 G osarace E o
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Procedure 21: vCloud Director UDR Media Upload

Step Procedure Result
8. vCloud Director: Upload OVF package as a vApp Template @ | (3}
S_eIeCt Source as Selectthe OVF package that will define this vApp termplate.
D either URL or
local file then Source
input a Name. OVF package: () URL
i (=) Localfile
Click Upload. (erowee.. )
HisolUDR-121.0.00_137 0.ova
Destination
Mame: UDR-121.000_13.7.0 £
Diescription:
Catalog: LIDR
o After the upload completes, check YMware Tools version installed on all Yhs in the vapp template.
Guest customization reguires minimum tools version of 7299,
Yoo may want to reviesy "Customize WM Settings" option on vApp template properties page.
Cancel
THIS PROCEDURE HAS BEEN COMPLETED
C-2 Create VApp
This procedure will create and configure a new vApp virtual appliance.
Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
Procedure 22: Create VApp
Step Procedure Result
1. Log into the
VMware vCloud
D Director tor meeee: [ VMware vCloud Director
2. vCloud Director: [GJ y |&” Cloud | i catal
ome My Clou | Catalogs
Select Home tab
D Build New vApp Quick Access
Tao start a vApp, click Start. To use a powered on vApp, click on its thumbnail.
o AddvApp from Catalog ?l! Add vApp from OVF *‘* Build Mew vApp
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Procedure 22: Create vVApp

Step

Procedure

Result

3.

[]

vCloud Director:

1. Enter Name for
the vApp and
other parameters
as required.

2. Click Finish.

Select Name and Location

Select Name and Location

AvAppis a cloud computer system that contains one or more virtual machines. Describe this vApp and o
leaze settings.

Mame: vaApp_UDR_12.1 B

Description:

Virtual Datacenter

Select the Virtual Datacenter (VDC) in which this vApp is stored and runs when itis started.
iy Infra | |

Leases

Runtime lease: 14 j [pays  [+| Expires on: 1012012015 5:26 P

How long thiz vApp can run before it is automatically stopped.

j | Days

When this vApp is stopped, how long it is available before being automatically cleaned up.

Storage lease: 30 - | Expires on: 11/15/2015 4:26 PM

Mt i Finish Cancal
4. vCloud Director: -
| (2} Home |"‘g by Cloud | Catalogs |
Select...
Cloud i i i

|:| > My Cloud My % UDR 12.1 DR Site Partially Rurning

> <vApp Name> v EVADDS wApp Diagram  Virtual Machines | Networking

Recent fems
> Networking TR PR A
afa VUS4 DR SlE Configure Networking

Then click the + + &

icon to add a

network
5. vCloud Director: Mew vApp Network Wizard

Select the vApp Network T

work Type
L] | retvor
Wihat type of network doyou want to add to this wApp®?
Click Next. (&) wApp network
) Crganization YOO netwoark
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Procedure 22: Create vVApp

Step

Procedure

Result

6.

[]

vCloud Director:

Enter desired
parameters for
your internal
network. Be sure
to have sufficient
address space for
the number of
servers you expect
to deploy.

Click Next.

Hetwork Specification
Hetwork Type

Hetwork Specification

Enter the network seftings of the new wApp network below,

Gateway address: 19216821 £

Metwork mask: 2552552550 %

Frirmary DME:

Secondary DME:

DS suffix

Static IP pool:

Enter an IP range (format: 19216812 - 1921681 1007 or IP address and click Add.

192.168.2.100- 192.168.2.198

vCloud Director:

Enter a Name for
your network

General
Network Type
Enter a name and description far the new wApp netwark,

Hetwork Specification

il - [
gmde‘ Descriptian:
Click Next.
8. vCloud Director: Ready to Complete
i Network Type
Review the A new wipp network will be created with the following:
|:| network data Hetwork Specification
. o MHetwork name: Signal-1
Click Finish. General o
Description:
Ready to Complete
Frirmary DME:
Secondary DMNS:
Metwark mask: 2552552550
Gateway address; 19216821
DME suffi
Static IP pool: 192.168.2100-192.168.2.199

vCloud Director:

Back on the
Networking tab.

Mame 1 a Status & ateway Address Metmad: hdash Connection Routing b...

B @  1mziEB21 355 3553550 |pons
Bocontrol @ 192.168.2541 256.265.255.0 | 4. infra-external-do-not-use

If the network is to be addressable outside the Cloud (such as XMI for administration),
select an external network from the Connection drop box.

Otherwise, leave Connection setting as None.
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Procedure 22: Create vVApp

Step

Procedure

Result

10.

[]

vCloud Director:
Click Apply.

Apply

THIS PROCEDURE HAS BEEN COMPLETED

C-3 Create Guests from OVA

This procedure will create UDR virtual machines (guests) from OVA.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
Procedure 23: Create Guests from OVA with vCloud Director

Step

Procedure

Result

1.

[]

Log into the
VMware vCloud
Director

VMware vCloud Director

vCloud Director:

Select Open
hyperlink for the
UDR vApp

|f_‘;j Huarrie |<:; My Cloud | Catalogs

Quick Access

To start avApp, click Start. To use a powered on vApp, click an its thumbnail.

ok Add w&pp from Catalog ‘E Build Meww vapp

UDR 12.1 DR Site UDR 12.1 Primary Site
Parially Running Qpen Running Qpen
i Leaseexpires: 10days D @O © i Leaseexpires 10days (0 (0 ©

Note: Current vApps are listed on the Home Page. If a new vApp is required continue with
the next step to create it.
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Procedure 23: Create Guests from OVA with vCloud Director

Step Procedure Result
3. | vCloud Director: | 58 |JpR 12.1 DR Site Partially Runring

Select icon on left _ _ .
D to Add VM vApp Diagram | Yirtual Machines  MNetworking

® O 0 0 & &

vCloud Director:

1. Enter name in
the search field

Add Virtual Machines

You can search the catalog forvirtual machines to add to this wapp or add a new, blank Wi
new Wil and install an operating system.

Once thewApp is created, you can power on the

1. Rename virtual
machine(s) to suit

Add Virtual Machines

and press Enter Lookin: ||E| My Organization's Catalogs hd All - | UDR c
2 SE|eCt UDR Mame 1la os Gold Ma... wApR Catalog Created On Drizk Info I:II
media name Meath.0 Other Linu | MPx OCUDR ME MPx-SPR 10/19/2014 11:01 AM 40.00 GB
UDR-12.1.0.00_137.0  Oracle Linux UDR-12.1.0.0.0 UDR 01/08/2016 3:06 PM 5874 GB
UDR_13.3.0 Oracle Linux UDR_1330  UDR 1140342015 3:25 PM 5874 GB
3. Click Add
§ add || = 1-40f 4
. Note: Multiple servers may be created at once using Add.
3. Click Next
et Finish
S. vCloud Director: A | agree and acceptthe above license agreements. =
1. Check box to
D agree with license Back Mest Finish
2. Click Next
6. vCloud Director: Configure Resources

Selectwhat Storage Policies this \-ﬁpp's vitual machines will use when deployved.

Accept Licenses

Wirtual Machine Storage Policy
its location and
role LIDR-M0-2 E o |*(Any) -
2. Click Finish
Back et Finizh Cancel
THIS PROCEDURE HAS BEEN COMPLETED
C-4 Configure Guest Resources
This procedure will configure UDR virtual machines (guests) which have been created from OVA.
Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
Procedure 24: Configure Guests from OVA with vCloud Director
Step Procedure Result
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Procedure 24: Configure Guests from OVA with vCloud Director

Step Procedure Result

1. Log into the
VMware vCloud

D Director VMware vCloud Director

2. vCloud Director: | G} Home ‘Q My Cloud ‘ Catalogs |
Select...
D My Cloud 52 UDR 12.1 DR Site Partially Running
- My Cloud
S Virtual Machines ~ 36 vApps vhpp Diagram | Virtual Machines | Metworking
Recent dems
3- VCIOUd DireCtor: wApp Diadgram | Virtual Machines | Metwarking
|:| + D ] @® G vApp YM Menu
1. Select the VM Conzole i Metwade
& [» Power On ) i
2. Click the Blue oremo-a oo Lil NIC O
Gear icon. m
3. Select & seagull é in NIC 0*
Properties. NIC
MIC 2
81 UDR-12.4.00.0] oo ComvD from Catalog.. Ll NIC 0%
Eject CDIOYVD
- & UDR-12.1.0.0.0] Upgrade Virtual Hardware Wersion L MIC o
Copyto...
& UDR-12.1.0.0.0] Move to. Lit MIC 0%
Delete
Create Snapshot
1-7 of 9
_-HE F
4. vCloud Director: J General | Hardware Guest OS5 Customization Guest Properties
Under the
D General tab... Wirtual Machine name: LIDR-12.1.0.0) 0 &
Adj ust Vi rtual A |abel for this Wi that appears in YCD lists.
Machine and Computer name: OVE-20-8 E

Computer names
to suit preference.
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Procedure 24: Configure Guests from OVA with vCloud Director

Hardware tab...

1) Adjust the
number of Virtual
CPUs and Total
Memory to match
the server’s role in

[1].

2) Check Expose
hardware-
assisted CPU
virtualization
box.

3) Adjust NICs to

match the server’s
role in [1].

4) Click OK.

Step Procedure Result
5. VCIOUd Di rector: General | Hardware | Guest OS5 Customization Guest Properties Resource Allocation
Under the

CPU

Murmber af wirtual CPUs: -

Cores per socket -

Murmber of sockets: 4

) Expose hardware-assisted CPU vitualization to guest O3
Select thiz option to support vitualization zervers or 64-bit Wiz running on this virtual machine.

Memory

Total memory,. &

e I

NICs

0 Guest customization is required to run for the MIC changes to take effect.

[] Show network adapter type
Addapter choice can affect both networking performance and migrstion compatibilty. Consult the Yiveare KnowledgeBase for more information on choosing among the network adapter
support for various guest operating systems and hosts

HIC# Connected et Primary NIC IF Mode 1P Address MAC Address

0 - B -] @® Static <P Pool | = | 10240238 ons0s6010684 | - | [ Detete
1 ™ o - Q Static - IP Paol - will be generated | v Delete
2 & - (@] Static - IP Paal - Wil e generated - Delete

& Add

Cancel

i

THIS PROCEDURE HAS BEEN COMPLETED

C-5 Create Guests from ISO

This procedure will create UDR virtual machines (guests) from ISO.

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 25: Create Guests from ISO with vCloud Director

Step Procedure Result

1. Log into the
VMware vCloud

D Director

e e

VMware vCloud Director
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Procedure 25: Create Guests from ISO with vCloud Director

Step Procedure Result
2. vCloud Director:
(o} Home | & My Cloud | [ Catalogs
Select Open
D hyperlink for the Quick Access
UDR VvApp
To start awapp, click Start. To use a powered onwadpp, click on its thumbnail.
ok Add wipp from Catalog +gg Build New vApp
UDR 12.1 DR Site UDR 12.1 Primary Site
Parially Running Qpen Running Qpen
i Leaseexpires: 10days ) @O © i Lease expires: 10 days 00
Note: Current vApps are listed on the Home Page. If a new VApp is required continue with
the next step to create it.
3. | vCloud Director: | OB ypR 12.1 DR Site Partially Rurning
Select icon on left _ _ _
D to Add VM vApp Diagram | Yirtual Machines  Metworking
wm % O O O & &
4, vCloud Director: Add Virtual Machines
You can search the catalog forvirtual machines to add to this vApp or add a new, blank VM. Once the vAp|
|:| new VI and install an operating system
CIICk NeW A Lookin: ||_=| My Organization's Catalogs - Al -
Virtual Machine : - ~ : —
button Name la s Gold Master VADP Catalog Created O
’ Apache CentOS 4/50 vApp_4box_10.| PIC 0B/25/2015 121
Apache Oracle Linux vApp_4Box_10. PIC 07M5/2015 52
Apache Oracle Linux vApp_4Box_TPl PIC 07M3/2015 2:
Apache Oracle Linux vApp_d4box_10. Analytics 07M6/2015 32
I =
MName 0S Gold Master vApp Catalog Created
o4k Mew Virtual Machine..
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Procedure 25: Create Guests from ISO with vCloud Director

Step

Procedure

Result

5.

[]

vCloud Director:

1. Enter Name
and Computer
Name for VM.

2. Set Operating
System Family =
Linux.

3. Check “Expose
hardware-assisted

New Virtual Machine

Virtual Machine name:

Computer name:

Description:

Virtual hardware version:

NO-A

A label for this WM that appears in VCD lists.

HO-A

The cemputer name / host name set in the guest OS of this WM that identifies it on a
network.

This field is restricted to 15 characters for Windows. For non-Windows systems it can be
§3 characters long and contain dots.

|Har|:lware ersion 10 | - |

CPU...” box. Operating System Family: () e Microsoft Windows (O] ’n} Linux (@] Other
Operating System: | Red Hat Enterprise Linux 7 (64-bit) | - |
4. Enter all
resource Mumber of vitual CPUs: |4 v|
parameters Cores per socket: |1 - |
accor(:ilng t_O the Number of sockets: 4
role given in
OCCUR Resource [ Expose hardware-assisted CPU virtualization to guest OS
. Select this option to suppoert virtualization servers or 84-bit VM2 running on this virtual machine.
Profile [1].
Memaory: 43 j |GB v|
Hard disk size: 100 - |GB v|
5. Click OK. J
Bus type: |Paravirtual (SCSI) | - |
MNumber of NICs: |3 A4 |
I OK I | Cancel
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Procedure 25: Create Guests from ISO with vCloud Director

Step

Procedure

6.

vCloud Director:

Solicl Hama and | ocalion

Aol ‘il W Perve 3

'Wioes can Search B Calk

fidrw Wl 503 i Bl &%

s =400 07 531 3 N, D

i A S CTEEERD, D4 LN ORS00 T

. Coafigure Resources T
D Click Next. e . Commiramay Comivn Al z =
1a 1
pache L3 a5 P dson PiG R e -4 300 GB
pachi Lt op_diiza_n0. 015 &3 Al I
pache ok whpp_&Bas_TP1 P OTHIES 234 A
Apache EE1 [T pip_don_10. Anaive i ME015 32 AL Feleife
8 - 15 ol 6T 3 H
Fowd Hal End D
Fowd Hal Ené
ek TR ':"
ol Red4n i (2l =]
ol Fliw aviusl Mo
B Hial Cahie
i - Configuin Rescurces
7. vCloud Director: e
selict what Saorage Polcied BiE wA0p's veusl Sdchined will use whin
Seded Wirtaa! Hachames
Wil Bachine Shorage Pobcy Tesmplaie VRE Detaull Storage Polcy
-
Click Next.
Mk iy
nal " iy
SO0 g
et * bhayh
LR * iy
uk.g hay
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Procedure 25: Create Guests from ISO with vCloud Director

Step

Procedure

Result

8.

[]

vCloud Director:

1. Select
Networks and IP
Assignments for
VM according to
the role given in

Configure Virtual Machines

Mame each virtual machine and select the network to which you want it to connect. You can configure additional properties for virtual
machines after you complete this wizard.

[ show network adapter type
Adapter choice can affect both networking performance and migration compatibility. Consult the VMware KnowledgeBase for more information or
choosing among the network adapter support for various guest operating systems and hosts.

1. For each
external network
(XM, XSI): Set
Connection to the

. Virtual Machine Computer Name Primary NIC Network IP Assignment
Resource Profile
[1]. G 80-A S0-A 5 @ NICO Lixuu |Static—IPPnnI |v|
2. Click Next. Onct [ [static P ool -
| Back |[ mext || Finisn || cancel | j
9. vCloud Director: | configure Networking

Specify how this vApp, its vitual machines, and its vApp networks connect to the organization VDC networks that are accessed in this vApp.

Fencing allows identical virtual machines in different vApps to be powered on without conflict by isolating the MAC and
IF addresses of the virtual machines.

M4 Foed Hak En

lerprise Linun T (6405 = (Any

network a Cloud Mame Type Gateway Ad... Network hMask Connection Routing DHCP Retain IP/ M...
administer has E xsn vApp 192.168.3.1 256.256.255.0 |infra-external | [¥] NAT - O
granted for [] Firewall
eXternaI i I vApp 192.168.2.1 2552552550 || None - -
communication. B xsi2 vApp 19216841 2552552550 (none - -
2' For eaCh i control vApp 1921682541 | 2552552550 | None - -
external network 2 vApD 10240231 2552552550 |infraexternal | [ NAT = L]
(XM', XSl) [ Firewall
Check NAT and _ : . - .
Uncheck | Back || mnet || Finish || cancel | j
Firewall.
3. Click Next.
10. vCloud Director: Ry o Compiote

A Selec] Mame and [ ocabon Wor are a0 Io oreeale 2 wlpp wilh hese speclicalions. Redew e salings fick Finish

1. Review the Ve Mchans ETgTE
|:| SEttIngs' Conligui Ressurcen. O gcmiphon
2. Click Finish. R T
Conliguin Networking et Bl
Rt 1R338 14 gy
T &4 P
wWirry
L Wirual Bachine Guesi 05 Fioamga Policy

[m Carelil
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Procedure 25: Create Guests from ISO with vCloud Director

Step

Procedure Result
11. vCloud Director: wApp Diagram | Virtual Machines | Metworking
1. Select the VM. + P 9 & vApp VM Menu
|:| 2. Click the Blue — & . i D> Power On Nem".
. maorrigville-udr-nos MIC O
Gear icon. - e
|
3. Select " NIG 2
Properties & martisville-udr-no e MIC D
’ NIC 1
MIC 2
B Ho-A Insert CO/DYD from Catalog NIC T
Eject COMOVD NIC 1
NIC 2
& NO-B HIC 0
HIC 1
Coapy ta.. MIC 2
[ seagull hdve t.. MIC T
Celete MIC 1
Create Snapshot MIC 2
1-60
-
12. vCloud Director: o . )
General | Hardware | Guest OS5 Customization Guest Properties Resource Allocation Metadata
1. Select the
Hardware tab. Hard Disks
2. Adjust size of pams L Bus Type Eus Humber
Disk 0 to match Disk 0 60 M Paravirtual (SCSI) o - 0 - Delete
VM profile [1]. & A
13. vCloud Director:
Hard Disks
Only If the VM
uses a second disk LEL S'Ze_ Bus Type Bus Number Unit Number
by [1] Disk 0 E - lGEl—-| Paravirusl (SCSI) |u 0 - EEE
1. Click Add Disk 1 15 LJ |GEI -| | Paravintua (SCS) -] M \1—,| T
. - g Add
2. Adjust size of
Disk 1 to match aK Cancel
VM profile [1].
3. Click OK
THIS PROCEDURE HAS BEEN COMPLETED
C-6 Install Guests from ISO
This procedure will create UDR virtual machines (guests) from ISO.
Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.
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Procedure 26:

Install Guests from ISO with vCloud Director

Step

Procedure

Result

1.

[]

Log into the
VMware vCloud
Director

VMware vCloud Director

vCloud Director:

Select Open
hyperlink for the
UDR vApp then

procede to Step 5.

|f;} Home |<2: Wty Cloud | Catalogs

Quick Access

To start awapp, click Start. To use a powered anvApp, click on its thumbnail.

b Addwhpp fram Catalog *@ Build Bewy wipp

UDR 12.1 DR Site UDR 12.1 Primary Site
Padially Running Qpen Running Qpen
W Leaseexpires: 10days @ @ © Y Lease expires 10days (D @ ©

Note: Current vApps are listed on the Home Page. If a new vApp is required continue with
the next step to create it.

vCloud Director:

Select...

- My Cloud

- Virtual Machines

| (} Home ‘Q; My Cloud ‘ Catalogs |

My Cloud 35 UDR12.1 DR Site Partially Running
- BB vhpps wApp Diagram | Wirtual Machines | Metworking
Recent dems
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Procedure 26:

Install Guests from ISO with vCloud Director

Step Procedure Result
4, vCloud Director: _ - )
wApp Diagram | Virtual Machines | Metworking
"3 [ ™ @ vapp VM Menu
D 1. Select the VM. -
. Conzale Hame IP Ad
2. Click the Blue |:> Foweer On
Gear icon [ motrigville-udr-nos 10.24
’ oa
19821
3. Select Insert [ | e
CD/DVD from
Catalog. 1 morrigville-udr-noB El 1024
1821
1821
(H MO-A 10.24
Eject CDIDVD 1821
1921
1 geagull 10.24
1821
Copyto.. 1821
5. vCloud Director: Insert CD @
Select the media file o inzert in the Wi,
|:| Media availahle nowe
1. Select TPD = p
ISO Hame la Catalog Owner Created On Storage Used m
2. Click Insert L& TPD.install-7.0.2.0.0_8¢ UDR i Inaley3 1102015 2:44 PM 715.24 MB
[ UDR-12.1.0.0.0_13.3.0- UDR & jpaley3 11 7i2015 2:43 PM 871.99 MB
% UDR-12.1.0.0.0_13.7.0- UDR & jpaley3 01/08i2016 .25 PM 57317 ME
Cancel
6. vCloud Director: wApp Diagram | virtual Machines | Networking
1. Click on the i
D Green Playicon | ¥ P © @ A M
to Start the VM Conzole Hame 14 Status as Heatn...
2_ CIle the Ij:| maotrisville-udr-noB FPowered OfFf Qracle L MIC 0%
Console raise MIT T
console window NIz 2
M NO-A Powered OF Red Ha MIC 07
MICT
MIC 2
& Seagull Poweared Cn Other Li WIC 0%
MICT
MIC 2
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Procedure 26:

Install Guests from ISO with vCloud Director

Step Procedure

Result

7. vCloud Director:

]

Initiate operating

system install by

entering the given
text into console

boot prompt

10, 240,23, 182
P-4

ght () 2803, 281%, Oracle andAor its alliliates.

T.H.Z2.H.8 _865.20.0
=HE B4
a detailed dexg |'|:_|| ion of all the
titial Platl
1 to linux &

In addit io regcue TPD providez the Tollowing ki

L TrD | TPDOnoraid ¢ TPDIws 3 v HDD ]

'|':-'|i|'||r-|1|-|| t
CoMHon Iy nzed ."-||| fonz are:

yle_optiond] 1

using a monltor . add console=ttuld

boot: TPDnoraid console=tty0

8. When installation
completes, press
Enter to reboot

mE | o

1 Complete I
Congratulations, your Oracle Linux Server installation is complete.
Please reboot to use the installed system. Hote that updates msay

he available to ensure the proper functioning of your systes and
installation af these updates is recomsended after the reboot.

||

Note: Escape the console session with keyboard combination Ctrl — Alt

9. After reboot, log
into console

Hostnameb6092a316785 login: root

password:

10. Verify that the
TPD release is
7.0.2.X

# getPlatRev
7.0.2.0.0-86.34.0

11. Execute
“alarmMgr”
command to
verify health of the
server before
Application install.

# alarmMgr --alarmStatus

NOTE: This command should return no output on a healthy system.
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Procedure 26: Install Guests from ISO with vCloud Director

Step Procedure

Result

12. Execute
“verifylPM” as a
secondary way to
D verify health of the
server before
Application install.

# verifyIPM

NOTE: This command should return no output on a healthy system.

13. Create physical

volume sdb

# pvcreate /dev/sdb
Physical volume *"/dev/sdb"™ successfully created

14. Create volume
group stripe_vg

# vgcreate stripe vg /dev/sdb

Volume group "stripe_vg" successfully created

15. Create logical
volume rundb

# lvcreate -L <SIZE>G --alloc anywhere --name rundb stripe vg

Replace <SIZE> size tag with a number in gigabytes half the size of
the second disk according to [1].

1SO lab second disk is 120: <SIZE> = 60
1SO production second disk is 720: <SIZE> = 360

16. Make filesystem
on rundb

# mkfs -t ext4 /dev/stripe vg/rundb
mke2fs 1.43-WIP (20-Jun-2013)
Filesystem label=
0S type: Linux
Block size=4096 (log=2)
Fragment size=4096 (log=2)
Stride=0 blocks, Stripe width=0 blocks
25231360 inodes, 100925440 blocks
5046272 blocks (5.00%) reserved for the super user
First data block=0
Maximum filesystem blocks=4294967296
3080 block groups
32768 blocks per group, 32768 fragments per group
8192 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632,
2654208,
4096000, 7962624, 11239424, 20480000, 23887872, 71663616, 78675968

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

This Filesystem will be automatically checked every 22 mounts or
180 days, whichever comes first. Use tune2fs -c or -i to override.

17. Execute the

following

D syscheck/restart
steps in order

# syscheck --reconfig disk

18. Escape console

[]

Escape the console session with keyboard combination Ctrl — Alt
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Procedure 26: Install Guests from ISO with vCloud Director

Step Procedure Result
19. vCloud Director: _ - )
whApp Diagram | virtual Machines | Metworking
o ) @ vApp VM Menu
D 1. Select the VM.
. Conzale Hame IP Ad
2. Click the Blue |:> Foweer On
Gear icon 5 morrisville-udr-noA 10,24
) od
18921
3. Select Insert [ | e
CD/DVD from )]
Catalog. 1 morrisville-udr-noB El 10.24
1821
1821
0 NO-A 10.24
Eject CDIDVD 1821
1921
1 geagull 10.24
1821
Copyto. 1821
20. vCloud Director: |  insertco ) o
Selectthe media file to insert in the WM.
|:| Media awailable now:
1. Select UDR
ISO . ¢
) Name 1a Catalog Ownar Created On Storage .. m
2. Click Insert |2 TPDunstall-7.0.2.0.0_86.38.0-OracleLinu@ UDR i jpaley3 01/081201 6 502 PM T15.04 MB
% TPODunstall-7.0.2.0.0_06.34.0-OracleLinuG UDR & jpaleya 11I05201 5 2:44 PM 715.24 MB
L\ UDR-12.1.0.0.0_13.3.0-x86_G4.isa I.!_J.I inaley3 1172018 243 PM 871.99 mMB
[ % UDR-12.1.0.0.0_13.7.0-%86_54.is0 G jpaley3 01/08/2016 3:25 FM 7317 MB
14 0f 4
The following media must be copied to this ¥M's WD before they are available:
_1 ~

Insert Cancel

21. UDR Console:
1. Re-enter the
D console window

2. Login to the
“platcfg” utility.

[root@hostnamel260476221 ~]# su - platcfg
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Result

=™

I_

ade Menu

aintenance

Diagnostics
Save Platform Debug Logs

Network Configuration
Exit

Server Configuration
Exit

Remote Consoles
pgrade

Halt Server

Backup and Restore
Uiew Mail Queues
Restart Server

E ject CDROM

—] Maintenance Menu

—] Main Menu
— g

Hon Tekelec RPM Management

Early Upgrade Checks
Exit

Initiate Upgrade

§ root@pc2000724-no-a:~

=

Install Guests from ISO with vCloud Director

Procedure
UDR Console:
Select each option
right, pressing the
Enter key after
each selection.

as shown on the
3. Validate Meida

From the
“platcfg” Main
Menu...

1. Maintenance
2. Upgrade

Verify “CDROM is
. then press

any key to return

to platcfg menu

“platcfg” Main
Valid.”

UDR Console:
Menu...

From the

L]

Procedure 26:

Step
22.

Oracle Commmunications User Data Repository Cloud Installation Guide
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Procedure 26:

Install Guests from ISO with vCloud Director

Result

Step Procedure

24. UDR Console:
From the

D “platcfg” Main
Menu...

Select each option
as shown on the
right, pressing the
Enter key after
each selection.

25.

UDR Console:

Verify that the
Application
release level
shown matches
the target release.

Press Enter.

Page 114 of 185

E67495-03



Oracle Commmunications User Data Repository Cloud Installation Guide

Procedure 26:

Install Guests from ISO with vCloud Director

Step

Procedure

26.

]

UDR Console:

Output similar to
that shown on the
right may be
observed as the
Application install
progresses.

27.

UDR Console:

Output similar to
that shown on the
right may be
observed as the
server initiates a
post-install reboot.

Deternining if we should upgrade...
Install product is TFD

t record exists in et

ts ma

key /mm

key

L ._-|||'.|||r_' "||l_.:-

Checking for amy missing packages or

Checking for missing files..
Ho miss

if :I|||.':"|||!!' is

ilatform version:

ring Files found.
::II||||I-|'|_I'||
5.8.B-7
5.8.8-
7. B-7
release as

ade from same curre

Evaluate if there are any packages to u

Evaluating if there are packages to

scsiv
scsig

ipgradespub

Result

cotekelec .ol

keys ublic_key.asc.
b_keys {-Gl Y-redhat-beta
keys. edhat

||r':||'|r"'

files

SCSI emulation for USB Hass Storage devices
SCSI emulation for USB Hass Storage devices

input: Intel{R) Hultidevice as /class/input/input3

input: USB HID v1.81 House [Intel{R) Hultidevice] on usb-8888:808:1d.3-1

input: Intel{R) Hultidevice as /fclass/input/inputh

input: USB HID v1.81 Keyboard [Intel{R) Multidevice] on ush-8888:88:1d.3

Restarting system.

machine restart

28.

UDR Console:

After the server
has completed
reboot...

Log into the server
as “admusr”.

CentOS release 5.6 (Final)

Kernel 2.6.18-238.19.1.el5prerel5.0.0_72.22.0 on an x86_64

hostnamel260476221 login:admusr
Password: <admusr_password>
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Procedure 26:

Install Guests from ISO with vCloud Director

Step

Procedure

Result

29.

[]

UDR Console:

Output similar to
that shown on the
right will appear
as the server
returns to a
command prompt.

*** TRUNCATED OUTPUT ***

| This system has been upgraded but the upgrade has not yet
| been accepted or rejected. Please accept or reject the

| upgrade soon.

|
VPATH=/0pt/TKLCcomcol/runcm5.16:/opt/TKLCcomcol/cm5.16

PRODPATH=
RELEASE=5.16
RUN1D=00

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpcommon:/usr/TK
LC/comagent-gui : /usr/TKLC/comagent:/usr/TKLC/udr
PRODPATH=/0opt/comcol/prod

RUNID=00

[admusr@hostnamel260476221 ~]$

shown matches
the target release.

Base Distro Release:
Base Distro 1SO:

x86_64_1s0

30. UDR Console: $ verifyUpgrade

Verify successful
D upgrade. NOTE: This command should return no output on a healthy system.
31. UDR Console: [admusr@pc9000724-no-a ~]$ appRev

Install Time: Tue Dec 8 06:16:58 2015
. Product Name: UDR

D Verify that the Product Release: 12.1.0.0.0_13.5.0

Application Base Distro Product: TPD

release level

7.0.2.0.0_86.36.0
TPD.install-7.0.2.0.0_86.36.0-OracleLinux6.6-

Verify server
health

1SO name: UDR-12.1.0.0.0_13.5.0-x86_64.1iso
0S: OracleLinux 6.6
32. Change directory | $ ed /var/TKLC/backout
33. Perform upgrade | $ sudo ./accept
acceptance.
34. UDR Console: Reboot the server:
D Reboot the server [ $ sudo reboot
Wait until the reboot completes and re-login with admusr credentials.
35. UDR Console: Verify server health:

$ alarmMgr --alarmStatus

Note: This command should return only one alarm related to pending upgrade acceptance.

THIS PROCEDURE HAS BEEN COMPLETED
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C-7 Configure Guests OAM Network
This procedure will create UDR virtual machines (guests) from ISO.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 27: Configure Guest OAM Network

Step Procedure Result
1. Log into the
VMware vCloud
D Director ) VMware vCloud Director
2. vCloud Director: —
|f;} Horre |<:: My Cloud | Catalogs
Select Open
D hyperlink for the Quick Access
UDR vApp then
procede to Step 5. To start awapp, click Start. To use a powered anwaApp, click an its thumbnail.
b Addwipp fram Catalog +$ Build Bew wipp
UDR. 12.1 DR Site UDR 12.1 Primary Site
Parially Running Qpen Running Qpen
i Leaseexpires: 10days ) @D © i Leaseexpires 10days (00 (D) ©
Note: Current vApps are listed on the Home Page. If a new vApp is required continue with
the next step to create it.
3. vCloud Director: | i} Home ‘Q hy Cloud ‘ Catalogs |
Select...
D My Cloud 5E UDR 12.1 DR Site Partisily Running
- My Cloud
> Virtual Machines ~ 3 vApps vipp Diagram | Virtual Machines | Networking
Reoent dems
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Procedure 27: Configure Guest OAM Network

Hardware tab.

2. Note the NIC#
assigment of

HICs

ﬂ Guest customization is required to run for the NIC changes to take effect.

Show network adapter type

Step Procedure Result
4, vCloud Director: App Diagraen | Virtusl Machises | P
wipp VM benn
|:| L 2 [ = 'f:'.' ﬂ Popout Console Al
1. Select the VM. B
S 12 T jx G BIG O (F ]
2. Click the Blue . oo NIGT
. I Poear Off e
Gear icon. -~ =
WP = i RBC O XM
3. Select HIET . M
Properties Insart COVDND remn Catalng T,
H W2 Ejset GOV o Ul el T
INS1AE Vidwiate Tools hoC7 5
HO-A BT Ll
HIZT W
- B MoB T T
Crage Snapanat MG 1 i
| Progeries
5. vCloud Director:
General | Hardware | Guest 0% Customization Guest Properties
D 1. Select
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OAM/XMI " ’ _ . o .
t K Adapter choice can affect both networking performance and migration compatibility. Consult the VMware Knowledge
networ support for various guest operating systems and hosts.
3. Click Cancel _
MIC# Connected Mt Primary NIC IF Mode
0 ] L - ® |Static- P Pool |~
OK Cancel
6. vCloud Director: wApp Diagram | Virtual Machines | Metwarking
Click the console i
D to raise console + P ® @ Al b
WlndOW Conzole Hame 14 Status os Hetha...
1 morrisville-udr-nod Powered Of Oracle L MIC 0™
MICT
MIC 2
4 no-A Powered Of RedHa MG 0™
MICT
MIC 2
& Seagull Poweared Cn Other Li WIC 0%
MICT
MIC 2
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Procedure 27: Configure Guest OAM Network

Server Only)

Step Procedure Result
7. UDR Console: login as: admusr
Login to console p d-
D as admusr assword:
8. UDR Console: 1. View a list of netAdm devices
$ sudo netAdm show
D Configure XMl .
network 2. Set the XMl device for routable OAM access:
Note: Use ‘add’ if the show command did not list device ethO. Use “set’ otherwise.
$ sudo netAdm add --device=eth0 --address=<Guest XMI IP Address>
--netmask=<XMI Netmask> --onboot=yes --bootproto=none
3. Add the default route for XMI:
$ sudo netAdm add --route=default
--gateway=<Gateway XMI IP Address> --device=ethO
Note: The network device may be different than shown here (ethQ) if the order of network
adapter insertion was other than shown. Refer to Step 5 for this assignment.
9. UDR Console: Set the XSI device for routable signaling network access (Only for NO & MP Servers):
Note: Where ethX is the interface associated with the signaling network
D Configure XSI )
network $ sudo netAdm add --device=eth2 --address=<Guest XSI_IP Address>
--netmask=<XSI_ Netmask> --onboot=yes --bootproto=none
(NO and MP Note: The network device may be different than shown here (eth2) if the order of network

adapter insertion was other than shown. Refer to Step 5 for this assignment.

10. UDR Console: Repeat Step 7 to add XS1-2 (eth3) if a second signaling network is in use (Only for MP
Servers). Adjust input parameter values accordingly
Repeat as
D required
(MP Server
Only)
11. UDR Console: $exit
D Exit console

Note: Press Ctrl-Alt keys to escape from console.

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix D. SAMPLE NETWORK ELEMENT AND HARDWARE PROFILES

In order to enter all the network information for a network element into an Appworks-based system, a specially
formatted XML file needs to be filled out with the required network information. The network information is needed to
configure both the NOAMP and any SOAM Network Elements.

It is expected that the maintainer/creator of this file has networking knowledge of this product and the customer site at
which it is being installed. The following is an example of a Network Element XML file.

The SOAM Network Element XML file needs to have same network names for the networks as the NOAMP Network
Element XML file has. It is easy to accidentally create different network names for NOAMP and SOAM Network
Element, and then the mapping of services to networks will not be possible.

Example Network Element XML file:

Example NOAMP Network Element XML

Example SOAM Network Element XML

<?xml version="1.0"?>
<networkelement>
<name>NO_UDR_NE</name>
<networks>
<network>
<name>XMI</name>
<vlanld>3</vlanld>
<ip>10.2.0.0</ip>
<mask>255.255.255.0</mask>
<gateway>10.2.0.1</gateway>
<isDefault>true</isDefault>
</network>
<network>
<name>IMI</name>
<vlanld>4</vlanld>
<ip>10.3.0.0</ip>
<mask>255.255.255_0</mask>
<nonRoutable>true</nonRoutable>
</network>
</networks>
</networkelement>

<?xml version="1.0"?>
<networkelement>
<name>S0O_UDR_NE</name>
<networks>
<network>
<name>XMI</name>
<vlanld>3</vlanld>
<ip>10.2.0.0</ip>
<mask>255.255.255.0</mask>
<gateway>10.2.0.1</gateway>
<isDefault>true</isDefault>
</network>
<network>
<name>IMI</name>
<vlanld>4</vlanld>
<ip>10.3.0.0</ip>
<mask>255.255.255_0</mask>
<nonRoutable>true</nonRoutable>
</network>
</networks>
</networkelement>

The server hardware information is needed to configure the Ethernet interfaces on the servers. This server hardware
profile data XML file is used for Appworks deployments. It is supplied to the NOAMP server so that the information
can be pulled in by Appworks and presented to the user in the GUI during server configuration. The following is an

example of a Server Hardware Profile XML file which is stored at path /var/ TKLC/appworks/profiles

Example Server Hardware Profile XML - Virtual Guest:

<profile>

<serverType>UDR VMware</serverType>

<available>
<device>ethO</device>
<device>ethl</device>
<device>eth2</device>
<device>eth3</device>

</available>

<devices>
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<device>
<name>eth0</name>
<type>ETHERNET</type>

</device>

<device>
<name>ethl</name>
<type>ETHERNET</type>

</device>

<device>
<name>eth2</name>
<type>ETHERNET</type>

</device>

<device>
<name>eth3</name>
<type>ETHERNET</type>

</device>

</devices>
</profile>
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Appendix E. RESOURCE PROFILE

vCPUs RAM (GB) Storage (GB)
2K Sh 7K Sh 2K Sh 7K Sh
VM Name VM Purpose Profile Profile Profile Profile 2K Sh Profile 7K Sh Profile
ova: 50
NOAMP . ’ 4 14 48 128 ISO: 100 (+120GB ISO: 400 (+720GB DB)
Maintenace, and DB)
Provisioning
Site (node) Opertation, - -
2020 Adminstration, Maintenace 4 4 4 8 60 60
MP Message Processor 4 10 16 32 60 60
*- SOAM can run with only 2 CPU. This will not create a performance degradation though Server Hardware Configuration Error alarm will be
raised and remain on the system.
Notes: « Storage profile for NOAMP is determined by installation media. OV A installation will yield a NOAMP with a single 60GB storage. Higher
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capacity

installations can be achieved by 1ISO media installation of NOAMP with a larger primary storage and additional secondary storage for database.

 Lab numbers are for demonstration of functionality only and can only support 100/s SOAP provisioning with 2k/s SH traffic.

« Performance numbers were gathered from an ISO based lab deployment to enable the use of larger datasets than supported by an OV A based
deployment, though the performance of ISO and OV A should be equivalent due to the equality of their processing and memory resource.
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Appendix F. NETWORK DEVICE ASSIGNMENTS

Interface Assignment
Platform OAMP Signaling A | Signaling B
Product Role Control Management | (XMI) Local (IMI) | (XSI1) (XSI2)
TVOE
Platform
PMAC
NOAMP eth0 ethl eth2
UDR SOAM eth0 ethl
MP eth0 ethl eth2 eth3
Legend
Not
Mandatory | Applicable Unsupported [E@jaifelgt:l Suggested
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Appendix G. OPENSTACK CLOUD ORACLE COMMUNICATIONS USER DATA
REPOSITORY

This appendix contains procedures for deploying User Data Repository on the Openstack platform. The steps here
contain references to third party interfaces, the accuracy of which cannot be guaranteed. Appearance and function may
differ between versions of Openstack software and deployments of Openstack cloud computing.

Important Note: The content of this appendix is for informational purposes only. Please consult the latest documents
from the vendor of your OpenStack distrobution.

G-1 OpenStack Image Creation from OVA

This procedure will convert application media (OVA) to qcow? format and upload it into OpenStack.

Needed material:

Oracle Communications User Data Repository OV As

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 28: OpenStack Image Creation from OVA

[]

Controller Node
using root user

2. Create
/home/ova dir

Siizfy Procedure Brecill
1 1. Login to login as: root . )
OpenStack root@100.65.218.136"s password: <root_password>

Last login: Thu Mar 31 21:10:59 2016 from 10.182.167.73

[root@pc12107008 ~]# mkdir -p /home/ova
[root@pcl12107008 ~]# cd /home/ova

file to gcow? file

2 Transfer OVA file | [root@pc12107008 ova]# 11
o total 12322888
D Eggsld"us'”g SfD | Cior—r—- 1 root root 1044500480 Mar 14 02:57 UDR-12.2.0.0.0_14.3.1.0va
3 Untar this ova file | [root@pcl12107008 ova]# tar xvf UDR-12.2.0.0.0_14.3.1.ova
UDR-14 3 1.ovf
UDR-14 3 1.mf
D UDR-14_3 1.vmdk
4. Convert this vmdk | [root@pcl12107008 ova]# gemu-img convert -O qcow2 UDR-14_3 1.vmdk UDR-

14_3_1.qgqcow2
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Procedure 28: OpenStack Image Creation from OVA

from OpenStack
GUI under

- Project

- Images

Step Procedure Result
5. Import converted [root@pc12107008 ova]# source /root/keystonerc_admin
cow? file into [root@pcl12107008 ova(keystone_admin)]# time glance image-create --name UDR-
q 14 3 1 --disk-format=gqcow2 --container-format=bare --is-public=true --
D OpenStack file=UDR-14 3_1.qcow2
Fom e o T g +
| Property | value |
gy g +
| checksum ] 81e7¥682231b108e29053e9516fFf91ac |
| container_format | bare |
| created_at ] 2016-03-29T06:56:51 |
| deleted | False |
| deleted_at ] None |
| disk_format | gcow2 |
| id | ee0ffa59-356b-4b32-aea2-b0cdf9063653 |
| is_public | True |
| min_disk | O |
| min_ram ] O |
| name | UDR-14_3 1 |
| owner | 63efbafd70864562aa6440abfca60cab |
| protected | False |
| size | 3615227904 |
| status | active |
| updated_at ] 2016-03-29T06:57:16 |
| virtual_size ] None |
gy g +
real 0m26.267s
user 0m2.435s
Sys O0m2.691s
6. After image- Images TR
create, this image
could be seen T Tri Pubil Protected Format Actioas

THIS PROCEDURE HAS BEEN COMPLETED

G-2 OpenStack Image Creation from ISO

This procedure will create an OpenStack gcow?2 image based on 1SO media. This procedure is based on the
OpenStack IceHouse release and serves only as an example. It requires administrative access to the OpenStack
controller node.

Needed material:

Oracle Communications Tekelec Platform Distribution 1ISO

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.
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Procedure 29: OpenStack Image Creation from ISO

Step Procedure Result
1. Login to the
OpenStack GUI n
D with user who has oot
admin privilege P
Log In
P oo d
2. Select...
Main Menu Volumes & Snapshots
D - Project
>Volumes
Volumes G rme | o v— m
...as shown on the Mans Oestriphss wm Lt Tibs  Amamaa s Avkdabalty 1t reeen
right.
3. Click the *“+
Create Volume” Create Volume
D button _
Volume Name: Description:
UDR-TPD Volumes are block devices that can be attached to
Volume Name: nstances.
UDR-TPD Deseription: Volume Limits
Size (BG) 20 Total Gigabytes (20 GEB) 1.024 GB Awvailable
: |
Number of Volumes (1) 1,048,576 Available
Type:
Size (GB): *
:
Volume Source:
Mo source, empty valume El
Availability Zone
Any Availability Zone B
4, After create Volumes & Snapshots
successfully,
D Volume status
should be valumes R T —
Available as Hase Thenc ropuscn S e rre macherd 1o Avaslalstiry frme Beivicen
shown on the PR . -
right:
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Procedure 29: OpenStack Image Creation from ISO

Step Procedure Result
5. Download i
corresponding em—
D version of TPD »
. I P b By L gty
iso to your local e " e . * o | O
Server rkerd BT Fapss R Fubds Frofiied Forrrad e P
Select... Create An Image
Main Menu i
> Project Name:
~Images TPD.install-7.0.3.0.0_86.40.0
Click the “+ Description:
Create Image”
button
Format: 1ISO Image Source:
Image File EI
Image File
TPD.install-7.0.3.0.0_86... acleLinux6.
Format: *
ISO - Optical Disk Image E]
Architorturo:
6. Select...
n Gpenstack admin L
Main Menu EERTE FI
D = Admin ' dVOrs
->System Panel Admin
>Flavors Flavors
Systam Pangl
Flavor Hoat Ephamaral Swap
.:.as shown on the Hames VCPFUs RAM Dk Miisk Diisk I
right.
pan ml by | B30 1GR 50 o 1
. ml smali i BN HGH 2] iR 2
ml medam 2 A0r3GND 40GE i =] e
w30 4 AGEME  GIGE 0GB oME .:a_lrr;:
7. Click the “+ Flavors
Create Flavor”
D button Flavars Q| Fiw o Cresio Flaver m
Flarver Real Ephamaral Swap
Mama VCPUs RAM Disk Digk Disk 1D Puiblie  Acticns
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Procedure 29: OpenStack Image Creation from ISO

Step Procedure Result
8. Enter Flavor
Details as shown Create Flavor
D on the right:
Flavor Info *
Name: udr-tpd
VCPUS: 4 Name:
RAM BM: 8096 ame:
Root Disk GB: 60 udr-tpd
Ephemeral: 20G
Swap Disk MP: 0 1D:
auto
VCPUs: *
4 $
RAM MB: =
8096 s
Root Disk GB: *
60 $
Ephemeral Disk GB: *
20 s
Swap Disk MB: *
0 %
9. Select...
Main Menu
|:| - Project Images
- Images s oy e Cp—
Click the “Lanch” el = = vz o
button shown on [
the TPD instance
just created
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Procedure 29: OpenStack Image Creation from ISO

Step

Procedure

Result

10.

[]

Enter Instance
Details as shown
on the right:

Chose an
availability Zone.

Enter an Instance
name.

Flavor: udr-tpd

11.

Click the
“Networking” tag
on the top

Selete and add
atleast one
Network.

Launch Instance

Details *

Availability Zone:
UDR-RMS

Instance Name: *

TPD-7.0.3.0.0_86.40.0

Flavor: *

udr-tpd

Instance Count: *

1

Instance Boot Source: *

Boot from image

Image Name:

TPD.install-7.0.3.0.0_86.40.0 (743.2 MB)

Launch Instance

Selected Networks

[QI=nl < VI AMNE23 pescsteasmsasienazcamasamneres

Networking *

Specify the details for launching an instance.

The chart below shows the resources used by this project
in relation to the project’s quotas.

Flavor Details

Name udr-tpd
VCPUs 4

Root Disk 60 GB
Ephemeral Disk 20 GB
Total Disk 80 GB
RAM 8,096 MB

Project Limits
Number of Instances 11 of 80 Used

Number of VCPUs 70 of 256 Used

Total RAM 219,040 of 1,024,000 MB Usec

Choose network from Available networks to Selected
Metworks by push button or drag and drop, you may
change nic order by drag and drop as well.
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Procedure 29: OpenStack Image Creation from ISO

Step Procedure Result
12. Select... Instances
Main Menu Instances Qe s ([ [E——
D 9 Pro—leCt InsRn Hame g MieTen (LT~ Y Sira :'l-: Tastaa ::::"b'"" Taak ml AV Acuiasa
- Instances g
Click the “More- | e ban
>Shut off - t i a o
Instance” e
¥ Peir Gl Fy——
LEY SR N B T
'.'I.-ll.l|§_!.1“ 5ol 1A
mmzla-“ | & s Brndu roiwiin
VLAKEI OO D
':'l.ﬁhﬂl ! L —
e u e R 4 : i I A -
2 AP e
13. Select... Volumes & Snapshats
D Main Menu
- Project Volumes a TONB .. ...
>Volumes = . e T | A PRS—— fe
. a8 Loaata .
Click “More- P
Attachments” G e
14. Select the TPD
instance created Manage Volume Attachments
D in Step 10 and
click “Attach
volume” Attachments
Instance Device Actions
No items to display.
Displaying 0 items
Attach To Instance
Attach to Instance: *
Select an instance E|

Cancel Attach Volume
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Procedure 29: OpenStack Image Creation from ISO

Step Procedure Result
15. Volume status Volumes & Snapshots
should be “In
Use”, and
D “Attached To” Volumes o - - ==
should show the = g, PR (AR AT =
attachment — —a— = =i e —
information as
shown on right.
16. Select...
D Main Menu
- Project
—Instances Start Instance | More
Click “Start
Instance” button
on the instance
we just created
17. Select...
i Uptime Actions
D Main Menu
- Project
—)Instances 2 minutes Create Snapshot | |More ™
Click “More- Associate Floating IP
>Console” button
Dizazsociate Floating IP
3 days Edit Instance
Edit Security Groups
View Log
Pause Instance
Suspend Instance
4 days,
3 hours Resize Instance
Soft Reboot Instance
Hard Reboot Instance
Shut Off Instance
4 days, Rebuild Instance
3 hours
Terminate Instance
18. Click “Click here ile- ~
to show only Instance Details: NO-1
console”
|:| Console
Instance Console
If console 1s not responding to keyboard input: click the grey status bar belov). ( here to show only console
To exit the fullscreen mode, click the browser's back button.
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Procedure 29: OpenStack Image Creation from ISO

installation finish.

Step Procedure Result
19. Enter
. . Connected (unencrypted) to: QEMU {instance-000016a0)
TPDnoraid - :
console=tty0” to 2. 0.3.0.60 86.40.0
D install TPD xB86_64
For a detailed description of all the supported commands and their options,
Wait for please refer to the Initial Platform Manufacture document for this release.

In addition to linux & rescue TPD provides the following kickstart profiles:

[ TPD i TPDnoraid i TPDlum i TPDcompact i HDD 1
Commonly used options are:

console=<console_option>[,<console_option>1 1
primaryConsole=<console_option> 1
rdate=<{server_ip> 1

scrub 1

reserved=<{sizel>[,<{sizeN>]1 1

diskconf ig=HWRAIDIL,forcel 1
drives=<{device>[,devicel 1

guestArchive 1

To install using a monitor and a local keyboard, add console=ttyo
boot: TPDnoraid console=ttyo®

Loading vmlinuz
Loading initrd.img

20.

When installation
finished , do not
press Enter
button.

21.

Select...

Main Menu
- Project
=>Volumes

Click “More-
>Edit
Attachments”

Do not reboot.

Connected (unencrypted) to: QEMU (instance-000000a5)

Welcome to Oracle Linux Server for x86_64

1 Complete |
Congratulations, your Oracle Linux Server installation is complete.
Please reboot to use the installed system. HNote that updates may

be available to ensure the proper functioning of your system and
installation of these updates is recommended after the reboot.

<Enter> to exit

+ Create Volume

Q Fitter

Attached To Availability Zone Actions

Edit Volume | More ™

Edit Attachments

Create Snapshot

Attached to on /devfhdb nova
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Procedure 29: OpenStack Image Creation from ISO

Step Procedure Result
22. Click “Detach
Volume” button Manage Volume Attachments
Attachments Detach Volumes
[ Instance Device Actions
E | TPD-7.0.3.0.0_86.40.0 Idevihdb
Displaying 1 item
Cancel
23. Select...
Main Menu Create Snapshot | More ™
D - Project
- lnstances Associate Floating IP
Click “More- Disassociate Floating IP
>Terminate St Inst
Instance” button nstance
on the instance Edit Security Groups
we created
Console
Wiew Log
Pause Instance
Suspend Instance
Resize Instance
Soft Reboot Instance
Hard Reboot Instance
Shut Off Instance
Rebuild Instance
Terminate Instance
24, Select...
D Main Menu Instances
- Project
- Instances Instances IR R [T ye—
IRarT ¢ u, Aadakeling [
. v i Mpra P Aaddewn Siie Fax Snben  Doss Tk  Siste i debmmn
Click the “+ e
Launch Instance”
button
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Procedure 29: OpenStack Image Creation from ISO

Step

Procedure

Result

25.

[]

Enter Instance
Details as shown
on the right:

Chose an
availability Zone.

Enter an Instance
name.

Flavor: udr-tpd

Use “Boot from
volume” as
Instance Boot
Source

Chose the volume
create in Step 3

Launch Instance

Details *

Availability Zone:

nova

Instance Name: *

UDR-TPD

Flavor: *

udr-tpd

Instance Count: *

1

Instance Boot Source: *

Boot from volume

Volume:

UDR-TPD - 20 GB (Volume)

Specify the details for launching an instance.

E| The chart below shows the resources used by this project

in relation to the project's quotas.

Flavor Details

E| Project Limits

Number of Instances

E| Number of VCPUs

Name udr-tpd
VCPUs 4

E| Root Disk 60 GB
Ephemeral Disk 20GB

= Total Disk 80 GB
RAM 8.096 MB

Total RAM of 5,12 1B Use
26. Wait for instance Instances
launch Instances a e e [ [t
|:| el Ry Ansbabsioy Fowes
T WYl et tisra L S Yue Pady Somman  Toand Tenk  Somaw T T
1 ) i TREL - - FTT) SPeas
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Procedure 29: OpenStack Image Creation from ISO

Step Procedure Result
27. Select...
i Uptime Actions

D Main Menu

- Project

- Instances P s Create Snapshot | |More ™

Click “More- Associate Floating IP

>Console” button - N

on the instance FRassoeElE T

3 days

Edit Instance

Edit Security Groups
Console

3 days

iew Log

Pause Instance

Suspend Instance

4 days,
3 hours Resize Instance
Soft Reboot Instance
Hard Reboot Instance
Shut Off Instance
4 days, Rebuild Instance
3 hours B
erminate Instance
28. Execute these rm - /Zusr/TKLC/plat/lib/Syscheck/modules/system/cpu/config

rm -F /usr/TKLC/plat/1ib/Syscheck/modules/system/cpu/config.persist
commands on the sed -i "/HWADDR/d" /etc/sysconfig/network-scripts/ifcfg-*
[:] console sed -1 "/UUID/d" /etc/sysconfig/network-scripts/ifcfg-*
rm -f /etc/udev/rules.d/70-persistent-net.rules
rm -f /etc/ssh/ssh_host_*

Connected (unencrypted) to: QEMU (instance-000016a8) | Send CrlAltD:

Oracle Linux 3erver release 6.7
Kernel £.6.32-573.12.1.elbprerel?.8.3.8.0_86.48.8.x86_64 on an xB6_64

hostnamecf554d43d4987c login: root

Fassword:

Last login: Fri May 27 B2:33:44 on ttyl

[rootBhostnamecf554d3d987c “1# rm -f rusr,TKLCrplat-/lib-sSyscheck/modules-system/
cpusconfig

[rootPhostnamecf554d3d4987c ~1# rm -f ~rusrsTKLCrplat-/lib-sSyscheck/modules~system/
cpusconfig.persist

[rootPhostnamecf554d3d987c ~1# sed -i '~/HWADDRsd’ retcrssysconf igsnetwork-scripts
sifcfg-=

[root@hostnamecf554d3d987c ~1# sed -i "~,UUIDsd’ retcrssysconfigsnetwork-scriptssi
fcfg-=

[rootBhostnamecf554d3d4987c rm -f setc/udev/rules.d/?8-persistent-net.rules
[root@hostnamecf55443d498%7c “1# rm -f ~setcrssshsssh_host_=
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Procedure 29: OpenStack Image Creation from ISO

Controller Node
using root user

Step Procedure Result
29. Select... AP Koy Siwnllabilivy Powsr
Hares Imasgs Hames 11" Redchiean Saw Pab Sisbus  lone Taak Sinte Liprsiares Becshcna
D Main Menu B4 Noss vy 48 meatns ot | ran
- Project IR
- Instances ;
Click “More- ' Com
>Terminate g -
Instance” on the iy
instance g b
'\!LA'I!-.!I
':'l-‘l-ll.ﬁ.!.ﬂ.“ iy '”:I-.-'-.'.l L i
SRR 58 Dk N
30. Login to login as: root
OpenStack root@100.65.218.136"s password: <root_password>

Last login: Thu Mar 31 21:10:59 2016 from 10.182.167.73
[root@pcl12107008 oval]# source /root/keystonerc_admin

31. Find the volume
id using cinder

Use the Volume
ID we got in last

Command “Cindel’ |-| ootEr ki “(keystone_witson) |8 climder -|I it
|:| IiSt” ib | Statws Display Hame | Size slume Type | Boolable | AlLached o
- 267 0501E- P 305 - SORS -Be - P 9P FANETAD -| available oR-1TFD ; e |
Record the
Volume ID
32. Use cinder [root@P146 ~(keystone watson)]# cinder upload-to-image <volume_ID>
command to TPD.install-7.0.3.0.0_86.40.0 --disk-format=gqcow2
upload image.

Check upload
status on this
page, wait until it
finished

step here
33. Select...
D Main Menu e
- Project :
=>Images g Wi . F——
1mdgr Mami Typae LAPTR) Fuddat Tyied 108 4 Farman Arvissd

THIS PROCEDURE HAS BEEN COMPLETED

G-3 Create VM from ISO-Based Image

This procedure will create and configure a new VM instance based on the Tekelec Platform Distribution ISO file and
install Oracle Communications User Data Repository I1SO on it.
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Requirements:

Appendix G-2 OpenStack Image Creation from ISO is completed

Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 30: Create VM from ISO-Based Image

Step Procedure Result
1. Login to the
OpenStack GUI n
D openstack
Log In
2. 1. Select project,
(ex: “UDR™). n D[JE'HS[&Ek LY
[ ]| 2 click Project Instances
>Project i Instances
-lInstances
Instamone
to show all 7 Hama lmage
Instances created | e
: - TRCLing
under this project: Toan
LIDR-1.3
3. Click Launch
Instance Q Filter =+ Launch Instance
D Yone Task Power State Uptime Actions
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Procedure 30: Create VM from ISO-Based Image

Step Procedure Result

4. 1. Select an Launch Instance

= Availability Zone

D 2. Enter a unique Details * . -

Instance Name

Availability Zone: Specify the details for launching an instance.

3. Select Flavor

to suit the server’s | | 1% B8] | e chart betow snows me resources usea by his
I projectin relation to the projects quotas.
role Instance Name: * .
Flavor Details

4. Select Name udr-ex
->Boot from image Flavor: * VCPUs 4
image created in udr-ex B Root Disk 10GB
Appendix G-2 Instance Count: * Ephemeral Disk 0GB

1 2 Total Disk 10GB

RAM 36 MB

Instance Boot Source: *

— Select source — E| Project Limits
Number of Instances 4 of 100 Used

Number of VCPUs 16 of 200 Used
Total RAM 106,496 of 409,600 MB Used
5. 1. Click . Launch Instance
Networking tab
|:| Add networks to * " Networking *
suit the server’s
role Selected Networks Choose network from Available networks to Selected
Metworks by push button or drag and drop, you may
2. CIiCk Launch n||:1 CXI’T‘II e Tac-ITed-4051-aTI0-0d0dS4ats 3 I . Change nIC Drder by drag and drop as We”
tO Create InStance CXSH THIEEIE-EIT 43006 -TednSadtaTe3 .

Available networks

$XSI2 zsicinsenisseniTinniasici

Cancel Launch

6. Wait for instance | [ Qi [ rpm—]
creation finish,

et Lty L Helabis P

D you will see IP Wewe  Me Phsw e Pur  fumm e T e U e
Addresses AL -1 o p—— =
allocated for this | =
instance A e
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Procedure 30: Create VM from 1SO-Based Image

Step Procedure Result
7. Select...
Uptime Actions
D Main Menu
9 ProjeCt 2 mi Create Snapshot
t o
- Instances s
Associate Floating IP
C“Ck “More- Dizazsociate Floating IP
> ” f
Consple button 3 days it hetance
on the instance o
we jUSt Started Edit Security Groups
View Log
Pause Instance
Suspend Instance
4 days,
3 hours Resize Instance
Soft Reboot Instance
Hard Reboot Instance
Shut Off Instance
4 days, Rebuild Instance
3 hours
Terminate Instance
. Click “Click here e-
8 Instance Details: NO-1

to show only

console”
|:| Console

Instance Console

If consale is not responding to keyboard input: click the grey status bar below). Click here to show only console
To exit the fullscreen mode, click the browser's back button.
9. Extend Volume Follow
Group Size Appendix G-6 Extend VM
D to extend Volume Group vgroot size.
10. Configure Follow

Network Interface

D for VM instance Appendix G-7 VM Instance Network Configuration

just created to configure network interfaces for vm instance.

11. Upload Oracle [admusr@hostnamecf554d3d907c upgrade]$ pwd
At /var/TKLC/upgrade

Communications [admusr@hostnamecf554d3d907c upgrade]$ 11
D User Data total 939120

Repository ISOto | -rw------- 1 admusr admgrp 961654784 May 27 05:29 UDR-12.2.0.0.0_14.7.0-

Ivar/TKLC/upgr | X86_64.1iso

ade directory

using sftp

command
12. Login to the [root@hostnamect554d3d907¢c ~]# su - platcfg

“platcfg” utility

[]
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Procedure 30: Create VM from 1SO-Based Image

Step

Procedure

Result

13.

[]

From the
“platcfg” Main
Menu...

Select each option
as shown on the
right, pressing the
<ENTER> key
after each
selection.

1. Maintenance
2. Upgrade
3. Validate Media

— Main Menu |——:
aintenance

Diagnostics

Server Configuration
Remote Consoles
Network Configuration
Exit

— Maintenance Menu |—

Halt Serwver

Backup and Restore

Uiew Mail Queues

Restart Server

E ject CDROM

Save Platform Debug Logs

Exit 2

4| Upgrade Menu Ii

Initiate Upgrade
Hon Tekelec RPM Management

Exit :E;

14.

From the
“platcfg” Main
Menu...

Verify “CDROM
is Valid.”

...... then press
any key to return
to platcfg menu.
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root@hostnamecf554d3d907c~ X
Validating cdrom...
fisiEidininisiiaiainizigisinidiniaiiniRinizia A BiniRiAINIRI SR SIGIRGEGFIBGG GG FISR NS
fisiEidininisiiaiainizigisinidiniaiiniRinizia A BiniRiAINIRI SR SIGIRGEGFIBGG GG FISR NS
fisiEidininisiiaiainizigisinidiniaiiniRinizia A BiniRiAINIRI SR SIGIRGEGFIBGG GG FISR NS
fisiEidininisiiaiainizigisinidiniaiiniRinizia A BiniRiAINIRI SR SIGIRGEGFIBGG GG FISR NS
fisiEidininisiiaiainizigisinidiniaiiniRinizia A BiniRiAINIRI SR SIGIRGEGFIBGG GG FISR NS
fisiEidininisiiaiainizigisinidiniaiiniRinizia A BiniRiAINIRI SR SIGIRGEGFIBGG GG FISR NS
fisiEidininisiiaiainizigisinidiniaiiniRinizia A BiniRiAINIRI SR SIGIRGEGFIBGG GG FISR NS
HHH I R R R
fisiEidininisiiaiainizigisinidiniaiiniRinizia A BiniRiAINIRI SR SIGIRGEGFIBGG GG FISR NS
fisiEidininisiiaiainizigisinidiniaiiniRinizia A BiniRiAINIRI SR SIGIRGEGFIBGG GG FISR NS
fisiEidininisiiaiainizigisinidiniaiiniRinizia A BiniRiAINIRI SR SIGIRGEGFIBGG GG FISR NS
fis g dinizisifisidinizigisiginidisiziainidiaiginia i Biaini NGRS S GIRGA GGG S
UMUT Validate Utility v2.3.4, {(c)Tekelec, HMay 2814

Ualidating fvar/TKLC/upgrade/UDR-12.2.08.08.8 14.7._.8-x86_64.iso
Date&Time: 2816-85-38 B81:26:48

Uolume ID: 12.2.8.8.8 14.7.8

Part Humber: H/f

Uersion: 12.2.8.0.8 14.7.8

Disc Label: UDR

Disc description: UDR

The media validation is complete, the result is: PASS

CDROM is Valid

PRESS ANY KEY TO RETURH T0 THE PLATCFG MENU.
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Procedure 30: Create VM from ISO-Based Image

[]

Select each option
as shown on the
right, pressing the
<ENTER> key

PExit
=

mq9999999999999999999999999999999999999999999999999999999999999999994 ]

Step Procedure Result

15. | Fromthe 1999999999999q99qqqqu Choose Upgrade Hedia Henu tqqqqqqqqqqqqgqqqqgqqgk
“platcfg” Main ® ®
Menu. . % UDR-12.2.8.0.8 14.7.8-x86_64.1i50 - 12.2.0.0.8_14.7.80 %

x|
=

qqqqqqqu Upgrade Henu tqqqqqqqqk
x|

Ualidate Hedia
Early Upgrade Checks

-1}

that shown on the
right may be
observed as the
Application install
progresses.

18.

Output similar to
that shown on the
right may be
observed as the
Application install
progresses.

19.

Output similar to
that shown on the
right may be
observed as the
server initiates a
post-install
reboot.

scs5i7 : SCSI emulation for USB HMass Storage devices
scsi® : SCSI emulation for USB HMass Storage devices

input: Intel(R) Multidevice as fclass/input/input3
input: USB HID v1.81 House [Intel{R) Hultidevice] on usb-8868:88:1d.3-1
input: Intel(R) Multidevice as fclass/input/inputh
input: USB HID v1.81 Keyboard [Intel{R) Hultidevice] on usb-8868:88:1d.3-1

Restarting system.

machine restart

X
X
after each x
selection. Copy USB Upgrade Image a x
Hon Tekelec RPH Hanagement a ¥
Accept Upgrade a ¥
Reject Upgrade a x
Exit x|
=
q4999999999999999999999999999999
16. Verify that the qqqq999999999qqqqqqu Choose Upgrade Media Menu tqqqqqqqqqqgqqqgqqgqqqqk
Application
D release level
shown matches
the target release.
17. Output similar to
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Procedure 30: Create VM from 1SO-Based Image

Step

Procedure

Result

20.

[]

After the server
has completed
reboot...

Log back into the
server as the
“root” user.

CentOS release 5.6 (Final)
Kernel 2.6.18-238.19.1.el5prerel5.0.0_72.22.0 on an x86_64

hostnamel260476221 login:
Password: <root_password>

root

21.

Output similar to
that shown on the
right will appear
as the server
returns to a

command prompt.

*** TRUNCATED OUTPUT ***

| This system has been upgraded but the upgrade has not yet
| been accepted or rejected. Please accept or reject the
| upgrade soon.

|
VPATH=/0pt/TKLCcomcol/runcm5.16:/opt/TKLCcomcol/cm5.16
PRODPATH=

RELEASE=5.16

RUNID=00
VPATH=/var/TKLC/rundb: Z/usr/TKLC/appworks :/usr/TKLC/awpcommon: /usr/TKLC/coma
gent-gui:/usr/TKLC/comagent: /usr/TKLC/udr

PRODPATH=/0opt/comcol/prod

RUNID=00

[root@ hostnamecf554d3d907c ~]#

shown matches
the target release.

22, Verify successful | # verifyUpgrade
upgrade. .
D NOTE: This command should return no output on a healthy system.
23. \/eﬁfythatthe [root@hostnamect554d3d907¢c ~]# appRev
P aati Install Time: Sun May 29 21:57:03 2016
Appllcatlon Product Name: UDR
release level

Product Release:
Base Distro Product:
Base Distro Release:

Base Distro 1S0:

12.2.0.0.0_14.7.0

TPD

7.0.3.0.0_86.44.0
TPD.install-7.0.3.0.0_86.44_0-OracleLinux6.7-

acceptance.

Xx86_64.1s0
1SO name: UDR-12.2.0.0.0_14.7.0-x86_64.iso
0S: OraclelLinux 6.7
24, Reboot the # Init 6
server. . . I .
D NOTE: Wait until the reboot completes and re-login with root credentials.
25. Verify server Verify server health:
health
[:] # alarmMgr --alarmStatus
NOTE: This command should return only one alarm related to pending upgrade
acceptance.
26. Change directory # cd /var/TKLC/backout
217. Performupgrade | # -/accept
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Procedure 30: Create VM from 1SO-Based Image

Step

Procedure

Result

28.

[]

Press the ‘q” key
to quit screen
session wrapper
from upgrade
acceptance.

[screen 0: upgrade_dispatcher] X

Called with options: --accept
Loading Backout::BackoutType::RFH
Accepting Upgrade
Executing common accept tasks
Setting POST_UPGRADE_ACTION to ACCEPT in upgrade info.
Cleaning backout directory.
Clearing Upgrade fAccept/Reject alarm.
nessage from MOTD.
up RPH config backup files...
f
/boot
Jtmp
fusr
fuar
fuar/TKLC
Jtmp/appworks_temp
Jusr/openy
fvar/TKELC/appw/logs/Process
fvar /TELG/appw/logs/Security
fuar/TKLC/db/filemgmt
fuar/TELC/rundb
Starting cleanup of RCS repository.
INFO: Removing '/usr/lib/jum/java-1.6.8-openjdk-1.6.8.37.x86_64/jre/lib/securit
y/java.security’ from RCS repository
INFO: Removing 'fusr/lib/jum/java-1.6.8-openjdk-1.6.0.37 . x86_64/jre/lib/securit
y/US_export_policy.jar® from RGS repository
INFO: Removing *fusr/1ib/jum/java-1.6.8-openjdk-1.6.8.37 x86_64/jreflib/securit
yfjava.security.old® from RCS repository
INFO: Removing °/usr/1lib/jum/java-1.6.8-openjdk-1.6.8.37.x86_64/jre/lib/securit
y/java.policy' from RCS repository
INFO: Removing 'fusr/lib/jum/java-1.6.8-openjdk-1.6.08.37 x86_64/jre/lib/securit
y/local_policy.jar' from RCS repository
INFO: Removing °/var/lib/prelink/force’ from RCS repository
INFO: Removing '/fetc/my.cnf’ from RCS repository
INFO: Removing ‘/etc/pam.d/system-auth® from RCS repository
INFO: Removing '/etc/pam.d/password-auth' from RCS repository
=== Window terminated {HMon Hay 38 B1:47:56 2816) ===
screen session: use 'screen -X upgrade’ to reconnect

THIS PROCEDURE HAS BEEN COMPLETED

G-4 Create Resource Profiles (Flavors)

This procedure creates resource profiles called flavors to aid in VM creation.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 31: Create Resource Profiles (Flavors)

Step

Procedure

Result
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Step Procedure Result
1. Login to the
OpenStack GUI n
D openstack
Note: Flavor
Profile creation toghn
may require teee M
administrative
privilige. (—
. Select... 5
2 3 openstack ~ eame L
Main Menu
_— Prajest
D > Adm ) Flavors
->System Panel Admin El
->Flavors avars
sysiam Fanel
h h Flavar Haet Ephamaral Swrap
...as shown on the Hames VCPUs  RAM Dbk Disk Disk 1D
right.
m timy 1 E12MA 1GR e ] i 18] 1
mi gmali | 2daKan 2060 ets] onin .
mi medpm 2 AQSGHMD 40GE a e
w30 4 ASEME  GIGE 008 o | S0
ac35-241
3. Click the “+ Flavors
Create Flavor”
D button Flavaors Q |
Flaver Root  Ephemersl  Swap
Mame VCPMUls RAM Disk Diigk Disk D Public  Acticns
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Step Procedure Result

4, Enter Flavor
Details using
D Appendix A
Error! Not a valid Flavor Info *
result for table. as
Name: *

a guide * From here you can create a new flavor to organize
instance resources.

Create Flavor

Name:

- udr-no
- udr-so
- udr-mp
ID: auto RAM MB: *
VCPUs: vCPUs*
RAM: RAM* Root Disk GB: *

Root Disk:
Storage* Ephemeral Disk GB: *

Ephemeral Disk:

0 Swap Disk MB: *
Swap Disk: 0

Note: UDR does
not require | g——
Ephemeral or

Swap Disk.

Then click Create
Flavor.

5. Repeat for each Repeat Steps 3 and 4 above for each additional server type: udr-so, udr-mp.
server type

THIS PROCEDURE HAS BEEN COMPLETED

G-5 Create VM Instances Using gcow?2 Image

This procedure will create and configure a new vm instance.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 32: Create VM Instances Using gcow2 Image

Step Procedure Result
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Procedure 32: Create VM Instances Using gcow?2 Image

Step Procedure Result
1. Login to the
OpenStack GUI n
D openstack
Log in
2. 1. Select project, :
(éx: “UDR?). 3 openstack [ v= _
L] | 2.cliex Project Instances
->Project
Compute
- Compute Instances
- Instances o
Instance
to show all Hame Image |
Instances created st
under this project: TPD.ins
7.0.30
o UDR-14
3. Click Launch
Instance Q Filter 4 Launch Instance
D Yone Task Power State Uptime Actions
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Procedure 32: Create VM Instances Using gcow?2 Image

Step Procedure

Result

4, 1. Select an
= Availability Zone

D 2. Enter a unique
Instance Name

3. Select Flavor
to suit the server’s
role (created in
Appendix G-4).

4, Select
->Boot from image

image created in
Appendix G-4

Launch Instance

Details *

Availability Zone:

nova

Instance Name: *

Flavor. *

udr-gx

Instance Count: *

1

Instance Boot Source: *

— Select source —

Specify the details for launching an instance.

|'| The chart below shows the resources used by this

project in relation to the project's quotas.

Flavor Details

Hame

VCPUs

El Root Disk

Ephemeral Disk
= Total Disk

RAM

El Project Limits
Number of Instances

Number of VCPUs

Total RAM

udr-ex
4

10 GB
0GB
10 GB

36 MB

5. 1. Click
Networking tab

D Add networks to

Launch Instance

D you will see IP
Addresses

allocated for this
instance

MNetworking *
suit the server’s
role (see Selected Networks Choose network from Available networks to Selected
. Networks by push button or drag and drop, you may
i\)lllAppendIX nic: 1 [ (e . change nic order by drag and drop as well.
. (RISRER 2 %51 rseesseamessmosmsanisaiae .
2. Click Launch
to create instance
Available networks
$ASI2 (ar31c0a3 34014550 247 10405100
6. Wait for instance o = s [ET— T
creation finish,
T - [ F— ' —
LT LEESY [ e Pk G Joms Taik awns 1y LR S
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Procedure 32: Create VM Instances Using gcow2 Image

Step Procedure Result

7. Login to the VM hostnameaOc2d9aa8bce login: root
with root user password: <root_password>

8. Run prod.clobber
on newly created

D instances

ABOUT TO DESTROY ALL PRODUCT DISK FILES

lenter ¥ or HI 4

9. Run prod.start on
instance

D After start, use
“pl” to check
process status,
after first start,
only afew process
will start

WA -HEZ D4 -DhO -BERZS -iM

10. Run prod.start
again on instance,

|:| thls time’ a” e tting state
process will be iting For state [XBA)...
started s

TEPE1Te ~]8 pl

31 stat

up = B =Kt Farce
p ]
up SS2T 02 125 : WCHE=1 apuScapServer

cofu Up

caplatalarm lp
3 CRSHNHSS 1] 7 E - 5. i 1.3.0.1.8.1.323.5.3.32 .1

cRs0apa Up

eclipsedelp g 3 E

efHapLoad up ! oo Hapload
ip GA2] id Hi@ ~MEZ2@0h -D40 -DESZQ -1
Up .
up
Up
Hp
up ] 1
Hp 1 - Y -1* 2000
up s /27 c1n
e up i HTH : 'K =5 =D

[ 0407 wipnge ip 7 m 5 1 vipngr

THIS PROCEDURE HAS BEEN COMPLETED
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G-6 Extend VM Instance Volume Size
This procedure will extend a VM instance’s storage capacity using filesystem utilities. It is used for NOAMP servers

that require more storage capacity than the default image size provides. Virtual machines must have been installed by
ISO.

Important Note: The steps here only apply to NOAMP servers where storage demands exceed the server’s default size.
The numbers here will vary depending on the unique needs of such deployments and specific hardware resource
availability. This is to be taken as an example only. The suitability of these steps cannot be guarenteed across all
deployment scenarios.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 33: Extend VM Instance VVolume Size

Step Procedure Result
1. Login to the
OpenStack GUI n
D apenstack
Liog I
¥ -
2. Login VM
. Power
instance from ask  State Uptime Actions
D ->Project
->Instances bne  Running 17 hoyrs. Create Snapshot| More ¥
19 minutes
>More Associate Floating IP
> Console Disassociate Floating IP
) 3 weeks, .
Edit Instance
pne  Running 2 days
Edit Security Groups
View Log
pne  Running 4 weeks Pause Instance
Suspend Instance
Resize Instance
Soft Reboot Instance
X Hard Reboot Instance
pne  Running 4 weeks
Shut Off Instance
Rebuild Instance
Terminate Instance
pne  Running 4 weeks
3. After reboot, hostnameb267a6968148 login: root

Login to the VM password: <root_password>
D with root user
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Step

Procedure

Result

4]

[]

Use fdisk to create
new partition on
/dev/vda

NOTE:

First cylinder of
/dev/ivdad is
calculated from
End cylinder of
/devivda2, say
124810 is the next
of the End
Cylinder of
/devivda2

[root@hostnameb267a6968148 ~]#fdisk /dev/vda

Command (m for help): p

Disk /dev/vda: 171.8 GB, 171798691840 bytes

16 heads, 63 sectors/track, 332881 cylinders

Units = cylinders of 1008 * 512 = 516096 bytes

Sector size (logical/physical): 512 bytes / 512 bytes
1/0 size (minimum/optimal): 512 bytes / 512 bytes

Disk identifier: 0x0008a531

Device Boot Start End Blocks Id System
/dev/vdal * 3 523 262144 83 Linux
Partition 1 does not end on cylinder boundary.
/dev/vda2 523 124809 62640128 8e Linux LVM

Partition 2 does not end on cylinder boundary.

Command (m for help): n
Command action

e extended

p primary partition (1-4)

P

Partition number (1-4): 3

First cylinder (1-332881, default 1): 124810

Last cylinder, +cylinders or +size{K,M,G} (124810-332881, default 332881):
Using default value 332881

Command (m for help): w

The partition table has been altered!

Calling ioctl() to re-read partition table.

WARNING: Re-reading the partition table failed with error 16: Device or
resource busy.

The kernel still uses the old table. The new table will be used at

the next reboot or after you run partprobe(8) or kpartx(8)

Syncing disks.

Reboot instance

[root@hostnameb267a6968148 ~]# init 6

After reboot,
Login to the VM
with root user

hostnameb267a6968148 login:
password: <root_password>

root

Create pv
/dev/ivda3

[root@hostnameb267a6968148 ~]# pvcreate /dev/vda3
Physical volume "/dev/vda3" successfully created

DP"D .\‘Ij P’D.U"

Extend vg vgroot
on /dev/vda3

[root@hostnameb267a6968148 ~]# vgextend vgroot /dev/vda3
Volume group "vgroot" successfully extended

THIS PROCEDURE HAS BEEN COMPLETED
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G-7 VM Instance Network Configuration

This procedure will configure network interfaces for vm instance.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 34: VM Instance Network Configuration

Step Procedure Result
1. Login to the

OpenStack GUI n
D openstack

Log In
P d
e

2. Login VM o

. ower

instance from hsk  State Uptime Actions
D > Project

. 17 hours, -
—)Instances bne Runnmg B e Create Snapshot| = More
—)Mo re Associate Floating IP
9 Dizassociate Floating IP
Console :
pne  Running 3 weeks, Edit Instance
2 days
Edit Security Groups
View Log
pne  Running 4 weeks Pause Instance

Suspend Instance
Resize Instance

Soft Reboot Instance
Hard Reboot Instance
pne  Running 4 weeks

Shut Off Instance

Rebuild Instance

Terminate Instance

bne  Running 4 weeks

add device and set
ip address

3. Logintothe\/hﬂ hostnameaOc2d9aa8bce login: root
with root user password: <root_password>
4. Use netAdm to [root@ hostnameaOc2d9aa8bce ~]# netAdm add --device=eth0

Interface ethO added

o

Set ip address for
this interface

[root@ hostnameaOc2d9aa8bce ~]# netAdm set --device=eth0 --onboot=yes \

--netmask=<netmask> --address=<ip_address>
Interface ethO updated
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Step

Procedure

Result

Add default router

[root@ hostnameaOc2d9aa8bce ~]# netAdm add --route=default --device=ethO \
--gateway=10.240.174.1
Route to ethO added

Add ethl interface

[root@ hostnameaOc2d9aa8bce ~]# netAdm add --device=ethl
Interface ethl added

Add eth2 interface

Note: Execute this step only for NOAMP and MP virtual machines:

SOD POD .\‘DP’

[]

NOAMP & MP [root@hostnameb6092a316785 ~]# netAdm add --device=eth2
orﬂy Interface eth2 added
Add eth3 interface | Note: Execute this step only for MP virtual machines for deployments that
use a second signaling network (XS12):
MP only

[root@hostnameb6092a316785 ~]# netAdm add --device=eth3
Interface eth3 added

THIS PROCEDURE HAS BEEN COMPLETED

G-8 Virtual IP Address Assignment

This procedure will configure a VIP for a virtual machine. Administrative access to the OpenStack controller node is

required.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

Procedure 35: Virtual IP Address Assignment

Step

Procedure

Result

1.

[]

Login to the
OpenStack GUI

openstack

Log In

sersases
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Step Procedure Result
2. 1. Select project, oo Inst
(ex: “UDR"). roject nstances
L] | 2 ciiek compute Instances g
> Project )
> Compute Oveniew Instance
[[] MName Image Name IP Address Size
= Instances Instances
udr-no-big
to show all imi | 120GB
Instances created Volumes F] NOAME  UDR13 8 0NOAMB 192168223  RAM|14
under this project: o TrTzlm 17466 féjupéjela
Images T Dis}-c
Access & Security udr-no-big

I 490,

Record the IP addresses of the NOAMP and/or SOAM instances primary XM network.

3. Find the NOAMP
instances
NOAMP A: SOAM A:
D NOAMP B: SOAM B:
4, 1. Select... )
Project Networks
D >Project .
->Network Networks
Network
>Networks [ Name Subnets Associated Shared  Status Admin !
2. Click the XMI Network Topology
network for ] imi-subnet 192.168.2.0/24 Mo ACTVE  UP
expanded detail Networks ) _
B xs xsil-subnet 10.240.175.0/24 Yes ACTIVE  UP
Routers = XS xsi2-subnet 10.240.176.0/24 Yes ACTIWVE UP
5. 1. Under the
Ports section, find Ports
the Fixed IP
D associated with Name Fixed IPs Attached Device Status ~ Admin State  Actions
the address(es)
gecorded in Step (37e3d7b9) 1024017477  compute:nova ACTIVE UP Edit Port
2. Click on the (3dc3lfce) 1024017458 computenova ACTIVE  UP Edit Port
associated Port
Name.
(51ffe06d 10.240.174.85 compute:nova ACTIVE UP Edit Port
(B09de397)  10.240.174.76 compute:nova ACTIVE  UP Edit Port
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Step

Procedure

Result

6.

[]

Copy or record the
Port ID

Port Detail

Overview

Port Overview
Port

Name
MNane

D
37e3d7b9-dad9-4403-b540-Te81c11bbdB0

Network 1D

Project ID
63efbafd70864562aa6440abfcablcal
Fixed IP
IP address: 10.240.174.77, Subnet 1D c63b7e9a-4ab9-4502-b3ch-a86c9464135¢
Mac Address

Copy or record all
required Port IDs.

Repeat Step 5 and Step 6 to copy or record the Port ID of each server from Step 3.
NOAMP A: SOAM A:
NOAMP B: SOAM B:

OpenStack
Controller node:
1) Access the
command prompt.

2) Log into the
controller node as
a privilidged user.

login as: <usr_name>

root@10.250.xx.yy"s password: <usr_password>

Last login: Mon Jul 30 10:33:19 2012 from 10.25.80.199
[root@controlel]#

Controller node:

9. OpenStack controller ~]# source keystonerc_admin
Controller node:
D Initialize
environment
variables
10. | OpenStack Assign the desired VIP address to both A and B servers sharing the VIP:

[root@controlel ~(keystone_admin)]# neutron port-update <A_server_port_id> --

Controller node:

Repeat if needed

Assign VIP by allowed-address-pairs type-dict list=true ip_address=<vip>
Port IDs
[root@controlol ~(keystone_admin)]# neutron port-update <B_server_port_id> --
allowed-address-pairs type-dict list=true ip_address=<vip>
11. | OpenStack Repeat Step 10 as required for any other server pairs requiring a VIP.
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Step

Procedure

Result

[]

12. OpenStack
Controller node:

VIP associations may be confirmed with the following command by Port ID:

[root@controlel ~(keystone_admin)]# neutron port-show <port_id>

B e T B e e T T T +
Conflrm VIP | Field | value |
association roeooseseie o e +
| admin_state_up | True |
| allowed_address_pairs | {"ip_address": "10.240.221.36", "mac_address": "fa:16:3e:ce:18:2a"} |
| binding:host_id | computees.labafrica |
binding:profile {}
binding:vif_details {"port_filter": true, "ovs_hybrid_plug": true}
binding:vif_type ovs
binding:vnic_type normal
device_id 947457b4-46e8-43e7-8114-79c816388e3d
device_owner compute:0dds
extra_dhcp_opts
fixed_ips {"subnet_id": "23f28095-bdb6-4fab-bl3e-281d726ef3eb", "ip_address": "10.240.221.38"}
id aal4b554-dea6-413d-b77c-63e11a3c9895
mac_address fa:16:3e:ce:18:2a
name
network_id 62027e77-7556-42b2-8070-ffbd61933877
port_security_enabled | True
security_groups le4bd44c-9ac2-4cd@-a56b-c094a52830c2
status ACTIVE
| tenant_id | d2fdag814485247795c23b9af2bc2elc
R e e B R e e it +
THIS PROCEDURE HAS BEEN COMPLETED
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Appendix H. INSTALL UDR ON ORACLE LINUX OS VIA KVM

Important Note: The content of this appendix is for informational purposes only.

This procedure will install UDR configuration on Oracle Linux OS with direct K\VM as hypervisor.

Note:

This installation procedure only applies when installing UDR on Oracle Linux OS via direct KVM
For the Oracle Linux OS, Oracle Linux 7.2 GA release is used and verified OK.

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

Step

Procedure

Result

1.

O

For each Oracle
X5-2 RMS:

Mount virtual
media contains
Oracle Linux OS
software

Follow steps defined in ...
Appendix C.3 Mounting Virtual Media on Oracle RMS Server of [2]

... to mount the Oracle Linux OS software 1SO.

For each Oracle
X5-2 RMS:

Reboot host

Login to X5-2
iLo GUI browser
page and launch
remote console

In ILO GUI,
navigate to “Host
Management” -
> “Power
Control” menu,
select “Reset” in
dropdown menu
and click “Save”
to reboot host.

Power Control

Control the host power fram this page. To change the power state, choose an option from the Actions drop down list Immediate Power OF cuts power to the host Gracefl Shutdown and Power OF
attempts to bring the O down gracefully, then cuts powerto the host. Power On gives the host full pawer. Power Cycle brings the hostto power off then automatically powers the host back on.
Resef reboats the hostimmediately. Hore defails..

Settings

Hostis currently on

|Reset |Z|

Save

In remote console window you’ll see host is rebooting.
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e S s
% Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.113.65.119 (... _

KVMS Preferences Help

+

Mouse Sync| | (L Ctl| (L Win| L Alt| RAIt| |R Win| (R Ctl| | |Context| [Lock]| Ctl-Alt-Del :{y — L,gl

opyright (C) 2014, Oracle andsor its affiliates. All rights reserved.
I05 Version @ JOG40Z00
System is Booting. Please Wait...

S

Wait for a couple of minutes for reboot to complete.

3. For each Oracle
I:I X5-2 RMS:

Initiate Oracle
Linux Platform
installation

Once reboot completed, host will boot with Oracle Linux installation 1ISO and GUI screen
will be prompted for installation option.
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= B e e S
9 Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.113.65.119 (... @ﬂgﬂ
— —

KVMS Preferences Help

|Mouse Sync| | |me| |RWin||RCtI| | |Comext| |[Lock]||c1m|t.ne|| ;@ -
ORACLE

Install Oracle Linux 7.1
Test this media & install Oracle Linux 7.1

Troubleshoot ing

Oracle Linux

Choose option of “Install Oracle Linux 7.x” to continue.

4, For each Oracle
D X5-2 RMS:

Choose Oracle
Linux OS
language

When prompted, choose “English” as Oracle Linux OS language:
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|| kvt Proterences Help

ORACLE LINUX 7.1 INSTALLATION [

WELCOME TO ORACLE LINUX 7.1.

‘What language would you lioe to use during the installation process?

Afrikaam
EN T
il

arAfm
Actiriany
braapycean
ElArapeas
AT

Bosamaki
Caralh

Ceftina
Cymraeq

Afrikcaans
Amhanc
Aratuc
Aszamese
Asturian
Belarusan
Bl ganan
Bengali
Bosnian
Catalan
Crech
Welsh
Doarvish

Ersglish [Uinited Kingdom)
Ersglish [inda)

Erslesh [Australis)
Erwlesh [Carada)

Elgglah [Dermark)
Ersglesh [ireland]

Ersglesh (Mew Dealand)
Ersglish [Migena)

Ermlish [Heng Kang SAR Crina)
Ensglesh [Phdippenes)
English [Singapore)
Ersglish (South Africa)
Erqglesh (Zambia)

Erglesh (Zimbatwe)

| | Englah [Botswana)

Halg!

Press “Continue” button to go to next step.

5. For each Oracle
D X5-2 RMS:

Setup time zone

The next page will prompt for Oracle Linux OS installation required information to start

installation.
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DATE & TIME
Amearicas/New York timerone

LANGUAGE SUFFORT
Englesh [Lted Srades)

SOFTWARE

INSTALLATION SOURCE
Lo media

p INSTALLATION DESTINATION
%) Automatk parnhtionng selected

NETWORK & HOST NAME

[F= 3 &piﬂdlm

W wanll Possrh pois digh g wntd pou riclh Bagen bnplstists

Click into LOCALIZATION -> DATE & TIME menu: Set time zone as Americas/New
York.

Click “Done” to save up changes and goes back to main configuration page.

6. For each Oracle
D X5-2 RMS:

Setup installation
base environment

Click into SOFTWARE -> SOFTWARE SELECTION menu. Choose “Server with GUI”
group, and make sure following add-ons are selected:

Virtualization Client
Virtualization Hypervisor
Virtualization Tools
Compatibility Libraries

YV VY
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Mouse Syuc| | |LEH LWt
LEL

EOFTWA =

Base Ervronment Add~0res for Selected Emironment

Henimal Inseadi Prink Exrvar
Biasl Pl

Bilawes ihe sysiem bo Si% a5 8 powmt server
" mafrustructure Seresr

Sanver for opavatieg matwork nfravtnactre pervces 7 Memots Managemant for Linux
Bemote managrment intorface For O acle Linus, indiuding Opasl M
Fite and Print Server andl GRHP

File, prnt. ared stosige smnvnd Tor enberpnaas
#  Wirtuslizsties Clem

Bauk VWb Server

Sarver for seryng stebc and dynans: et cosbent

¥ Virtusliratios Hypervisor
Wirtuslizatisa Hout Semaest poswble swiuslizebon kot nytsfstim
Mreral virtuilicston heat

ot Eprwer itk LI ¥ Virtuslizatiss Tosls
e ) Teals for ofine vittual image mansgenent

¥ Compatibdity Lisraries
Compatitsldy llvaiies o appleaten bult o piersus vodios of
Crile Laman

A basic developran anveoamen

Seeurity Tasls
Eecurdty tooks Tor sbegiy and Irut worbosion

I Daverlopment Tools

Smart Card Support
Sappori for using 1t card suthesticstion

Click “Done” to save up changes and goes back to main configuration page.

7. For each Oracle | Click into SYSTEM -> INSTALLATION DESTINATION menu. Select ’sda’ and ‘sdc’
| X5-2 RMS: to use, and check “I will configure partitioning”, click ‘Done’ to continue.

Setup installation
destination
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INSTALLATION DESTINATION

| Darvice Selection
Select the device(s) you'd Uke 1o install to, They will be Left untcuched until yeu click on te main meny's "Begin nstallatien” button.
Local Standard Dinks

111665 GR T43.2 GiE TE40MiB.

LSI MR9 361 =Bi LSI MR9 251 =8 ORACLE S5M
sda 1 96582 GIB free sdb / 7432 G free sdo ! 382057 MIB free

Dezhia eft impelected bare undl ot Be foushed

Specialived ki Metwork Divke

1 J
| Add adi. |

Cvsky feft unpelected here wall mot Be fowhed

Other Storage Dptions

Pty

) Metonatically configuare partitioning. (&) | will
T 1 vl e oo mepice gedtined apare peniale

Eneryption
| Endrypt oy deta. Yo TT et & paiiptiane svul

2 ks seleered 1134 17 OB eapacny; 985 5% GiE free

Manually configure disk partition like following (remove any existing mount points if any):
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[
anaconda
<l j‘i“ul
00=-swap
{home 100 Gi# Mot Poink! Dhe e filt
it -horme
SYETEM Eaiind = L5 MRD 361 -6 (ncda] and 1 ot
i 500 MiB b i L
il 4030 M
! 50 GiB
o
N - o
LM * || Emorypt ] {20 freej =
Fils Symam: Mgy
T v | R ’
Labsal Harre:
L]
Mote: The sechngs wou make o i sorees will
+ s o net be appled untd pow click on Ebe sy @ el
t ‘Begm inrtilEon futton
Q6962 Gt [ 1124.12 GiB
2 sterage devees selected Henes bt

Press “Done” to save up changes and go back to main configuration page.

8. For each Oracle
D X5-2 RMS:

Review
configuration and
start to install

Review all information before clicking “Begin Installation” button:

(You don’t need to configure network right now, we’ll leave that part after Oracle Linux OS
is installed.)
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9. For each Oracle
I:I X5-2 RMS:

Create login
credential

At the same time Oracle Linux installation software is laying down files into Oracle X5-2

DATE & TIME
Americas/MNew York tmerons

LANGUAGE SUPPORT
English (United States)

SOFTWARE

INSTALLATION SOURCE
Local media

Q

METWORK & HOST NAME

Tt e ‘Mm

We wonl Feash poas dihp wntd o el Begen bl

local hard disk, you may configure root credential or any other login credentials per your

needs:
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LUSER CREATION

1 Scarag package nstallsoon process

10. Foreach Oracle | Wait for installation complete until following screen is shown:
I:I X5-2 RMS:

Reboot host after

installation

completed
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| ol O e e | ]

anpconda

USER SETTINGS

ROOT PASSWORD
Root password i sat

ORACLE LINUIC 7.2 INSTALLATION
Bun | Helgl

@ usercrzamon

- Aciminicirator agmusr will be created

Click “Reboot” button to reboot.

Oracle Lisuw i now quccepdially incralled snd resdy for you 1o we!
Gy ahead and reboct 1 AlarL using 0!

11.

For each Oracle
X5-2 RMS:

Accept license
agreement

After reboot is done, license agreement page with be prompted:
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153 Civaciei) Inmegrated Lighes Oun
s Pflﬁ.-‘lfrCH.HI:-

Blewss Syme. | LCH L'Wa (LAE RAL R'Wa ROd | Cosiest Jleck] | C8.AK D

LICEMSE INFORMATION

[icess=]
Dene

Leense Agreement

sading the Orstle Lines: pragrama, or &

allation procece, ¥ pou e not willing 1

o+ |-"ilrr'| the liense agreement

B e B R R RS e e

¥

Check “I accept the license agreement”, following with “Finish Configuration™ to

continue.

Later you’ll be prompted for ULN setting, skip that step.

12. For each Oracle | Open SSH console window and check following:
I:] X5-2 RMS:

Verify kernel

version and

KVM version
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liloarea Syme| | (L0 LW LAE B8 AW ACE | Cosiswi fleck]| Cf.AdDel -g_ !
4 hpplicatiens Places !l"‘i:'ul #H E F024% O Administratlen User—

admusn@udr-cS-2-62 fomeladmusr
File Edi Vew Search Terminad Halp

'EE '.1‘:-.1.15, -..1|
¥

13.

For each Oracle
X5-2 RMS:

Change network
interface name
pattern to ‘ethx’

Edit /etc/default/grub to append  ‘net.ifnames=0" to option GRUB_CMDLINE_LINUX:

[root@udr-x5-2-62-017 admusr]# cat /etc/default/grub
GRUB_TIMEOUT=5

GRUB_DISTRIBUTOR="$(sed "s, release .*$,,g" /etc/system-release)"
GRUB_DEFAULT=saved

GRUB_DISABLE_SUBMENU=true

GRUB_TERMINAL_OUTPUT="console"
GRUB_CMDLINE_LINUX="crashkernel=auto rd.lvm.lv=0100/root

rd. Ivm.lv=0100/swap rhgb quiet net.ifnames=0"
GRUB_DISABLE_RECOVERY=""true"

Recreate the grub2 config file with following command:
# grub2-mkconfig -o /boot/grub2/grub.cfg

Restart host with  “shutdown -r’ command and verify that network interface are with
ethx’ name pattern now.

14.

For each Oracle
X5-2 RMS:

Create bond0
device

Create device bond0 configuration file:

#vim /etc/sysconfig/network-scripts/ifcfg-bond0
DEVICE=bondO

TYPE=Bonding

BOND_ INTERFACES=ethO0,ethl

ONBOOT=yes

NM_CONTROLLED=no

BOOTPROTO=none

BONDING_OPTS="mode=active-backup primary=ethO miimon=100"
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Save up file and exit.

Create device ethO configuration file:

#vim /etc/sysconfig/network-scripts/ifcfg-eth0
DEVICE=ethO

TYPE=Ethernet

ONBOOT=yes

NM_CONTROLLED=no

BOOTPROTO=none

MASTER=bondO

SLAVE=yes

Save up file and exit.

Create device ethl configuration file:

#vim /etc/sysconfig/network-scripts/ifcfg-ethl
DEVICE=ethl

TYPE=Ethernet

ONBOOT=yes

NM_CONTROLLED=no

BOOTPROTO=none

MASTER=bondO

SLAVE=yes

Save up file and exit.

Bring up devices into services:
#ifup ethO

#ifup ethl

#ifup bond0

15, For each Oracle | Create bond0.<imi_vlan> configuration file:
| X5-2 RMS: #vim /etc/sysconfig/network-scripts/ifcfg-bond0.<imi_vlan>
DEVICE=bondO.<imi_vlan>
Create IMI TYPE=Ethernet
bridge BOOTPROTO=none
ONBOOT=yes
NM_CONTROLLED=no
BRIDGE=imi
Create imi device configuration file:
#vim /etc/sysconfig/network-scripts/ifcfg-imi
DEVICE=imi
TYPE=Bridge
BOOTPROTO=none
ONBOOT=yes
NM_CONTROLLED=no
BRIDGE_INTERFACES=bondO.<imi_vlan>
Bring up devices into services:
#ifup bond0.<imi_vlan>
#ifup imi
16. For each Oracle | Create bond0.<xmi_wvlan> configuration file:
| X5-2 RMS: #vim /etc/sysconfig/network-scripts/ifcfg-bond0.<xmi_vlan>
DEVICE=bond0.<xmi_vlan>
Create XMI TYPE=Ethernet
bridge BOOTPROTO=none

ONBOOT=yes
NM_CONTROLLED=no

Page 169 of 185

E67495-03




Oracle Commmunications User Data Repository Cloud Installation Guide

BRIDGE=xmi

Create xmi device configuration file:

#vim /etc/sysconfig/network-scripts/ifcfg-xmi:
DEVICE=xmi

TYPE=Bridge

BOOTPROTO=none

ONBOOT=yes

NM_CONTROLLED=no
IPADDR=<xmi_1ip_addr>
NETMASK=<xmi_netmask>
NETWORK=<xmi_network>

BRIDGE_ INTERFACES=bondO.<xmi_vlan>

Set default route for xmi network:
#vim /etc/sysconfig/network-scripts/route-xmi

default via <xmi_gateway> table main

Bring up devices into services:
#ifup bond0.<xmi_vlan>

#ifup xmi

17.

For each Oracle
X5-2 RMS:

Create bond1
device

Create device bond1 configuration file:

#vim /etc/sysconfig/network-scripts/ifcfg-bondl
DEVICE=bond1

TYPE=Bonding

BOND_ INTERFACES=eth4,eth5

ONBOOT=yes

NM_CONTROLLED=no

BOOTPROTO=none

BONDING_OPTS=""mode=active-backup primary=eth4 miimon=100"

Create device eth4 configuration file:

#vim /etc/sysconfig/network-scripts/ifcfg-ethd
DEVICE=eth4

TYPE=Ethernet

ONBOOT=yes

NM_CONTROLLED=no

BOOTPROTO=none

MASTER=bond1

SLAVE=yes

Create device eth5 configuration file:

#vim /etc/sysconfig/network-scripts/ifcfg-eth5
DEVICE=eth5

TYPE=Ethernet

ONBOOT=yes

NM_CONTROLLED=no

BOOTPROTO=none

MASTER=bond1

SLAVE=yes

Bring up devices into services:
#ifup ethd4

#ifup ethb

#ifup bondl

18.

O

For each Oracle
X5-2 RMS:

Create device bond1.<xsil_vlan> configuration file:

#vim /etc/sysconfig/network-scripts/ifcfg-bondl.<xsil vlan>
BOOTPROTO=none
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Create xsil/xsi2
bridge

VLAN=yes

ONBOOT=yes
TYPE=Ethernet
DEVICE=bondl.<xsil_vlan>
BRIDGE=xsi1l
NM_CONTROLLED=no

Create device xsil configuration file:

#vim /etc/sysconfig/network-scripts/ifcfg-xsil
DEVICE=xsi1

TYPE=Bridge

BOOTPROTO=none

ONBOOT=yes

NM_CONTROLLED=no
BRIDGE__INTERFACES=bond1.<xsil_vlan>

Bring up devices into services:
#ifup xsil
#ifup bondl.<xsil_ vlan>

Perform similar operations to create network devices for xsi2.

19.

For each Oracle
X5-2 RMS:

Set host name

Rename host by modifying /etc/hostname file:
[root@localhost network-scripts]# cat /etc/hostname
udr-x5-2-62-ol7

Review host name change with following command:
[root@localhost network-scripts]# hostnamectl status
Static hostname: udr-x5-2-62-ol7
Icon name: computer-server
Chassis: server
Machine ID: 17980a78ef7d440ca5a6900768903795
Boot ID: a2a5a649eeal4d8ab7534aec962c6782
Operating System: Oracle Linux Server 7.2
CPE 0S Name: cpe:/o:oracle:linux:7:2:server
Kernel: Linux 3.8.13-98.7.1.el7uek.x86_64
Architecture: x86-64

20.

For each Oracle
X5-2 RMS:

Set NTP service

Modify /etc/chrony.conf, comment out all server * entries and append your NTP server IP to
the list with prepending *server * text:

# Use public servers from the pool.ntp.org project.

# Please consider joining the pool (http://www.pool.ntp.org/join.html).

#server 0.rhel.pool.ntp.org iburst

#server 1.rhel.pool.ntp.org iburst

#server 2.rhel.pool.ntp.org iburst

#server 3.rhel.pool.ntp.org iburst

server 144.25.255.140

Force ntp to sync with newly added server:
#ntpdate 144.25.255.140

Verify time synced:
[root@udr-x5-2-62 log]# chronyc tracking

Reference ID : 144.25.255.140 (144.25.255.140)
Stratum : 3

Ref time (UTC) : Mon Feb 29 06:06:44 2016

System time : 1.692247748 seconds slow of NTP time
Last offset : -3.862722397 seconds

RMS offset : 3.862722397 seconds

Frequency - 0.000 ppm fast
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Residual freq
Skew

Root delay
Root dispersion
Update interval

-93.109 ppm
1000000.000 ppm
0.178002 seconds
30.041723 seconds
0.0 seconds

Leap status Normal

21. For each Oracle
E] X5-2 RMS:

Create VG of
‘vgguests’

Navigate to

‘Applications -> Utilities -> Disk’ menu, select ‘1.2 TB Hard Disk’, create a
new partition using the rest of the free disk space on that disk, like following:

M 12 TE Hrd Dnk
L5 HRATIEE-4
798 GB Hard Disk

UL L ETE T

- COVONDr Drtvm
TR DVAMINSE

50 OB Drve
CRECLE LM

4 G0 BHeck Device
LT T T
G 5B Block Device
T e P -HPE -
4173 58 Block Davice
= ldeimazprht g g aundh
& 3 08 Block Dewvicw
I e pe i 0=l wip

T38 GB Block Device
= dramapperitri. B pacl_wg g

1.2 TB Hard Disk

L1 MRSZE1-2 (4 73)
o 1.2 TB (L158, 995 470, 080 bytes)
Master Boot Recard

Q0TI 12 | dedD ] o] da] TTe0ebO0 508

&

s Furcrion
= 100 G L P

¢ 1.0TB [L.037. 115 210,048 bytes)
Pdewiedal

L

107 G Block Devwce
PO P e S e e

75 GB Block Dwvica
fdovinappobrgguaty-30-B.ing

e ts LD Phyrcal Volume [LVIM2 601)

—1
TS GB Blask Dwaze

T g par g gt P 1 g
479 GH Block Dewce

T e Frgquent E-hio-- ing

&1 G8 Block Device
= amimapptrvquest-C4P—-1 ing

Open SSH window and type in following command to create PV on the newly created
partition:
# pvcreate /dev/sda3
WARNING: ext4 signature detected on /dev/sda3 at offset 1080. Wipe
it? [y/n]: vy

Wiping ext4 signature on /dev/sda3.

Physical volume "/dev/sda3" successfully created

Create VG of ‘vgguests’ on this newly created PV:

#vgcreate vgguests /dev/sda3
Volume group "vgguests' successfully created

Verify that ‘vgguests’ created successfully:
#vgdisplay vgguests
--— Volume group ---

VG Name vgguests
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System ID
Format
Metadata Areas

Metadata Sequence No

VG Access

VG Status

MAX LV

Cur LV

Open LV

Max PV

Cur PV

Act PV

VG Size

PE Size

Total PE

Alloc PE / Size
Free PE / Size
VG UUID

Ivm2

1

14
read/write
resizable

PR O~N~NO

965.89 GiB

4.00 MiB

247268

207360 / 810.00 GiB

39908 / 155.89 GiB
gceZRh-QR7y-w5dP-wj81-0e6i-dC2q-rkwl57

22. For each Oracle | Create PV upon SSD disk array (mounted as /dev/sdb device):
| X5-2 RMS: #pvcreate /dev/sdb
Physical volume '"/dev/sdb" successfully created
Create PV upon
SSDdiskarray | vzerify PV is created successfully:
#pvdisplay /dev/sdb
"/dev/sdb" is a new physical volume of "743.20 GiB"
--— NEW Physical volume ---
PV Name /dev/sdb
VG Name
PV Size 743.20 GiB
Allocatable NO
PE Size 0
Total PE 0
Free PE 0
Allocated PE 0
PV UUID 2nMzSt-44Sr-K8sq-eMdf-cAc7-003R-AQCIi0
23. For each UDR Using Ivcreate command create logic volume for UDR VM on Oracle X5-2 host:
O VMs: # lvcreate -n <UDR_VM name>.img -L <UDR_VM HardDisk sizeGB>G
. vgguests
ﬁ;g@fha“jdﬁk Logical volume *<UDR_VM_name>.img" created.
Login to SSH -if creating VM for NOAMP, set hard disk size to 400G
console of X5-2 -if creating VM for SOAM/MP, set hard disk size to 70G
host
Verify logic volume created successfully:
# [root@udr-x5-2-62-0l7 ~J# 1lvdisplay /dev/vgguests/<UDR VM name>.img
--— Logical volume ---
LV Path /dev/vgguests/NO-B. img
LV Name NO-B. img
VG Name vgguests
LV UUID QcfD8S-61cP-P3Ws-H8AI-11xx-reDC-2cT9Aw
LV Write Access read/write
LV Creation host, time udr-x5-2-62-ol7, 2016-03-02 00:30:04 -0500
LV Status available
# open 1
LV Size 400.00 GiB
Current LE 102400
Segments 1
Allocation inherit
Read ahead sectors auto
- currently set to 8192
Block device 252:6
24. For NOAMP Note: this step is for NOAMP VM only.
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O

VM only:

Create LV for
subscriber
storage

Allocate all space on stripePool_vg to NOAMP VM:
# lvcreate -n <NOAMP name> pool vg.img -L 743G stripePool vg
WARNING: LVM2_member signature detected on /dev/stripePool_vg/NO-
B_pool_vg.img at offset 536. Wipe it? [y/n]: vy

Wiping LVM2_member signature on /dev/stripePool_vg/NO-
B_pool_vg.img.

Logical volume "NO-B_pool_vg.img" created.

Verify that LV is created successfully:
# lvdisplay /dev/stripePool vg/<NOAMP name> pool vg.img
--- Logical volume ---

LV Path /dev/stripePool_vg/NO-B_pool_vg.img
LV Name NO-B_pool_vg.img

VG Name stripePool_vg

LV UUID gXaYz2-FrxJ-51iq-iUyB-OkDN-elPw-OKeRel
LV Write Access read/write

LV Creation host, time udr-x5-2-62-ol7, 2016-03-02 00:30:11 -0500
LV Status available

# open 2

LV Size 743.00 GiB
Current LE 190208
Segments 1
Allocation inherit
Read ahead sectors auto

- currently set to 8192

Block device 252:2

25.

For each UDR
VMs:

Create VM and
install TPD

Note: require X-window enabled so that virt-viewer GUI could pop up to perform
installation operation.

-if creating NOAMP VM, using following command:
#virt-install --name=<NOAMP name> \

--connect gemu:///system --virt-type kvm \

--vcpus=8 \

--cpu Haswell-noTSX \

--ram=104448 \

--hvm \

--arch=x86 64 --os-type=linux --os-variant=0l6.5 \

--disk path=/dev/vgguests/<NOAMP name>.img,sparse=false
\

--disk
path=/dev/stripePool vg/<NOAMP name> pool vg.img,sparse=false
\

--cdrom <TPD_ISO location> \

--network=bridge:imi,model=virtio \

--network=bridge:xmi,model=virtio \

--network=bridge:xsil,model=virtio \

-—accelerate
-if creating SOAM VM, using following command:

#virt-install --name=<SOAM name> \
--connect gemu:///system --virt-type kvm \
--vcpus=2 \
--cpu Haswell-noTSX \
--ram=12288 \
--hvm \
--arch=x86_64 --os-type=linux --os-variant=0l6.5 \
--disk path=/dev/vgguests/<SOAM name>.img,sparse=false \
--cdrom <TPD_ISO location> \
--network=bridge:imi,model=virtio \
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--network=bridge:xmi,model=virtio \
--accelerate

-if creating MP VM, using following command:

#virt-install --name=<MP_name> \
--connect gemu:///system --virt-type kvm \
--vcpus=6 \
--cpu Haswell-noTSX \
--ram=32768 \
--hvm \
--arch=x86_64 --os-type=linux --os-variant=0l6.5 \
--disk path=/dev/vgguests/<MP name>.img, sparse=false \
--cdrom <TPD_ISO location> \ -
--network=bridge:imi, model=virtio \
--network=bridge:xmi,model=virtio \
--network=bridge:xsil,model=virtio \
--network=bridge:xsi2,model=virtio \
--accelerate

Wait for virt-viewer GUI pop up:

() NO-B (1) - Virt Viewer '_

Fle ‘iew Sendkey Help
Copyright (C) 2003, 2015, Oracle andrsor its affiliates. All rights reserved.

.

7.0.2.0.0_86.28.0

xB6_64
For a detailed description of all the supported commands and their options,
please refer to the Initial Platform Manufacture document for this release.
In addition to linux & rescue TFD provides the following kickstart profiles:

[ TPD i TPDworaid i TPDlum i TPDcompact i HDD 1
Commonly used options are:

console=<console_option>[,<console_option>] 1
primaryConsole=<{console_option> 1
rdate=<{server_ip> 1]

scrub 1

reserved=<{sizel>[,<sizeN>] 1

diskconf ig=HWRAIDIL,forcel 1
drives=<{device>[,devicel 1]

guestArchive 1

To install using a monitor and a local keyboard, add console=tty®

boot: TPDnoraid console=ttyo®

L5

Type in following to start TPD installation:
# TPDnoraid console=tty0

26. For each UDR Wait for TPD installation to complete until following screen shown:
[:] VMs

Reboot after TPD

installation

complete
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(] NO-B (1) - Virt Viewer = | (B ||

Fle ‘Wiew Sendkey Help
Welcome to Oracle Linux Server for xB6_64

| Complete |

Congratulations, your Oracle Linux Server installation is complete.
Please reboot to use the installed system. Note that updates may

be available to ensure the proper functioning of your system and
installation of these updates is recommended after the reboot.

{Enter> to exit

Press “Reboot” to continue.

27.

For each UDR
VMs:

Modify network
interface name

Note: by default the network interface name on VM guest created by Oracle Linux
KVM are of pattern ‘ethx’, UDR VMs requires network interface name as in
xmi/imi/xsil/xsi2, following is a workaround to meet with this requirement.

First stop network service:
# service network stop

Modify /etc/udev/rules.d/70-persistent-net.rules as following (take NOAMP for example):
Note: check the MAC address before modifying to guarantee the network interface
name to be changed to.

# # cat /etc/udevirules.d/70-persistent-net.rules

# This file was automatically generated by the /lib/udev/write_net_rules

# program, run by the persistent-net-generator.rules rules file.

#

# You can modify it, as long as you keep each rule on a single

# line, and change only the value of the NAME= key.

# PCI device 0x1af4:0x1000 (virtio-pci) (custom name provided by external tool)
SUBSYSTEM=="net", ACTION=="add", DRIVERS=="?*""
ATTR{address}=="52:54:00:50:dc:80", ATTR{type}=="1", KERNEL=="eth*",
NAME="imi"

# PCI device 0x1af4:0x1000 (virtio-pci)

SUBSYSTEM=="net", ACTION=="add", DRIVERS=="?*"
ATTR{address}=="52:54:00:dc:7e:d1", ATTR{type}=="1", KERNEL=="eth*",
NAME="xmi"

# PCI device 0x1af4:0x1000 (virtio-pci)
SUBSYSTEM=="net", ACTION=="add", DRIVERS=="7*"
ATTR{address}=="52:54:00:08:72:06", ATTR{type}=="1", KERNEL=="eth*",
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NAME="xsi1"

Restart udev service:
# start_udev

Rename network interface configuration file name correspondingly:
#mv ifcfg-ethO ifcfg-imi

Modify DEVICE name option in configuration file:
[root@NO-B network-scripts]# cat ifcfg-imi
BOOTPROTO=none

TYPE=Ethernet

DEVICE=imi

NETMASK=255.255.254 .0
BROADCAST=192.168.3.255

IPADDR=192.168.2.35

NETWORK=192.168.2.0

ONBOOT=yes

Start network service again:
# service network start

Verify that network interfaces are renamed correctly:
#ip link
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 gdisc noqueue state UNKNOWN
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
2: imi: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc pfifo_fast
state UP glen 1000
link/ether 52:54:00:50:dc:80 brd ff:ff:ff:ff:ff:ff
3: xmi: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN glen
1000
link/ether 52:54:00:dc:7e:dl brd ff:ff:FfF:fF-FF.fF
4: xsil: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN glen
1000
link/ether 52:54:00:08:72:06 brd ff:ff:ff:ff:ff:ff

28. For each UDR Set XMI network address for UDR VM:
[l VMs: # netAdm set --device=xmi --onboot=yes --netmask=<XMI netmask>
Confiaure XMI --address=<XMI network address>
n:tnwcl)grllirsddress #netAdm add --device=xmi --route=default --
gateway=<XMI gateway>
29. For each UDR Follow instructions in...
I:I VMs:
i Step 5 - 6 of Appendix L.6 Configure TVOE Server (Hostname, Time Zone, SNMP, NTP,
Configure NTP etc) in [2]
service
... to configure NTP service for each VM.
30. For NOAMP Note: this step applies on NOAMP VM only.
I:] VM only:

Create rundb
logic volume

Create volume group stripe_vg:

#vgcreate stripe vg /dev/sdb
Physical volume '"/dev/sdb" successfully created
Volume group "'stripe_vg" successfully created

Verify VG created successfully:
#vgdisplay
---— Volume group ---

VG Name stripe_vg
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System ID

Format Ivm2
Metadata Areas 1

Metadata Sequence No 1

VG Access read/write
VG Status resizable
MAX LV 0

Cur LV 0

Open LV 0

Max PV 0

Cur PV 1

Act PV 1

VG Size 743.00 GiB
PE Size 4.00 MiB
Total PE 190207
Alloc PE / Size 0/0

Free PE / Size

190207 / 743.00 GiB

VG UUID 3Qj0oX9-154F-1Xk5-Hnrw-P1d9-dbK0-azk4te
--— Volume group ---

VG Name vgroot
System ID

Format lIvm2
Metadata Areas 1

Metadata Sequence No 6

VG Access read/write
VG Status resizable
MAX LV 0

Cur LV 5

Open LV 5

Max PV 0

Cur PV 1

Act PV 1

VG Size 399.72 GiB
PE Size 32.00 MiB
Total PE 12791

Alloc PE / Size
Free PE / Size
VG UUID

352 / 11.00 GiB
12439 / 388.72 GiB
9AejnG-F3yM-0EUI-hDXY-INF5-6mVg-cNCOdC

Create LV for rundb:

# lvcreate -L 385G --alloc anywhere --name rundb stripe vg
Logical volume "rundb™ created

#mkfs -t ext4 /dev/stripe vg/rundb
mke2fs 1.43-WIP (20-Jun-2013)
Discarding device blocks: done
Filesystem label=
0S type: Linux
Block size=4096 (log=2)
Fragment size=4096 (log=2)
Stride=0 blocks, Stripe width=0 blocks
25231360 inodes, 100925440 blocks
5046272 blocks (5.00%) reserved for the super user
First data block=0
Maximum filesystem blocks=4294967296
3080 block groups
32768 blocks per group, 32768 fragments per group
8192 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736,
1605632, 2654208,
4096000, 7962624, 11239424, 20480000, 23887872, 71663616,
78675968
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Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

#1lvs stripe vg

LV VG Attr LSize Pool Origin Data% Meta% Move
Log Cpy%Sync Convert
rundb stripe_vg -wa-a----- 385.00g

31

For each UDR
VMs:

Reboot VM guest

Reboot the server:
#init 6

Wait until the reboot completes and re-login with root credentials.

32.

For each UDR
VMs:

Copy UDR ISO
to upgrade
directory

Remote copy UDR ISO to /var/TKLC/upgrade directory on each UDR VM:

#scp <UDR_ISO location>
admusr@<UDR_VM XMI_ address>:/var/TKLC/upgrade/

The authenticity of host "10.113.78.35 (10.113.78.35)" can"t be
established.

RSA key fingerprint is

SHA256:9d 1 P5VmF6p9506XUS55E6V jN/zdTVFFrA4G IMKdZ8JYE.

Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added "10.113.78.35" (RSA) to the list of known
hosts.

Password:

UDR-12.1.0.0.0_13.8.0-x86_64.1iso

100% 873MB 43.7MB/s  00:20

Check that 1ISO has been uploaded to /var/ TKLC/upgrade folder on target VM guest
correctly.

33.

For each UDR
VMs:

Install UDR

Start UDR VM management console via virt-viewer utility (require X-window support):
#virt-viewer <UDR_VM name>

Wait for virt-viewer window pop up, type in following command to enter upgrade window:
#su - platcfg
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NO-B (1) - Virt Viewer

Fle Wiew Sendkey Help

lo Link encap:Local Loopback
inet addr:127.8.8.1 Mask:255.08.8.8
inetb addr: ::1-,128 Scope:Host
UP LOOPBACK RUNNING MTU:65536 Metric:1
RX packets:153 errors:B dropped:B overruns:B frame:@
TX packets:153 errors:B dropped:B overruns:@ carrier:8
collisions:B txqueuelen:B
Rx bytes:11819 (18.7 KiB) TX bytes:11819 (18.7 KiB)

Link encap:Ethernet HWaddr 52:54:88:DC:7E:D1
BROADCAST MULTICAST MTU:1588 Metric:1

RX packets:B errors:8 dropped:8 overruns:H frame:@
TX packets:B errors:B dropped:H overruns:d carrier:8
collisions:B txqueuelen:1868

RX bytes:8 (8.8 b) TX bytes:8 (8.8 b)

Link encap:Ethernet HWaddr 52:54:88:88:72:06
BROADCAST MULTICAST MTU:1588 Metric:1

RX packets:B errors:B dropped:8 overruns:8 frame:8
TX packets:B errors:B dropped:B overruns:H carrier:8
collizions:B txqueuelen:1868

Rx bytes:8 (8.8 b) TX bytes:B8 (8.8 b)

[rootBhostname499ffZ2eJeSel “1# su - platcfy_

Navigate into menu of “Maintenance -> Upgrade -> Validate Media”, choose the ISO just
uploaded to verify:

B8] NO-B (1) - Virt Viewer o 1 = | 5] i

Fle View Sendkey Help

e et
e e e g
EEEEE R g
EEEEE R g
BREBRERERERBERERERBERER R HRBR R HRBR B RN AR AR R R ER AR R R BN R EY
R
R
e et
HEEREE

UMUT Validate Utility vZ.3.4, (c)Tekelec, May 2614
Validating ~var/TKLC/upgradesUDR-12.1.8.8.8_13.8.8-x86_64.iso
DatedTime: 2016-83-81 28:53:15

Uolume ID: 12.1.8.8.8_13.8.8

Fart Number: N/A

Version: 12.1.A.0.8_13.8.8
flisc Label: UDR

Disc description: UDR

The media validation is complete, the result is: PASS

CDROM is Valid

HPRESS ANY KEY TO RETURN TO THE PLATCFG MENU.

Verified that validation is success and press any key to go back. Navigate into  ‘Initiate
Upgrade’ menu and select the 1SO to upgrade:
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8] NO-B (1) - Virt Viewer '- — = )

File Wiew Sendkey Help
Copyright (C) ZBB3, 2816, Oracle andrsor its affiliates. fill rights reserved.
Hostname: hostname499ffZe9e5el

DR-12.1.0.0.08_13.8.8-x86_64.iso - 12.1.0.8.8_13.5.8

Use arrow keys to move between options | <Enter> selects | <F1Z> Main Menu

Press “Enter” key to start upgrade. Wait for upgrade to complete:
| NO-B (1) - Virt Viewer

Fl=  View Sendkey Help
PRODUCT: UDR
PROD_RELEASE: 12.1.8.8.8-13.8.8
All the entries in this log are timestamped.
The timestamps are in seconds since epoch.
To convert seconds since epoch to a normal date use the following
command :

epochZhuman <{seconds>

Replacing <{seconds> with the value from the log.

Starting Early Upgrade Checks at 1456883619

Bunning earlylUpgradeChecks() for Upgrade::EarlyPolicy::AppWorksEarlyChecks upgra
de policy. ..

Bunning earlylUpgradeChecks() for Upgrade::EarlyPolicy::TPDEarlyChecks upgrade po
licy...

Uerif ied server is not pending accept of previous upgrade

Hardware architectures match

Install products match.

fiNo Application installed yet.. Skip alarm check?
Early Upgrade Checks Have Passzed!

Early Upgrade Checks finished at 1456883619
Initializing upgrade information...

34

For each UDR
VMs:

Verify UDR
installation
success

The UDR installation process will restart host automatically, after reboot done. Issue
following command to verify upgrade success:
# verifyUpgrade

This command shall give no output.
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(] NO-B (1) - Virt Viewer -‘

Fle Wiew Sendkey Help
UPATH=/var/TKLC/rundb : vusrTKLC-appworks : susr-TKLC/udr : susr-TKLC/awpcommon : susr/
TKLC/comagent-gui: usr/TKLC/comagent-gui:-usr/TKLC/comagent
PRODPATH=/o0pt comcol-prod
RUNID=00
UPATH=/0pt»TKLCcomcol/runcmb.4: sopt-TKLCcomcol cmb . 4
PRODPATH=
RELEASE=6 .4
RUNID=-B4 I
UPATH=/var/TKLC/rundb : susrTKLC/appworks : susrTKLC/udr : susrTKLC/awpcommon : /usr/
TKLC/comagent-gui: usr/TKLC/comagent-gui: usr-TKLC/comagent : susr-TRLC/dpi: usr/T
fKLC/capm/prod-/plugins
PRODPATH=/0pt comcol-prod I
RUNID=00
[root@hostname499ffZe9eSel ~1# appRev

Install Time: Tue Mar 1 21:81:36 2816
Product Mame: UDR
Product Release: 12.1.8.8.8_13.8.8
| Base Distro Product: TPD
Base Distro Release: 7.0.2.8.8_86.36.08
[ Base Distro IS0: TPD.install-7.B.2.8.8_B6.36.8-0raclelLinuxb.6-xB86_64.is0

0S: OracleLinux 6.6

[root@hostname4939ffZ2e9eSel “1# verifylpgrade
[root@hostname499ffZ2eJebel “14# _

I50 name: UDR-12.1.8.8.8_13.8.8-x86_64.iso I

35.

For each UDR
VMs:

Accept upgrade

Type in  ‘su - platcfg’ command to enter platform configuration menu. Navigate into
Maintenance -> Upgrade -> Accept Upgrade’ menu and press “Enter” to start:

B NO-B (1) - Virt Viewer ‘ [

Fle Wiew Sendkey Help
Copyright (C) ZBB3, 2816, Oracle andrsor its affiliates. All rights reserved.
Hostname: hostname499ffZ2e9e5el

Upgrade Menu

UValidate Media

Early Upgrade Checks
Initiate Upgrade

Copy USB Upgrade Image

Non Tekelec RPM Management
Re ject Upgrade

Exit

Use arrow keys to move between options i <Enter> selects i <F1Z> Main Menu

w

Wait for Accept upgrade operation to complete:
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r . — = = = I b
(| NO-B (1) - Virt Viewer - =TRE0 X

Fle Wiew Sendkey Help

| Message |

The accept has completed.

Press any key to continue...

Repeat step 23 ~ 35 for each UDR VM guest involved.
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Appendix I. MY ORACLE SUPPORT (MOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training needs. A
representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for your local
country from the list at http://www.oracle.com/us/support/contact/index.html.

When calling, there are multiple layers of menus selections. Make the selections in the sequence shown below on the
Support telephone menu:
1) For the first set of menu options, select 2, “New Service Request”. You will hear another set of menu
options.
2) In this set of menu options, select 3, “Hardware, Networking and Solaris Operating System Support”.
A third set of menu options begins.
3) Inthe third set of options, select 2, “ Non-technical issue”. Then you will be connected to a live agent
who can assist you with MOS registration and provide Support. Identifiers. Simply mention you are a
Tekelec Customer new to MOS.
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