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1)1 601 AGAQEIT 1
1.1 Documentation Admonishments

Admonishments are icons and text throughout this manual that alert the reader to assure personal
safety, to minimize possible service interruptions, and to warn of the potential for equipment
damage.

Table 1: Admonishments

DANGER:

(This icon and text indicate the possibility of personal injury.)

WARNING:

(This icon and text indicate the possibility of equipment damage.)

CAUTION:

> > -

(This icon and text indicate the possibility of service interruption.)

1.2 Reference Documents

[1] Platform 7.0 Configuration Procedures References, E53486, December 2014

[2] PM&C Incremental Upgrade Procedures, E45387, November 2014

[3] TVOE 3.0.0.0.0 Software Upgrade Procedure , E53018, June 2015

[4] PIC 10.1.5 Maintenance Guide, E56062, February 2015

[5] HP Solutions Firmware Upgrade Pack 2.2.8, E59723, March 2015

[6] Oracle Firmware Upgrade Pack, E54963, June 2014

[7] PIC 10.1.5 Installation Document, E56065, February 2015

[8] Tekelec Default Passwords ,TRO06061

[9] Oracle Support Document 1984685.2 (Information Center: Upgrade Oracle Communications
Performance Intelligence Center)

[10] PIC Hardware Guidelines

1.3 Related Publications

For information about additional publications that are related to this document, refer to the Release
Notice document. The Release Notice document is published as a part of the Release
Documentation.

1.4 Scope and Audience

This document describes the incremental upgrade procedures for the PIC system at Release 10.
This document is intended for use by internal Oracle manufacturing, PSE, SWOPS, and many times
partners trained in software upgrade on both rack mount and c-class blades system. A working-level
understanding of Linux and command line interface is expected to successfully use this document.

It is strongly recommended that prior to performing an upgrade of the operating system and
applications software, on a rack mount or c-class blades system, the user read through this
document.

Note: The procedures in this document are not necessarily in a sequential order. There are flow
diagrams in the Incremental Upgrade Overview chapter that provide the sequence of the
procedures for each component of this PIC system. Each procedure describes a discrete action. It is
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expected that the individuals responsible for upgrading the PIC system should reference these flow
diagrams during this upgrade process.

1.5 Requirements and Prerequisites

1.5.1 Hardware Requirements

Refer PIC Hardware Guidelines

1.5.2 Software Requirements
The following software is required for the PIC 10.1.5 incremental upgrade.

Take in consideration you might need also the software from the installed release in case you would
have to proceed a disaster recovery. Refer to PIC 10.1.5 Maintenance Guide for detailed instruction.

Note: For specific versions and part numbers, see the PIC 10.1.5 Release Notice.
The following software is required for the PIC 10.1.5 incremental upgrade.
Oracle Communication GBU deliverables:

Management Server

Mediation Server

Mediation Protocol

Acquisition Server

TADAPT

Set of script to enable optional feature

TPD

TVOE (for blade only)

o Do e o o B> Do Do I»

PM&C (for blade only)
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2 )1 AOAI AT OAl 5BPCOAAA |/ OAOOEAXx &I
2.1 Flowchart Description

The flowcharts within each section depict the sequence of procedures that need to be executed
to install the specified subsystem.

Orperation 1
Sees 1
"Eae: X" nendgater you to the reforemce st below the flovwchart, Exacute the the section specified by the -
“Rafer to Topic fifle on page n" section on ALL server typer this bor covers
eperation has finished succesgfully on ALL reguired sevvers. - Denotes an operation
on a single sarver with
no affect to ofhers.
Operation 1 Denofes an operafion
Sea: 2 on &l zervers and can
Execute the openation on ONE of the servers this box covers. —:# e execuled sequentially
Server speciication will be mcluded in ngferred zection i or in paraiel.
Denofes an operation
The bold bar denotes the concurrent gperirions. Oparations in benween the Bold —=f~ onasigle serverbul

bars have no muteal dependency. g the rest

Operation 3. Operstion §.
See'3 P See-n =
Oparatien 3 depends: on Operaton I and Oparation 4 depends on succespfil execution af Qperation 2 and can be axecuted m
can be run in paraliel with Operation 4 parailal 1o Operation 3.
The bold bar d the synchronization point of concurrent operstions. Exacute the socessive

operation(s) only afier all preceding comcirrent operations has finished snccessfully.

ion 5.
anly qfter Operation 3 AND Operation 4 ks firished succesghily.

.ﬂ———ﬂﬂ—ﬂﬂﬂﬂ-q———————-'—IghHH_QH—————*-F—HHHH-Q————L——-F—HHHH--———————-'—HI
Orperation &

|

[ sl ==

: Drashed barder of this bor demotes the OPTIONAL operation. Follow the section and consider the operation execution.

Each flowchart contains the equipment associated with each subsystem, and the required tasks
that need to be executed on each piece of equipment. Within each task, there is a reference to a
specific procedure within this manual that contains the detailed information for that procedure.

1. Refer to Topic title on page n.

2. Refer to Topic title on page n.

3. Refer to Topic title on page n.

L
]
]
(]
]

L
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2.2 PIC Highlevel Incremental Upgrade

This flowchart describes the PIC high-level incremental upgrade overview. Referring to the graphic
below the applicable order of each component is depicted and for each component the applicable
flowchart is identified by section of this document where it is located.

Described PIC incremental upgrade procedures are applicable to PIC systems installed in 10.1.5
releases.

Prior to starting upgrade the firmware needs to be at the latest Oracle supported levels for all hardware
components. The system on the source release also need to have installed all necessary patches

applicable to source release prior the incrementalupgrade. The latest patch are listed on Oracle
Support Document 1989320.2 (Information Center: Patches for Oracle Communications
Performance Intelligence Centeaihd are available at Appendix BMy Oracle Support

It is advised to have a look on the latest upgrade issue discovered after this manual was published on
Oracle Support Document 1984685.2 (Information Center. Upgrade Oracle Communications
Performance Intelligence Center)

Prior to starting upgrade the firmware needs to be at the latest Oracle supported levels for all
hardware components. The system on the source release also need to have installed all necessary
patches applicable to source release prior the incremental upgrade.

If running the PIC Incremental Upgrade on HP C-Class Blade platform the PM&C application must
be upgraded first prior to PIC applications upgrade. Follow document PM&C 6.5 Incremental
Upgrade Procedure [2]

The general upgrade strategy is as follows:

1. Initial health check at least 2 weeks before the planned operation in order to have time to replace
defective hardware

Optional Firmware upgrade to the latest release available on the OSDC

PM&C Incremental upgrade and update the enclosure switches configuration

NSP upgrade (four-box or one-box configuration)

Acquisition subsystems upgrade (IMFs and PMFs)

Mediation subsystems upgrade

Final Health check

Nogakwd

Note: Firmware upgrade should be skipped for DWS and Management server deployed on ODA.

E56063 8


https://support.oracle.com/epmos/faces/DocumentDisplay?id=1989320.2
https://support.oracle.com/epmos/faces/DocumentDisplay?id=1989320.2
https://support.oracle.com/epmos/faces/DocumentDisplay?id=1989320.2
https://support.oracle.com/epmos/faces/DocumentDisplay?id=1984685.2
https://support.oracle.com/epmos/faces/DocumentDisplay?id=1984685.2

Incremental Upgrade Guide

Initial Health Check, Chapter 4

Firmware upgrade, E59723 & E54963

PM&C Upgrade, E45387

2.3NSP One-box Incremental Upgrade, 2.4 NSP Four-box
Incremental Upgrade, 2.5 ODA Incremental Upgrade

Probe N, Int.Probel,
Chapter 2.6 Chapter 2.7

METTTTTTIEY | |

asssmEmEEEs

.

Int. Probe N,

Chapter 2.7

LEEEE LN

Csnnmans
eNEEEEEN
Yasmmnns

Probel,Chap
er 2.6

sEEmEEEEE,

.

Med N
Chapter, 2.8

eummmmEN
Yasmmmns

Final Health Checkup, Chapter 4
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2.3 NSP Onebox Incremental Upgrade

This flowchart depicts the sequence of procedures that must be executed to upgrade NSP One-box

setup.

E56063

Pre-upgrade health check )

4.3.1Pre-upgrade Health Check for NSP One-box and Four-box

4.5 Upgrade Configurations using Deprecated Field(s)
Estimation: 10 mins

J
¥ \
Check Backup
4.4 Check NSP Backup is valid
Estimation: 5 mins )

]

Pre-Upgrade Check
5.1 NSP Pre-Upgrade Check (one-box and four-box)
Estimation: 10 mins

Upgrade NSP Product
5.6Upgrade NSP on One-box Error! Reference

cniiren Nnt 'Fnl II’\I’I

v

Post-upgrade settings
5.7 Post-Upgrade Settings (one-box and four-box)

Estimation: 10 mins
\. y

v

(Post-upgrade checks 5.8 NSP Post-Upgrade Check|
(one-box and four-box)
Estimation: 10 mins

v

( Backup )
5.9 NSP Backup (one-box and four-box)__Estimation: 20
mins
\ y
( Upload xDR Builders )
5.10 Upload xDR Builder ISO to NSP (one-box and four-
box) Estimation: 10 mins
\ y

10



2.4 NSP Fourbox Incremental Upgrade

This flowchart depicts the sequence of procedures that must be executed to upgrade the NSP Four-

box setup.

Primarv box

Pre-upgrade health check

4.3.1Pre-upgrade Health Check for NSP One-
box and Four-box

4.5 Upgrade Configurations using

——

Secondary box

Oracle box

Incremental Upgrade Guide

Apache box

Deprecated Field(s)Estimation: 10 mins

N

Check Backup
4.4 Check NSP Backup is
validFstimation® 10 mins

J

Pre Upgrade check

5.1 NSP Pre-Upgrade Check (one-
box and four-box)

Estimation: 10 mins y.

Upgrade NSP Product
5.2 Incremental Upgrade
Apache (four-box
onhN\Fstimatinn® 10 ming

&

Upgrade NSP Product
5.3 Incremental Upgrade

Oracle (four-box
only)Estimation: 30 mins

Upgrade NSP Product Y
5.4 Upgrade NSP on

Secondary WebLogic (four-
box only)Estimation: 15 minsJ

Upgrade NSP Product
5.5 Upgrade NSP on Primary
Weblogic( four-box
only)Estimation: 55 mins

v

Post-upgrade settings and checks
5.7 Post-Upgrade Settings (one-box and
four-box) 5.8 NSP Post-Upgrade Check

(one-box and four-box) Estimation: 15

v

Backup_5.9 NSP Backup (one-box ancp
four-box)
Estimation: 20 mins )

Upload xDR Builders 5.10 Uploatp
XDR Builder ISO to NSP (one-box and

four-box)
W,

Fstimation® 10 mins
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This flowchart depicts the sequence of procedures that must be executed to upgrade NSP One-box

setup.

s

4.3.2 Pre-upgrade health check for Management Server on ODA

4.5 Upgrade Configurations using Deprecated Field(s)

N Crvarl DAfArAanaAan ~cAlivan nAar fALnA- = 4

Pre-upgrade health check )

]

r

Check Backup
4.4 Check NSP Backup is valid
Estimation: 5 mins

v

5.1 NSP Pre-Upgrade Check (one-box and four-box)

Pre-Upgrade Check

Estimation: 10 mins

v

5.6 Upagrade NSP on One-boxError! Reference source not

Upgrade NSP Product

found.

v

5.7 Post-Upgrade Settings (one-box and four-box)

Post-upgrade settings

Estimation: 10 mins

v

5.8 NSP Post-Upgrade Check (one-box and four-box)

Post-upgrade checks

Estimation: 10 mins

A

Backup
5.9 NSP Backup (one-box and four-box)
Estimation: 20 mins

v

5.10 Upload xDR Builder ISO to NSP (one-box and four-box)

Upload xDR Builders

Estimation: 10 mins
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2.6 Probed Acquisition Incremental Upgrade

This flowchart depicts the sequence of procedures that must be executed to upgrade standalone
Probed Acquisition Server.

The procedures depicted in the flowchart pertain to standalone Probed Acquisition server type.
Depending on the number of servers for a particular function, the required procedures depicted in
the flowchart will need to be repeated.

Follow: chapter 4.2
Estimation 10 min

I
PMF | NSP
I
( N |
Healthcheck |
Follow: chapter 4.2 |
Estimation 10 min
" J |
v I
I
XMF Upgrade |
Follow: chapter 6.1
Estimation 20 min |
- J |
| 1. v
I
| Sync NSP with xMF
Follow: chapter 6.2
| Estimation 10 min
I
|
A 4 T
I
Healthcheck |
I
I
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2.7 Integrated Acquisition Serial Incremental Upgrade

This flowchart depicts the sequence of procedures that must be executed to upgrade the Integrated
Acquisition Sub-system with minimum data lost.

Note:t h e

E56063

HA wono6t be
COMCOL or major changes in IDB schema that would require HA to be stopped, it is hecessary to
proceed with a major upgrade.

stopped

during the

(

ncrement al

Follow: chapter 4.2
Estimation 10 min

I I I
IMF 1A | IMF 1B | IMF 1C/... | NSP
I I I
I I I
Healthcheck |
Follow: chapter 4.2 |
Estimation 10 min |
]
s T | |
XMF Upgrade | | |
Follow: chapter 6.1 | | |
Estimation 10 min | | |
' 1 | |
I v I I
| XMF Upgrade | |
Follow: chapter 6.1
| Estimation 10 min | |
I [ )\ I
| | L 4 |
| | xMF Upgrade |
Follow: chapter 6.1
| | Estimation 10 min |
| | i 1
I I I y
| | | Sync NSP with xMF
| | | Follow: chapter 6.2
Estimation 10 min
| | | ,
I v I I
Healthcheck |
I
I
I
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2.8 Mediation Incremental Upgrade

This flowchart depicts the sequence of procedures that must be executed to upgrade the Mediation
subsystem and associated server functions.
The Mediation subsystem consists of the following types of servers:

1 Mediation PDU storage server

1 Mediation Base server
Mediation subsystem incremental upgrade procedure is triggered from one server in the subsystem
and runs in parallel on all servers in the subsystem.

Note: Some of the xDR/KPI sessions are stored on different servers in the xDR Storage pool. As
Centralized xDR Builder upgrade is analyzing all session that are configured on particular Mediation
subsystem, all Oracle servers where those sessions are stored must be accessible. Otherwise
Centralized xDR Builder upgrade will fail.

External

NSP DWH

IXP Subsystem
PDU/BASE

)

Healthcheck
Follow: chapter 4.1
Estimation 15 min

IXP Subsystem
Upgrade
Follow: chapter 7.1
Estimation 120 min

——

I
I
I
I
I
I
I
I
I
I
I
I
I
I

A\
|
| Upgrade DTO
| package on external
| DWH
I
|
I
I
I
I
I
I
I
I
I
I
I
I
I
I
[

Follow: chapter 7.2
Estimation 10 min

Centralized xDR
Builder upgrade
Follow: chapter 7.3
Estimation 20 min

Healthcheck
Follow: chapter

4.1
Estimation 15 min

Upgrade
Configuration using
Deprecated Fields
Follow: chapter 4.5
Estimation 20 min

I
I
I
I
I
I
I
I
I
I
I
I
I
I
1\
I
I
I
I
I
I
I
I
I
T
I
I
I
I
1\
I
I
I
I
|

Note: Perform 7.4 after Mediation server incremental upgrade is complete and applications have
been synced to management server.
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3)1T AOAT AT OA1 " AAE 1 OO / OGAOOEAXx &1
The back out is design to come back to the previous release and is applicable only in case of

successful upgrade. The back out sequence would be similar to the upgrade sequence starting
with NSP, then XMF, and Mediation.

3.1 NSP Incremental Back out

NSP application incremental back out is implemented as a Disaster Recovery procedure. Follow the
NSP Disaster Recovery Procedure, described in the PIC 10.1.5 Maintenance Guide.

3.2 Acquisition Incremental Back out

Acquisition application incremental back out is implemented as a Disaster Recovery procedure.
Follow the Acquisition Disaster Recovery Procedure, described in the PIC 10.1.5 Maintenance
Guide.

3.3 Mediation Incremental Back out

Mediation application incremental back out is implemented as a Disaster Recovery procedure.
Follow the Mediation Disaster Recovery Procedure, described in the PIC 10.1.5 Maintenance Guide.
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4.1 Mediation Subsystem Health check

This procedure describes how to run the automatic health check of the Mediation subsystem.

1.

E56063

Open a terminal window and log in on any Mediation server in the Mediation subsystem (but not a

DWS server) you want to analyze.

As cfguser |, run:
$ analyze_subsystem.sh

The script gathers the health check information from all the configured servers in the subsystem. A
list of checks and associated results is generated. There might be steps that contain a suggested
solution. Analyze the output of the script for any errors. Issues reported by this script must be

resolved before any further use of this server.

The following examples show the structure of the output, with various checks, values, suggestions,

and errors.

Example of overall output:
$ analyze_subsystem.sh

ANALYSIS OF SERVER ixp2222 - 1a STARTED

10:16:05: STARTING HEALTHCHECK PROCEDURE - SYSCHECK=0

10:16:05: date: 05 - 20- 11, hostname: ixp2222 -la
10:16:05: TPD VERSION: 4.2.3 -70.86.0
10:16:05: IXP VERSION: [7.1.0 -54.1.0]

10:16:05: XDR BUILDERS VERSI ON:[7.1.0 -36.1.0]
10:16:05:
10:16:05: Analyzing server record in /etc/hosts

10:16:05: Server ixp2222 - 1b properly reflected in /etc/hosts file
10:16:05: Analyzing IDB state
10:16:05: IDB in START state

12:21:48: Analyzing disk usage

10:24:09: ENDING HEALTHCHECK PROCEDURE WITH CODE 0
END OF ANALYSIS OF SERVER ixp2222 - 1b

ixp2222 -1a TPD:[4.2.3 -70.86.0] IXP:[ 7.1.0 -54.1.0] XB:[7.1.0
test(s) failed
ixp2222 -1b TPD:[4.2.3 -70.86.0]IXP:[7.1.0 -54.1.0] XB:[7.1.0

test(s) failed

Example of a successful test:
10:24:08: Analyzing DagServer table in IDB
10:24:08: Server ixp2222 - 1b reflected in DagServer table

Example of a failed test:

12:21:48: Analyzing IDB state

12:21:48: >>> Error: IDB is not in started state (current state X)

12:21:48: >>> Suggestion: Verify system stability and use 'prod.start' to start
the product

-36.1.0] 0

-36.1.0] 0

Note: if you get the error bellow you may use the WA of PR 222200 in order to increase the 80
threshold to 85 for the system having been installed originally with old TPD releases and the /

partition is only 500M instead of the 1G allocated on the fresh installed system
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# syscheck

Running modules in class net...

OK

Running modules in cl ass hardware...
OK

Running modules in class disk...
* fs: FAILURE:: MINOR::5000000000000001 -- Server Disk Space Shortage Warning
* fs: FAILURE:: Space used in "/" exceeds the recommended limit 80%. 84 % used.

#df -h
Filesystem Size Used Avail Use% Mounted on
/dev/imapper/vgroot - plat_root

496M 398M 73M 85% /

Log on the server as root and get the current config:

# syscheckAdm  -- get disk fs

FS_MOUNT_LIST=/, -, -, 80,5000000000000001, 90, 3000000000001000, 80,

5000000000000001, 90, 3000000000001000,  /boot, -, -,80,5000000000000001,

90, 3000000000001000, 80, 5000000000000001, 90, 3000000000001000,  /usr, -, -
80, 5000000000000001, 90, 3000000000001000, 80, 5000000000000001, 90,

3000000000001000, Ivar, -, -,80,5000000000000001, 90, 3000000000001000, 80,
5000000000000001, 90, 3000000000001000,  /var/TKLC, -, -,80,

5000000000000001, 90, 3000000000001000, 80, 5000000000000001, 90,

3000000000001000,  /tmp, -, -,80,5000000000000001, 90, 300 0000000001000, 80,

5000000000000001, 90, 3000000000001000

Then set the new warning threshold value for "/" directory to 85, replace the first "80" in the value

string following "/, -, -, " (note you have to copy all the variable value above and paste it between
single quotes):

# syscheckAdm  -- set disk fs -- var='FS_MOUNT _LIST" -- val=Y, -, -, 85,
5000000000000001, 90, 3000000000001000, 80, 5000000000000001, 90,

3000000000001000,  /boot, -, -,80,5000000000000001, 90, 3000000000001000,

80, 5000000000000 001, 90, 3000000000001000,  /usr, -, -,80,5000000000000001,

90, 3000000000001000, 80, 5000000000000001, 90, 3000000000001000,  /var, =, o,
80, 5000000000000001, 90, 3000000000001000, 80, 5000000000000001, 90,

3000000000001000,  /var/TKLC, -, -,380,5000000000000001, 90,

3000000000001000, 80, 5000000000000001, 90, 3000000000001000,  /tmp, -, -, 80,
5000000000000001, 90, 3000000000001000, 80, 5000000000000001, 90,

3000000000001000'

3. Remove back out file
a) Login as root user on each server

b) Execute the command to check if the back out file exists
# Is Ivar/TKLC/run/backout

c) If the above command returns a result, run the below command to delete the file
# rm /var/TKLC/run/backout

4.2 Acquisition Health check

This procedure describes how to run the health check script on Acquisition servers.

The script gathers the health check information from each server in the Acquisition subsystem or from
standalone server. The script should be run from only on one server of the XMF subsystem (the 1A
server is preferred) or on stand-alone. The output consists of a list of checks and results, and, if
applicable, suggested solutions.

1. Run analyze subsystem.sh script as cfguser:
$ analyze_subsystem.sh

2. Analyze the output of the script for errors. Issues reported by this script must be resolved before any
further usage of this server. Verify no errors are present.
If the error occurs, contact the Oracle Support, Appendix B My Oracle Support (MOS)
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Note: For a standalone, there will be only one server in the output. Example output for a healthy
subsystem:

ANALYSIS OF SERVER IMF0502 - 1A STARTED

11:28:59: STARTING HEALTHCHECK PROCEDURE - SYSCHECK=0

11:28:59: date: 02 - 07- 11, hostname: IMF0502 -1A
11:28:59 : TPD VERSION: 3.3.8 - 63.25.0

11:28:59: XMF VERSION: [ 60.6.7 -2.1.0]

11:28:59:

11:28:59: Checking disk free space
11:28:59: No disk space issues found

11:29:08: Checking whether ssh keys are excha nged among machines in frame - this
can take a while

11:29:08: 3 mates found: yellow -1Byellow -1Cyellow -1D

11:29:26: Connection to all mates without password was successful

11:29:26: Checking A - Node server

11:29:29: Connection to A - Node 10.240.9.4 was successful

11:29:29: A - Node version is: 60.6.7 -2.1.0

11:29:29: Checking version of the nsp

11:29:32: Connection to nsp 10.240.9.3 was successful

11:29:32: nsp version is: 6.6.4 -7.1.0

11:29:32: nsp was installed on: 20 11- 01- 13 05:09:26 (25 days 6 hours ago)
11:29:32: All tests passed. Good job!

11:29:32: ENDING HEALTHCHECK PROCEDURE WITH CODE 0

END OF ANALYSIS OF SERVER IMF0502 - 1A

ANALYSIS OF SERVER IMF0502 - 1B STARTED

.]:EI.:SO:04: ENDING HEALTHCHECK PROCEDURE WITH CODE 0
END OF ANALYSIS OF SERVER IMF0502 - 1B

ANALYSIS OF SERVER IMF0502 - 1C STARTED

.]:EI.:30:36: ENDING HEALTHCHECK PROCEDURE WITH CODE 0
END OF ANALYSIS OF SERVER IMF0502 -1C

IMF0502 - 1A TPD: 3.3.8 - 63.25.0 XMF: 60.6.7 -2.1.0 O test(s) failed
IMF0502 - 1B TPD: 3.3.8 - 63.25.0 XMF: 60.6.7 -2.1.0 O test(s) failed
IMF0502 - 1C TPD: 3.3.8  -63.25.0 XMF: 60.6.7 -2.1.0 O test(s) failed

Example output for a subsystem with errors:

END OF ANALYSIS OF SERVER IMF0502 - 1D

IMF0502 - 1A TPD: 3.3.8 -63.25.0 XMF: 60.6.7 -2.1.0 1test(s) failed IMF0502 -1B
TPD: 3.3.8 -63.24.0 XMF: 60.6.7 -1.0.0 3test(s) failed server on interface

yellow - 1c is not accessible (ping)

IMF0502 - 1D TPD: 3.3.8  -63.25.0 XMF: 60.6.7 -2.1.0 O test(s) failed

Differences between tpd platform versions found!
Differe nces between message feeder application versions found!

Note: if you get the error bellow you may use the WA of PR 222200 in order to increase the 80
threshold to 85 for the system having been installed originally with old TPD releases and the /
partition is only 500M instead of the 1G allocated on the fresh installed system
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# syscheck
Running modules in class net...
OK

Running modules in class hardware...
OK

Running modules in class disk...
* fs: FAILURE:: MINOR::5000000000000001 -- Server Disk S  pace Shortage Warning
* fs: FAILURE:: Space used in "/" exceeds the recommended limit 80%. 84 % used.

#df -h
Filesystem Size Used Avail Use% Mounted on
/dev/imapper/vgroot - plat_root

496M 398M 73M 85% /

Log on the server as root and get the current config:

# syscheckAdm  -- get disk fs

FS_MOUNT_LIST=/, -, -, 80,5000000000000001, 90, 3000000000001000, 80,
5000000000000001, 90, 3000000000001000,  /boot, -, -,80,5000000000000001,
90, 3000000000001000, 80, 5000000000000001, 90, 3000000000001000,  /usr, -, -
80, 5000000000000001, 90, 3000000000001000, 80, 5000000000000001, 90,

3000000000001000, /var, -, -,80,5000000000000001, 90, 3000000000001000, 80,
5000000000000001, 90, 3000000000001000, / var/TKLC, -, -, 80,
5000000000000001, 90, 3000000000001000, 80, 5000000000000001, 90,

3000000000001000,  /tmp, -, -,80,5000000000000001, 90, 3000000000001000, 80,
5000000000000001, 90, 3000000000001000

Then set the new warning threshold value for "/" directory to 85, replace the first "80" in the value
string following "/, -, -, " (note you have to copy all the variable value above and paste it between
single quotes):

# syscheckAdm  -- set disk fs -- var='FS_MOUNT _LIST" -- val=Y, -, -, 85,
5000000000000 001, 90, 3000000000001000, 80, 5000000000000001, 90,

3000000000001000,  /boot, -, -,80,5000000000000001, 90, 3000000000001000,

80, 5000000000000001, 90, 3000000000001000,  /usr, -, -,80,5000000000000001,
90, 3000000000001000, 80, 50000000000000 01, 90, 3000000000001000,  /var, -, -,
80, 5000000000000001, 90, 3000000000001000, 80, 5000000000000001, 90,

3000000000001000, /var/TKLC, -, -,80,5000000000000001, 90,

3000000000001000, 80, 5000000000000001, 90, 3000000000001000,  /tmp, -, -,80,
5000000000000001, 90, 3000000000001000, 80, 5000000000000001, 90,

3000000000001000'
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4.3 NSP PreUpgrade Health check and Settings

43.1

Pre-upgrade Health Check for NSP Onebox and Four-box

This procedure describes pre-upgrade sanity test NSP together with a few configuration settings.

1.

E56063

Mount PM&C repository

Note: This step has to be followed only for c-class blades

NSP ISO must be mounted on NSP server Refer How To Mount the ISO file from PM&C 1SO
Repository.

Log in and distribute the NSP ISO file

a) Login as root user on the NSP server (In case of One-box configuration) or Primary Weblogic
server (In case of Four-box configuration).

b) Copy the NSP ISO on server.

On each HP based management server permit root ssh login.
a) Asroot run:
# [lusr/TKLC/plat/sbin/rootSshLogin -- permit

Mount the media

As root , to mount the ISO file, run:

#mount Toloop iso_path /mnt/upgrade

where iso_path is the absolute path of the ISO image, which includes the name of the image (for
example, /var/TKLC/upgrade/ iso_file_name  .iso ).

Pre-Upgrade Verification

a) Run health check:
# sh /mnt/upgrade/health_check/health_check_common.sh

b) The logs are available at /var/log/nsp/install/nsp_install.log
Note: take care the logs keep the history from all previous installation, so make sure to start
from the end of the file.

¢) Check the message on terminal console.

d) If Connection for weblogic User is [ NOT OK ]. Please Change the weblogic User Password to
Default Password.
Steps to change Weblogic Password

l. Login as a root user on Primary Weblogic box
Il Enter platcfg menu:
#su - platcfg
M. Navigate to NSP configuration ¥ NSP Password Configuration ¥4 Weblogic
Password Configuration
Note: Under NSP Password Configuration menu there are two submenus

A NSP Password Configuration (for update/upgrade)
A Weblogic Password Configuration (for startup and deploy)
Note: To change the weblogic password during upgrade, second option must be used.
V. Change the weblogic password to the default value defined in TRO06061 for
AWebtogonsol eod.
Note: The password must be set to the default value, otherwise upgrade will fail.
Note: This step can take a while to complete. Wait for Platcfg menu to return back and
do not run any outside procedure in between.
V. Exit platcfg menu.
Verification of successful password change

I.  Using browser open the URL http://192.168.1.1/console , Where 192.168.1.1 is the
IP address of Apache ( In case of Four-box setup) or one-box server ( In case of One-box
setup)

II. Enter the new Weblogic password to login to console.
lll. If login is successful, weblogic password has been updated successfully.
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IV. If login is unsuccessful, please contact Oracle Support Appendix B My Oracle Support
(MOS) and do not proceed with upgrade.

If Connection for tekelec User is [ NOT OK ]. Please Change the tekelec User Password to
Default Password.
Steps to change tekelec user Password

I. Connect to Weblogic console.
http://192.168.1.1:8001/console
where 192.168.1.1 is the IP address of NSP server (In case of One-box configuration) or
Weblogic Primary Server (In case of Four-box configuration)

II. Login with User name weblogic

lll. Click on Security Realms in left panel of console window

IV. Click on myrealm in right Panel of console window.

V. Click on Users& Groups Tab

VI. Click on users Tab.

VII. Select tekelec user.

VIll.Select Password Tab

IX. Change the password to Default Password

Note: If password of tekelec user is not set to default prior to upgrade then upgrade might fail

f)

9)
h)
i)
)

If Connection for TklcSrv User is [ NOT OK ]. Please Change the TkicSrv User Password to
Default Password.
Steps to change TklcSrv user Password

I. Connect to Weblogic console.
http://192.168.1.1:8001/console
where 192.168.1.1 is the IP address of NSP server (In case of One-box configuration) or
Weblogic Primary Server (In case of Four-box configuration)

II. Login with User name weblogic

lll. Click on Security Realms in left panel of console window

IV. Click on myrealm in right Panel of console window.

V. Click on Users& Groups Tab

VI. Click on users Tab.

VII. Select TklcSrv user.

VIIl.Select Password Tab

IX. Change the password to Default Password

Note: If password of TklcSrv user is not set to default prior to upgrade then upgrade might fail

Verify State and Health should be RUNNING and OK for all three servers (In case of One-box

configuration) or All five servers (In case of Four-box configuration).

Verify the build number should be 10.x.x-X.Y.Z where X.Y.Z is the build number.

Verify the RAM Size is [OK]

Verify the space in /opt , /tmp , /var/TKLC is [OK]:

T I'f you have dpacein/vagTKsCagROT DK] 0 make sure you have
only one ISO file in /var/TKLC/upgrade . If not, remove all other files; they must be used
one by one and not copied all at the same time because the partition is too small.

1 If you still have space issue erase the content of the directory /var/TKLC/backout/pkg
but not the directory itself.

1 If the space is still [NOT OK] in any of the above partition, execute the following command

to create some default space. Run:
# sh /mnt/upgrade/health_check/pre_upgrade_createspace.sh

type yes to continue.
Please follow step 3(a) again to verify if the space is [OK].
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Note: Please do not proceed if space is shown [NOT OK] in any of the above partition. Contact
Oracle Support Appendix B My Oracle Support (MOS) and ask for assistance.

k) Verify the free space in / , /opt/oracle is [OK].
If the space is [NOT OK] in any of the above partition contact Oracle Support Appendix B My
Oracle Support (MOS) and ask for assistance.

[) Verify tekelec  symlink is present [ OK ].
If /tekelec ~ symlink is not present contact Oracle Support Appendix B My Oracle Support
(MOS) and ask for assistance.

m) As root , unmounts the ISO file:
# umount /mnt/upgrade

6. Verify the free space in vg-root-plat_oracle partition

a) Login to NSP one box or oracle box in case of 4 box system as root user and execute the below
command to know the size of vg- root - plat_oracle partition

# df -kh
Filesystem Size Used Avail Use% Mounted on
/dev/imapper/vgroot - plat_oracle 7.9G 4.5G 3.1G 60% /usr/TKLC/oraclell

If the use% is 90% or above then perform below step to free some space.
b) Move the logs from vg- root - plat_oracle partition to vgroot - pla t nsp partition as this

partition has enough space by performing below steps.

# mkdir /usr/TKLC/nsp/alertlogs_backup

# mv /opt/oraclell/oracle/diag/rdbms/nsp_01/NSP/alert /log_*.xml
lusr/TKLC/nsp/alertlogs_backup

If the enough space does not get free by doing above step contact Oracle Support Appendix B
My Oracle Support (MOS) and ask for assistance.

7. Check Weblogic console is not locked

Weblogic console must not be locked during upgrade. If console is locked upgrade
will abort. If it is locked, please release lock from Weblogic console as follows:

WARNING

a) Connectto Weblogic console.
http://192.168.1.1:8001/console
where 192.168.1.1 is the IP address of NSP server (In case of One-box configuration) or
Weblogic Primary Server (In case of Four-box configuration).

b) On the left panel click on Release configuration button.

8. Remove backout file
a) Login as root user on each box of Four-box configuration or on NSP Server if one-box
configuration

b) Execute the command to check if the backout file exists
# Is lvar/TKLC/run/backout

c) If the above command returns a result, run the below command to delete the file
# rm /var/TKLC/run/backout

9. Check the pkg directory exist
a) Login as root user on each box of Four-box configuration or on NSP Server if one-box
configuration.

b) Execute the command to check if the backout file exists
# Is lvar/TKLC/backout/pkg

c) If the above command does not returns a result, run the below command to create the directory
# mkdir /var/TKLC/backout/pkg

4.3.2 Pre-upgrade health check for Management Server on ODA

1. Pre-Upgrade Verification
a) Please verify the system User Password is Default Password.
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b) Please Change the tekelec User Password to Default Password.
Steps to change tekelec user Password

I. Connect to Weblogic console.
http://192.168.1.1:8001/console
where 192.168.1.1 is the IP address of NSP server

II. Login with User name weblogic

[ll. Click on Security Realms in left panel of console window

IV. Click on myrealm in right Panel of console window.

V. Click on Users& Groups Tab

VI. Click on users Tab.

VII. Select tekelec user.

VIll.Select Password Tab

IX. Change the password to Default Password

Note: If password of tekelec user is not set to default prior to upgrade then upgrade might fail

c) Please Change the TkilcSrv User Password to Default Password.
Steps to change TklcSrv user Password

I. Connect to Weblogic console.
http://192.168.1.1:8001/console
where 192.168.1.1 is the IP address of NSP server
II. Login with User name weblogic
lll. Click on Security Realms in left panel of console window
IV. Click on myrealm in right Panel of console window.
V. Click on Users& Groups Tab
VI. Click on users Tab.
VII. Select TklcSrv user.
VIIl.Select Password Tab
IX. Change the password to Default Password
Note: If password of TklcSrv user is not set to default prior to upgrade then upgrade might fail
d) Verify State and Health should be RUNNING and OK for all three servers
e) Verify the build number should be 10.x.x-X.Y.Z where X.Y.Z is the build number

2. Check Weblogic console is not locked

4.4 Check NSP Backup is valid

This procedure describes different steps to be followed for checking the backup of NSP is valid. It is
useful to have this backup in case of restoring the setup need arising from upgrade failure.

You can find detailed information on the backup in PIC 10.1.5 Maintenance Guide [3], NSP Backup
Procedures.

1. Loginas aroot useron NSP Server (In case of One-box configuration ) or Oracle server (In case of
four-box or ODA configuration).

2. Check the content of /opt/oracle/backup
There must be one directory for the last seven days and it is recommended to copy in a safe place

the full content of at least the last of this directory:
# cd /opt/oracle/backup

#Is -1lh

drwxrwxrwx 9 root root 4096 Jun 28 22:01 NSP_BACKUP_06_28 12 22 00 01

drwxrwxrwx 9 root root 4096 Jun 29 22:01 NSP_BACKUP_06_29 12 22 00 _02

drwxrwxrwx 9 root root 4096 Jun 30 22:01 NSP_B ACKUP_06_30_12 22 00_01
drwxrwxrwx 9 root root 4096 Jul 1 22:01 NSP_BACKUP_07_01_12 22 00 01

drwxrwxrwx 9 root root 4096 Jul 2 22:01 NSP_BACKUP_07_02_12 22 00 01

drwxrwxrwx 9 root root 4096 Jul 3 22:01 NSP_BACKUP_07_03_12 22 00 01

drwxrwxrwx 9 root root 4096 Jul 4 22:01 NSP_BACKUP_07_04_12 22 00 01

3. Check the content of the last backup directory
a) For a One-box:
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-rw-r-- r-- 1root root 391K Mar 24 22:01 apache - conf.tgz
-IW-r--r-- 1 root root 169 Mar 24 22:01 backup.log
-TW-r--r1-- lroot root 186 Mar 24 22:00 boot.properties

-IW-r--r-- lroot root 116 Mar 24 22:01 bulkconfig

drwxr -xr - x 10 root root 4.0K Mar 24 22:00 config

-IW-r--r-- 1root root 6.9K Mar 24 22:01 customer_icon.jpg
-fW-r--r-- 1 oracle oinstall 3.0M Mar 24 22:01 ExpNSP.dmp.gz
-TW-r--r-- 1 oracle oinstall 52K Mar 24 22:01 ExpNSP.log

drwxr -Xxr -x 2root root 4.0K Mar 24 22:00 exportrealm

-rw-r-- r-- lroot root 230k Mar 24 22:01 f ailedconnection.txt
-rw-r-- r-- 1lroot root 2.5K Mar 24 22:01 global_versions.properties

-IW-r-- I -- lroot root 235 Mar 24 22:01 hosts

-TW-r--r1-- 1root root 1585 Mar 24 22:01 hosts.csv

-rw-r-- r-- 1lroot root 163 Mar24 22:01i fcfg - ethO1

-frw-r-- r-- 1root root 23 Mar 24 22:01 ifcfg - eth02

-rw-r-- r-- 1lroot root 47K Mar 24 22:01 install.log

drwxrwxrwx 2 root root 4096 Mar 24 22:01 IXP

-rw-r-- r-- 1root root 59M Mar 24 22:01 jmxagentproperties.tgz

drwxr - xr -x 7 root root 4.0K Mar 24 22:00 Idap
-IW-r-- 1 -- 1 root root 85 Mar 24 22:01 network

-IW-r--r-- lroot root 600 Mar 24 22:01 nsp_setenv.sh
-rw-r-- r-- 1root root 1.6K Mar 24 22:01 ntp.conf
-rw-r-- r-- 1lroot root 298 Mar 24 22:01 optional_modules_list

-rw-r-- r-- 1root root 320 Mar 24 22:00 preBackupTests.log

-rw-r-- r-- lroot root 148 Mar 25 05:44 restore_10.248.19.35.log

-rw-r-- r-- 1root root 64 Mar 24 22:00 SerializedSystemIni.dat

- W ------- 1 root root 0 Mar 24 22:01 snmpd.conf

drwxrwxrwx 2 root root 4096 Mar 24 22:.0 1 XMF Make sure the file
ExpNSP.dmp.gz exist and have a size coherent with the amount of data of your
customer. Check the content of ExpNSP.log.

Check the content of IXP backup folder

-rw-r-- r-- 1lroot root 610 Mar 24 22:01 IXP_ixp1000 - la.tgz
-rw-r-- r-- 1root root 645 Mar 24 22:01 IXP_ixp1000 - 1b.tgz
-rw-r-- r-- 1root root 560 Mar 24 22:01 IXP_ixp1000 -1z.tgz

Check the content of XMF backup folder

-rw-r-- r-- 1root root 296 Mar 24 22:01 PMF_pmf - 9010.tgz

For a Four-box and ODA:

# cd NSP_BACKUP_07_04_12_22 00_01

#Is -1lh

total 40K

drwxr - xr - X 2 root root 4.0K Jul 4 22:02 apache

- rwxr - xr - x 1rootroot 187 Jul 4 22:01 boot.properties
drwxr - xr - x 10 root root 4.0K Jul 4 22:01 config

drwxrwxrwx 2 root root 4.0K Jul 4 22:01 exportrealm

-TW-r--r-- 1 root root 376 Jul 4 22:01 failedconnection.txt
-TW-r--r-- 1 root root 2.7K Jul 4 22:01 hosts.csv
drwxrwxrwx 2 root roo t 4.0K Jul 4 12:35 IXP

drwxr - xr - X 7 root root 4.0K Jul 4 22:01 Idap

drwxrwxrwx 2 root root 4.0K Jul 4 22:02 oracle

-rw-r-- r--  1rootroot 320 Jul 4 22:01 preBackupTests.log
drwxr -xr - x 2 root root 4.0K Jul 4 22:02 primary

drwxr - xr - X 2 root root 4 .OK Jul 4 22:02 secondary
-rwxr - xr -x 1rootroot 64 Jul 4 22:01 SerializedSystemini.dat
drwxrwxrwx 2 root root 4.0K Jul 4 22:01 XMF

Check the content of the oracle directory and make sure the file ExpNSP.dmp.gz

exist and

have a size coherent with the amount of data of your customer. Check the content of

ExpNSP.log.
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#1s -1lh oracle/

total 56M

-IW- I - 1 oracle oinstall 5.9M Jul 4 22:02 ExpNSP.dmp.gz

-rw-r-- r-- 1 oracle oinstall 55K Jul 4 22:02 ExpNSP.log

-rw-r-- r-- 1root root 371Jul 4 22:02 hosts

-rw-r-- r-- 1root root 163 Jul 4 22:02 ifcfg - bond0.3
-rw-r-- r-- 1root root 99 Jul 4 22:02 ifcfg - eth02

-rw-r-- r-- 1root root 39K Jul 4 22:02 install.log

-rw-r-- r-- 1root root 50M Jul 4 22:02 jmxagentproperties.tgz

-rw-r-- r-- 1lroot root 76 Jul 4 22:02 network
-rw-r-- r-- 1root root 62 Jul 4 22:02 nsp_setenv.sh
-rw-r-- r-- 1root root 1.6K Jul 4 22:02 ntp.conf
-rw-r-- r-- 1root root 2.5KJul 422:02 snmpd.conf

Check the contents of IXP folder. It will be similar to the one below.

#Is -1lh

total 12K

- rwxr - X--- 1 oracle oinstall 610 Apr 7 09:05 IXP_ixp1000 - la.tgz
- rwxr - x--- 1 oracle oinstall 645 Apr 7 09:05 IXP_ixp1000 - 1b.tgz
- rwxr - x--- 1 oracle oinstall 560 Apr 7 09:05 IXP_ixp1000 -1z.t9z
Check the contents of XMF folder. It will be similar to the one below.

#Is -1lh

total 4.0K

- rwxr - x--- 1 oracle oinstall 296 Apr 7 09:05 XMF_pmf - 9010.tgz

Note: the backup is automatically executed each night at 22H00 and depending on the time you
start NSP upgrade you may execute a manual backup just before to start the upgrade.

4.5 Upgrade Configurations using Deprecated Field(s)

This step is to be performed to upgrade configurations which are using Deprecated field(s) so as to
make sure none of the configuration will use Deprecated field which may get removed in later releases.

1. Loginto NSP application interface as TklcSrv user.
2. Click Upgrade Utility

3. Click Dictionaries with Deprecated Field(s) link on home page, this will a list of dictionaries having
deprecated field(s).

4. Select any one of the dictionaries and choose View Dependent Configurations icon from tool bar.
This will display list of Protrags, Queries and Filters using deprecated fields. You can also export
this list by clicking on Export button given on that popup. If there are no dependent configurations
then this list will be empty.

The Screen shot bellow shows an example where the job has not been done at

ij Take care to check each Tab and not Only the default one ProTrag.
the end of the previous upgrade.

WARNING
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- (=2 x|
| ¢ 5 P - 8 & | @ Wecome toUpgade Uity EYer——
hide banner Network software platform Hlpic Alarm Guide You're loggad as TkicSrv % Logout ——
- - —
P user preferences A0
. 7N
TEKELEC TEKELEC

13 Builder RPM Upgrade

[l Manage Builder RPM

Configurations on Deprecated Fields

Basic Information
Dictionary Name SS? INAP TDR_7.2.2

(] View Builder RPM(s)Status
(L] Upgrade Session

Jﬂ

]

[ |1 |SS7TANTOR] Mersion

] |2 |IPSCTPStats Pmlraq‘Quew.F"‘e'

I |3 |RanussoTH | 44| €| 5| ¥B|4s | Page: 1/1 Records: 44

SAAAEL | W | # |name Depricated Fields

[ |5 |RANMMTORIL =11 |For_oUD Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CalConnectedElapsed TimeValue

] |6 |&S7UsageWq| = |2 |amsu Messageld, Accept Timehlb, CallAttemptElapsed TimeValue, CalConnectedElpsed TimeVaiue

[0 |7 |SSTM3UASEl| = |3 |ant_inap_test Messageld, Accept Timehb, CallAttemptElapsed TimeValue, CalConnecredElpsed TmeValue

[ |8 |SSTM2PAStal| = (4 |1MsU Messageld, Accept TimeNb,CallAttemptElapsed TimeValue, CalConnectedElapsed TimeValue

[ |9 |SS7TBSSMAPTI =[5 [test_kiil_b Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CalConnectedElapsed TimeValue
[[] & |NHK_SDP Messageld, Accept TimeNb, CallAttemptEfapsed TimeWalue, CallConnectedElapsed TimeValue
o7 |am Messageld, Accept TimeNb,CallAttemptElapsed TimeValue, CalConnectedElapsed TimeValue
|8 [perm Messageld, Accept TmeNb, CallAttemptElapsed TimeValue, CalConnectedElapsed TimeValue
[F]|9 |MSCP_SPB_ann Messageld, Accept TimeNb, CalAttemptElzpsed TimeValue, CallConnectedElapsed TimeValue
[F] 10| TC-ABORT Messageld, Accept TimeNb, CallattemptElapsed TimeValue, CallConnecredElapsed TmeValue
[ | 11| Transaction I Messageld, Accept TimeNb,CallAttemptElapsed TimeValue, CalConnectedElapsed TimeValue
7] | 12| Temporary faiure | Messageld, AcceptTimeHb, CalAttemptElapsed TmeValue, CalConnectedEkpsed TmeValue
[£] | 13| MS501_err Messageld, Accept TimeNb, CallAttemptEfapsed TimeWalue, CallConnectedElapsed TimeValue
[£] | 14| 250016819773689 d,Accept TimeNb,CallsttemptElapsed TimeValue, CallConnectedElapsed TmeValue
[ | 15/ short_Moscow Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CalConnectedElapsed TimeValue
T —- - e e T
D Export | $&Close

4.6 Global Health check

4.6.1 iLO Access

Make sure you can access the iLO interface of all servers and you can open the remote console for
each server.

4.6.2 System Cleanup

Discuss with the customer to clean up the system as much as possible in order to reduce the risk and
avoid any issue due to some objects that would no more be used.

4.6.3 Engineering Document

Make sure you get the latest available engineering document and it is up to date.
The latest version should be documented on the Customer Info Portal, as well as the current password
for the admin users

4.6.4 ProTrace Session Status

Navigate from the home screen to ProTrace

NOTE: Look for any sessions that are lagging behind the current time.

View All records

Obtain session period and time (clock icon)

Filter by end date

End date must be the correct time

Screen capture the information

Verlfy which sessions are lagging. Statistics sessions must also be considered but take in consideration
records are periodically generated.

Try to access the session it-self and check the session content and especially make sure the PDU are
properly recorded.

agrwNPE
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4.6.5 Systems Alarms

Access the system alarm and fix all al arms on the sys
overloaded system for example, the remaining alarms before the upgrade must be captured in order to
compare with the alarms we would get at the end of the upgrade.

4.6.6 Alarm Forwarding

Connect on NSP Primary and Navigate in platcfg menu to check the SNMP and SMTP configuration.
Make sure the SNMP and SMTP configuration are up to date in the Engineering Document.

4.6.7 ProTraq

Access to ProTraq configuration and check which configuration are NOT-SYNC

4.6.8 ProPerf

Access to ProPerf configuration and check each dashboard is working fine

4.6.9 DataFeed

Access to the DataFeed configuration and capture the Feed Status
Make sure each Feed configuration is Documented in the Engineering Document

4.6.10 Scheduler

Access to the Scheduler and check the scheduled tasks configured are working as expected.
Make sure each task is documented in the Engineering Document.

4.6.11 Capacity Management

Access ProTrace and open PIC_UsageStats session to verify if normal activity is monitored hourly for
probed acquisition, integrated acquisition, mediation and mediation protocol.
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5.301 AOAT AT OA1 5DPGCOAAA

5.1 NSP PreUpgrade Check (onebox and four-box)

Note: Please proceed on this procedure for ODA from 2 f) onwards.

1. Make sure you executed the sections:
a) NSP Pre-Upgrade Health check and settings
b) Upgrade configuration using deprecated fields
c) Check NSP Backup is Valid

2. Pause JMS and Purge terminated alarm
This procedure does the following tasks:
a. Pauses JMS consumption
b. Purges Alarm
c. Corrects /tekelec symlink path
d. Reconfigures Enterprise manager if it is not correctly configured
a) Login as root user on NSP Server In case of One-box configuration) or Primary weblogic
server (In case of Four-box configuration).
b) Execute the following command to mount Management ISO:
#mount Toloop iso_path /mnt/upgrade
where iso_path  is the absolute path of the ISO image, which includes the name of the image
(for example, /var/TKLC/upgrade/iso_file_name.iso ).
¢) Run pre-upgrade config:
# sh /mnt/upgrade/health_check/pre_upgrade_config.sh

Note: I f you get the message below justoeanswer Ayo
Frkkkkkkkkikkikkk Purge Terminated Alarms **kkkkkiiiib otttk krxkkokook
Purging Terminated Alarms
Number of Terminated Alarms: 92456
Number of All Alarms: 92639
Do you want to purge Alarms prior to backing up oracle db [y/n]?
d Type fy o0 etfoopurgingmftternmnated alarms.
To purge terminated Alarms enter 1 or to purge All Alarms enter 2
e) Unmount Management Server ISO
# umount /mnt/upgrade

f) Connect to Weblogic console in order to check JMS consumption is really stopped.
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<« '@ hitp: {2 Home Page - tekelec - WLS ...

ORACLE WebLogie Server® Aaminseaton con B 4 o)

/1031.5.210/ console/console.portal? _pagelabel= Pagel P-Bex

Clage Center @ Home Log Out Preferences B Record Help Welcome, webhgic| Connected to: tekelec
View changes and restarts Home
Click the Lock & Edit button to modify, add or Home Page
delete items in this domain.
I — Information and Resources
Helpful Tools General Information
u Configure applications  Common Administration Task Descriptions
Domain Structure u Configure GridLink for RAC Data Source u Read the documentation
tekelec u Recent Task Status u Ask a question on My Oradle Support
E-Envirenment  Set your console preferences u Orade Guardian Qverview
—-Deployments
E-Services Domain Configurations
--Security Realms
[E-Interoperability Domain Services Interoperability
Bl-Diagnostics « Domain + Messaging « WTC Servers
 IMS Servers « Jot Connection Pools
Environment = Store-and-Forward Agents
o Servers = IM5 Modules Diagnostics
« Clusters u Path Services + Log Files
« Virtual Hosts = Eridges + Diagnostic Modules
— = « Migratable Targets + Data Sources + Diagnostic Images
= Coherence Servers o Persistent Stores « Request Performance
» Search the configuration « Coherence Clusters + XML Registries « Archives
« Use the Change Center « Machines « XML Entity Caches « Context
* Record WLST Saripts « Work Managers « Foreign INDI Providers - SHMP
« Change Console preferences « Startup And Shutdown Classes + Work Contexts
« Monitor servers - jcom Charts and Graphs
Your Deployed Resources + Mall Sessions « Monitering Dashboard &
SXcbem S =) « Deployments + FileT3
Health of Running Servers o TR
| — Y Your Application’s Security Settings
I Crtical (@) « Security Realms
[ Overloaded (0)
I Waming(®)

— )

ORACLE Wentogis Sorver® samimsreton conet I 2000000 O

Change Center @ Home Log Out Preferences Record Help Welcome, weblogic ‘ Connected to: tekelec
View changes and restarts Home >Summary of JMS Servers >NSPIMSServerla > Summary of JMS Servers
Click the Lock & Edit button to medify, add or Summary of JMS Servers
delete items in this domain.
Lock & Edit
- e IMS servers act as management centainers for the queues and topics in JMS modules that are targeted to them.
Release Configuration

This page izes the IM5 servers that have been created in the current WebLogic Server domain.

Domain Structure
- b Customize this table

IMS Servers (Filtered - More Columns Exist)

Click the Lock & Edit button in the Change Center to activate all the buttons on this page.
Hew| [Dekete Showing 1to 4 of 4 FPrevious | Next
(= Name &% Persistent Store Target Current Server Health
NSPIMSServeria nspla nspla « oK
~Dats Sources 5
{__persistent Stores NSPIMSServerib nspib nspib oK
--Foreign JNDI Providers NSPIMSServer2a nsp2a nsp2a oK
—-Work Confexts =
NSPIMSServerzh nsp2b nspzb « oK
How do ... =]

Showing 1to 4 of 4 Previous | Next
+ Configure IMS servers

« Configure JMS system modules

System Status =]
Health of Running Servers

[ Failed(®)
[ Crtical (0)
[ Overloaded (0)
I waming (0)
I or (s

For Each JMS servers (2 in case on One-box or ODA, and 4 if it is a Four-box), click on the name of
the server and then to the menu Control:
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ORACLE Weblogic Server® Administration Console

Change Center B Home Log Out Preferences Record Help Q Welcome, weblogic ‘ Connected to: tekelec
View changes and restarts Home >Summary of JMS Servers >NSPIMSServerla =Summary of JMS Servers >NSPIMSServerla
Click the Lock & Edit button to modify, add or Settings for NSPIMSServerla
delete items in this domain.
Configuration | Logging | Targets | Menitoring | Control | Notes
Lack & Edit

35z Configuration

This page allows you to tempararily pause all run-time message production, insertion (in-flight messages), and consumption aperations on all destinations targeted to this JMS server, These "message pausing” options allow you to

assert administrative control of the IMS subsystem behavior in the event of an external resource failure.
Domain Structure

tekelec -
1-Environment [ Customize this table
~-Deployments
Services IMS Server
Production v | [Consumption~ | [Inserion~ Showing 1te 1 of 1 Previous | Next
[7] | Name & Production Paused Consumption Paused Insertion Paused
t--Path Services 51 | nsPamsserverza false false Sort table by Consumption Paused Jaise
BH-Bridges
~Data Sources Production v | [Consumption | [Inserlion~ Showing 1 to 1 of 1 Previous | Next
t--Persistent Stores
~Foreign INDI Providers
—-Work Confexts j
How do ... B

+ Pause JMS server message operations at
runtime

« Pause JMS server message operations on
restart

System Status =]

Health of Running Servers

[ Failed(0)
[ citical(0)
[ Overloaded (0)
[ waming (0)
I ok (5)

If the value in consumption paused is true, this server is paused and you can return to previous step in
order to check the status of the next JMS server.
If the value is false like of the screenshot, select the checkbox in order to activate the menu

consumption, and then select pause. When asked to confirm if you Are sure you want to pause
consumption for this IMS server?, answer Yes.

The value in consumption paused is true now as expected, so you can return to the JMS server list in
order to check the status of the next one, or continue next step if this was the last one.
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