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This document provides the methods and
procedures used to configure the DSR 7.1/7.2
Management Server TVOE and PM&C, initialize
the system's aggregation switches and enclosure
switches, and perform the initial configuration of
the DSR system's RMS and HP c-Class enclosure.

Following the execution of the subject document
the DSR user will follow a release-specific DSR
application procedure document (E58954 for DSR
7.1, E69409-01 for DSR 7.2) to complete the DSR
application specific configurations.

Note: As of DSR 7.2, Initial Installation is not
supported on DL360, Gen6, and Gen7 Servers.

The procedures in this document should be executed
in order. Skipping steps or procedures is not allowed
unless explicitly stated.

Note: Before executing any procedures in this
document, power must be available to each
component, and all networking cabling must be in
place. Switch uplinks to the customer network
should remain disconnected until instructed
otherwise.

The audience for this document includes Oracle
customers and:

* Software System
e Product Verification
e Documentation

¢ Customer Service including Software Operations
and First Office Applications

e Oracle Partners
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References

Introduction

For HP Blade and RMS firmware upgrades, Software Centric customers will need the HP Solutions
Firmware Upgrade Pack, Software Centric Release Notes on http://docs.oracle.com under Platform
documentation. Beyond the minimum version specified for the Platform below, the application will

dictate which Firmware Upgrade Packs to use.

1. DSR 7.0/7.1 Software Installation and Configuration Procedure Part 2/2, E58954.

2. HP Solutions Firmware Upgrade Pack, version 2.x.x (the latest is recommended if an upgrade is to be
performed, otherwise version 2.2.8 is the minimum).

3. HP Solutions Firmware Upgrade Pack, Software Centric Release Notes (the latest version is recommended
if an upgrade is performed, otherwise the minimum version is 2.2.8).

4. Oracle Firmware Upgrade Pack Release Notes, version 3.x.x (the latest version is recommended if an
upgrade is performed, otherwise 3.1.3 is the minimum).

5. Oracle Firmware Upgrade Pack Upgrade Guide, version 3.x.X.

o

TPD Initial Product Manufacture Software Installation Procedure, E53017.

7. DSR 7.2 Software Installation and Configuration Procedure Part 2/2, E69409.

Acronyms

An alphabetized list of acronyms used in the document:

Table 1: Acronyms

Acronym Definition

BIOS Basic Input Output System

CA Certificate Authority

CSR Certificate Signing Request

DNS Domain Name System

DSCP Differentiated Services Code Point, a form of QoS
DVD Digital Versatile Disc

EBIPA Enclosure Bay IP Addressing

FMA File Management Area

FQDN Fully Qualified Domain Name

FRU Field Replaceable Unit

HP c-Class HP blade server offering

HP FUP HP Firmware Upgrade Pack

iLO Integrated Lights Out remote management port

E53488 Revision 03, June 2016
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Introduction

Acronym Definition
iLOMILOM Integrated Lights Out Manager
IE Internet Explorer
IPM Initial Product Manufacture — the process of
installing TPD on a hardware platform
MSA Modular Smart Array
NAPD Network Architecture Planning Diagram
OA HP Onboard Administrator
0s Operating System (e.g. TPD)
PM&C Platform Management & Configuration
RMS Rack Mount Server
QOSs Quality of Service
SAN Storage Area Network
SFTP Secure File Transfer Protocol
SNMP Simple Network Management Protocol
SSO Single Sign On
TPD Tekelec Platform Distribution
TVOE Tekelec Virtual Operating Environment
vsp Virtual Serial Port
Terminology

Multiple server types may be involved with the procedures in this manual. Therefore, most steps in
the written procedures begin with the name or type of server to which the step applies. For example:

Describes the location/server on which the action takes ploce and the
operation to be performed.

Each command that the technician is to enter is in bold Courierfont

1. ServerX: Connect to the console of the server l

Establish a connection to the server using cu on the terminal server/console
s cu -1 fdev/ttys7?

Figure 1: Example Of An Instruction That Indicates The Server To Which It Applies

E53488 Revision 03, June 2016 12



Table 2: Terminology

Introduction

Community String

An SNMP community string is a text string used
to authenticate messages sent between a
management station and a device (the SNMP
agent). The community string is included in every
packet that is transmitted between the SNMP
manager and the SNMP agent.

Domain Name System

A system for converting hostnames and domain
names into IP addresses on the Internet or on local
networks that use the TCP/IP protocol

Management Server

An HP ProLiant DL 360/DL 380 that has physical
connectivity required to configure switches and
may host the PM&C application or serve other
configuration purposes.

NetBackup Feature

Feature that provides support of the Symantec
NetBackup client utility on an application server.

Non-Segregated Network

Network interconnect where the control and
management, or customer, networks utilize the
same physical network.

PM&C

An application that supports platform-level
capability to manage and provision platform
components of the system, so they can host
applications.

Segregated Network

Network interconnect where the control and
management, or customer, networks utilize
separate physical networks.

Server

A generic term to refer to a server, regardless of
underlying hardware, be it physical hardware or
a virtual TVOE guest server.

Software Centric

A term used to differentiate between customers
buying both hardware and software from Oracle,
and customers buying only software.

Virtual PM&C Additional term for PM&C - used in networking
procedures to distinguish activities done on a
PM&C guest and not the TVOE host running on
the Management server.
My Oracle Support (MOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training
needs. A representative at Customer Access Support (CAS) can assist you with MOS registration.

E53488 Revision 03, June 2016
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Introduction

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline
for your local country from the list at http://www.oracle.com/us/support/contact/index.html. When calling,
make the selections in the sequence shown below on the Support telephone menu:

1. Select 2 for New Service Request
2. Select 3 for Hardware, Networking and Solaris Operating System Support
3. Select one of the following options:

* For Technical issues such as creating a new Service Request (SR), Select 1
¢ For Non-technical issues such as registration or assistance with MOS, Select 2

You will be connected to a live agent who can assist you with MOS registration and opening a support
ticket.

MOS is available 24 hours a day, 7 days a week, 365 days a year.

Emergency Response

In the event of a critical service situation, emergency response is offered by the Customer Access
Support (CAS) main number at 1-800-223-1711 (toll-free in the US), or by calling the Oracle Support
hotline for your local country from the list at http://www.oracle.com/us/support/contact/index.html. The
emergency response provides immediate coverage, automatic escalation, and other features to ensure
that the critical situation is resolved as rapidly as possible.

A critical situation is defined as a problem with the installed equipment that severely affects service,
traffic, or maintenance capabilities, and requires immediate corrective action. Critical situations affect
service and/or system operation resulting in one or several of these situations:

* A total system failure that results in loss of all transaction processing capability

* Significant reduction in system capacity or traffic handling capability

* Loss of the system’s ability to perform automatic system reconfiguration

¢ Inability to restart a processor or the system

¢ Corruption of system databases that requires service affecting corrective actions

¢ Loss of access for maintenance or recovery operations

* Loss of the system ability to provide any required critical or major trouble notification

Any other problem severely affecting service, capacity/traffic, billing, and maintenance capabilities
may be defined as critical by prior discussion and agreement with Oracle.

Customer Training
Oracle University offers training for service providers and enterprises. Visit our web site to view, and
register for, Oracle Communications training;:
http://education.oracle.com/communication

To obtain contact phone numbers for countries or regions, visit the Oracle University Education web
site:

E53488 Revision 03, June 2016 14
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Introduction

www.oracle.com/education/contacts

Locate Product Documentation on the Oracle Help Center Site

Oracle Communications customer documentation is available on the web at the Oracle Help Center
(OHC) site, http://docs.oracle.com. You do not have to register to access these documents. Viewing these
files requires Adobe Acrobat Reader, which can be downloaded at http://www.adobe.com.

1.
2.
3.

Access the Oracle Help Center site at http://docs.oracle.com.
Click | ndustri es.

Under the Oracle Communications subheading, click the Or acl e Communi cat i ons

docunent ati on link.

The Communications Documentation page appears. Most products covered by these documentation
sets will appear under the headings “Network Session Delivery and Control Infrastructure” or
“Platforms.”

Click on your Product and then the Release Number.
A list of the entire documentation set for the selected product and release appears.

To download a file to your location, right-click the PDF link, select Save t ar get as (or similar
command based on your browser), and save to a local folder.

E53488 Revision 03, June 2016 15
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Acquiring Firmware

Acquiring Firmware

HP

Several procedures in this document pertain to the upgrading of firmware on various servers and
hardware devices that are part of the Platform 7.0.x configuration.

Platform 7.0.x servers and devices requiring possible firmware updates are:
¢ HP ¢7000 BladeSystem Enclosure Components:

¢ Onboard Administrator

¢ 1Gb Ethernet Pass-Thru Module
e (Cisco 3020 Enclosure Switches

e HP6120XG Enclosure Switches
e HP6125G Enclosure Switches

e HP6125XLG Enclosure Switches
¢ Brocade Fibre Channel Switches
¢ Blade Servers (BL460/BL620)

¢ HP Rack Mount Servers (DL360/DL380)
e HP External Storage Systems

e MSA2012fc

e D2200sb (Storage Blade)
e D2220sb (Storage Blade)
e D2700

e P2000

o (Cisco 4948 /4948F /4948E-F Rack Mount Network Switches

Software Centric Customers do not receive firmware upgrades through Oracle. Instead, refer to the
HP Solutions Firmware Upgrade Pack, Software Centric Release Notes on http://docs.oracle.com under Platform
documentation. The latest release is recommended if an upgrade is performed, otherwise release 2.2.8
is the minimum.

The required firmware and documentation for upgrading the firmware on HP hardware systems and
related components are distributed as the HP Solutions Firmware Upgrade Pack 2.x.x. The minimum
firmware release required for Platform 7.0.x is HP Solutions Firmware Upgrade Pack 2.2.8. However, if
a firmware upgrade is needed, the current GA release of the HP Solutions Firmware Upgrade Pack 2.x.x
should be used.

Each version of the HP Solutions Firmware Upgrade Pack [2] contains multiple items including media
and documentation. If an HP FUP 2.x.x version newer than the Platform 7.0.x minimum of HP FUP
2.2.8is used, then the HP Solutions Firmware Upgrade Guide [3] should be used to upgrade the firmware.
Otherwise, the Upgrade Guide of the HP Solutions Firmware Upgrade Pack [2] is not used for new
installs. Instead, this document provides its own upgrade procedures for firmware.

The three pieces of required firmware media provided in the HP Solutions Firmware Upgrade Pack 2.x.x
releases are:

E53488 Revision 03, June 2016 17
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Acquiring Firmware

e HP Service Pack for ProLiant (SPP) firmware ISO image
e HP Service Pack for ProLiant (SPP) firmware USB image
¢ HP MISC Firmware ISO image

Refer to the Release Notes of the HP Solutions Firmware Upgrade Pack [2] to determine specific firmware
versions provided. Contact My Oracle Support (MOS) for more information on obtaining the HP

Firmware Upgrade Pack.

E53488 Revision 03, June 2016
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This section contains the installation overview, and
includes information about required materials,
strategies, and SNMP configuration.

This section will configure the DSR base hardware
systems (RMS and HP c-Class enclosure) (RMS and
Blade IPM, Networking, Enclosure and PM&C
Configuration). Following the execution of this
document the DSR user will follow a DSR
application procedure document (E58954-02) to
complete the DSR application specific
configurations.

Note that IPM refers to installing either TVOE or
TPD on the target system. TVOE is used when
virtualization is needed (e.g., for the PM&C and
NO/SO). TPD is used for systems that do not
require virtualization and for the Virtual Machines.
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Required Materials

A S

AN

One (1) ISO of TPD 7.x, release specified by Release Notes.

One (1) ISO of PM&C 6., release specified by Release Notes.

One (1) USB of TVOE 3.0, release specified by Release Notes.

One (1) USB or ISO of DSR 7.1/7.2 and all configuration files and templates acquired via the DSR
ISO.

Passwords for users on the local system.

Access to the iLO Terminal or direct access to the server VGA port.

Oracle Firmware Upgrade Pack, version 3.x.x (the latest version should be used if an upgrade is being
performed, otherwise 3.1.3 is the minimum).

HP Solutions Firmware Upgrade Pack, version 2.x.x (the latest version must be used if an upgrade is
to be performed, otherwise version 2.2.8 is the minimum). A 4Gb or larger USB Flash Drive.
NAPD and all relevant configuration materials for ALL sites involved. This includes host IP
addresses, site network element XML files, and netConfig configuration files.

10. Keyboard and monitor if configuring iLO addresses.

Note: Customers are required to download all software from the Oracle Software Delivery Cloud
(OSDC). A readme file which provides instructions for the Customer to create required bootable USBs
using the .usb file will be included with the software. Please obtain required bootable USBs from the
customer representative.

Installation Strategy

To ensure a successful application installation, carefully plan and assess all configuration materials
and installation variables. After a customer site survey has been conducted, an installer can use this
section to plan the exact procedure list that should be executed at each site.

The following list summarizes this process.

1.

An overall installation requirement is established. This data that should be collected:

¢ The total number of sites

¢ The number of servers at each site and their role(s)

* Determine whether the application's networking interface terminates on a Layer 2 or Layer 3
boundary

* Establish the number of enclosures at each site (if any)

* Determine if the application uses rack-mount servers or server blades

e What time zone should be used across the entire collection of application sites

¢ Will SNMP traps be viewed at the application level, or will an external NMS be used (or both)

A site survey is conducted to determine exact networking and site details. Additionally, IP
networking options must be well understood, and IP address allocations collected from the customer,
in order to complete switch configurations.
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SNMP Configuration

The network-wide plan for SNMP configuration should be decided upon before DSR installation
proceeds. This section provides some recommendations for these decisions.

SNMP traps can originate from the following entities in a DSR installation:

* DSR Application Servers (NOAMP, SOAM, MPs of all types)
¢ DSR Auxiliary Components (OA, Switches, TVOE hosts, PMAC)

DSR application servers can be configured to:

1. Send all their SNMP traps to the NOAMP via merging from their local SOAM. All traps will
terminate at the NOAMP and be viewable from the NOAMP GUI (entire network) and the SOAM
GUI (site specific) if only NOAMP and SOAM are configured as Manager and the Traps Enabled
checkbox is selected for these managers on Main Menu > Administration > Remote Servers >
SNMP Trapping screen. This is the default configuration option.

2. Send all their SNMP traps to an external Network Management Station (NMS). The traps will NOT
be seen at the SOAM OR at the NOAM. They will be viewable at the configured NMS(s) only if
the external NMS is configured as Manager and Traps Enabled checkbox is selected for this manager
on Main Menu > Administration > Remote Servers > SNMP Trapping screen.

3. Send SNMP traps from individual servers like MPs of all types If Traps from Individual Servers
check box is selected on Main Menu > Administration > Remote Servers > SNMP Trapping
screen.

Application server SNMP configuration is done from the NOAMP GUI, near the end of DSR installation.
See the procedure list for details.

DSR Auxiliary components must have their SNMP trap destinations set explicitly. Trap destinations
can be the NOAMP VIP, the SOAMP VIP, or an external (customer) NMS. The recommended
configuration is as follows:

The following components:

e TVOE for PMAC server

e PMAC (App)

e OAs

* All Switch types (4948, 3020, 6120, 6125)
e TVOE for DSR Servers

Should have their SNMP trap destinations set to:

1. The local SOAM VIP
2. The customer NMS, if available

Note: All the entities must use the same Community String during configuration of the NMS server.

Note: SNMP community strings i.e. (Read Only or Read Write SNMP community strings) should be
same for all the components like OAM/MP servers, PMACs, TVOEs and external NMS.

Note: Default SNMP Trap port used to receive traps is 162. Customer can provide the port number
from the SNMP configuration screen
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NTP Strategy

The following set of general principals capture the recommendations for NTP configuration of DSR.

Principle 1 - Virtual guests should not be used as NTP servers

Avoid specifying virtual guests as NTP references for other servers. Guest emulated clocks have been
shown to result in poor NTP server behavior

Principle 2 - Virtual guests should synchronize to their virtual hosts

When virtualization is used in the product deployment, virtual guests should use their TVOE hosts
as their NTP references.

Principle 3 - Follow a topology based approach

MP servers should use their topology parents (SOAMs in a three tier topology), or if those parents are
virtual guests, the enclosing virtual hosts should be used instead. The PM&C TVOE host should be
used as a third NTP source. See Figure 2: Per Site NTP Topology for clarification.

Similarly SOAM servers should use their topology parents (NOAMs), or if those parents are virtual
guests, the enclosing virtual hosts should be used instead. See Figure 2: Per Site NTP Topology for
clarification.

NOAMP and other A-Level servers should use a pool of reliable, customer provided references if the
NOAMPs are implemented in hardware, otherwise they should sync to their virtual hosts.

Principle 4 - Provide a robust pool of sources

The pool of customer NTP server references should be of stratum 3 or above, accurate and highly
reliable. If possible both local site server and backup remote site servers should be provided. Three
or more customer NTP sources are required.

Principle 5 - Prefer local references

When references from multiple sites or networks are used on one server, the "prefer" keyword should
be applied to the local references.

Principle 6 - Ensure connectivity

Care should be taken to ensure that all NTP references are reachable through the appropriate networking
configuration. In particular firewall rules must be correctly specified to allow NTP clients to connect
to their specified references.
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This table presents an overview of the networks configured and used by DSR at a site. Based on the
deployment type/requirements, the networks could be physically or logically separated via VLANS.

Network Name

Default VLAN ID*

Routable

Description

Control

1

No

Network used by
PM&C to IPM the
servers/blades/VMs.
Refer to the NAPD for
site-specific IP
information. (IPs are
assigned via by the
PM&C using DHCP)

Management

Yes

Network used for iLO
interfaces, OAs, and
enclosure switches. Also
used to provide remote
access to the TVOE and
PM&C servers

E53488 Revision 03, June 2016
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Network Name

Default VLAN ID*

Routable

Description

XMI

3

Yes

Network used to
provide access to the
DSR entities (GUI, ssh),
and for inter-site
communication

IMI

Network used for
intra-site
communication

XSI-1

Yes

Network used for DSR
signaling Traffic

XSI-2%*

Yes

Network used for DSR
signaling Traffic

XSI-3**

Yes

Network used for DSR
signaling Traffic

XSI-4**

Yes

Network used for DSR
signaling Traffic

* The VLAN ID assignments are site and deployment specific.

** Optional

E53488 Revision 03, June 2016
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This section contains the software installation
procedures, including preparation and configuration
information for a site.

The procedures in this section are expected to be
executed in the order presented in this section.

If a procedural STEP fails to execute successfully,
STOP and contact My Oracle Support by referring
to My Oracle Support (MOS).

Sudo

Platform 6.7 introduced a new non-root user
'admusr'. As a non-root user, many commands
--when run as admusr-- now require the use of
'sudo'. Using sudo will require a password with the
first command, as well as intermittently over a
period of time. Therefore, if a prompt for the

"[ sudo] password: " appears, the user should
re-enter the admusr login password.

Example:

[ adnusr @ost namre ~] $ sudo <commrand>

[ sudo] password for adrusr: <ENTER
PASSWORD HERE>
<conmand out put onitted>
[ admusr @ost nane ~] $
25
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Configure and IPM Management Server

Note: The Management Server is installed as a Virtual Host environment, and will host the PM&C
application, and may host other DSR applications (as defined by the deployment configuration for
the customer site).

Note: Depending on the deployment plan, a server may be IPM'ed with either TVOE (if virtualization
is needed) or TPD (if no virtualization is needed)

Installing TVOE on the Management Server

Install the TVOE Hypervisor platform on the Management Server

The PM&C is not available to do an IPM of the TVOE management server. It is necessary to physically
provide the TVOE media via a bootable USB. Refer to section Required Materials for more information.

1. For more information about configuring the iLO IP address, refer to Appendix F in Initial Product
Manufacture, E53017 [6].

2. Install TVOE onto the Management Server
Follow IPM DL360 or DL380 Server to IPM the management server with TVOE.

IPM DL360 or DL380 Server

This procedure provides instructions for configuring and IPMing the DL360 or DL380 server.
Needed material:

e TPD or TVOE installation media to be used for IPM.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).

Configure and IPM the DL360 or DL380 server

Follow Appendix Initial Product Manufacture of RMS and Blade Servers to configure and IPM the
management server.

For a DL360 G6/G7 or DL380 G6/Gen8/Gen9 server, the correct options to use for the IPM of the
management server are:

TPDnor ai d consol e=tty0 di skconfi g=HWRAI D, f orce

Note: Do not use the remote serial console for installation.

Upgrade Management Server Firmware

Software Centric Customers: If Oracle Consulting Services or any other Oracle Partner is providing
services to a customer that includes installation and / or upgrade then, as long as the terms of the scope
of those services include that Oracle Consulting Services is employed as an agent of the customer
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(including update of Firmware on customer provided services), then Oracle consulting services can
install FW they obtain from the customer who is licensed for support from HP."

Note: This procedure uses a custom SPP version that cannot be obtained from the customer and
therefore cannot be used for a Software Centric Customer. Software Centric Customers must ensure
their firmware versions match those detailed in the HP Solutions Firmware Upgrade Pack, Software Centric
Release Notes document.

DL360/DL380 Server

This procedure will upgrade the DL360 or DL380 server firmware. All servers should have SNMP
disabled. Refer to Appendix Changing SNMP Configuration Settings for iLO.

The service Pack for ProLiant (SPP) installer automatically detects the firmware components available
on the target server and will only upgrade those components with firmware older than what is provided
by the SPP in the HP FUP version being used.

Procedure Reference Tables:

Variable Value

<ilo_IP> Fill in the IP address of the iLO for the server
being upgraded

<ilo_admin_user> Fill in the username of the iLO's Administrator
User

<ilo_admin_password> Fill in the password for the iLO's Administrator
User

<local_HPSPP_image_path> Fill in the filename for the HP Support Pack for
ProLiant ISO

<admusr_password> Fill in the password for the admusr user for the
server being upgraded

Needed Material:

* HP Service Pack for ProLiant (SPP) firmware ISO image

e HP MISC firmware ISO image (for errata updates if applicable)
* Release Notes of the HP Solutions Firmware Upgrade Pack [2]

* Upgrade Guide of the HP Solutions Firmware Upgrade Pack [2]

* 4GB or larger USB stick with the HP Service Pack for ProLiant (SPP) USB image previously written
to it per directions in the HP Solutions Firmware Upgrade Pack, Upgrade Guide

Important Notes for this Procedure: The following procedure has some instructions meant for a
production system in the field and you should be aware of the following notes regarding this procedure:

* Ignore references to the "Copy the ISO Images to the Workstation" procedure. Know that you must
have the ISO files listed in the "Needed Material" section above.

¢ Ignore the <local HPSPP_image_path> variable.

¢ For the "Update Firmware Errata" step check the Release Notes of the HP Solutions Firmware Upgrade
Pack [2] to see if there are any firmware errata items that apply to the server being upgraded. If
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there is, there will be a directory matching the errata's ID in the /errata directory of the HP MISC
firmware ISO image. The errata directories contain the errata firmware and a README file detailing
the installation steps.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. Local Workstation: Insert the USB Flash Drive.
If starting with the Oracle USB media, insert the SPP USB media into a USB port on the server. See

Section 3.3.1.1 of the HP Solutions Firmware Upgrade Pack, Upgrade Guide for steps on creating bootable
SPP USB media.

2. Local Workstation: Access the iLO Web GUI.
Access the ProLiant Server iLO Web Login Page from an Internet Explorer ® session using the
following URL:

https://<ilo_l P>/

3. iLO Web GUI: Log into iLO as an "administrator” user.

Integrated Lights-Out 2
HP Proliant

Login name:

Password:

Username = <ilo_admin_user>
Password = <ilo_admin_password>
4. Determine which iLO steps to take

a) If you are upgrading a G6 (iLO 2) server, continue at the next step.
b) If you are upgrading a G7/Gen8 (iLO3/iLO4) server, continue at step 13.

5. iLO 2 Web GUL:
If using SPP USB media plugged into the server, skip to step 10
Select Virtual Media page.
Click the Virtual Media tab from the System Summary page.
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() Integrated Lights-Out 2

Status Summary

Summary Server Name:
System Serial Number / Product ID:
Infgrmation ULED:
O 2Log System ROM:
ML System Health:
Diagnastics Internal Health LED:
ILO 2 User Server Power:
<
eE D Light:

Insght Agent Last Used Remote Console:
Latest IML Entry:

LD 2 Hame:

6. iLO 2 Web GUL

Software Installation Procedures

ERT U Remote Console | Virtusl Media | Power Management

hostname1272038151; Proliant DL38D G4
USESZINGSH [ 494325-821
33343934-3932-5355-4539- 323146355348

Pa2 03/277/200%; backup system ROM: 03/27/2009
2 ok

@ ok

| Momenney Press I

| Tumuibon  JEAERG
L Lounch |

Ramote Console
POST Emror: 1770-Firmware Upgrade Required
ILOUSERZINSSH

Open the Virtual Media Applet .

Click on the Virtual Media Applet link to launch the Virtual Media application
The iLO GUI should open to the Virtual Media page.

System stotus Vit i

Virtual Media

Virtual Media
[ virtual Media Applet |

‘Conmect the foppy ditkette, CO/DVD-ROM or USE
appear local to the server dunng system boot or w

You may also connect virtwal media fram within th

Other virtual media options exist for users that wa
Interface.

Virtual Media Status

Virtual CD/DVD-ROM: Hot connected
Virtual Floppy /USE key: Not connectad

7. iLO 2 Web GUI: Acknowledge Security Warning.

If a dialog similar to the one below is presented, click Yes to acknowledge the issue and proceed.

The web site's certificate cannot be verfied. Do you
want o contmee?

Rame ILDLEESZINESH
Publishor:  BOUSESZINGSH

) ey bk coritenk From thes prablisher |
h{
(=m){ |
[ Tha carafie, e wenrifid ey @ Frumted 3 wartrem §
\!,' Tw-w:;mhv;m:;:. ook More Ifoemsion. ..

If other warning dialogs are presented you may also acknowledge them as well to proceed to the

Virtual Media applet.

8. iLO 2 VM Applet: Select the HP Support Pack for ProLiant ISO.
In the Virtual CD/DVD-ROM Panel, select the Local Image File option and click the Browse button.
Navigate to the HP Service Pack for ProLiant (SPP) ISO file copied to the workstation in the Copy

the ISO images to the workstation procedure.
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Wirtual Media: hosiname 1272038151

Select ISO image file and click Open.
Image File Name: <local HPSPP_image_path> (See Copy the ISO images to the workstation)

Choose COVDVD-ROM Image File
Lookjre [ 3 WPSUF > «®@&cFEm-

| ST |

v [efie

My

€]

My Computer
MyMetwodk  Fils praene [Erennanerwso0am0 o33 | f Dpen
Places

Flesolppe  [dFles ) =] Concel |

9. iLO 2 VM Applet: Create Virtual Drive Connection.
Click the Connect button to create a virtual DVD-ROM connection to the ISO image file.

Virtual Media: hostmame 12 72038151

When created the LED Light icon should be green.
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Wirlual Media: hostname 1272038151

Virtual FRoppy) S Bkey
* Local Modia Drive; Hine =|  Connest o
" Local Image File:

I Force read-only Bicees

Virtual COOVD-ROM

- | | [Disconneet | @ °
o CRempHPSURET2 Browse
Select v local dibae o e

At this point, DO NOT close the applet but rather go back to the browser window containing the
iLO Web GUL

10. iLO 2 Web GUI: Access the Remote Console Page.
At the ILO2 Web GUI, click on the Remote Console tab.

G 'neg rated Lights-Out 2

T | virtual Media _HH

Virtual Media

Virtual Media

Virtual Media Applet
Connect the floppy diskette, CO/DVD-ROM or USE key physical devices or images
appear local to the server dumng system boot or while the operating system is av

You may alse connect virtual media from withen the Integrated Remate Console.

Other virtual media options exist for users that want to script operations using Rl
Interface.

Virtual Media Status

Virtual CD/DVD-ROM: Connected, client source
Virtual Floppy /USB key: Mot connected

11. iLO 2 Web GUI: Launch the Remote Console Applet.
On the Remote Console page, click on the Remote Console link to launch the console applet.

(D Integrated Lights-Out 2

ST Remote Console

Remote Console Information
Infermakbion

Settngs Integrated Remote Console
Accass the system KvM and contrel Virtual Power & Media fn

Integrated Remote Console Fullscreen
Ra-size the Integrated Remote Console to the same desplay r
desktop.

[ Remote console |
#rreEss thesystem KvM from 3 Java applet-based consale re

Remote Serial Console
Access a VT320 senal console from a Java applat-based con
the availability of a JvM.

12.iLO 2 - Java Security Prompt: Acknowledge Security Warning

E53488 Revision 03, June 2016 31



Software Installation Procedures

If a dialog similar to the one below is presented, click Yes to acknowledge the issue and proceed.

Then skip to step 16.

The web site's certificate cannot be verfied. Do you
want o contmee?

Hawme ILOUSESZINGSH

Publishor:  BOUSESINSSH

) ey trust conteck From ths pubisher |

G =]
Q) e paly e S AL s e

If other warning dialogs are presented you may also acknowledge them as well to proceed to the
Java Integrated Remote Console applet.

13. iLO3/iLO4 Web GUI: Launch the Java Integrated Remote Console applet.
On the menu to the left navigate to the Remote Console page. Click on the Java Integrated Remote
Console to open it.

Integrated Lights-Out 3
D

ProLiant BL
=
Bl information Remote Console
Dverviaw
System Information taunch  [IOTTINN
iLO 3 Event Log
integrated Management Log Integrated Remote Console
Diagasatics Access the system KVM and control Virtual Power
insight Agent
B Remgie fonsgle Microsoft NET Framework 3.5. (avadable through Wi
‘m This machine reporis to have the cormect version of

Virtual Media
B2 Power Management
B administration

MET Version Detected
B BL c-Class

Version Status
| 3530729 %]

Hote for Firefox users: Firefox also réquires an Add
o find the iatest version of the Microsof NET Frame

Java Integrated Remote Console

Access the system KWV from a Java appled-based

14. iLO3/iLO4 - Java Security Prompt: Acknowledge Security Warning.
If a dialog similar to the one below is presented, click Yes to acknowledge the issue and proceed.

The web site's certificate cannot be verfied. Do you
want o contmee?

Hawme ILOUSESZINGSH

Publishor:  BOUSESINSSH

) Ehevarys trust contank From thes publisher |

=
[ Moo SH el .
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If other warning dialogs are presented you may also acknowledge them as well to proceed to the

Java Integrated Remote Console applet.

15. iLO3/iLO4 - Remote Console: Create Virtual Drive Connection

If using SPP USB media plugged into the server, skip to step 17

Click on the Virtual Drives drop down menu. Go to CD/DVD then click on Virtual Image.

ProlLiant Server -
Power Switch REUGUENRLT-EN Keyhoard
FloppywUSB-Key ¥

‘\’_‘ -
_,I_:]Il,l].__) Create Disk Image | BRUGUERGERE]

kernel £.6.16-194.3Z4.1.¢e

18438681 login:

Navigate to the HP Support Pack for ProLiant ISO ISO file copied to the workstation from the Copy

the ISO images to the workstation procedure.

Choose CO/DVD-ROM Imags File 313
Lock e [ 3 MPSUF = « @ cFE-
[ETer-2141-102-Pwa00.2010_04a.50.ic0 I

.‘Jg
iy Compiter
“
HyF:{:;od Fil praemer [z 2141102 Pars00 2000805 S0e d |
-

Fussolbos  [AlFles ) Cencel |

Select the ISO image file and click Open.

16. iLO3/iLO4 - Remote Console: Verify Virtual Image connection.

At the bottom of the remote console window you should now see a green highlighted drive icon

and "VirtualM" written next to it.

L= viualm ¢ None

17. Remote Console: Reboot the server.
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Once the remote console application opens to the login prompt, log into the server as admusr.

| ocal host | ogin: adnusr
Passwor d: <adnusr_passwor d>

Next, initiate server reboot by executing the following command:

$ sudo init 6

|n|egrcled Lighis-(:)ul 2 Remote Console

2.4 (Final)
64.11.1.el5prereld.2.8_78.51.8 on an 1686

login: Fri Jun 25 18:85:88 from
t@ 718 init 6_

18. Remote Console: Perform an unattended firmware upgrade.

The server will reboot into the HP Support Pack for ProLiant ISO and present the following boot
prompt.

Press [Enter] to select the Automatic Firmware Update procedure.

Automatic Firmware Update Version 2012.82.8
Interactive Firnware Update Version 2812.82.8

If no key is pressed in 30 seconds the system will automatically perform an Automatic Firmware
Update.

19. Remote Console: Monitor Installation.
Important: Do not click inside the remote console during the rest of the firmware upgrade process.
The firmware install will stay at the EULA acceptance screen for a short period of time. The time
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it takes this process to complete will vary by server and network connection speed and will take
several minutes. During that time, the following screen is displayed on the console.

HP Service Pack for ProLiant 2014.09.0

Please wait, analyzing system....

Note: No progress indication is displayed during the system scan and analysis stage. In about 10
minutes, the installation will automatically proceed to the next step.

20. Remote Console: Monitor Installation.
Once analysis is complete, the installer will begin to inventory and deploy the eligible firmware
components. A progress indicator is displayed at this time, as shown below.

If iLO firmware is applied, the Remote Console will disconnect, but will continue upgrading. If
the Remote Console closes due to the iLO upgrading, wait 3-5 minutes and log back in to the iLO
Web GUI and re-connect to the Remote Console. The server might already be done upgrading and
might have rebooted.

Step 1
ory

Inven

Inventory of baseline and node

Inventory of baseline

HP Senice Pack for ProLiant  Inventory in progress [N

Inventory of node
L] localhost  Added node

Note: If the iLO firmware is to be upgraded, the iLO2 session will be terminated and you will lose
the remote console, virtual media and Web GUI connections to the server. This is expected and
will not impact the firmware upgrade process.

21. Local Workstation: Clean up.
Once the firmware updates have been completed the server will automatically be rebooted.

e If you are upgrading a G6 (iLO 2) server; at this time you may close the remote console and
virtual media applet windows and the iLO2 Web GUI browser session.

* If you are upgrading a G7/Gen8 (iLO3/iLO4) server; closing the remote console window will
disconnect the Virtual Image and you can close the iLO3/iLO4 Web GUI browser session.
¢ If you are using SPP USB media plugged into the server you can now remove it.
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22. Local Workstation: Verify server availability
Wait 3 to 5 minutes and verify the server has rebooted and is available by gaining access to the
login prompt.

23. Update Firmware Errata:
Refer to the ProLiant Server Firmware Errata section to determine if this HP Solutions Firmware
Update Pack contains additional firmware errata updates that should be applied to the server at
this time.

24. Repeat for all remaining RMSs:
Repeat this procedure for all remaining RMSs, if any.

Deploying Virtualized PM&C Overview

Deployment Procedure

Deploying a VM guest in the absence of a PM&C is complicated. To facilitate this, the PM&C media
will include a guest archive and a script that will deploy the running PMAC into a state where the
Initialization process can begin.

¢ Install TVOE 3.0 on the management server via the ILO.

* Create and configure the management bridge.

* Determine if NetBackup Feature is enabled for this system. If enabled, install appropriate NetBackup
client to the PM&C TVOE host.

e Attach PM&C media to the TVOE (USB).

* Mount the media.

* Use the <mount-point>/upgrade/pmac-deploy script to create the VM and configure the guest
on the first boot.

* Navigate browser to the management IP address of the deployed PM&C.
¢ Perform Initial Configuration.

What You Will Need -- Worksheet

Use the completed NAPD information to fill in the appropriate data in this Procedure's Reference
tables. The following are provided to aid with the data collection for the TVOE management server
and the PM&C Application hosted on the Management Server TVOE.

* Determine if the network configuration of this management server is Non-Segregated or Segregated.

Note: The term "segregated networks" refers to the separation of the Management Server's control
and plat-management networks onto separate physical NICs. If either of the following scenarios
exists the networks are considered segregated.

1. Devices eth01 and eth02 of the Management Server are physically connected to the first pair of
the c7000 enclosure switches.

2. Devices eth01 and eth02 of two RMS servers are directly connected to each other (e.g. eth01 >
eth01 and eth02 > eth02

* Determine the TVOE management server's required network interface, bond, and Ethernet device,
and route data.

¢ Determine if the control network on the TVOE management server is to be tagged. If appropriate,
fill in the <control VLAN ID> value in the table, otherwise the control network is not tagged.
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* Determine if the management network on the TVOE management Server is to be tagged. If
appropriate, fill in the <management_VLAN_ID> value in the table, otherwise the management
network is not tagged.

* Determine the bridge name to be used on the TVOE management server for the management
network. Fill in the <TVOE_Management_Bridge> value in the table.

¢ Determine if the NetBackup feature is enabled

¢ Determine the NetBackup network on the TVOE management server is to be tagged. If
appropriate, fill in the <NetBackup_VLAN_ID> value in the table, otherwise the NetBackup
network is not tagged.

* Determine the bridge name to be used on the TVOE management server for the NetBackup
network. Fill in the <TVOE_NetBackup_Bridge> value in the table.

¢ Determine if the NetBackup network is to be configured with jumbo frames. If appropriate, fill
in the <NetBackup_MTU_size> value in the table, otherwise the NetBackup network will use
the default MTU size.

* If the PM&C NetBackup feature is enabled, and the backup service will be routed, with a source
interface different than the management interface where the default route is applied, then define
the route during PM&C initialization as a host route to the NetBackup server.

¢ The PM&C initialization profiles have been designed to configure the PM&C's networks and
features. Profiles must identify interfaces. Existing profiles provided by PM&C use standard named
interfaces (control, management). No vlan tagging is expected on the PM&C's interfaces, all tagging
should be handled on the TVOE management server configuration.

Network Interface DL360 |DL360 DL380 |DL380 DL380 DL380 (with
(without | (with HP | (with (with HP | (with HP | HP 1Gb 4pt
HP NC364T |only 4pt 4pt 331FLR
NC364T |4pt LOM4pt | Gigabit in | Gigabit in | Adapter)
4pt Gigabitin [NICs) [ PCI Slot 1) | PCI Slot 3)
Gigabit) | PCI Slot | (G6) (Gen8,9) |(G6)
2)
<ethernet_interface_1> |ethO1 eth01 eth01 eth01 eth01 eth01
<ethernet_interface_ 2> |eth02 eth02 eth02 eth02 eth02 eth02
<ethernet_interface_3> eth21 ethll eth31 eth03
<ethernet_interface_ 4> eth22 eth12 eth32 eth04
<ethernet_interface 5> eth23 eth04 eth04 eth05
PM&C Interface Alias TVOE Bridge Name TVOE Bridge Interface
control control Fill in the appropriate value for
this site (default is bond0):
<TVOE_Control Bridge Interface>
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PM&C Interface Alias TVOE Bridge Name TVOE Bridge Interface

management Fill in the appropriate value for | Fill in the appropriate value for
this site: this site:
<TVOE_Management_Bridge> | <IVOE Management Bridge Interface>

NetBackup Fill in the appropriate value for [Fill in the appropriate value for

this site:

this site:

<TVOE_NetBackup_Bridge>

<TVOE NetBackup_Bridge_Interface>

Fill in the appropriate value for this site:

Variable Value Description

<control_VLAN_ID> For non-segregated networks,
the control network may have a
VLAN id assigned. In most
cases, there is none.

<base_device hosting_ control networke If <control_VLAN_ID> has a

value, then the device used for
the control network
<TVOE_Control Bridge Interface>
will have a tagged interface
name. The base device for the
control network is the untagged
interface name. (For example, if
the device interface is bond1.2
then the base device is bond1).

<management_VLAN_ID>

For non-segregated networks,
the management network will
be on a tagged VLAN coming in
on bond0

<mgmtVLAN_gateway_address>

Gateway address used for
routing on the management
network.

<NetBackup_server_IP>

The IP address of the remote
NetBackup Server.

<NetBackup_VLAN_ID>

For non-segregated networks,
the NetBackup network will be
on a tagged VLAN coming in on
bond0

<NetBackup_gateway_address>

Gateway address used for
routing on the NetBackup
network.
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Variable Value Description
<NetBackup_network_ip> The Network IP for the
NetBackup network

<PMAC_NetBackup_netmask

_or_prefix>

The IPv4 netmask or IPv6 prefix
assigned to the PM&C for
participation in the NetBackup
network

<PMAC_NetBackup_ip_address>

The IP Address assigned to the
PM&C for participation in the
NetBackup network

<NetBackup_MTU_size>

If desired, the MTU size can be
set to tune the NetBackup
network traffic.

<management server mgmt ip address>

The TVOE Management Server's
IP address on the management
network.

<PMAC_mgmt_ip_address>

The PM&C Application's IP
address on the management
network.

<mgmt_netmask_or_prefix>

The IPv4 netmask or IPv6 prefix
for the management network.

<PMAC_control_ip_address>

The PM&C Application's IP
address on the control network.

<control_netmask>

The IP netmask for the control
network.

Fill in the appropriate value for this site:

Network Bond Interface

Enslaved Interface 1

Enslaved Interface 2

bond0

For Segregated Networks Only

bond1l

bond?2

Bonding used for abstraction
only, not multiple interfaces

TVOE Network Configuration

1. TVOE Management Server iLO: Log into the management server on the remote console

Log into iLO using application provided passwords via How to Access a Server Console Remotely.

Log into iLO in IE using password provided by application:

http://<managenent _server i LO_i p>
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Click on the Remote Console tab and launch the Integrated Remote Console on the server.

Click Yes if the Security Alert pops up.

2. TVOE Management Server: Configure the control network bond for back-to-back configurations

If the control network for the RMS servers consists of direct connections between the servers with
no intervening switches (known as a "back-to-back" configuration), execute this step to set the
primary interface of bond0 to <ethernet_interface_1>, otherwise skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces (network devices, bonds, and bond enslaved devices) to configure.

$ sudo /usr/TKLC/ pl at/bi n/ net Adm set --devi ce=bondO --onboot =yes --type=Bondi ng
--node=act i ve- backup --m inon=100 --primary=<ethernet _interface_1>Interface
bond0 updat ed

3. TVOE Management Server: Verify the control network bridge

Note: The output below is for illustrative purposes only. It shows the control bridge configured.

$ sudo /usr/TKLC/ pl at/bi n/ net Adm query --type=Bridge --nanme=contr ol
Bri dge Nanme: control
On Boot: yes
Protocol : dhcp

Persi stent: yes

Prom scuous: no
Hwaddr: 00: 24: 81: f b: 29: 52
MTU:

Bridge Interface: bondO

If the bridge has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces, (network devices, bonds, and bond enslaved devices), to configure.
Create control bridge (<TVOE_Control_Bridge>).

$ sudo /usr/TKLC/ pl at/ bi n/ net Adm add --type=Bri dge --name=<TVOE_Control _Bri dge>
- - boot pr ot o=dhcp --onboot =yes --bridgel nterfaces=<TVOE_Control _Bridge_Interface>

4. TVOELO: Create tagged control interface and bridge (optional)

If you are using a tagged control network interface on this PM&C, then complete this step using
values for the control interface on bond0 from the preceding tables. Otherwise, proceed to the next
step.

$ sudo /usr/TKLC/ pl at/bi n/ net Adm set --type=Bridge --nanme=contr ol

- -del Bri dgel nt =bond0

I nterface bond0 updated

Bri dge control updated

$ sudo /usr/TKLC/ pl at/ bi n/ net Adm add - - devi ce=<TVOE_Control _Bridge_Interface>

- -onboot =yes

Interface <TVCE_Control Bridge_Interface> created

$ sudo /usr/ TKLC pl at/ bi n/ net Adm set --devi ce=<Ensl aved | nterface 1> --onboot =yes
$ sudo /usr/ TKLC pl at/ bi n/ net Adm set --devi ce=<Ensl aved | nterface 2> --onboot =yes
$ sudo /usr/TKLC/ pl at/bi n/ net Adm set --type=Bridge --nane=control

--bridgel nterfaces=<TVOE_Control Bridge_Ilnterface>
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5. TVOE Management Server Verify the tagged /non-segregated management network

Note: A Segregated Management Network can be either "tagged" or "untagged." In most cases the
network will be tagged when the TVOE Host is used to host DSR guests in addition to the PM&C
guest. In this scenario, both the "Management" and "XMI" networks are required and will be tagged
on the same bond. In scenarios where only the PM&C is hosted by the TVOE and only the
"Management" network is required, untagged can be used. The switch configuration of the connected
switches must match the server configuration "tagged" or "untagged".

Note: This step only applies if the management network is tagged (non-segregated).

Note: The output below is for illustrative purposes only. It shows the management bridge
configured on a non-segregated network setup.

$ sudo /usr/TKLC pl at/bi n/ net Adm query --devi ce=bond0. 2

Protocol: none

On Boot: yes
| P Addr ess:

Net mask:

Bridge: Menber of bridge managenent

If the device has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces (network devices, bonds, and bond enslaved devices) to configure.

Note: The example below illustrates a PM&C management server configuration in a Non-Segregated
network, an untagged control network, and a tagged management network.

For this example created tagged device for management device.

$ sudo /usr/ TKLC/ pl at/ bi n/ net Adm add - - devi ce=<TVOE_Managenent _Bri dge_| nterface>
- -onboot =yes
Interface <TVOE_Managenent Bri dge_I nterface> added
6. TVOE Management Server: Verify the untagged/segregated management network

Note: This step only applies if the management network is untagged (segregated).

Note: The output below is for illustrative purposes only. It shows the management bond configured
on a segregated network setup.

$ sudo /usr/ TKLC pl at/ bi n/ net Adm query --devi ce=<TVCE_Managenent Bri dge_Interface>
$ sudo /usr/TKLC pl at/ bi n/ net Adm query --devi ce=bondl

Protocol: none

On Boot: yes
| P Address:

Net mask:

Bonded Mbde: active-backup
Ensl avi ng: <ethernet _interface_3> <ethernet_interface_4>

If the bond has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces, (network devices, bonds, and bond enslaved devices), to configure.

$ sudo /usr/TKLC pl at/ bi n/ net Adm add - - devi ce=<TVCE_Managenent _Bri dge_I nterface>
--onboot =yes --type=Bondi ng --node=acti ve-backup --m i nmon=100
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--bondl nterfaces="<ethernet i nterface 3>, <ethernet __interface_4>"
I nterface <TVOE_Managenent Bri dge_I| nterface> added

7. TVOE Management Server: Verify the management bridge

Note: The output below is for illustrative purposes only. It shows the management bridge
configured on a non-segregated network setup.

$ sudo /usr/TKLC pl at/ bi n/ net Adm query --type=Bridge --nanme=managenent
Bri dge Name: managenent

On Boot: yes

Prot ocol : none
| P Address: 10.240. 4. 86

Net mask: 255.255.255.0

Prom scuous: no
Hwaddr: 00: 24: 81: f b: 29: 52
MrU:

Bri dge Interface: bondO. 2

If the bridge has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces, (network devices, bonds, and bond enslaved devices), to configure.

For this example, created a tagged device for management bridge.

$ sudo /usr/ TKLC pl at/ bi n/ net Adm add - -t ype=Bri dge - - name=<TVCE_Managenent Bri dge>
- - addr ess=<managenent _ser ver _ngnt VLAN_| P> - - net mask=<nmgnt VLAN_net mask_or _prefi x>
--onboot =yes --bridgel nt er f aces=<TVOE_Managenent Bri dge_I nterface>

8. TVOE Management Server: Verify the NetBackup network (if needed)
If the NetBackup feature is not needed, skip to the next step.

Note: The output below is for illustrative purposes only. It shows the NetBackup bridge is
configured.

$ sudo /usr/TKLC/ pl at/bi n/ net Adm query --type=Bridge --nanme=netbackup
Bri dge Nanme: netbackup
On Boot: yes
Prot ocol : none
| P Address: 10.240.6. 2
Net mask: 255.255.255.0
Prom scuous: no
Hwaddr: 00: 24: 81: f b: 29: 58
MruU:
Bridge Interface: bond2

If the bridge has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces, (network devices, bonds, and bond enslaved devices), to configure.

Note: The example below illustrates a TVOE management server configuration with the NetBackup
feature enabled. The NetBackup network is configured with a non-default MTU size.

Note: The MTU size must be consistent between a network bridge, device, or bond, and associated
VLANSs.

Select only one of the following configurations:
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* Option 1: Create NetBackup bridge using an untagged native interface.

$ sudo /usr/TKLC pl at/bi n/ net Admadd --type=Bri dge --nane=<TVOE_Net Backup_Bri dge>
- - boot pr ot o=none --onboot =yes -- MTU=<Net Backup_MIU_si ze>

--bridgel nterfaces=<Et hernet i nterface_5> --address=<TVCE_Net Backup_I P>

- - net mask=<TVOE_Net Backup_Net mask_or _prefi x>

¢ Option 2: Create NetBackup bridge using a tagged device.

$ sudo /usr/TKLC/ pl at/ bi n/ net Adm add - - devi ce=<TVOE_Net Backup_Bri dge_I nt erface>
- - onboot =yes

I nterface <TVCOE_Net Backup_Bridge_I nterface> added

$ sudo /usr/TKLC pl at/ bi n/ net Adm add --type=Bri dge --nanme=<TVOE_Net Backup_Bri dge>
- -onboot =yes - - MTU=<Net Backup_MIU si ze>

--bridgel nt erf aces=<TVOE_Net Backup_Bri dge_I nt er face> - - addr ess=<TVCE_Net Backup_I P>
- - net mask=<TVOE_Net Backup_Net mask_or _prefi x>

9. TVOE Management Server: Setup syscheck

syscheck must be configured to monitor bond interfaces. Replace "bondedlI nt er f aces" with
"bond0" or "bond0, bond1" if segregated networks are used:

$ sudo /usr/TKLC/ pl at/ bi n/ syscheckAdm net i pbond --set --var=DEVI CES
- -val =<bondedI nt er f aces>

$ sudo /usr/TKLC pl at/ bi n/ syscheckAdm net i pbond —enabl e

$ sudo /usr/TKLC/ pl at/bin/syscheck -v net ipbond

Note: The following is an example of the setup of syscheck with a single bond, bond0:

$ sudo /usr/ TKLC pl at / bi n/ syscheckAdm net i pbond --set --var=DEVI CES - -val =bond0
$ sudo /usr/TKLC pl at/ bi n/ syscheckAdm net i pbond -enabl e
$ sudo /usr/TKLC/ pl at/bi n/ syscheck -v net ipbond

Note: The following is an example of the setup of syscheck with multiple bonds, bond0 and
bond1:

$ sudo /usr/TKLC/ pl at/ bi n/ syscheckAdm net i pbond --set --var=DEVI CES
- -val =bond0, bond1

$ sudo /usr/TKLC/ pl at/ bi n/ syscheckAdm net i pbond -enabl e

$ sudo /usr/TKLC/ pl at/ bi n/ syscheck -v net ipbond

10. TVOE Management Server: Verify the default route

Note: The output below is for illustrative purposes only. It shows the default route on the
management bridge is configured.

$ sudo /usr/TKLC/ pl at/ bi n/ net Adm query --route=default --device=managenent
Routes for TABLE: nain and DEVI CE: managemnent
* NETWORK: defaul t

GATEWAY: 10.240.4.1

If the route has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces, (network devices, bonds, and bond enslaved devices), to configure.
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For this example add default route on management network.

$ sudo /usr/TKLC/ pl at/bi n/ net Adm add - -rout e=def aul t
- -devi ce=<TVOE_Managenent _Bri dge> - - gat eway=<ngnt _gat eway_addr ess>
Rout e to <TVOE_Managenent _Bri dge> added

11. TVOE Management Server: Verify the NetBackup route (optional)

If the NetBackup network is a unique network for NetBackup data, verify the existence of the
appropriate NetBackup route.

Note: The output below is for illustrative purposes only. It shows the route on the NetBackup
bridge is configured.

If the NetBackup route is to be a network route, then:

$ sudo /usr/TKLC/ pl at/ bi n/ net Adm query --rout e=net
- - devi ce=<TVOE_Net Backup_Bri dge>

Routes for TABLE: main and DEVI CE: net backup

* NETWORK: net

GATEWAY: 169. 254. 253. 1

If the NetBackup route is to be a host route then:

$ sudo /usr/TKLC pl at/ bi n/ net Adm query --rout e=host
- - devi ce=<TVOE_Net Backup_Bri dge>

Routes for TABLE: main and DEVI CE: net backup

* NETWORK: host

GATEVAY: 169. 254. 253.1

If the route has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces (network devices, bonds, and bond enslaved devices) to configure.

For this example add network route on management network.

$ sudo /usr/ TKLC pl at/ bi n/ net Adm add - - r out e=net - -devi ce=<TVCE_Managenent _Bri dge>
- - gat eway=<Net Backup_gat eway_addr ess> --addr ess=<Net Backup_net wor k_| P>

- - net mask=<TVOE_Net Backup_Net mask_or _prefi x>

Route to <TVOE_Net Backup_Bri dge> added

For this example, add host route on management network.

Note: For the configuration of a host route, the <TVOE_NetBackup_Netmask> will be set to
"255.255.255.255".

$ sudo /usr/TKLC pl at/bi n/ net Adm add - -rout e=host

- -devi ce=<TVCE_Managenent _Bri dge> - -gat eway=<Net Backup_Server _| P>

- - addr ess=<Net Backup_Server _| P> --net mask=<TVOE_Net Backup_Net mask_or _prefi x>
Route to <TVOE_Net Backup_Bri dge> added

12. TVOE Management Server: Set hostname

$ sudo /bin/su - platcfg

1. Navigate to Server Configuration > Hostname and set the hostname.
2. Set TVOE Management Server hostname
3. Press OK.
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4. Navigate out of Hostname

13. TVOE Management Server: Set time zone and/or hardware clock

1. Navigate to Server Configuration > Time Zone.

Select Edit.

Set the time zone and/or hardware clock to GMT (Greenwich Mean Time).
Press OK.

Navigate out of Server Configuration.

Gl DN

14. This step will configure NTP servers for a server based on TPD.
Note: 3 NTP Sources will be configured in this step. Refer to NTP Strategy.
a) Server: Log in as platcfg

Log in as platcfg user on the server. The platcfg main menu will be shown.

b) Server: Navigate to Time Servers configuration page. Select the following menu options
sequentially: Network Configuration > NTP. The 'Time Servers' page will now be shown,
which shows the configured NTP servers and peers.

c) Server: Update NTP Information
Select Edit. The Edit Time Servers Menu is displayed.
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Edit Time Servers Mena

Edit an existing NIF Server

Delate an exiating NIP Seswer E
Exit

d) Server: Edit NTP Information

Select the appropriate Edit Time Servers Menu option. When all Time Server actions are
complete exit the Edit Time Servers Menu. Remember that 3 (or more) NTP sources are required.

Note: You can move directly to Substep 2 Editing an NTP Server to edit the existing NTP servers
(if they exist) instead of adding new NTP servers.

1. Adding an NTP Server
a. Server: If adding a new NTP server select Add a New NTP Server.
The Add an NTP Server window is displayed.
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Rdd an NTP Jesves

Address:
Boatname (opmional):
Cpriora:

b. Server: Enter Appropriate data, and select OK
The NTP server is added. The Edit Time Servers Menu is displayed.
Note: The default NTP option is iburst. Additional NTP options are listed in the ntp.conf
man page, some of the valid options are: burst, minpoll, and maxpoll.
2. Editing an NTP Server
a. Server: If editing an existing NTP server select Edit an existing NTP Server.

The NTP Server to edit Menu window is displayed.
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NIP server to edit Mena

ntpserverd

ntpsecverd §
10.240.4.1 §
Exic

b. Server: Select appropriate NTP server.
The Edit an NTP Server window is displayed.

Edit an HIP Sezver

Rddress;
Heatna=e (optisnal):
Oprions:

3. Deleting an existing NTP Server
a. Server: If deleting an existing NTP server, select Delete an existing NTP Server.

The NTP server to delete Menu is displayed.

E53488 Revision 03, June 2016 48



Software Installation Procedures

NIF server to deleve Memn

ntpserverd
ntpsexverd §

10.240.4.1 §
Exic

b. Server: Select appropriate NTP server.
The NTP server is deleted. The Edit Time Servers Menu is displayed.

e) Server: Restart the NTP server
f) Server: Exit platcfg.

Select Exit on each menu until platcfg has been exited.

15. This step will add an SNMP trap destination to a server based on TPD. All alarm information will
then be sent to the NMS located at the destination.

a) Server: Log in as platcfg user on the server. The platcfg main menu will be shown.
b) Server: Navigate to NMS server configuration page.

Select the following menu options sequentially: Network Configuration > SNMP
Configuration > NMS Configuration. The 'NMS Servers' page will be shown, which displays
all configured NMS servers for the server.
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r|E_.| london : root 5 S S
File Edit View Bookmarks Settings Help
3.04 [C)

3 - 2011 Tekelec, Inc. | e

] >

< >l

¢) Server: Add the SNMP trap destination.

Select Edit and then choose Add a New NMS Server. The 'Add an NMS Server' page will be
displayed.
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r|E_.| london : root o ) 2%
File Edit View Bookmarks Settings Help

- 2011 Tekelec, Inc.

] >

Add an NMS Server

Hostname or IF: 1N
B

Port:

sumP community String: [N

< >l

Use arrow keys to move between options | <Enter> selects

%

Complete the form by entering in all information about the SNMP trap destination. Refer to
SNMP Configuration. Select OK to finalize the configuration.

The 'NMS Server Action Menu' will now be displayed. Select Exit. The following dialogue will
then be presented.
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File Edit View Bookmarks Settings Help
03 - 2011 Tekelec

1>

Modified an NMS entry in snmp.cfg file:

Do you want to restart the Alarm Routing Service?

Use arrow keys to move between options | <Enter> selects

< 2|

Select Yes and then wait a few seconds while the Alarm Routing Service is restarted. At that
time the SNMP Configuration Menu will be presented.

d) Select Exit on each menu until platcfg has been exited.

Note: If NetBackup is to be configured on the TVOE host, please follow the steps in Appendix
Install NetBackup Client on TVOE Server (optional). The steps in Appendix Install NetBackup Client
on TVOE Server (optional) can only be performed after the Aggregation Switches in Configure
Aggregation Switches have been properly configured.

16. TVOE Management Server: Verify server health

$ sudo /usr/TKLC pl at/bin/al armvgr --al ar nt at us

Alarms may be observed if network connectivity has not been established.

17. TVOE Management Server: Ensure time set correctly.
a) Set time based on NTP Server

$ sudo /sbin/service ntpd stop
$ sudo /usr/sbin/ntpdate ntpserverl
$ sudo /sbin/service ntpd start

b) Reboot the server

$ sudo /sbin/init 6

E53488 Revision 03, June 2016 52



Software Installation Procedures

18. This step will backup system files which can be used at a later time to restore a failed system.

Note: The backup image is to be stored on a customer provided medium.

a) TVOE Host: Log in as platcfg user.
Select the following menu options sequentially: Maintenance > Backup and Restore > Backup

Platform. The 'Backup and Restore Menu' will now be shown.

Backup and Restore Menu

Backup Platform (CDh/DVD)
Re=ztore Platform
Exit

Select the menu 'Backup Platform (CD/DVD)'.
Note: If this operation is attempted on a system without media, the following message will

appear:
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4fi Proliant - Server: hostname1345214838 | iLO: ILOUSE21628HE labs.nc.tekelec.com nctekelec.com ssztekelec.com tekelec... | = | =] X

Power Switch  Virtual Drives  Keyboard Help
Platform Configuration Utility 3.85 (C) 2883 - 2812 Tekelec, Inc.
Hostname: hostnamel345214838

] Error Message |

No disk device available. This is normal
on systems without a cdrom device.

Error Code: warning

<{F12> Main Menu
720 x 400 | u [»]=] & RC4 Q08

b) TVOE Host: Build the backup ISO image. Select Build ISO file only. The following screen will
display:

Note: Creating the ISO image may happen so quickly that this screen may only appear for an
instant.
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!rlgl-“ london : root ; '\ )-( |
| File Edit View Bookmarks Settings Help

>

| System Busy |

Creating ISO Image... This may take a while.

Please walt. ..

Use arrow keys to move between options | <Enter> selects | <F12> Hain Henu

Le>(

ke

After the ISO is created, platcfg will return to the Backup TekServer Menu as shown in step 2.
The ISO has now been created and is located in the / var / TKLC/ bkp/ directory. An example
filename of a backup file that was created is: "hostname1307466752-plat-app-201104171705.is0"

¢) TVOE Host: Exit platcfg

Select Exit on each menu until platcfg has been exited. The SSH connection to the TVOE server
will be terminated.

d) Customer Server: Log into the customer server and copy backup image to the customer server
where it can be safely stored.

If the customer system is a Linux system, execute the following command to copy the backup
image to the customer system.

# scp tvoexfer @TVOE | P Address>: backup/* /path/to/ destination/

When prompted, enter the tvoexfer user password and press Enter.

An example of the output looks like:

# scp tvoexfer @TVOE | P Address>: backup/* /path/to/destination/

tvoexfer @o. 24. 34. 73' s password:
host nane1301859532- pl at - app- 301104171705. i so 100% 134MB 26. 9MB/ s 00: 05

If the Customer System is a Windows system refer to Using WinSCP to copy the backup image
to the customer system.

The TVOE backup file has now been successfully placed on the Customer System.
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Install PM&C

Deploy PM&C Guest

The pmac-deploy script is responsible for deploying a PM&C guest in the absence of a PM&C to create
the guest and install the OS and application. This is all done at build-time and the system disk image
is kept on the PM&C media, along with this script. Once the PMé&C media is mounted, the pmac-deploy
script can be found in the upgrade directory of the media.

1. TVOE Management Server iLO: Log into the management server on the remote console
Log into iLo using application provided passwords via How to Access a Server Console Remotely.

http://<managenent _server i LO i p>

Click in the Remote Console tab and launch the Integrated Remote Console on the server.

Click Yes if the Security Alert pops up.

2. TVOE Management Server: Mount the PM&C media to the TVOE Management server.
Alternatively, the user can log into the management console through PuTTY.

For a sample of mounting a USB media

$ sudo /bin/ls /nedia/*/*.iso

/ medi a/ usb/ 872-2441-104-5. 0. 0_50. 8. 0- PMAC- x86_64. i so

$ sudo /bin/nount -o | oop /nedialusb/872-2441-104-5.0.0_50. 8. 0- PMAC- x86_64. i so
/ mt / upgr ade
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3. TVOE Management Server: Validate the PM&C media.
Execute the self-validating media script:

$ cd / mt/ upgrade/ upgr ade
$ sudo .validate/validate cd
Val i dating cdrom ..

UWT Validate Utility v2.2.2, (c)Tekelec, June 2012
Val i dati ng <device or |SO>

Dat e&Ti ne: 2012-10-25 10: 07: 01

Vol ume ID: tklc_872-2441-106_Rev_A 50.11.0

Part Nunber: 872-2441-106_Rev_A

Version: 50.11.0

Di sc Label: PMAC

Di sc description: PMAC

The nedia validation is conplete, the result is: PASS

CDROM is Valid

If the media validation fails, the media is not valid and should not be used.

4. TVOE Management Server: Using the pmac-deploy script, deploy the PM&C instance using the
configuration detailed by the completed NAPD.

For this example, deploy a PM&C without NetBackup feature

$ cd / mt/upgrade/ upgrade

$ sudo ./ pmac-depl oy --guest =<PMAC _Nane> - - host nane=<PMAC_Nane>

--control Bri dge=<TVOE_Control Bridge> --control | P=<PMAC Control _i p_address>

- - contr ol NME<PMAC _Cont r ol _net mask> - - managenent Bri dge=<PMAC_Managenent _Bri dge>
- - managenent | P=<PMAC_Managenent _i p_addr ess>

- - managenment NM=<PMAC_Managenent _net mask_or _prefi x>

- - rout eGM=<PVAC_Managenent _gat eway_addr ess>

--nt pserver =<TVOE_Managenent _server _i p_address> --i soi magesVol Si zeGB=20

Deploying a PM&C with the NetBackup feature requires the "--netbackupVol" option, which creates
a separate NetBackup logical volume on the TVOE host of PM&C. If the NetBackup feature's source
interface is different from the management interface include the "--bridge" and the "--nic" as in the
example below.

$ cd / mt/upgrade/ upgrade

$ sudo ./ pmac-depl oy --guest=<PMAC Nane> - - host nane=<PMAC_Nane>

--control Bri dge=<TVOE_Control Bridge> --control | P=<PMAC Control _i p_address>
- -contr ol NME<PMAC _Cont r ol _net mask> - - managenent Bri dge=<PMAC_Managenent _Bri dge>
- - managenent | P=<PMAC_Managenent _i p_addr ess>

- - managenment NM=<PMAC_Managenent _net mask_or _prefi x>

- - rout eGM<PVAC_Managenent _gat eway_addr ess>

- -nt pserver =<TVOE_Managenent _server _i p_addr ess>

- - net backupVol

- - bri dge=<TVOE_Net Backup_Bri dge>

- - ni c=net backup

Note: If a mistake in the pmac-deploy is identified during this step the operator under the
advisement of customer service can remove the guest with the following command:

$ sudo /usr/TKLC pl at/ bi n/ guest Mgr --renove <PMAC_Nanme>

5. The PM&C will deploy and boot. The management and control network will come up based on
the settings that were provided to the pmac-deploy script.
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6. TVOE Management Server: Unmount the media and remove.

$ cd /
$ sudo /bi n/unmount /mt/upgrade

7. TVOE Management Server: Remove the PM&C Media

Setup PM&C

The steps in this section configure the PM&C application guest environment on the Management
Server TVOE host. It also initializes the PM&C application. At the conclusion of this section, the PM&C
application environment is sufficiently configured to allow configuration of system network assets
associated with the Management Server.

1. TVOE Management Server iLO: Log in to the management server on the remote console

Log in to iLo using application provided passwords via How to Access a Server Console Remotely.

http://<managenent _server i LO i p>

Click in the Remote Console tab and launch the Integrated Remote Console on the server.

Click Yes if the Security Alert pops up.

2. Log into the PM&C with admusr credentials

Note: Ona TVOE host, If you launch the virsh console, i.e.,"$ sudo /usr/bi n/virsh consol e
X" or from the virsh utility "virsh # consol e X" command and you get garbage characters or the
output is not correct, then there is likely a stuck "virsh console" command already being run on
the TVOE host. Exit out of the "virsh console", then run "ps -ef | grep virsh", then kill the
existing process "ki | | -9 <Pl D>". Then execute the "virsh console X" command. Your console
session should now run as expected.

Log in using vi r sh, and wait until you see the login prompt. If a login prompt does not appear
after the guest is finished booting, press ENTER to make one appear:

$ sudo /usr/bin/virsh
virsh # |ist

4 pmacUl7-1 runni ng
virsh # consol e pmacUl7-1
[ Qut put Renoved]
HHHBHBHABHBHIHH B AR
1371236760: Upstart Job readahead-col |l ector: stopping
1371236767: Upstart Job readahead-col |l ector: stopped
T

Cent OS rel ease 6.4 (Final)
Kernel 2.6.32-358.6.1.el6prerel6.5.0_82.16.0.x86_64 on an x86_64
pmacULl7-1 | ogi n:

3. Verify the PM&C configured correctly on first boot.
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Run the following command (there should be no output):

$ sudo /bin/ls [usr/ TKLC/ pl at/ et c/ depl oynment . d/
$

4. Determine the TimeZone to be used for the PM&C

Note: Valid time zones can be found on the server in the directory "/usr/share/zoneinfo". Only
the time zones within the sub-directories (i.e. America, Africa, Pacific, Mexico, etc.....) are valid
with platcfg.

5. Set the TimeZone
Run:

$ sudo /usr/TKLC/ smac/ bi n/ set _pnac_tz. pl <timezone>

For Example:

$ sudo set_prac_tz.pl Anmerical/ New_York

6. Verify the TimeZone has been updated
Run:

$ sudo /bin/date

7. This step will add an SNMP trap destination to a server based on TPD. All alarm information will
then be sent to the NMS located at the destination.

1. Server: Log in as user platcfg on the server. The platcfg main menu will be shown.

2. Server: Navigate to NMS server configuration page. Select the following menu options
sequentially: Network Configuration > SNMP Configuration > NMS Configuration. The
'NMS Servers' page will be shown, which displays all configured NMS servers for the server.
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r|E_.| london : root 5 S S
File Edit View Bookmarks Settings Help
3.04 [C)

3 - 2011 Tekelec, Inc. | e

] >

< >l

3. Server: Add the SNMP trap destination. Select Edit and then choose Add a New NMS Server.
The 'Add an NMS Server' page will be displayed.
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r|E_.| london : root o ) 2%
File Edit View Bookmarks Settings Help

- 2011 Tekelec, Inc.

] >

Add an NMS Server

Hostname or IF: 1N
B

Port:

sumP community String: [N

< >l

Use arrow keys to move between options | <Enter> selects

%

Complete the form by entering in all information about the SNMP trap destination. Refer to
SNMP Configuration. Select OK to finalize the configuration.

The 'NMS Server Action Menu' will now be displayed. Select Exit. The following dialog will
then be presented.
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.! |
File Edit View Bookmarks Settings Help
F A 3 - 2011 Tekelec ~
Modified an NMS entry in snmp.cfg file:
Do you want to restart the Alarm Routing Service?
Use arrow keys to move between options | <Enter> selects o
W

Select Yes and then wait a few seconds while the Alarm Routing Service is restarted. At that
time the SNMP Configuration Menu will be presented.

4. Server: Exit platcfg. Select Exit on each menu until platcfg has been exited. The PM&C login
prompt will be printed.

8. Log in to the PM&C as user admusr.
9. Reboot the server to ensure all processes are started with the new TimeZone.

Run:

$ sudo /sbin/init 6

10. Use this procedure to gather and prepare configuration files that are required to proceed with the
DSR 7.1/7.2 installation.

Needed Material:

¢ HP Misc. Firmware DVD
* Upgrade Pack of the HP Solutions Firmware Upgrade Pack Notes [2]

If this procedure fails, contact My Oracle Support and ask for assistance.

Gather and prepare configuration files that must be resident on the PM&C. These might be required
to proceed with the Application installation after the PM&C has been deployed but before it has
been initialized. These files are usually located within a given ISO on physical media.
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a) Once the PM&C has completed rebooting, but prior to initializing, log into the PM&C as admusr
using virsh on the management server iLO.

b) Make the media available to the TVOE Host server. Mount the media on the TVOE Host using
the following method:

1. Insert the USB with the DSR application ISO into an available USB slot on the TVOE Host
server and execute the following command to determine its location and the ISO to be
mounted:

$ sudo /bin/ls /nmedial/*/*.iso

Example: / medi a/ sdd1/ 872-2507-111-4. 1. 0_41. 16. 2- DSR- x86_64. i so

Note: The USB device is immediately added to the list of media devices once it is inserted
into a USB slot on the TVOE Host server.

2. Note the device directory name under the media directory. This could be sdb1, sdc1, sdd1,
or sdel, depending on the USB slot into which the media was inserted.

3. Loop mount the ISO to the standard TVOE Host mount point (if it is not already in use):

$ sudo /bin/nmount -o | oop /nedial/<device directory>/ <l SO Nane>.iso / mt/upgrade

c) Execute the following commands on the PM&C guest to copy the required files from the TVOE
host to the PM&C guest.

Wildcards can be used as necessary.

$ sudo /usr/bin/scp -r
adnusr @ TVOE_nanagenent _i p_addr ess>: / mt / upgr ade/ upgr ade/ over | ay/ *
[ usr/ TKLC/ smac/ et c/

d) Change the permission of TVOEclean.sh and TVOEcfg.sh file

sudo chnod 555 /usr/ TKLC/ snac/ et ¢/ TVOECI ean. sh
sudo chnod 555 /usr/ TKLCO snmac/ et ¢/ TVCECT g. sh

sudo chrmod 555 /usr/ TKLC snac/ et ¢/ DSR_NOAM FD Bl ade. xm
sudo chnmod 555 /usr/ TKLC/ snmac/ et ¢/ DSR_NOAM FD RMS. xm

KB LB

e) Management server: Copy 1OS images into place (this will copy both the 4948E and 3020 10S
images into place).

1. Insert the Misc. Firmware media into the CD or USB drive of the management server. For
this step, be sure to use the correct IOS version specified by the Release Notes of the HP
Solutions Firmware Upgrade Pack [2]. Copy each IOS image called out by the release notes [2].

2. Execute the following commands to copy the required files. Note that the <PMAC
Management_IP Address> is the one used to deploy PM&C in Deploying Virtualized PM&C
Overview.

$ sudo /usr/bin/scp —p / nedi a/ <devi ce directory>/fil es/<4948E_| CS_i mage_fi | enane>
adnusr @PMAC Managenent _| P Address>:/var/ TKLC/ srmac/ i mage

$ sudo /usr/bin/scp —p /nedi a/ <devi ce

directory>/fil es/ <3020(6120) _| OS_i nage_fi | enanme> adnusr @PVAC Managenent _| P

Addr ess>: / var/ TKLC/ snac/ i mage
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Make sure you copy the images for all type of enclosure switches present by re-running the
previous command.

3. Remove the application media from the TVOE host:

$ sudo /bi n/unmount /rmt/upgrade

4. Remove the Misc. Firmware media from the drive.

11. Initialize the PM&C Application; run the following commands:

Note: If performing the setup on a Redundant PM&C do not initialize, skip this step and continue
to Step 15.

If using IPv4:

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm appl yProfile --fil eNane=TVCE

Profile successfully applied.

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm get PmacFeat ur eSt at e

PMAC Feature State = | nProgress

$ sudo /usr/TKLC smac/ bi n/ pracadm addRout e - - gat eway=<ngnt _| Pv4gat eway_addr ess>
--ip=0.0.0.0 --mask=0.0.0.0 --devi ce=nanagenent

Successful add of Admi n Route

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm fi ni shProfil eConfig

Initialization has been started as a background task

If using IPvé:

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm appl yProfile --fil eName=TVCE

Profile successfully applied.

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm get PnacFeat ur eSt at e

PMAC Feature State = | nProgress

$ sudo /usr/TKLC/ smac/ bi n/ pracadm addRout e - - gat eway=<I Pv6ngnt _gat eway_addr ess>
--ip=:: --mask=0 --devi ce=managenent

Successful add of Admin Route

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm fini shProfil eConfig

Initialization has been started as a background task

12. Wait for the background task to successfully complete.
The command will show "IN_PROGRESS" for a short time.

Run the following command until a "COMPETE" or "FAILED" response is seen similar to the
following:

$ sudo /usr/TKLC/ snmac/ bi n/ pmaccl i get BgTasks

1. Initialize PM&C COWPLETE - PM&C initialized

Step 2: of 2 Started: 2012-07-13 08:23:55 running: 29 sinceUpdate: 47
taskRecordNum 2 Server ldentity:

Physi cal Bl ade Locati on:

Bl ade Encl osure:

Bl ade Encl osure Bay:

Quest VM Locati on:

Host | P:

CGuest Nane:

TPD | P:

Rack Mount Server:
| P:

Nare:

Note: Some expected networking alarms may be present.
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13. Perform a system healthcheck on PM&C

$ sudo /usr/TKLC pl at/bin/al armvgr - - al ar nfSt at us

This command should return no output on a healthy system.

Note: An NTP alarm will be detected if the system switches are not configured.
$ sudo /usr/TKLC/ smac/ bi n/sentry status

All Processes should be running, displaying output similar to the following:

PM&C Sentry Status

sentryd started: Mon Jul 23 17:50:49 2012
Current activity node: ACTIVE

Process PI D St at us Start TS NunR
smacTal k 9039 runni ng Tue Jul 24 12:50:29 2012 2
smachMn 9094 runni ng Tue Jul 24 12:50:29 2012 2
hpi Port Audi t 9137 runni ng Tue Jul 24 12:50:29 2012 2
snnpEvent Handl er 9176 runni ng Tue Jul 24 12:50:29 2012 2
ecl i pseHel p 9196 runni ng Tue Jul 24 12:50:30 2012 2

Fri Aug 3 13:16:35 2012
Command Conpl et e.

14. Verify the PM&C application release
Verify that the PM&C application Product Release is as expected.

Note: If the PM&C application Product Release is not as expected, STOP and contact My Oracle
Support by referring to the My Oracle Support (MOS) section of this document.

$ sudo /usr/TKLC pl at/ bi n/ appRev
Install Tine: Fri Sep 28 15:54:04 2012
Product Nanme: PMAC
Product Rel ease: 5.0.0_50.10.0
Part Nunber |SO 872-2441-905
Part Nunber USB: 872-2441-105
Base Distro Product: TPD
Base Distro Release: 6.0.0_80.22.0
Base Distro I SO TPD.install-6.0.0_80.22.0-Cent OS6. 2-x86_64.i s0
0S: CentCs 6.2

15. Logout of the virsh console
Exit the virsh console session using How to Exit a Guest Console Session on an iLO.

16. Management Server iLO: Exit the TVOE console.
Run:

$ | ogout

You may now close the iLO browser window.
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Configure Aggregation Switches

Configure netConfig Repository

This procedure will configure the netConfig repository for all required services and for each switch
to be configured.

At any time, you can view the contents of the netConfig repository by using one of the following
commands:

* For switches, use the command: sudo /ust/TKLC/plat/bin/netConfig --repo listDevices
¢ For services, use the command: sudo /ust/TKLC/plat/bin/netConfig --repo listServices

Users returning to this procedure after initial installation should run the above commands and note

any devices and/or services that have already been configured. Duplicate entries cannot be added; if
changes to a device repository entry are required, use the editDevice command. If changes to a services
repository entry are necessary, you must delete the original entry first and then add the service again.

Terminology

The term ‘netContfig server’ refers to the entity where netConfig is executed. This may be a virtualized
or physical environment. ‘Management server’ may also accurately describe this location but has been
historically used to describe the physical environment while ‘Virtual PM&C” was used to describe the
virtualized netConfig server. Use of the term ‘netConfig server’ to describe dual scenarios of physical
and virtualized environments will allow for future simplification of network configuration procedures.

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to
variable data indicated by text within "<>". Fill these worksheets out based on NAPD, then refer back
to these tables for the proper value to insert depending on your system type.

Variable Value

<management_server_iLO_ip>

<management_server_mgmt_ip_address>

<netConfig_server_mgmt_ip_address>

<switch_backup_user> admusr

<switch_backup_user_password>

<serial console type> u=USB, c=PCle

For the first aggregation switch (4948, 4948E, or 4948E-F): Fill in the appropriate value for this site.

Variable Value

<switch_hostname>

<device_model>

<console_name>
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Variable

Value

<switch_console_password>

<switch_platform_username>

<switch_platform_password>

<switch_enable_password>

<switch_mgmt_ip_address>

<switch_mgmt_netmask>

<mgmt_vlanID>

<control_vlanID>

<JOS_filename>

<ip_version>

For the second aggregation switch (4948, 4948E, or 4948E-F): Fill in the appropriate value for this site.

Variable

Value

<switch_hostname>

<device_model>

<console_name>

<switch_console_password>

<switch_platform_username>

<switch_platform_password>

<switch_enable_password>

<switch_mgmt_ip_address>

<switch_mgmt_netmask>

<mgmt_vlanID>

<control_vlanID>

<JOS_filename>

<ip_version>

For each enclosure switch (6120XG, 6125G, 6125XLG, or 3020): Fill in the appropriate value for this

site.

Variable

Value

<switch_hostname>

<enclosure_switch_IP>

<switch_platform_username>
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Variable

Value

<switch_platform_password>

<switch_enable_password>

<io_bay>

<OAl_enX_ip_address>

X= the enclosure #

<OA_password>

<FW_image>

For each enclosure switch (6120XG, 6125G, 6125XLG, or 3020): Fill in the appropriate value for this

site.

Variable

Value

<switch_hostname>

<enclosure_switch_IP>

<switch_platform_username>

<switch_platform_password>

<switch_enable_password>

<io_bay>

<OA1_enX_ip_address>

X= the enclosure #

<OA_password>

<FW_image>

1. Management server iLO: Log in and launch the integrated remote console.

a) On the management server, log in to iLO in IE using the password provided by the application:
http://<managenent server i LO i p>

b) For HP servers, click in the Remote Console tab and launch the Remote Console on the server.

c) Click Yes if the Security Alert dialog box is displayed.

d) If you have not already done so, log in as admusr.

2. Management Server: Procedure pre-check

If the installation is not designed for a virtual PM&C, go to Step 3.

If there is a virtual PM&C, log in to the console of the virtual PM&C.

* Verify virtual PM&C installation by issuing the following commands as admusr on the

management server:

$ sudo /usr/bin/virsh list --all

Id Nane State

6 vm pmaclA runni ng

e If this command provides no output, it is likely that a virtual instance of PM&C is not installed.
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o If there is a virtual PM&C, log in to the console of the virtual PM&C.
¢ If the installation is not designed for a virtual PM&C, go to Step 3.

¢ From the management server, log in to the console of the virtual PM&C instance found above.

Example:

$ sudo /usr/bin/virsh consol e vm pmaclA

Connected to domain vm pmaclA

Escape character is 7]

<Press ENTER key>

Cent CS rel ease 6.2 (Final)

Kernel 2.6.32-220.7.1.el6prerel6.0.0_80.13.0.x86_64 on an x86_64

If the root user is already logged in, log out and log back in as admusr.
[ root @nac ~]# | ogout
vm pmaclA | ogi n: adnusr

Passwor d:
Last login: Fri May 25 16:39:04 on tty$4

* If this command fails, it is likely that a virtual instance of PM&C is not installed.
* Ifthisis unexpected, refer to application documentation or contact My Oracle Support (MOS).

3. netConfig Server: Check that the switch templates directory exists:

$ /bin/ls -i /usr/TKLC smac/etc/switch/ xnl

If the command returns an error:

I's: cannot access /usr/TKLC/ smac/etc/switch/xm/: No such file or directory

Create the directory:

$ sudo /bin/nkdir -p /usr/TKLC/ snac/etc/switch/xm

Change directory permissions:

$ sudo /bin/chnod go+rx /usr/TKLC smac/ et c/ swi tch/ xm

4. netConfig Server: Set up netConfig repository with necessary ssh information.

Use netConlfig to create a repository entry that will use the ssh service. This command will provide
the user with several prompts. The prompts shown with <variables> as the answers are site specific
that the user MUST modify. Other prompts that don't have a <variable> shown as the answer must
be entered EXACTLY as they are shown here.

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addServi ce nanme=ssh_service
Service type? (tftp, ssh, conserver, oa) ssh

Servi ce host? <net Config_server_ngnt i p_address>

Enter an option nane <q to cancel >: user

Enter the value for user: <sw tch_backup_user>

Enter an option nanme <q to cancel > password

Enter the value for password: <sw tch_backup_user_passwor d>

Verify Password: <sw tch_backup_user_password>
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Enter an option name <q to cancel > q
Add service for ssh_service successf ul
$

To ensure that you entered the information correctly, use the following command and inspect the
output, which will be similar to the one shown below.

$ sudo /usr/TKLC pl at/ bi n/ netConfig --repo showServi ce name=ssh_service
Servi ce Nane: ssh_service

Type: ssh
Host: 10. 250. 8.4
Opt i ons:

password: C20F7D639AE7E7
user: adnusr

$

5. netConfig Server: Set up netConfig repository with necessary tftp information.

Note: If there are no new Cisco (3020, 4948, 4948E or 4948E-F) switches to be configured, go to the
next step.

Use netConfig to create a repository entry that will use the tftp service. This command will give
the user several prompts. The prompts with <variables> as the answers are site specific that the
user MUST modify. Other prompts that don't have a <variable> as an answer must be entered
EXACTLY as they are shown here.

* For a PM&C system:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addServi ce nane=tftp_service
Service type? (tftp, ssh, conserver, oa) tftp

Servi ce host? <netConfig _server_ngnt i p_address>

Enter an option nane (g to cancel): dir

Enter a value for user dir: /var/TKLC snac/i mage/

Enter an option nane(q to cancel): q

Add service for tftp_service successful

¢ For a non-PM&C system:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addServi ce nanme=tftp_service
Service type? (tftp, ssh, conserver, oa) tftp

Servi ce host? <net Config_server_ngnt i p_address>

Enter an option nane (q to cancel): dir

Enter a value for user dir: /var/lib/tftpboot/

Enter an option nane(q to cancel): q

Add service for tftp_service successful

6. netConfig Server: Set up netConfig repository with necessary OA information.

Note: If there are no new HP 6125G/6125XLG/6120XG switches to be configured, go to the next
step.

Use netConfig to create a repository entry that will use the OA service. This command will give
the user several prompts. The prompts with <variables> as the answers are site specific that the
user MUST modify. Other prompts that don't have a <variable> as an answer must be entered
EXACTLY as they are shown here.

$ sudo /usr/ TKLC pl at/ bi n/ net Confi g --repo addServi ce name=oa_ser vi ce_en<encl osur e
#>
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Service type? (tftp, ssh, conserver, oa) oa
Servi ce host? <QAl_enX_ i p_address>

Enter an option name <q to cancel > user
Enter the value for user: root

Enter an option name <q to cancel >: password
Enter the value for password: <QA password>
Verify password: <OA passwor d>

Enter an option nane <q to cancel >: q

Add service for oa_service successful

7. netConfig Server: Run conserverSetup command.

$ sudo /usr/TKLC/ pl at/ bi n/ conserver Setup —<serial console type> -s
<managenent _server_ngnt _i p_addr ess>

You will be prompted for the platcfg credentials.

An example:

[admusr @m pmmaclA] $ sudo /usr/ TKLC/ pl at/ bi n/ conserverSetup -u -s
<managenent _server _ngnt _i p_address>
Enter your platcfg usernane, followed by [ENTER]: pl atcfg
Enter your platcfg password, followed by [ENTER]: <pl at cf g_passwor d>
Checking Platform Revision for local TPD installation...
The | ocal nmchine is running:
Product Nane: PMAC
Base Distro Release: 7.0.0.0.0 86.1.0

Checking Pl atform Revision for renote TPD installation...
The remote machi ne i s running:
Product Nane: TVOCE

Base Distro Release: 7.0.0.0.0_86.2.0
Configuring switch 'switchlA console' consol e server...Configured.
Configuring switch 'sw tchBA consol e’ consol e server... Configured.
Configuring iptables for port(s) 782...Configured.
Configuring iptables for port(s) 1024:65535... Confi gured.
Configuring consol e repository service...
Repo entry for "consol e_service" already exists; deleting entry for:

Servi ce Nane: consol e_servi ce
Type: conserver
Host : <managenent _server _ngnt _i p_addr ess>
... Configured.

Sl ave interfaces for bondO:

bond0 interface: ethO1l
bondO interface: eth02

e If this command fails, contact My Oracle Support (MOS).
* Verify the output of the script.
* Verify that your Product Release is based on Tekelec Platform 7.0 (versions 7.0.X.X.X_X.X.X).

¢ Note the slave interface names of bond interfaces (<ethernet_interface_1> and
<ethernet_interface_2>) for use in subsequent steps.

8. netConfig Server: Mount the HP Misc Firmware ISO
Note: If this is a Software Centric deployment, skip this step and proceed to step 9.

$ sudo /bin/nount -o | oop /var/ TKLC upgrade/ <mi sc_| SO / mt/ upgr ade
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Example:

$ sudo /bin/mount -o |oop /var/ TKLC/ upgrade/ 872-2161-113-2.1.10_10. 26.0.i so
/ mt / upgr ade

9. netConfig Server: Copy Cisco switch FW tothetft p_directory

Note: If this is a Software Centric deployment, the customer must place the FW files for the Cisco
switches (C3020, 4948/ E/E-F) into the tftp directory listed below. Otherwise, perform the commands
to copy the file from the FW ISO.

For each Cisco switch model (C3020, 4948/E/E-F) present in the solution, copy the FW identified
by <FW_i mage> in the aggregation switch variable table (4948) or enclosure switch variable table
(C3020) to the t f t p_ser vi ce directory and change the permissions of the file:

¢ For a PM&C system: <t ft p_di rectory> = /var/ TKLC/ smac/ i mage/
* For anon-PM&C system: <t ftp_directory> = /var/lib/tftpboot/

$ sudo /bin/cp /mt/upgrade/fil es/<FW.inmage> <tftp_directory>
$ sudo /bin/chnmod 644 <tftp_directory/ <FW.i mage>

Example:
$ sudo /bin/cp /mt/upgrade/files/cat4500e-entservi cesk9-ne. 122-54. XO. bi n

/var/ TKLC/ snmac/ i mage/
$ sudo /bi n/ chnmod 644 /var/ TKLC smac/ i mage/ cat 4500e- ent ser vi cesk9- nz. 122-54. XO bi n

If there are no Cisco switches, skip to the next step.

10. netConfig Server: Copy HP switch FW to the ssh directory

Note: If this is a Software Centric deployment, the customer must place the FW files for the HP
switches into the shh directory listed below. Otherwise, perform the commands to copy the file
from the FW ISO.

For each HP switch model (HP6125G/XLG, HP6120XG) present in the solution, copy the FW
identified by <FW i mage> in the enclosure switch variable tables to the ssh_ser vi ce directory
and change the permissions of the file:

$ sudo /bin/cp / mt/upgrade/fil es/<FW.i nage> ~<swi tch_backup_user >/
$ sudo /bin/chnod 644 ~<switch_backup_user >/ <FW.i nage>

Example:

$ sudo /bin/cp /mt/upgrade/files/Z_14_37.sw ~adnusr/
$ sudo /bin/chmod 644 ~adnusr/Z_14_37. sw

If there are no HP switches, skip to the next step.
11. netConfig Server: Unmount the ISO

$ sudo /bi n/unmount /rmt/upgrade

12. netConfig Server: Set up netConfig repository with aggregation switch information.

Note: If there are no new aggregation switches to be configured, go to the next step.

E53488 Revision 03, June 2016 72



Software Installation Procedures

Use netConfig to create a repository entry for each switch. The initial command will prompt the
user multiple times. The prompts with <variables> as the answers are site specific that the user
MUST modify. Other prompts that don't have a <variable> as an answer must be entered EXACTLY
as they are shown here.

* The <device_model> can be 4948, 4948E, or 4948E-F depending on the model of the device. If
you do not know, stop now and contact My Oracle Support (MOS).
* The device name must be 20 characters or less.

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addDevi ce name=<sw t ch_host name>
--reuseCredenti al sDevi ce Vendor? Ci sco

Devi ce Mbdel ? <devi ce_nodel >

What is the IPv4 (CIDR notation) or |Pv6 (address/prefix notation) address for
managenent ?: <swi tch_ngnmt _i p_address>

Is the managenment interface a port or a vian? [vlan]: [Enter]

VWhat is the VLAN ID of the managenent VLAN? [2]: [ngnt_vlanl D]

What is the nane of the managenment VLAN? [rmanagenent]: [Enter]

What switchport connects to the nmanagenent server? [GE40]: [Enter]

What is the switchport node (access|trunk) for the managenent server port?
[trunk]: [Enter]

What are the allowed vlans for the managenent server port? [1,2]:

<control _vl anl D>, <ngnt_vl anl D>

Enter the name of the firmvare file [cat4500e-entservicesk9-ne. 122-54. XO bin]:
<I OGS fil enane>

Firmvare file to be used in upgrade: <ICsS fil enane>

Enter the nane of the upgrade file transfer service: tftp_service

File transfer service to be used in upgrade: tftp_service

Shoul d the init oob adapter be added (y/n)? vy

Addi ng consol el nit protocol for <sw tch_host nanme> using oob. ..

What is the nane of the service used for OOB access? consol e_service

VWhat is the nane of the console for OOB access? <consol e nanme>

VWhat is the platform access usernanme? <switch_pl atform user nane>

What is the device consol e password? <switch_consol e_passwor d>

Verify password: <switch_consol e_passwor d>

VWhat is the platformuser password? <sw tch_pl atform password>

Verify password: <sw tch_pl atform password>

What is the device privileged node password? <swi tch_enabl e_passwor d>

Verify password: <switch_enabl e_password>

Shoul d the live network adapter be added (y/n)? vy

Adding cli protocol for <sw tch_hostnanme> using network. ..

Net wor k devi ce access already set: <sw tch_ngnt _ip_address>

Shoul d the |live oob adapter be added (y/n)? vy

Addi ng cli protocol for <swtch_hostname> using oob...

OB devi ce access al ready set: consol e_service

Devi ce nanmed <swi tch_host nanme> successful |y added.

To check that you entered the information correctly, use the following command:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host nane>

and check the output, which will be similar to the one shown:

$ sudo /usr/ TKLC pl at/ bi n/ net Config —repo showDevi ce nane=<swi t ch_host nane>
Devi ce: <sw tch_host nane>

Vendor : Ci sco
Model : <devi ce_nodel >
FW Ver : 0

FWFi | enane: <I OS_i nage>

FW Service: tftp_service

Initialization Managenent Options
mgnt | P: <swi tch_ngnt _i p_addr ess>
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mgnt I nt: vl an
mgnt VI an: <ngnt _vl anl D>
mgnt VI anName: managenent
interface: GE40
nmode: trunk
al | onedVl ans: <control _vl anl D>, <ngnt _vl anl D>
Access: Net wor k: <swi tch_ngnt _i p_address>
Access: O0B:
Servi ce: consol e_service
Consol e: <consol e_nane>
Init Protocol Configured
Li ve Protocol Configured
$

Repeat this step for each 4948/4948E /4948 E-F, using appropriate values for those switches.

13. netConfig Server: Set up netConfig repository with 3020 switch information.
Note: If there are no new 3020s to be configured, go to the next step.
Note: The Cisco 3020 is not compatible with IPv6 management configuration.

Use netConfig to create a repository entry for each 3020. This command will give the user several
prompts. The prompts with <variables> as the answers are site specific that the user MUST modify.
Other prompts that don't have a <variable> as an answer must be entered EXACTLY as they are
shown here.

¢ Ifyoudonot know any of the required answers, stop now and contact My Oracle Support (MOS).
¢ The device name must be 20 characters or less.

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addDevi ce nane=<sw t ch_host name>
--reuseCredential s

Devi ce Vendor? Cisco

Devi ce Mbdel ? 3020

VWhat is the managenent address? <encl osure_swi tch_i p>

Enter the nane of the firmmvare file [cbs30x0-i pbasek9-tar.122-58. SEl.tar]:
<FW.i nage>

Firmnare file to be used in upgrade: <IGOS_ inmage>

Enter the name of the upgrade file transfer service: <tftp_service>
File transfer service to be used in the upgrade: <tftp_service>
Should the init network adapter be added (y/n)? vy

Addi ng net BootInit protocol for <sw tch_hostnane> using network...

Net wor k devi ce access already set: <enclosure_sw tch_ip>

What is the platform access usernane? <switch_pl atf orm user nane>

What is the platformuser password? <sw tch_pl atform password>

Verify password: <swi tch_pl at form password>

What is the device privil eged node password? <switch_enabl e_password>
Verify password: <swi tch_enabl e_passwor d>

Should the init file adapter be added (y/n)? vy

Addi ng net BootInit protocol for <sw tch_hostname> using file...

VWhat is the nane of the service used for TFTP access? tftp_service
Shoul d the live network adapter be added (y/n)? vy

Addi ng cli protocol for <sw tch_hostnane> using network...

Net wor k devi ce access al ready set: <enclosure_sw tch_ip>

Devi ce named <switch_host name> successful |y added.

To check that you entered the information correctly, use the following command:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host name>
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and check the output, which will be similar to the one shown below.

$ sudo /usr/TKLC/ pl at/bi n/ net Config —repo showDevi ce nane=<swi t ch_host nanme>
Devi ce: <switch_host name>

Vendor : Ci sco
Model : <devi ce_nodel >
FW Ver : 0

FW Fi | enane: <FW.i mage>

FW Service: tftp_service

Access: Net wor k: <encl osure_switch_I P>
Init Protocol Configured
Li ve Protocol Configured

Repeat this step for each 3020, using appropriate values for those 3020s.

Note: If you receive the WARNING below, it means the <FW_image> is not found in the directory
named in the FW Service. For the ssh_service, it is the user's home directory. For tftp_service, it is
normally /var/TKLC/smac/image:

WARNING: Could not find firmware file on local host. If using a local service, please update the
device entry using the editDevice command or copy the file to the correct location.

14. netConfig Server: Set up netConfig repository with HP 6120XG switch information.

Note: If there are no 6120XGs to be configured, stop and continue with the appropriate switch
configuration procedure.

Use netConfig to create a repository entry for each 6120XG. This command will give the user several
prompts. The prompts with <variables> as the answers are site specific that the user MUST modify.
Other prompts that don't have a <variable> as an answer must be entered EXACTLY as they are
shown here.

¢ Ifyoudonotknow any of the required answers, stop now and contact My Oracle Support (MOS).
¢ The device name must be 20 characters or less.

$ sudo /usr/TKLC pl at/ bin/ net Config --repo addDevi ce name=<swi t ch_host nane>
--reuseCredential s

Devi ce Vendor? HP

Devi ce Model ? 6120

VWhat is the IPv4 (CIDR notation) or |Pv6 (address/prefix notation) address for
managenent ?: <switch_ngnt i p_address>

Enter the name of the firmware file [Z 14 37.swi]: <FW.i mage>

Firmnare file to be used in upgrade: <FW.i mage>

Enter the name of the upgrade file transfer service: ssh_service

File transfer service to be used in upgrade: ssh_service

Shoul d the init oob adapter be added (y/n)? vy

Addi ng consol el nit protocol for <sw tch_hostname> using oob. ..

What is the nane of the service used for OOB access? oa_servi ce_en<encl osure #>
What is the nane of the console for OOB access? <i o_bay>

What is the platform access usernane? <switch_pl atf orm user nane>

What is the device consol e password? <switch_pl atform password>

Verify password: <swi tch_pl atform password>

VWhat is the platformuser password? <sw tch_pl atform password>

Verify password: <swi tch_pl at form password>

What is the device privileged node password? <switch_pl at f or m passwor d>
Verify password: <swi tch_pl atform password>

Shoul d the live network adapter be added (y/n)? vy

Addi ng cli protocol for <sw tch_hostnane> using network...

Net wor k devi ce access already set: <sw tch_ngmt _ip_address>

Shoul d the |ive oob adapter be added (y/n)? vy

Addi ng cli protocol for <sw tch_hostnane> using oob...
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OOB devi ce access already set: oa_service_en<encl osure #>
Devi ce nanmed <swi tch_host nanme> successful |y added

The image is being unpacked and validated. This will take approximately 4 minutes. Once the
unpacking, validation, and rebooting have completed, you will be returned to the normal prompt.
Proceed with the next step.

To verify that you entered the information correctly, use the following command:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host nane>

and check the output, which will be similar to the one shown:

$ sudo /usr/TKLC pl at/ bi n/ net Config —repo showDevi ce nane=<swi t ch_host nane>
Devi ce: <swi tch_host nane>
Vendor : HP
Model : 6120
FW Ver : 0
FWFi | enanme: <FW.i mage>
FW Service: ssh_service
Initialization Managenent Options
mgnt | P: <encl osure_switch_I P>
Access: Net wor k: <encl osure_swi tch_I P>
Access: OCB:
Service: oa_service
Consol e: <consol e_nane>
Init Protocol Configured
Li ve Protocol Configured

Repeat this step for each 6120, using appropriate values for those 6120s.

Note: If you receive the WARNING below, it means the <FW_image> is not found in the directory
named in the FW Service. For the ssh_service, it is the user's home directory. For tftp_service, it is
normally /var/TKLC/smac/image:

WARNING: Could not find firmware file on local host. If using a local service, please update the
device entry using the editDevice command or copy the file to the correct location.

15. netConfig Server: Set up netConfig repository with HP 6125G switch information.

Note: If there are no 6125Gs to be configured, stop and continue with the appropriate switch
configuration procedure.

Use netConfig to create a repository entry for each 6125G. This command will give the user several
prompts. The prompts with <variables> as the answers are site specific that the user MUST modify.
Other prompts that don't have a <variable> as an answer must be entered EXACTLY as they are
shown here.

¢ Ifyoudonot know any of the required answers, stop now and contact My Oracle Support (MOS).
¢ The device name must be 20 characters or less.

$ sudo /usr/TKLC pl at/ bi n/ net Config --repo addDevi ce nane=<sw t ch_host nane>
--reuseCredential s

Devi ce Vendor? HP

Devi ce Mbdel ? 6125

What is the IPv4 (CIDR notation) or |Pv6 (address/prefix notation)address for
managenent ? <swi t ch_ngnt _i p_addr ess>

Enter the nanme of the firmmare file [6125- CMA620- R2105. bi n]: <FW.i mage>
Firmware file to be used in upgrade: <FW.i mage>
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Enter the name of the upgrade file transfer service: ssh_service

Shoul d the init oob adapter be added (y/n)? vy

Addi ng consol el nit protocol for <sw tch_hostname> using oob. ..

What is the nane of the service used for OOB access?o0a_servi ce_en<encl osure #>
What is the nane of the console for OOB access? <i o_bay>

What is the platform access usernane? <switch_pl atform user nane>

What is the device consol e password? <switch_pl atform password>

Verify password: <swi tch_pl at form password>

What is the platformuser password? <switch_pl atform password>

Verify password: <swi tch_pl atform password>

What is the device privileged node password? <switch_pl atf orm password>
Verify password: <swi tch_pl at form password>

Shoul d the live network adapter be added (y/n)? y

Adding cli protocol for <sw tch_hostname> using network. ..

Net wor k devi ce access already set: <sw tch_ngnt _ip_address>

Shoul d the |ive oob adapter be added (y/n)? vy

Adding cli protocol for <sw tch_hostnane> using oob...

OB devi ce access already set: oa_service_en<encl osure #>

Devi ce named <swi tch_host name> successful |y added.

Note: If you receive the WARNING below, it means the <FW_image> is not found in the directory
named in the FW Service. For the ssh_service, it is the user's home directory. For tftp_service, it is
normally /var/TKLC/smac/image:

WARNING: Could not find firmware file on local host. If using a local service, please update the
device entry using the editDevice command or copy the file to the correct location.

To check that you entered the information correctly, use the following command:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host name>

and check the output, which will be similar to the one shown:

$ sudo /usr/TKLC pl at/ bi n/ net Config —repo showDevi ce name=<swi t ch_host nane>
Devi ce: <switch_host name>

Vendor: HP
Model : 6125
FW Ver : 0

FWFi | ename: <FW.i nage>
FW Servi ce: ssh_service
Access: Network: <enclosure_switch | P>
Access: OCB:
Service: oa_service
Consol e: <i o_bay>
Init Protocol Configured
Li ve Protocol Configured
$

16. netConfig Server: Set up netConfig repository with HP 6125XLG switch information.

Note: If there are no 6125XLGs to be configured, stop and continue with the appropriate switch
configuration procedure.

Use netConfig to create a repository entry for each 6125XLG. This command will give the user
several prompts. The prompts with <variables> as the answers are site specific that the user MUST
modify. Other prompts that doesn't have a <variable> as an answer must be entered EXACTLY as
they are shown here.

¢ Ifyoudonot know any of the required answers, stop now and contact My Oracle Support (MOS).
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e The device name must be 20 characters or less.

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addDevi ce nane=<sw t ch_host name>
--reuseCredential s

Devi ce Vendor? HP

Devi ce Model ? 6125XLG

What is the I1Pv4 (CIDR notation) or |Pv6 (address/prefix notation) address for
managenent ?: <swi tch_ngnt _i p_address>

Enter the nanme of the firnmnare file [6125XLG CMAT10- R2403. i pe]: <FW.i mage>
Firmware file to be used in upgrade: <FW.i mage>

Enter the name of the upgrade file transfer service: ssh_service

File transfer service to be used in upgrade: ssh_service

Should the init oob adapter be added (y/n)? vy

Addi ng consol el nit protocol for <sw tch_host nanme> using oob. ..

VWhat is the nane of the service used for OOB access? oa_servi ce_en<encl osure #>

What is the nane of the console for OOB access? <i o_bay>

What is the platform access usernane? <switch_pl atform user nane>

What is the device consol e password? <switch_pl atform password>

Verify password: <swi tch_pl atform password>

What is the platformuser password? <sw tch_platform password>

Verify password: <swi tch_pl at form password>

What is the device privil eged node password? <swi tch_pl atform password>

Verify password: <swi tch_pl atform password>

Shoul d the live network adapter be added (y/n)? vy

Adding cli protocol for <sw tch_hostnane> using network...

Net wor k devi ce access already set: <sw tch_ngnt _ip_address>

Shoul d the live oob adapter be added (y/n)? vy

Addi ng cli protocol for <swtch_hostnane> using oob...

OB devi ce access already set: oa_service_en<encl osure #>

Devi ce named <switch_host name> successful |y added

Note: If you receive the WARNING below, it means the <FW_image> is not found in the directory
named in the FW Service. For the ssh_service, it is the user's home directory. For tftp_service, it is
normally /var/TKLC/smac/image:

WARNING: Could not find firmware file on local host. If using a local service, please update the
device entry using the editDevice command or copy the file to the correct location.

To check that you entered the information correctly, use the following command:
$ sudo /usr/TKLC pl at/ bi n/ net Config --repo showDevi ce name=<swi t ch_host nane>
and check the output, which will be similar to the one shown:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host nane>
Devi ce: <sw tch_host nane>

Vendor: HP
Model : 6125XLG
FWVer: 0

FWFi |l ename: <FW.i nage>
FW Servi ce: ssh_service
Access: Network: <enclosure_switch | P>
Access: OOB:
Service: oa_service
Consol e: <i o_bay>
Init Protocol Configured
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Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed) (netConfig)

This procedure will configure 4948 /4948E / 4948E-F switches with an appropriate IOS and configuration
from a single management server and virtual PM&C for use with the c-Class or RMS platform.

Procedure Reference Tables:

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table
for the proper value to insert depending on your system type.

Fill in the appropriate value from [2].

Variable Cisco 4948 Cisco 4948E Cisco 4948E-F

<IOS_image_file>

Fill in the appropriate value for this site:

Variable Value

<switch_platform_username> See referring application documentation

<switch_platform_password>

<switch_console_password>

<switch_enable_password>

<management_server_mgmt_ip_address>

<pmac_mgmt_ip_address>

<switch_mgmtVLAN_id>

<switch1A_mgmtVLAN_ip_address>

<mgmt_Vlan_subnet_id>

<netmask>

<switch1B_mgmtVLAN_ip_address>

<switch_Internal VLANS list>

<management_server_mgmtInterface>

<management_server_iLO_ip>

<customer_supplied_ntp_server_address>

Variable Value

<platcfg_password> Initial password as provided by Oracle
<management_server_mgmtInterface> Value gathered from NAPD
<switch_backup_user> admusr
<switch_backup_user_password> Check application documentation
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Note: The onboard administrators are not available during the configuration of Cisco
4948 /4948E /4948E-F switches.

Note: Uplinks must be disconnected from the customer network prior to executing this procedure.
One of the steps in this procedure will instruct when to reconnect these uplink cables. Refer to the
application appropriate schematic or procedure for determining which cables are used for customer
uplink.

Needed Material:

* HP MISC firmware ISO image
* Release Notes of the HP Solutions Firmware Upgrade Pack [2]
e Template xml files on the application media.

Note: Filenames and sample command line input/output throughout this section do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The original
4948 switch -- as opposed to the 4948E or the 4948E-F is referred to simply by the model number 4948.
Where all three switches are referred to, this will be made clear by reference to '4948 / 4948E / 4948
E-F' switches.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support (MOS).

1. Virtual PM&C: Verify the IOS image is on the system. If the appropriate image does not exist, copy
the image to the PM&C.

Determine if the IOS image for the 4948 /4948E /4948E-F is on the PM&C.

$ /bin/ls -i /var/TKLC/ smac/image/ <lI OS_i nage_fil e>

If the file exists, skip the remainder of this step and continue with the next step. If the file does not
exist, copy the file from the firmware media and ensure the file is specified by the Release Notes
of the HP Solutions Firmware Upgrade Pack [2]

2. Virtual PM&C: Modify PM&C Feature to allow TFTP.
Enable the DEVICE.NETWORK.NETBOOT feature with the management role to allow tftp traffic:

$ sudo /usr/ TKLC smac/ bi n/ pmacadm edi t Feat ure - - f eat ur eName=DEVI CE. NETWORK. NETBOOT
--enabl e=1
$ sudo /usr/TKLC/ smac/ bi n/ pmacadm r eset Feat ur es

Note: Ignore the sentry restart instructions.

Note: This may take up to 60 seconds to complete.

3. Virtual PM&C -> Management Server: Manipulate host server physical interfaces.
Exit from the virtual PM&C console, by entering < ctrl-] > and you will be returned to the server
prompt.

Ensure that the interface of the server connected to switch1A is the only interface up and obtain
the IP address of the management server management interface by performing the following
commands:

$ sudo /sbin/ifup <ethernet_interface_1>

$ sudo /shin/ifdown <ethernet_interface_2>
$ sudo /sbin/ip addr show <managenment _server_ngntlnterface> | grep inet
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The command output should contain the IP address of the variable,
<management_server_mgmt_ip_address>

$ sudo /usr/bin/virsh consol e vm pmaclA

Note: On a TVOE host, If you launch the virsh console, i.e., "$ sudo virsh consol e X'orfrom
the virsh utility "virsh # consol e X' command and you get garbage characters or output is not
correct, then more than likely there is a stuck "virsh console" command already being run on the
TVOE host. Exit out of the "virsh console", thenrun "ps -ef | grep virsh", thenkill the existing
process "$ sudo kill -9 <Pl D>". Then execute the "$ sudo virsh consol e X'command
again. Your console session should now run as expected.

4. Virtual PM&C: Determine if switchl A PROM upgrade is required.
Note: ROM & PROM are intended to have the same meaning for this procedure
Connect to switch1A, check the PROM version.

Connect serially to switchlA by issuing the following command.

$ sudo /usr/bin/consol e -M <managenent _server_ngnt _i p_address> -1 platcfg
swi t chlA consol e

Enter pl atcfg@nac5000101' s password: <pl atcfg_password>

[Enter "~Ec?' for help]

Press Enter

Swi t ch> show version | include ROM

ROM 12.2(31r) SGAL

Systemreturned to ROM by rel oad

Note: If the console command fails, contact My Oracle Support (MOS).

Note the IOS image & ROM version for comparison in a following step. Exit from the console by
entering <ctrl-e><c><.> and you will be returned to the server prompt.

Check the version from the previous command against the version from the release notes referenced.
If the versions are different, perform the procedure in Upgrade Cisco 4948 PROM to upgrade the
PROM for switchlA.

5. Virtual PM&C:
Extract the configuration files from the ZIP file copied in Step 10 of Setup PM&C.

$ cd /usr/ TKLC smac/ et c
$ sudo unzip DSR Net Config_Tenpl ates. zip
$ sudo chnod 644 -R DSR_Net Confi g_Tenpl at es

This will create a directory called "DSR_NetConfig_Templates" which contains the configuration
files for all the supported deployments. Copy the necessary init file from "init/ Aggregation" and
the necessary config files from "config/TopoX" (where X refers to the appropriate topology) using
the following commands. Make sure to replace "X" with the appropriate Topology number.

# sudo cp DSR_Net Confi g_Tenpl at es/ i nit/Aggregation/*
/usr/ TKLC/ snac/ et ¢/ switch/ xm /
# sudo cp DSR Net Confi g_Tenpl at es/ confi g/ TopoX/ * /usr/ TKLC/ smac/ et c/ sw tch/ xm /

6. Virtual PM&C: Modify switch1A_4948 4948E_init.xml and switch1B_4948_4948E_init.xml files for
information needed to initialize the switch.
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Update the init.xml files for all values preceded by a dollar sign. For example, if a value has
$some_variable_name, that value will be modified and the dollar sign must be removed during
the modification.

When done editing the file, save and exit to return to the command prompt.

7. Virtual PM&C: Modify 4948E-F_configure.xml for information needed to configure the switches.

Update the configure.xml file for all values preceded by a dollar sign. For example, if a value has
$some_variable_name, that value will be modified and the dollar sign must be removed during
the modification.

When done editing the file, save and exit to return to the command prompt.

Note: For IPv6 Configurations, IPv6 over NTP is NOT currently supported on the Cisco 4948E-F
aggregation switches. This function must be configured for IPv4.

8. Virtual PM&C: Initialize switch1A

Initialize switch1A by issuing the following command:

$ sudo /usr/TKLC pl at/ bi n/ net Confi g

--file=/usr/ TKLC/ smac/ etc/switch/ xm /swi tchlA 4948 4948E init.xn
Processing file: /usr/TKLC/ smac/etc/switch/xm /sw tchlA 4948 4948E_init. xni
$

Note: This step takes about 5-10 minutes to complete.

Check the output of this command for any errors. If this fails for any reason, stop this procedure
and contact My Oracle Support (MOS).

A successful completion of netConfig will return the user to the prompt.

Use netConfig to get the hostname of the switch, to verify that the switch was initialized properly,
and to verify that netConfig can connect to the switch.

$ sudo /usr/TKLC pl at/ bi n/ net Config --device=sw tchlA get Host nane

Host nanme: switchlA
$

Note: If this command fails, stop this procedure and contact My Oracle Support (MOS).
9. Virtual PM&C: Verify the switch is using the proper 10S image per Platform version.
Issue the following commands to verify the IOS release on each switch:
$ sudo /usr/TKLC/ pl at/bi n/ net Confi g --device=swi tchlA getFi rmare
Version: 122-54. X0
Li cense: entservicesk9

Fl ash: cat 4500e-ent servi cesk9-ne. 122-54. XO. bi n

10. Virtual PM&C -> Management Server: Manipulate host server physical interfaces for switch1B.

Exit from the virtual PM&C console, by entering < ctrl-] > and you will be returned to the server
prompt.
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Ensure that the interface of the server connected to switch1B is the only interface up and obtain
the IP address of the management server management interface by performing the following
commands:

$ sudo /sbin/ifup <ethernet_interface 2>
$ sudo /sbhin/ifdown <ethernet_interface_1>
$ sudo /shin/ip addr show <managenent_server_ngntlnterface> | grep inet

The command output should contain the IP address of the variable
<management_server_mgmt_ip_address>

Connect to the Virtual PM&C by logging into the console of the virtual PM&C instance found in
Step 2 of Configure netConfig Repository.

$ sudo /usr/bin/virsh console vm pmaclA

Note: On a TVOE host, If you launch the virsh console, i.e "# virsh console X" or from the virsh
utility "virsh # console X" command and you get garbage characters or output is not quite right,
then more than likely there is a stuck "virsh console" command already being run on the TVOE
host. Exit out of the "virsh console", then run "ps -ef | grep virsh", then kill the existing process "kill
-9 <PID>". Then execute the "virsh console X" command. Your console session should now run as
expected.

11. Virtual PM&C: Determine if switch1B PROM upgrade is required.
Note: ROM & PROM are intended to have the same meaning for this procedure
Connect to switch1A, check the PROM version.

Connect serially to switchl1A by issuing the following command.

$ sudo /usr/bin/consol e -M <managenent _server _ngnt _i p_address> -1 platcfg
swi t chlA consol e

Enter platcfg@nmac5000101' s password: <pl atcfg_password>

[Enter “~Ec?' for help]

Press Enter

Swi t ch> show version | include ROM

ROM 12.2(31r) SGAlL

System returned to ROM by rel oad

Check the version from the previous command against the version from the release notes referenced.
If the versions are different, perform the procedure in Upgrade Cisco 4948 PROM to upgrade the
PROM for switch1B.

Note: If the console command fails, contact My Oracle Support (MOS).

Note the IOS image & ROM version for comparison in a following step. Exit from the console by
entering <ctrl-e><c><.> and you will be returned to the server prompt.

12. Virtual PM&C: Initialize switch1B
Initialize switch1B by issuing the following command:
$ sudo /usr/TKLC pl at/ bi n/ net Confi g
--file=/usr/ TKLC/ smac/ etc/switch/ xm /sw tchlB 4948 4948E init.xnl

Processing file: /usr/TKLO smac/etc/ switch/ xm /swtchlB 4948 4948E init. xn
$
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Note: This step takes about 5-10 minutes to complete.

Check the output of this command for any errors. If this fails for any reason, stop this procedure
and contact My Oracle Support (MOS).

A successful completion of netConfig will return the user to the prompt.

Use netConfig to get the hostname of the switch, to verify that the switch was initialized properly,
and to verify that netConfig can connect to the switch.

$ sudo /usr/TKLC/ pl at/bin/netConfig --device=sw tchlB get Host nanme

Host name: swi tchlB
$

Note: If this command fails, stop this procedure and contact My Oracle Support (MOS).

13. Virtual PM&C: Verify the switch is using the proper I0S image per Platform version.
Issue the following commands to verify the IOS release on each switch:
$ sudo /usr/TKLC pl at/ bi n/ net Config --device=swi tchlB getFirmare
Version: 122-54. XO
Li cense: entservicesk9

Fl ash: cat 4500e- ent servi cesk9-ne. 122- 54. XO. bi n

14. Virtual PM&C: Modify PM&C Feature to disable TFTP.
Disable the DEVICE.NETWORK.NETBOOT feature.

$ sudo /usr/ TKLC smac/ bi n/ pracadm edi t Feat ure - - f eat ur eName=DEVI CE. NETWORK. NETBOOT
--enabl e=0
$ sudo /usr/TKLC smac/ bi n/ pmacadm r eset Feat ur es

Note: This may take up to 60 seconds to complete.

15. Virtual PM&C: Configure both switches
Configure both switches by issuing the following command:

$ sudo /usr/TKLC/ pl at/bin/net Config

--file=/usr/ TKLC/ smac/ etc/switch/ xm /4948 4948E confi gure. xni
Processing file: /usr/TKLC/ snac/etc/switch/xm /4948_4948E_confi gure. xm
$

Note: This may take about 2-3 minutes to complete.

Check the output of this command for any errors. If this fails for any reason, stop this procedure
and contact My Oracle Support (MOS).

A successful completion of netConfig will return the user to the prompt.

16. Management Server: Ensure both interfaces are enabled on the TVOE host.

Exit from the virtual PM&C console by following the instructions in How to Exit a Guest Console
Session on an iLO. This will return the terminal to the server prompt.
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Ensure that the interfaces of the server connected to switch1A and switch1B are up by performing
the following commands:

$ sudo /sbin/ifup <ethernet_interface 1>
$ sudo /sbin/ifup <ethernet_interface_2>

17. Cabinet: Connect network cables from customer network
Attach switchlA customer uplink cables. Refer to application documentation for which ports are
uplink ports.

Note: If the customer is using standard 802.1D spanning-tree, the links may take up to 50 seconds
to become active

18. Virtual PM&C: Verify access to customer network
Verify connectivity to the customer network by issuing the following command:
$ /bin/ping <customer_supplied_ntp_server_address>
PI NG nt pserver1l (10.250.32.51) 56(84) bytes of data.
64 bytes fromntpserverl (10.250.32.51): icnp_seq=0 ttl=62 tinme=0.150 ns

64 bytes fromntpserverl (10.250.32.51): icnp_seq=1 ttl=62 tinme=0.223 s
64 bytes fromntpserverl (10.250.32.51): icnp_seq=2 ttl=62 tinme=0.152 ns

19. Cabinet: Connect network cables from customer network
Attach switch1B customer uplink cables and detach switch1A customer uplink cables. Refer to
application documentation for which ports are uplink ports.

Note: If the customer is using standard 802.1D spanning-tree, the links may take up to 50 seconds
to become active.

20. Virtual PM&C: Verify access to customer network

Verify connectivity to the customer network by issuing the following command:

$ / bin/ping <custoner_supplied_ntp_server_address>

PI NG nt pserver1 (10.250.32.51) 56(84) bytes of data.

64 bytes fromntpserverl (10.250.32.51): icnp_seq=0 ttl =62 tinme=0.150 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=1 ttl=62 tinme=0.223 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=2 ttl=62 tinme=0.152 ns

21. Cabinet: Connect network cables from customer network

Re-attach switchlA customer uplink cables. Refer to application documentation for which ports
are uplink ports.

Note: If the customer is using standard 802.1D spanning-tree, the links may take up to 50 seconds
to become active

22. Management Server: Restore the TVOE host back to its original state.

Exit from the virtual PM&C console by following the instructions in How to Exit a Guest Console
Session on an iLO. This will return the terminal to the server prompt.

Restore the server networking back to original state:

$ sudo /sbhin/service network restart
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23. Perform Backup Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020 Enclosure Switch
(netConfig) for each switch configured in this procedure.

Configure PM&C for Netbackup (Optional)

Configure NetBackup Feature

If the PM&C application will be configured with the optional NetBackup feature and the NetBackup
client will be installed on this server execute the following procedure with the appropriate NetBackup
feature data, otherwise continue with next procedure.

Configure PM&C Application

Configuration of the PM&C application is typically performed using the PM&C GUI. This procedure
defines application and network resources. At a minimum, you should define network routes and
DHCP pools. Unlike initialization, configuration is incremental, so you may execute this procedure
to modify the PM&C configuration.

Note: The installer must be knowledgeable of the network and application requirements. The final
step will configure and restart the network and the PM&C application; network access will be briefly
interrupted.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).

1. PM&C GUI: Load GUI and navigate to the Configuration view

Open web browser and enter:

htt ps:// <pmac_nanagenment _net wor k_i p>

Login as pmacadmin user.
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ORACLE

Oracle System Login

Sun Nov 2 22:31:52 2014 UTC

Log In
Enter your username and password to log in
Username:
Password:
[7]  Change password

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0,
or 10.0 with support for JavaScript and cookies.

QOracle and Java are registered trademarks of Oracle Corporation and/or itz affiliates.
Other names may be trademarks of their respective owners.

Copyright © 2010, 2014, Oracle and/or its affiliates. All rights reserved.

Navigate to Main Menu > Administration > PM&C Configuration.

2. PM&C GUI: Configure optional features

If NetBackup is to be used, enable the NetBackup feature. Otherwise use the selected features as
is. The following image is for reference only:

Foatime Descriplion Rl Enabiid
Metwnrk dirace P —
DEVICE NETWORK NETHOOT AE inflaication ARG e =]
DEVICE NTP PAAC &5 Bmu managemert | []
b |
Remate
PMAC MAMAGED ITEanAJEMENT of FrianEgement o
PMEC S @rgf
PHAC REMOTE BACKLUP 2:_'::.": SV for management | [<]
PMAC NETEACKUP MetBackup cliend mmanagemant ]

Add Role

The "Enabled" checkbox selects the desired features. The "Role" field provides a drop-down list

of known network roles that the feature may be associated with. The "Description” may be edited
if desired.

If the feature should be applied to a new network role (e.g. "NetBackup"), click on the "Add Role"
button. Enter the name of the new role and click on "Add". (Note: role names are not significant,
they are only used to associate features with networks). The new role name will appear in the
"Role" drop-down field for features.

When done, click on the "Apply" button. This foreground task will take a few moments, and then
refresh the view with an Info or Error notice to verify the action. To discard changes, just navigate
away from the view.

3. PM&C GUI: Reconfigure PM&C networks
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Note: The Network reconfiguration enters a tracked state. After you click on "Reconfigure", you
should use a "Cancel" button to abort.

Click on "Network Configuration" in the navigation pane, and follow the wizard through the
configuration task.

a) Click on "Reconfigure" to display the "Network" view. The default "management" and "control"
networks should be configured correctly. Networks may be added, deleted or modified from
this view. They are defined with IPv4 dotted-quad addresses and netmasks, or with IPv6 colon
hex addresses and a prefix. When complete, click on "Next".

b) On the "Network Roles" view, you may change the role of a network. Network associations
can be added (e.g. "NetBackup") or deleted. You cannot add a new role since roles are driven
from features. When complete, click on "Next".

c) Onthe "Network Interfaces" view, you may add or delete interfaces, and change the IP address
within the defined network space. If you add a network (again, for example, "NetBackup"), the
"Add Interface" view is displayed when clicking on "Add". This view provides an editable
drop-down field of known interfaces. You may add a new device here if necessary. The Address
must be an IPv4 or IPv6 host address in the network. When complete, click on "Next".

d) On the "Routes" view, you may add or delete route destinations. The initial PM&C deployment
does not define routes. Most likely you will want to add a default route - the route already
exists, but this action defines it to PM&C so it may be displayed by PM&C. Click on "Add". The
Add Route view provides an editable drop-down field of known devices. Select the egress
device for the route. Enter an IPv4 dotted-quad address and netmask or an IPv6 colon hex
address and prefix for the route destination and next-hop gateway. Then click on "Add Route".
When complete, click on "Next".

e) On the "DHCP Ranges" view, you will need to define DHCP pools used by servers that PM&C
manages. Click on the "Add" button. Enter the starting and ending IPv4 address for the range
on the network used to control servers (by default, the "control" network). Click on "Add DHCP
Range". Only one range per network may be defined. When all pools are defined, click on
"Next".

f) The "Configuration Summary" provides a view of your reconfigured PM&C. Click "Finish" to
launch the background task that will reconfigure the PM&C application. A Task and Info or
Error notice is displayed to verify your action.

g) Verify your reconfiguration task completes. Navigate to: Main Menu > Task Monitoring. As
the network is reconfigured, you will have a brief network interruption. From the Background
Task Monitoring view, verify the "Reconfigure PM&C" task succeeds.

4. PM&C GUI: Set the PM&C Application GUI Site Settings
Navigate to Main Menu > Administration > GUI Site Settings

Set the "Site name" to a descriptive name, and set the "Welcome Message" that is displayed upon
login.

5. PM&C: Perform PM&C application backup.
$ sudo /usr/TKLC/ smac/ bi n/ pmacadm backup

PM&C backup been successfully initiated as task ID 7
$

Note: The backup runs as a background task. To check the status of the background task use the
PM&C GUI Task Monitor page, or issue the command "pmaccli getBgTasks ". The result should
eventually be "PM&C Backup successful” and the background task should indicate "COMPLETE".
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Note: The "pmacadm backup" command uses a naming convention which includes a date/time
stamp in the file name (Example file name: backupPmac_20111025_100251.pef ). In the example
provided, the backup file name indicates that it was created on 10/25/2011 at 10:02:51 am server
time.

6. PM&C: Verify the Backup was successful

Note: If the background task shows that the backup failed, then the backup did not complete
successfully. STOP and contact My Oracle Support by referring to the My Oracle Support (MOS)
section of this document.

The output of pmaccli getBgTasks should look similar to the example below:

$ sudo /usr/TKLC/ smac/ bi n/ pmaccl i get BgTasks

2: Backup PM&C COVPLETE - PM&C Backup successf ul

Step 2: of 2 Started: 2012-07-05 16:53:10 runni ng: 4 sinceUpdate: 2 taskRecordNum
2 Server ldentity:

Physi cal Bl ade Locati on:

Bl ade Encl osure:

Bl ade Encl osure Bay:

Quest VM Locati on:

Host | P:

CGuest Nane:

TPD | P:

Rack Mount Server:
| P:

Nane:

7. PM&C: Save the PM&C backup

The PM&C backup must be moved to a remote server. Transfer (sftp, scp, rsync, or preferred
utility), the PM&C backup to an appropriate remote server. The PM&C backup files are saved in
the following directory: "/var/TKLC/smac/backup".

Install and Configure NetBackup Client on PM&C

If the PM&C application will be configured with the optional NetBackup feature and the NetBackup
client will be installed on this server execute the following procedure with the appropriate NetBackup
feature data, otherwise continue with next procedure.

PM&C NetBackup Client Installation and Configuration

This procedure provides instructions for installing and configuring the Netbackup client software on
a PM&C application.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).

1. PM&C GUL Verify the PM&C application guest has been configured with "NetBackup" virtual
disk.

Execute Configure PM&C Application Guest NetBackup Virtual Disk.

2. TVOE Management Server iLO: Log in with PM&C admusr credentials
Log into iLo using application provided passwords via How to Access a Server Console Remotely
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Log into iLO in IE using password provided by application:

htt p: // <managenent _server_i LO i p>

Click in the Remote Console tab and launch the Integrated Remote Console on the server.

Click Yes if the Security Alert pops up.

3. TVOE Management Server iLO: Log in with PM&C admusr credentials

Note: On a TVOE host, If you launch the virsh console, i.e., "$ sudo / usr/ bi n/ virsh consol e
X" or from the virsh utility "virsh # consol e X" command and you get garbage characters or the
output is incorrect, then there is likely a stuck "virsh console" command already being run on the
TVOE host. Exit out of the "virsh console", thenrun "ps - ef | grep virsh", thenkill the existing

process "ki | | -9 <Pl D>". Then execute the "virsh console X" command. Your console session
should now run as expected.

Log into PM&C console using virsh, and wait until you see the login prompt:

$ sudo /usr/bin/virsh
virsh # |ist
I d Nane St ate

4 pmacUl7-1 runni ng
virsh # consol e pmacU17-1
[ Qut put Renoved]

pmacULl7-1 | ogi n:

4. PM&C: Perform Application NetBackup Client Install/Upgrade Procedures.

Note: The following data is required to perform the Application NetBackup Client Install/Upgrade
Procedures:

¢ Netbackup support:

* PM&C 5.7.0 supports Netbackup client software versions 7.1 and 7.5.
¢ PM&C 5.7.1 supports Netbackup client software versions 7.1, 7.5, and 7.6.

¢ The PM&C is a 64 bit application; the appropriate Netbackup client software versions are 7.1
and 7.5.

¢ The PM&C application NetBackup user is "NetBackup". See appropriate documentation for the
password.

* The paths to the PM&C application software NetBackup notify scripts are:

e /usr/TKLC snac/ sbin/bpstart_notify
e /usr/TKLC/ smac/ shin/ bpend_notify

¢ For the PM&C application the following is the NetBackup server policy files list:

e /var/ TKLC/ smac/ i mage/ repository/*.iso
e /var/ TKLC smac/ backup/ backupPrac* . pef

After executing the Application NetBackup Client Install/Upgrade Procedures, the NetBackup installation
and configuration on the PM&C application server is complete.
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Note: At the NetBackup Server the NetBackup policy(ies) can now be created to perform the
NetBackup backups of the PM&C application.

HP C-7000 Enclosure Configuration

Note: This section will apply if the installation includes one or more HP C-7000 Enclosures. It will
use the HP Onboard Administrator user interfaces (insight display, and OA GUI) to configure the

enclosure settings.

Configure Initial OA IP

This procedure will set initial IP address for Onboard Administrator in location OA Bay 1 (left as
viewed from rear) and Bay 2, using the front panel display.

Note: The enclosure should be provisioned with two Onboard Administrators. This procedure needs
to be executed only for OABay 1, regardless of the number of OA’s installed in the enclosure.

Note: If a procedural step fails to execute successfully, stop and contact My Oracle Support by referring
to the My Oracle Support (MOS) section of this document.

1. Configure OA Bayl IP address using insight display on the front side of the enclosure.

You will see the following:

Marn Menu

nclosure Settings
Enclosure Info
Blade or Port Info

Turn Enclosure UID on
View User Note
Chat Mode

USB Menu
Main Menu Help

2. Navigate to Enclosure Settings and press OK.
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Enclosure Settings

Power Mode Redundant|¥
Power Limit NBEISEE)? -
Dynamic Power Enabled|? | ¥ |
OAl IPv6 ded:deba:d97c...|7
OA2 IPvb fdOd:deba:d97c...|* m
Encl Name 900_12_16|% £
Rack Name 900 12|
DVD Drive Connect...[T l:
Insight Display PIN# NOEISet)]?

elp 12

Note: The OA1 IP and OA2 IP menu settings in this procedure may indicate "OA1 IPv4" or "OA1
IPv6". In either case, select this menu setting to set the OA IP address

3. Navigate to the OA1 IP menu setting and press OK.
4. If setting the IPv4 address:

a) Navigate to the OA1 IPv4 and press OK.

b) On the OA1 Network Mode screen, choose static and press OK.

c) Select Accept and press OK.

d) On the Change:OA1 IP address screen, fill in data below and press OK.

1. IP
2. MASK
3. gateway

e) Select Accept and press OK.
f) Navigate to OA2 IP menu setting on the Insight display and repeat the above steps to assign
the IP parameters of OA2.
5. If setting the IPv6 address:

a) Navigate to the OA1 IPv6 and press OK.

b) On the Change: OA1 IPv6 Status menu, select the Enabled option and press OK.

c) Select Accept and press OK.

d) On the Change:OA1 IPv6 Settings screen, fill in appropriate data below and press OK.

1. Set the Static IPv6 address to the globally scoped address and prefix, and press OK.

2. Leave the DHCPv6 option as Disabled.

3. Leave the SLAAC option as Disabled.

4. If a static Gateway address is to be configured, navigate to Static Gateway and press OK.

a. Select the Static Gateway IPv6 Address and press OK.
b. Select Set and press OK.

5. Navigate to OA2 IP menu setting on the Insight display and repeat the above steps to assign
the IP parameters of OA2.

6. Select Accept All and press OK.
The Main Menu is displayed.
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Configure Initial OA Settings Using the Configuration Wizard

This procedure will configure initial OA settings using a configuration wizard. This procedure should
be used for initial configuration only and should be executed when the Onboard Administrator in OA
Bay 1 (left as viewed from rear) is installed and active.

Note: The enclosure should be provisioned with two Onboard Administrators. Note that the OA in
Bay 2 will automatically acquire its configuration from the OA in Bay 1 after the configuration is
complete.

Note: This procedure should be used for initial configuration only. Follow Determining Which Onboard
Administrator Is Active to learn how to correctly replace one of the Onboard Administrators.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. OAGUI: Login

Open your web browser and navigate to the OA Bay1 IP address assigned in Configure Initial OA
IP.

http://<0Al_i p>

You will see the following:

& WP Bladeysiom Sabear d Admintiraser - Windwws Iniersed Exploess LEH
(‘} - I2LITEY w| 0 Cortfests fmor A D -
B Dl Yee Fpewies  Took b

Favintes § B L2 pracied WOUBERZ... 1O By Whoo! ] Google T Fome (yFe v (0 Work v S0 v @ PMAC Tedd [ DN Tedi ) PMEC Lab | PHEC Heteoriing [IS0L B Pediein)

- i i et P, (E] e dsine Crbowd.. 5 -8 v Bages Sewye Tooke e

|| satrciasres  sues | Connection | N | 06 Meme |

of d DALABEAM (ox Prmary 58 AL B

1 Copyoght 008 2247 Hewisd-Faciand Devsicgrsnt Compasy, L P Alingbin
resarved WP Sw AP P, 5nd Fue P Logo i regared e o
Hewies-Faciant Cevstoment Compary. L

Do 6 ntwrat &= Wwem v

Log in as an administrative user. The original password is on a paper card attached to each OA.

2. Run First Time Setup wizard
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You will see the main wizard window:

[ HP BladeSystem Onboard Administrator

First Time Setup Wizard

Set up initial enclosure and server setfings

Welcome

Welcome This wizard will assist you in setting up your enclosures . | is run automatically the first time the
Enclosure Selection Onboard Administretor is started

Configurstion Management Steps may be skipped whan accompanied by a SKip button. The seftings for each step will be applied
Rack and Enciosure Seftings wehen the Nest kutton is clicked.

Aministrator Ascount Setup
Local User Accounts
Enclasure Bay I Addressing Do nat sutomatically show this wizard again
Dirsctory Groups

Dirsctory Settings

Orbaard Administrator
Hetwark Settings

SHMP Settings
Power Management
Firish

I T

Note: If needed, navigate to Wizards > First Time Setup to get to the screen above.

E B Bldeiiom Oubeard Ldminniratar < Windess lntert Eplerer = = |

G - I2LITEY w| 0 Cortfests fmor oW D B
B Dl e Fpordes [mh beb

¢ Pavirtes | g B LD 2 e - LOUBERZ... 1OF By Thoo! $ Google T Fome (yFe v (O Wolk v S0 v @ PMGC Tedd [ DV Tedi ) PMEC Lab | PHEC Hetworiing [IRSS0L B Pediein) =

o g Cochaes b Bt [R]PP Bl Tpntem Crbod.. X 5-0 v fees gieee Tges @

Lecoprn ame

L) & irewra A e -

Click on Next to choose the enclosure you want to configure.

You will see Rack and Enclosure Settings:

3. OAGUI: FIPS
Click on Next. FIPS mode is not currently supported.
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[éA HP BladeSystem Onboard Administrator

First Time Setup Wizard

Set up initial enclosure and server settings

Step 1 of 13
Welcome

FIPS

Enclosure Selection

Configuration Management

FIPS

FIPS Mode: FIPS Mode ON is & FIPS 140-2 compliant mode that ensures that the OA is following cryptographic-based security
requirements. This includes cryptographic algerithms, cryptographic key £ techni :, and
technigues.

e

The FIPS settings will only be applied if the selected FIPS Mode is different from the current FIPS Mode. Changing the FIPS

” mode in the First Time Setup Wizard will affect only the primary enclosure. Note: changing the FIPS mode will invoke & factory
Eackand Encinstire Sefngs resst, which will terminate this wizard and reboot the Onboard Administrator.
Administrator Account Setup
Local User Accounts Press "Skip" to advance to the next step without applying the FIPS seftings.
EBIPA
{" FIPS Mode ON
{~ FIPS Mode DEBUG

(¥ FIPS Mode OFF

Directory Groups
Directory Settings

Onboard Administrator Network
Settings

4. OAGUI: Select enclosure

Choose enclosure:

® Wi wEE
§ o -m mwmen Dt | 5% 5 o 5

G e et D oe
et | 3 )603 e AU OFty bt 4 o T eme 3P = (k5 e 00Tl £ HRCLIS £ PG et [P 8 P

First Time Setup Wizard o

et 12 e et v nemes

Enclusars Salactien
P

[ aeosmree  commecnen | remenre

[ sstmem s oo 138

Click on Next.

5. OAGUI: Skip Configuration Management
You will see Confi guration Managenent. Skip this step. Click Next.

6. OAGUI: Rack and Enclosure Settings

You should see this screen:
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@ - M BINLITEY
B Dl e Fpordes [mh beb

¢ Pavirtes | g B LD 2 e - OLBERZ... 10 By Whoo! 2 iGoogle i Fome | Fle v () Work =

= i i b . (] Blace i Orboaed.. X

Onbeoard Administrator

First Time Setup Wizard

i i et ) e R

Rack and Enclodss Sellings
e 3 00 02

Erabaaise SA F4116ME1REY
Eaciomnn Nama® (D24 1135 P61

o Ty

|
Cora

Fill in Rack Name in format XXX _XX.

Software Installation Procedures

| Cortfate b eI

s - e T [ ONTedi B PMBC L B PMBC Hebeorking RS0 B Pndimin

B0 v fagec Satetyc Tgok = s

W Intwrat &t e -

Fill in Enclosure name in format <r ack name>_<positi on>

Example:

Rack Nanme: 500 _03
Encl osure Nane: 500 _03 03

Note: Enclosure positions are numbered from 1 at the bottom of the rack to 4 at the top.

Check Set time using an NTP server item and fill in Primary NTP server (which is recommended
to be set to the <customer_supplied_ntp_server_address>).

Set Poll interval to 720.

Set Time Zone to UTC if the customer does not have any specific requirements.

Click on Next.

. OAGUI: Change administrator password

You can see Admi ni strator Account Setup:
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%1 HP BladeSystem Onboard Administrator

First Time Setup Wizard 1

Set upintial enclosure and server settings

Administrator Account Setup

Step 4.0f 12
Welcome The account is the master accourt for the enclosure. This account has sll
Enclosure Selection posshle privieges for all devices inthe enclosure. These accaunt settings wil be applied 1o the builtin

Administrator acoourt for ach enclsure you have selected
Configuration Managemert

Hote: Ifthis s your first time logging in, there i3 & physical tag attached o the Onboard Admiristrator

Rack and Enclosure Seftings
module which cortains the factory-set password

Administrator Accourt Setup
Locsl User Accourts Reired Finid*
Enciosure Bay P Addressing
User Mame: Admiristrator
Directory Groups

Directory Setings Password |
Onboard Administrator Password Confims ||
Metwork Settings

Ful Name: System Administrator
SHMP Settings

Pover Management Contact; |:|

Finish

Enabling PIN protection wil recuire a PIN code to be entered before using the enciasure's Insight
Display. The PIN is aloha-numeric and must have = length from one to six characters,
[ Enable PN Protection

Change Administrator’s password (refer to application documentation) and click Next.

8. OAGUI: Create pmacadmin and admusr user.
On the Local User Account s screen click on New to add prracadmni n user.

You will see User Set ti ngs screen. Fill in User Name and Password. Privilege Level set to
Administrator. Refer to the application documentation for the password.

Verify that all of the blades have been checked before proceeding to check the checkbox for Onboard
Administrator Bays under the User Permissions section.

Then click on Add User.

In the same way, create the admusr user.

A HP BladeSystem Onboard Administrator m

First Time Setup Wizard a

Set up intial enclosure and server settngs.

Local User Accounts

Step 6 of 13,
Weicome Local user accounts (up to 30) may be established for individual devices (server blades, network
FPs modules, and storags modules). Users can bs granted or denied access to spscific device bays in the

enclosure.
Enclosure Selection

Configuration Management The list below displays the currently configured users in the enclosure you ars signed in to. You may
add, edit, and delete users from this screen. Click Hext to continue when you are finished

Rack and Enclosure Settings. configuring users.

Administrator Account Setup

Local User Accounts

i 900_12_16 Users
preciony Groues || vsermamo [ Priviege Lovel | Fulllame | Gontost | Account Status |
Directory Settings = OR  System Enabled |
Onboard Adminsirator Network | O admusr ADUNSTRATOR Enabled |
Settings | ] pmacadmn  apumsTRATOR Enabled |

SNMP Settings
o inogenent ==

Finish

o1 o]
Then click Next.

9. OAGUI: EBIPA settings

a) On the EBIPA Settings (Enclosure Bay IP Addressing) screen, click Next to continue or Skip
if the EBIPA has been configured.
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Note: Setting up the EBIPA addresses is required.

[%) HP BladeSystem Onboard Administrator m

First Time Setup Wizard

Setup initisl enclosure and server settings

EBIPA
Step 7 of 13
Welcome Enclosure Bay IP Addressing (EBIPA) sllows you to assign 8 range of fixed IP addresses to the device
FIFS bays and/or interconnect bays in the enclosure. These IP addresses will be used by the server blade

iLO ports once inserted into a bay. In addition. an interconnect module (switch) management port
Enclosure Selection will use the pre-assigned IP address once inserted into the interconnedt bay.
Configuration Management

Note: Skip this step if your network has an extemal DHCP service, or if you wish to manually assign
Rack and Enclosure Settings static IP adcresses one by one to the server blades and interconnect modules
Administrator Account Setup

For more information on EBIPA, click on the Help icon “2 st the top right of this sreen
Loes! User Acsounts

EBIPA
Diractory Groups

Click Next to continue or Skip i you do et wish to use Enclosure Bay IP Adaressing
Directory Settings

Onbosra Administrator Network
Settings

SNMP Settings

Power Mansgement

b) If configuring the OA with IPv4 addresses, select the First Time Setup Wizard EBIPA: IPv4 and
enter the appropriate data. Otherwise, if configuring the OA with IPv6 addresses, skip to the
next step.

[#1 HP BladeSystem Onboard Administrator m

First Time Setup Wizard

Set up initisl enclosure and server settings

1Pvd
Step 7.1 0113
Weicome Device Bay iLO Processor Address Range: The form below provides fixed IP address assignment to the device bays in the enclosure. I there is an IP address in the Cument Address column, the device
EiPs (ILO) has previously been configured or has received a DHCP address.
Enclosure Selection Note: All of the selected iLO Processors will be reset if the protocol is enabled. if each iLO has been previously given a static IP address, these EEIPA seftings will not change the static IP address.
Configuration Mansgement ¥ the iLO P address has been configured via an extemal DHGP service, the EEIPA settings will ovenice the existing DHCP address.
Rackand E & Settings When EBIPA is configured the nefwork is checked for duplicate IP addresses. This process may take several minutes, especially if multiple enclosures have been selected.
Administrator Account Setup
Local User Accounts Device List: This list displays the IP addresses that will be assigned fo each of the device bays if EEIPA is enabled. Note: Clicking the autofill *down amow* button will fill in consecutive I
EBIPA addresses for ali of the device bays below the amow. The subnet mask, gateway, domain, and DNS servers will also be copied fo each of the consecutive bays in the list.
- ooy | @ cutiea| coransiress | sorutbank_ Jontewny ___[Domain___| 003 servers__| o | urren s |
1Pve e
' v 102407211 [255.255.255.0 | [10.240.72.1 8240 724
Directory Groups
Directory Settings
Onboard Administrater Network
Settings 2 @ 102407212 2652562650 | [10.240.72.1 L
SNMP Settings
Power Management
Finish T
. 2 V] 10.240.72.13 265 265.255.0 10.240.72.1 (7] 10.240.72.13
4 @ 10240.72.14 2652552850 | [10.240.72.1 10.240.72:14
5 & 10.240.72.15 2552852650 | [10.240.72.4 L) 10.240.72.:18
¢ @ 10.240.72.18 2852652550 | [10.240.72.1 | W
- > e S T wa

1. Go to the Device List section of the EBIPA Settings Screen (at the top).
2. Fill in the iLO IP, Subnet Mask, and Gateway fields for Device Bays 1-16.
3. Donotfill in the iLO IP, subnet Mask, or Gateway fields for Device Bays 1A-16A and 1B-16B.

Note: Bays 1A-16A and 1B-16B are used for double-density blades (i.e., BL2x220c) which
are not supported in this release.

4. Click Enabled on each Device Bay 1 through 16 that is in use.
Note: Any unused slots should have an ip address assigned, but should be disabled.
Note: Do not use autofill as this will fill the entries for the Device Bays 1A through 16B.
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5. Scroll down to the InterconnectList (below Device Bay 16B).

[%1 HP BladeSystem Onboard Administrator m

First Time Setup Wizard

Set up initial enclosure and server settings

IPv4

Step 7.1 of 13

Welcome Device Bay iLO Processor Address Range: The fom below provides fixed IP address assignment (o the device bays in the enciosure. i there is an IP address in the Cument Address column, the device
fiPs (iLO) has previously been configured or has received a DHCP address.

Enclosure Selection Note: All of the selected iLO Processors will be reset if the protocol is enabled. I each iLO has been previously given a static IP address, these EBIPA settings will not change the static IP address.
Configuration Mansgement ¥ the iLO P address has been configured via an extemal DHGP service, the EEIPA settings will ovenice the existing DHCP address.

Rack and Endlosure Settings When EEIPA is configured the network is checked for duplicate [P addresses. This process may take several minutes, especially if multiple enclosures have been selected.

Administrator Account Setup

Local User Accounts
EBIPA

1Pve

IPve
Directory Groups
Directory Settings

Device List: This list displays the IP addresses that will be assigned to each of the device bays if EBIPA is enabled. Note: Clicking the autofill “down amow* button will fill in consecutive P
3ddresses for ali of the device bays below the amow. The subnet mask, Gateway, domain, and DNS sewers will aiso be copied to each of the consecutive bays in the list.

507 | @ cutiea| coranaress | siorutbask_Jontewny ___[Domain___| 003 serers__| Ao | urrent s |
B

10.240.72.11 2552552550 | [10.240.72:1 (] 10.240.72.11

Onboars Administrater Netwod

Settings
SNMP Settings
Power Management

Finish

2 @ [102007212 | [2652852850 | [10240721 | [ (] NA
3 @ [102407213 ] [2852852850 | 10240721 | ] @ 10.240.72.13
f [102407214 | [2852852850 | [10.240.7210 B 102607214
5 @ 10240.7215 | [255.255.265.0 | [10.240.72.1 | 102407218
¢ @ [102e07216 | [2562652560 | [10.240721 | [
- e W e —

6. Fill in the EBIPA Address, Subnet Mask, and Gateway fields for each Interconnect Bay in
use. Click Enable on each Interconnect Bay in use.

7. By clicking Next, you will apply those settings. System may restart devices such as
interconnect devices or iLOs to apply new addresses. After finishing, check the IP addresses
to ensure that apply was successful.

c) If configuring the OA with IPv6 addresses, select the First Time Setup Wizard EBIPA: IPv6 and
enter the appropriate data.

%) HP BladeSystem Onboard Administrator m

First Time Setup Wizard

Set up initisl enclosure and server settings.

Step 720013
Welcome
FIPS
Enclosure Selection
Configuration Mansgement
Racx and Enclosure Settings
Administrator Account Setup
Local User Acoounts
EBIPA

[

IPve
Directary Groups
Directory Settings

Onbosrd Administrator Network
Settings

SNMP Settings
Power Management

Finish

Pvé

Device Bay iLO Processor Address Range: The fom below IPvé acdress the in the encle ¥ there is an IPvE address in the EBIPA Address field, the
device (iLO) has previously been configured or has received a DHCFVE address.

Note: All of the selected iLO Processors will be reset if the protocol is enabled. if each iLO has been previously given 3 static IPv6 address, these EBIPAVE settings will not change the static
IPv6 address. i the iLO IPv6 address has been configured via an extemal DHCPYE service, the EBIPAVE seitings will ovemide the existing DHCPYE address.

When EBIPAVS is configuned the nefwork is checked for duplicate IPv6 addresses. This process may take several minutes, especially if multiple enciosures have been selected.

Device List: This list displays the IPv6 addresses that will be assigned 1o each of the device bays if EBIPAVE is enabled. Note: Clicking the autofill "down amow’ button will fill in
consecutive IPv6 adcresses for all of the device bays below the amow. The domain and DNS servers will to each of s in the list

oo | Menvieg [comancoress  Jomewsr  Joomm  Jowssewen | auom

I 1280:9a4b:e1#e08:954c

2 [foog-cevaas7cees 2204 | [ ] ] [ I
3 [ TN
“ NA
s @ 1604 deba d97ceed 25084 | | @  (0ddedadITceed 25
° NA
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1. Go to the Device List section of the EBIPA Settings Screen (at the top).
2. Fill in the iLO IP/prefix and Gateway fields for Device Bays 1-16.
3. Do not fill in the iLO IP/prefix or Gateway fields for Device Bays 1A-16A and 1B-16B.

Note: Bays 1A-16A and 1B-16B are used for double-density blades (i.e. BL2x220c) which are
not supported in this release.

4. Click Enabled on each Device Bay 1 through 16 that is in use.
Note: Any unused slots should have an IP address assigned, but should be disabled.
Note: Do not use autofill as this will fill the entries for the Device Bays 1A through 16B.

5. Scroll down to the Interconnect List (below Device Bay 16B).

%) HP BladeSystem Onboard Administrator m v

First Time Setup Wizard

Set up initial enclosure and server settings

Interconnect Bay Mansgement ress Range: The fom below provides fixed PvE address assignment o the interconnect bays in the rear of the enclosure. X there is an PV address in the
evi o coni a DHCPYVE

5@ EBIPAVE settings will no
override the existing DHCPVE address only afte

a static Pvé ack the interconnect management IFv6 address has
e, the EBIPAVE settings wil

Interconnect List:  This list displays the IPv6 addresses that will be assigned to each of th rm:mnecoy:!EEFAvs ..... bied. Note: Glicking the IH  own sacv” ki il 4 n
consacutive I adirasses for all o interconnect bays below e anow. The domain and DNS sarars will ts0 ba copied fo ach ofthe consecutive bo ays in the list

mm__m_mm
2 v td0d:deba:d97ceed:1:284 NA
3 NA
B
& B N
¢ 7] 1000 deba: d97ceed: 1:6/64 a8 NA
8 v

6. Fillin the EBIPA Address/prefix and Gateway fields for each Interconnect Bay in use. Click
Enable on each Interconnect Bay in use.

7. By clicking Next, you will apply those settings. The system may restart devices such as
interconnect devices or iLOs to apply new addresses. After finishing, check the IP addresses
to ensure that apply was successful.

10. OAGUI: Skip Directory Groups step

To skip Directory Groups step, click Next.
11. OAGUI: Skip Directory Settings step

Toskip Directory Settings step, click Next.
12. OAGUL:OA network settings

On the Onboard Admi ni strator Network Settings tab you can assign or modify the IP
address and the other network settings for the Onboard Administrator(s).

The Active Adm nistrator Network Settings pertain to the active OA (OA Bay 1 location
during initial configuration). If the second Onboard Administrator is present, the St andby
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Onboard Admi ni strator Network Settings will be displayed as well. Click on "Use static
IP settings for each Standby Onboard Administrator". Fill in the IP Address, Subnet mask and

Gateway for the Standard OA.

| 1 DadeSystem Gnboard e LT T = |
@ £, 5] 102401783 -]L"lcmmnm B K -
e Edt Yew Fpeobes Jook e
o Pavorter | ga B LO Zpmacdedd  LOUSERD... O My vabeol O ieoge T Home [hMe s [Cywedks o @ ieec Twii 0OV Tl B PMRC LS B PRRC Netwerkng [ vSOL 4
52|« | i imagno-cloes bab [P g, (P BladeSystam Crboard. . G- B S o v Begme ey Tooke e T

HP BladeSystem Onboard Administrator

First Time Setup Wizard a
ot U Il ATCOTL B SErVR BRENGT.
babanul ke Carttatn, 'V ou Py P 1o upiats e Ccals Fforration on iy Onbcard Adminsngcr whose -
Deectory Semmgs Do e el
Cricand Admatiaon
E Astoe Onioard Admiests e Metveor Settrgs Harat Oriboard Adraustaor Netwrk Seftrgs
D0 Samrgs
Purer Maragement F Lipe DHCP for o A Srboand Adminisfratory (E Uipe DHCP for ol Sareiy Oriboard Adminigirators
Frish
0o =
L1 Enabls Dyrama: DHS. ] Erable Dryrame: DHS.
TE) Uve smatic P seminegs tor each Aste Criboard Adeiist o CF Use stae P oomings tor et Sancky Cribcand Adeiristaicr
Feguived Fakd ™ Aeguired Fials
Erclose: 588_01_B1 Emciomures: $88_01_01
D4 ot Bame® (A4 RIS DHEG st Mo ® | OO0 BEEATFI
P asmesst 1024017 B3 P asmesst
Sabnet Mashc ! 265 255 2550 et Maak !
Gty 10171 Coatarerary
DS Server § DS Server
855 Sorvms T D4 Sorves T
-

[Cone & Ineemet

Click on Next.

Note: If you change the IP address of the active OA, you will be disconnected. Then, you must

close your browser and sign in again using the new IP address.

13. OAGUI: SNMP Default Settings

By default, the Enable SNMP check box should be checked. If the customer does not want to have

SNMP enabled, see Appendix Disabling SNMP on the OA.
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%1 HP BladeSystem Onboard Administrator

First Time Setup Wizard a

Set up initial enclosure and server seftings

SNMP Settings

Step 10 of 12

Welcome This function forwards alerts from the enclosure (pewer supplies, fans, the Onboard Administrator,
Enclosure Selection enclosure thermals, etc: ) to the specified alert destinations,

Configuration Management Note: Individual server blades must be configured separately using iLO and Server Agents. Alert

Rack and Enclosure Seftings destinations wil be added o and removed from all selected linked enclosures.

Administrator Account Setup

Local User Accounts

Enclosure: 500_05_01 SNMP Alert Destinations.
Enclosure Bay IP Addressing
Directory Groups ] Enabio shup Host ‘ |
pirectory Sefings (ex. 61.206.115.3, 2002:1 or hosLexample.com)
Onboard Administrator System Location
SNMP Setiings .
Power Wanagement
Finish

T T

Fill in a System Location that is equal to the Encl osur e namne that you have filled in Step 5.
Do not set Read Conmunity and Wite Conmmunity.

Note: This step does not set an SNMP Trap Destination. To set an SNMP Trap Destination, see
Add SNMP Trap Destination on OA.

Click on Next.

14. OA GUI: Power Management

The Power Mode setting on the Power Management screen must be configured for power supply
redundancy. The first available setting on the Power Management screen will be either "AC
Redundant" or "Redundant", depending on whether the Enclosure is powered by AC or DC. In
either case, select the Power Supply Redundant radio button.

AC-powered Enclosures:

Power Management

Power Mode: Ssiect the power subsysien’s redundant operation mode.

AL Angesdant. bn g coafigoration N power Juppled 8ne G300 10 prinade powsr 5ol N ane 50 1D Drovioe Fesunclansy, wiere N Cant e
L2 er 3 Wy compctly ingd mith recongant AC ling feeds s mill avidure Mad 87 AC Lo feed fione mill 200 CouRE M 8OCI0EUE 10
pwrar ooff

L ——

g Power Supply Aedwtdant Lo fo 6 power Supodties v Do insfalied with o pownr Sunpdy alelys rsared 16 prowide recondaacy. in Me
evand o § BNl power Bupply failune (he Fecundnl powss Sopply will faios Sver the load A powsr Wios: feed failure o ladune of move this
e pow Bupedy il CovEe B SyEhem io power OF

I W | oo e

st Resfundas Mo power rédondiicy rulds ane srfitrcad and Somer radondacy mamings will 257 B ghvan. If aV of Ihe powsy Bupples A
readsd it supply Prasent Powar, the fallure of § powsr Supply O Sowsr faad it e Saciosurs may CousS Ihe snclasure io brown-out

DC-powered Enclosures:
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Power Management

Power Mode: Select the power subsysiem’s redundant oparation mode.

() Redundantin this configuration N power Supplies sre used 1o provide power 8nd N are used fo provide redundancy, where N can equs!
1, 2 or 3. When correctly wined with redundant AC ling feeds this will nsure that 8n AC line fead failure will not CAUSE the enclosure fo
poiver off

A

B

{2 plus 2 configuration shown)

%3 Power Supply Redundant: Up fo & power supplies can be installed with one power supply alweys reserved fo provide redundancy. In the
event of 8 single power supply failure the redundant power supply will ioke over the load. A power ling feed failure or failure of more
than one power supply will cause the sysiem fo power off

Hot Redundant: No power rédundancy rines are emforced and poaver regundancy warnings will not be given. If ail of the power supplies
are needed to supply Frésent Fower, the fallure of & power Supply oF poiver feed to the enclosure may cause the enclosure o brown-

(3 plus 1 configuration shown)

ol

For all other settings on the Power Management screen, leave the default settings unchanged.

Click on Next.

15. OAGUI: Finish First Time Setup Wizard

Click on Finish.

Note: If only one OA has been configured, skip the following step.

16. OAGUI: Set Link Loss Failover

Navigate to Enclosure Information > Enclosure Settings > Link Loss Failover

i3 HP BladeSystem Onboard Administrator

Wisw Legend

Updated Thy Jun 30 201, 114014

0 v 4@ e

SystemStalis 0 0 0 0 O
Systems and Devices
[++ -]

Rack Owerview
Rack Firmware

Primary: 500_05_01
B Enclosure Information
B Enclosure Settings
Alerthail
Device Fower Sequencs
Date and Time
Enclosure TCRIF Settings
Metwork Access
Link Loss Failover
SHMP Settings
Enclosure Bay P Addressing
Configuration Seripts
Reset Factory Defaults
Device Summary
Active to Standby
VD Drive
WLAN Configuration
Active Onboard Administrator
Standby Onboard Administrator
Device Bays
Interconnact Biays
Power and Thermal
Users/Authertication
Insight Display

Wizards v  Options ~ Help ~

Enclosure Settings - 500_05_01 B [

Link Loss Failover

Link Loss Failover will enable the Standhy Onboard Administrator to moritor the network fink status of the Active module. If the Active module looses its network link
for a period of time and the Standby has reported a good link during the same time span, an automatic O& fallover will occur. The interval before an automatic failover
i performed can be defined below.

Nate: Link Loss Fallover settings can be canfigured even if the enclosure has no management redundancy. The settings will not take effect unless a redundant
Onpogrd Administrator is present.

Enahle Link Loss Failover

Faiover Interval. 180 seconds

Check the Enable Link Loss Failover box and specify Fai | over | nterval tobe 180 seconds.

E53488 Revision 03, June 2016

103



Click Apply.

Configure OA Security

Software Installation Procedures

This procedure will disable telnet access to OA.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. Active OAGUI: Login

Navigate to the IP address of the active OA, using Determining Which Onboard Administrator Is
Active. Log in as an administrative user.

2. OA GUI: Disable telnet

Navigate to Enclosure Information > Enclosure Settings > Network Access. Uncheck the Enabl e

Tel net checkbox.
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3. OA GUI: Apply changes by clicking Apply.

Upgrade or Downgrade OA Firmware

Software Centric Customers: If Oracle Consulting Services or any other Oracle Partner is providing
services to a customer that includes installation and / or upgrade then, as long as the terms of the scope
of those services include that Oracle Consulting Services is employed as an agent of the customer
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(including update of Firmware on customer provided services), then Oracle consulting services can
install FW they obtain from the customer who is licensed for support from HP.

This procedure will update the firmware on the OAs.
Needed material:

e HP MISC firmware ISO image
* Release Notes of the HP Solutions Firmware Upgrade Pack [2]

Note: The enclosure should be provisioned with two Onboard Administrators. This procedure will
install the same firmware version on both Onboard Administrators.

Note: This procedure should be used to upgrade or downgrade firmware or to ensure both OA’s have
the same firmware version. When the firmware update is initiated, the standby OA is automatically
updated first.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. Execute section Adding ISO Images to the PM&C Image Repository to add the HP MISC firmware ISO
image.
2. OAGULI: Log in

Navigate to the IP address of the active OA, using Determining Which Onboard Administrator Is
Active. Log in as an administrative user.

3. OA GUI: Check OA firmware versions.

In the left navigation area, navigate to Enclosure Information > Active Onboard Administrator >
Firmware Update.

Examine the firmware version shown in the Firmware Information table. Verify the version meets
the minimum requirement specified by the Release Notes of the HP Solutions Firmware Upgrade
Pack [2] and that the firmware versions match for both OA'’s. If the versions match, then the firmware
does not need to be changed. Skip the rest of this procedure.

4. Save All OA Configuration

If one of the two OAs has a later version of firmware than the version provided by the HP Solutions
Firmware Upgrade Pack [2], this procedure will downgrade it to that version. A firmware downgrade
can result in the loss of OA configuration. Before proceeding, ensure that you have a record of the
initial OA configuration necessary to execute the following OA configuration procedures, as
required by the customer and application:

a) Configure Initial OA IP

b) Configure Initial OA Settings Using the Configuration Wizard
c) Configure OA Security

d) Store OA Confiquration on Management Server

5. OA GUI: Initiate OA firmware upgrade

Note: Firmware obtained from a Software Centric Customer should be located at:

htt ps:// <PM&C Managenent Net wor k_| P>/ TPD/ <QA firmnar e_versi on>

If the firmware needs to be upgraded, click on Firmware Update in the left navigation area.
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Enter the appropriate URL in the bottom text box labeled “Image URL”. The syntax is:

htt ps: // <PMEC Managenent _Net wor k_| P>/ TPD) <HPFW nount _poi nt >/ fi | es/ <QA fi r nmar e_ver si on>. bi n

For example:

https://10. 240. 4. 198/ TPD HPFW - 872- 2488- XXX- - HPFW f i | es/ hpoa300. bi n

Check the Force Downgrade box if present.
Click Apply

If a confirmation dialog is displayed, click "OK".
Note: The upgrade may take up to 25 minutes.

6. OA GUI: Observe OA firmware upgrade progress
These updates should appear during the upgrade:

Flashing the Standby Onboard Administrator ...

| ]
2% complete

Please wait while the Active Onboard Administrator flash is initialized ...

NV & 8 8 8 8 & =

Flashing the Active Onboard Administrator ...
| ]
2% complete

The firmware update has completed, and the Active Onboard Administrator is being reset.
The application will be reloaded in 81 seconds

7. OAGUI: Reload the HP OA application
The upgrade is complete when the following is displayed:

It is recommended that you clear your browser's cache before continuing to use this application. If
the browser's cache is not cleared after a firmware update, the application may not function
properly.

Click here to reload the application.

Clear your browser’s cache and click to reload the application. The login page should appear
momentarily.

E53488 Revision 03, June 2016 106



Software Installation Procedures

8. OA GUI: Verify the firmware upgrade

Log into the OA again. It may take few minutes before the OA is fully functional and accepts the
credentials.

In the left navigation area, navigate to Enclosure Information > Active Onboard Administrator >
Firmware Update

Examine the firmware version shown in the Firmware Information table. Verify the firmware version
information is correct.

9. OA GUI: Check/re-establish OA configuration

Ensure that all OA configuration established by the following procedures is still intact after the
firmware update. Re-establish any settings by performing the procedure(s):

a) Configure Initial OA IP

b) Configure Initial OA Settings Using the Configuration Wizard
c) Confiqure OA Security

d) Store OA Configuration on Management Server

Add SNMP Trap Destination on OA

An SNMP trap destination must be added and configured using the Onboard Administrator (OA), or
the SNMP must be disabled. One of these actions must be completed as described in this procedure.
1. Either add an SNMP trap destination as follows, or proceed to Step 2 to disable the SNMP.

a) Active OA GUI: Login

Navigate to the IP address of the active OA. Use Determining Which Onboard Administrator Is
Active to determine the active OA. Log in as an administrative user.

b) OA GUI: Navigate to SNMP Settings page
Navigate to Enclosure Information > Enclosure Settings > SNMP Settings.
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c) OA GUI: Enable SNMP and populate System Information

If SNMP is not already enabled, check the Enable SNMP checkbox. Enter the Enclosure Name
(shown in the title bar) or your preferred name into the System Location box.
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Do not set Read Community and Write Community. Click Apply to save the System Information.

d) OA GUI: Add SNMP Alert Destinations

Click New. The Add SNMP Alert page appears. Type the destination information into the Alert
Destination box (ex. 61.206.115.3, 2002::1 or host.example.com) and type the community string

into the Community String box.
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Click Add Alert to add the destination to the system.

Upon successfully adding a new SNMP Alert Destination you will be returned to the SNMP
Settings page.

2. To disable SNMP, follow these steps:

a) If necessary, log in to the Active OA as instructed in Step laSubstep a.
b) Navigate to SNMP Settings page as instructed in Step 1bSubstep c.
c) Uncheck the Enable SNMP checkbox. Click Apply to save the changes.

Store OA Configuration on Management Server

This procedure will back up OA settings on the management server.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. OAGUI: Login

Navigate to the IP address of the active OA, using Determining Which Onboard Administrator Is
Active. Login as root.

2. OAGUI: Store configuration file
Navigate to the Enclosure Information > Enclosure Settings > Configuration scripts

Onthe Confi guration scri pt, open the first configuration file (current settings for enclosure):
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B3 HP Onboard Adminstrator

el ™——d}
Store this file on local disk.
For example:

Click Show Config.

Copy all the text on the page and save in a text file. Or select File > Save As, choose a file name
and path, and choose Text file for the type.

For example, you may choose the following syntax for the configuration file name:
<encl osure | D>_<ti net ag>. conf

3. PM&C: Backup configuration file
Do the following to backup the file on the PM&C:

Under directory / usr / TKLC/ smac/ et ¢ you can create your own subdirectory structure. Log into
management server via ssh as admusr and create the target directory:

$ sudo /bin/nkdir -p /usr/TKLC smac/ et c/ OA_backups/ OQABackup

Change the directory permissions:

$ sudo /bin/chrmod go+x /usr/TKLC/ smac/ et c/ OA backups/ OABackup
Next, copy the configuration file to the created directory.

For UNIX users:

# scp ./ <cabi net _encl osure_backup file>.conf \
admusr @pnmac_managenent _net wor k_i p>: / horre/ adnusr

Windows users: Refer to Using WinSCP to copy the file to the management server.

Now, on the PM&C, move the configuration file to the OA Backup folder that you created under
/usr/TKLC/smac/etc:

$ sudo /bin/nmv /var/ TKLC/ horme/ adrusr/ <cabi net _encl osur e_backup fil e>. conf
/usr/ TKLC/ smac/ et ¢/ OA_backups/ OABackup
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4. PM&C: Perform PM&C application backup to capture the OA backup

$ sudo /usr/TKLC smac/ bi n/ pmacadm backup
PM&C backup been successfully initiated as task ID 7
$

Note: The backup runs as a background task. To check that status of the background task use the
PM&C GUI Task Monitor page, or issue the command "$ sudo /ust/TKLC/smac/bin/pmaccli
getBgTasks". The result should eventually be "PM&C Backup successful” and the background task
should indicate "COMPLETE".

Note: The "pmacadm backup" command uses a naming convention which includes a date/time
stamp in the file name (Example file name: backupPmac_20111025_100251.pef ). In the example
provided, the backup file name indicates that it was created on 10/25/2011 at 10:02:51 am server
time.

5. PM&C: Verify the Backup was successful

Note: If the background task shows that the backup failed, then the backup did not complete
successfully. STOP and contact My Oracle Support by referring to the My Oracle Support (MOS)
section of this document.

The output of pmaccli getBgTasks should look similar to the example below:

$ sudo /usr/TKLC/ smac/ bi n/ pmaccl i get BgTasks

2: Backup PM&C COWPLETE - PM&C Backup successf ul

Step 2: of 2 Started: 2012-07-05 16:53:10 runni ng: 4 sinceUpdate: 2 taskRecordNum
2 Server ldentity:

Physi cal Bl ade Locati on:

Bl ade Encl osure:

Bl ade Encl osure Bay:

Quest VM Locati on:

Host | P:

Guest Nane:

TPD | P:

Rack Mount Server:
| P:

Nane:

6. PM&C: Save the PM&C backup

If the NetBackup feature has not been configured for this PM&C, or the Redundant PM&C is not
configured in this system, the PM&C backup must be moved to a remote server. Transfer, (sftp,
scp, rsync, or preferred utility), the PM&C backup to an appropriate remote server. The PM&C
backup files are saved in the following directory: "/var/TKLC/smac/backup".

7. OAGUI: Log out
Log out from the OA by pressing Sign Out at the top-right corner.

E53488 Revision 03, June 2016 112



Software Installation Procedures

Enclosure and Blades Setup

Add Cabinet and Enclosure to the PM&C System Inventory

This procedure provides the instructions for adding a cabinet and an enclosure to the PM&C system
inventory.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).

1. PM&C GUI: Login

Open your web browser and enter:

htt ps:// <pmac_nanagenent _net work_i p>

Log in as the pmacadmin user.

2. PM&C GUI: Navigate to Configure Cabinets

Navigate to Main Menu > Hardware > System Configuration > Configure Cabinets.

B & Main Menu
B & Hardware
g1 B System Inventory
ﬁ & System Configuration
B

B Configure Enclosures

B Configure RMS
B W Software
B vM Management
g1 M Storage
g1 m Administration
. |l Task Monitoring
L B Logout

3. PM&C GUI: Add Cabinet
On the Conf i gur e Cabi net s panel, press the Add Cabinet button

Configure Cabinets & Help

Thu Now 17 18:06:32 2011 UTC

Provisioned Cabinets

There are no provisioned
cahinets

Add Cabinet

4. PM&C GUI: Enter Cabinet ID
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Enter the Cabi net | Dand press the Add Cabinet button.
Add Cabinet &> Help

Thu Nov 17 18:07:16 2011 UTC

Cabinet 1D:|508| Cabinet ID must be from 1 to 634,

Add Cabinet

5. PM&C GUI: Check errors

If no error is reported to the user you will see the following:

Configure Cabinets & Help

Thu Nov 17 18:08:01 2011 UTC

pts
o e Cahinet 505 has been successfully added to the system

Add Cabinet

Or you will see an error message:

Add Cabinet & Help
Thu Nov 17 18:08:55 2011 UTC
=T
Error

& & Cahinet |D 999 is invalid: must be between 1 and G54

Add Cabinet

6. PM&C GUI: Navigate to Configure Enclosures

Navigate to Main Menu > Hardware > System Configuration > Configure Enclosures.

B £ Main Menu
B & Hardware
: E1 @ System Inventory
ﬂ & System Configuration
B Configure Cabinets
B
; B Configure RMS
g1 B Software
.. i VM Management
H B Storage

M Administration

.. |l Task Monitoring

E! Logout
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7. PM&C GUI: Add Enclosure
On the Conf i gur e Encl osur es panel, press the Add Enclosure button

Configure Enclosures &) Help
Thu Mow 17 18:17:05 2011 UTC

Tasks -

Provisioned Enclosures

There are no provisioned
enclosures

Add Enclosure

8. PM&C GUI: Provide Enclosure Details

Onthe Add Encl osur e panel, enter the Cabi net | D, Locati on | D, and two OA | Paddresses
(the enclosure's active and standby OA).

Then click on Add Enclosure.

Add Endosure & Help

Thu Now 17 18:18:09 2011 UTC

Cabinet|D:| 505 |v|

Location 1D:)01 Location {D must be from 1 to 4.
Bay 1 OAIP:(10.240.17.51

Bay 2 OAIP:(10.240.17.56

Add Enclosure

Note: Location ID is used to uniquely identify an enclosure within a cabinet. It can have a value
of 1, 2, 3, or 4. The cabinet ID and location ID will be combined to create a globally unique ID for
the enclosure (for example, an enclosure in cabinet 502 at location 1, will have an enclosure ID of
50201).

9. PM&C GUI: Monitor Add Enclosure

The Configure Enclosures page is then redisplayed with a new background task entry in the Tasks
table. This table can be accessed by pressing theTasks button located on the toolbar under the
Configure Enclosures heading.

Configure Enclosures & Help
Thu Now 17 18:18:55 2011 UTC

Info =
Tasks
(1]} Task Target Status Start Time Progress
B 2 Add Enclosure Enc:50501 OpenHpi Deamon Started §g111315151? 92%
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When the task is complete and successful, its text will change to green, and its Progress column
will indicate "100%".

10. PM&C: Perform PM&C application backup.

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm backup
PM&C backup been successfully initiated as task ID 7
$

Note: The backup runs as a background task. To check the status of the background task use the
PM&C GUI Task Monitor page, or issue the command "pmaccli getBgTasks". The result should
eventually be "PM&C Backup successful” and the background task should indicate "COMPLETE".

Note: The "pmacadm backup" command uses a naming convention which includes a date/time
stamp in the file name (Example file name: backupPmac_20111025_100251.pef ). In the example
provided, the backup file name indicates that it was created on 10/25/2011 at 10:02:51 am server
time.

11. PM&C: Verify the Backup was successful

Note: If the background task shows that the backup failed, then the backup did not complete
successfully. STOP and contact My Oracle Support by referring to the My Oracle Support (MOS)
section of this document.

The output of pmaccli getBgTasks should look similar to the example below:

$ sudo /usr/TKLC/ smac/ bi n/ pmaccl i get BgTasks

2: Backup PM&C COWPLETE - PM&C backup successf ul

Step 2: of 2 Started: 2012-07-05 16:53:10 runni ng: 4 sinceUpdate: 2 taskRecordNum
2 Server ldentity:

Physi cal Bl ade Locati on:

Bl ade Encl osure:

Bl ade Encl osure Bay:

Guest VM Locati on:

Host | P:

Guest Name:

TPD | P:

Rack Mount Server:
| P:

Nane:

12. PM&C: Save the PM&C backup

The PM&C backup must be moved to a remote server. Transfer (sftp, scp, rsync, or preferred
utility), the PM&C backup to an appropriate remote server. The PM&C backup files are saved in
the following directory: "/var/TKLC/smac/backup".

Configure Blade Server iLO Password for Administrator Account

This procedure will change the blade server iLO password for Administrator account for blade Servers
in an enclosure.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. PM&C: Log into the PM&C as admusr using ssh.
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2. PM&C: Create xml file

In/usr/ TKLC/ smac/ ht m / publ i c- conf i gs create an xml file with information similar to the
following example. Change the Administrator password field to a user-defined value.

<RI BCL VERSI ON="2. 0" >

<LOG N USER LOG N="adnusr" PASSWORD="passwor d">
<USER_| NFO MODE="wri t e" >

<MOD_USER USER LOG N="Adni ni strator">

<PASSWORD val ue="<new Adni ni strator password>"/>
</ MOD_USER>

</ USER_| NFO>

</ LOG N>

</ RI BCL>

Save this file as change_i | o_admi n_passwd. xml

Change the permission of the file

$ sudo chnod 644 change_il o_adm n_passwd. xm

3. OA shell: Log into the active OA

Log into OA via ssh as root user.

l ogin as: root

WARNI NG This is a private system Do not attenpt to |ogin unless you are an
aut hori zed user. Any authorized or unauthorized access and use nay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw

Fi rmnare Version: 3.00
Built: 03/19/2010 @14:13 QA

Bay
Number: 1 QA
Rol e: Active

adnusr @0. 240. 17. 51' s passwor d:

If the OA Role is not Active, log into the other OA of the enclosure system

4. OA shell: Run hponcf g

Run the following command:

> hponcfg all https://<pmac_i p>/ public-configs/change_il o_admi n_passwd. xm

5. OA shell: Check the output

Observe the output for error messages and refer to the HP Integrated Lights-Out Management Processor
Scripting and Command Line Resource Guide for troubleshooting.

6. OA shell: Log out
Log out from the OA

7. PM&C: Remove temporary file
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On the PM&C remove the configuration file you created. This is done for security reasons, so that
no one can reuse the file:

$ sudo /bin/rm—rf /usr/ TKLC smac/ ht m / publ i c-confi gs/change_il o_adm n_passwd. xm

Configure Enclosure Switches

If the enclosure switches used are Cisco 3020, execute procedure Configure Cisco 3020 Switch (netConfig).
If the switches used are HP 6120XG, execute procedure Configure HP 6120XG Switch (netConfig).
If the enclosure switches used are HP6125G, execute procedure Configure HP 6125G Switch (netConfig).

If the enclosure switches used are HP6125XLG, execute procedure Configure HP 6125XLG Switch
(netConfig).

Configure Cisco 3020 Switches

Configure Cisco 3020 Switch (netConfig)

This procedure will configure 3020 switches from the PM&C server using templates included with an
application.

If the aggregation switches are supported by Oracle, then the Cisco 4948/4948E /4948E-F switches
must be configured using Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed)
(netConfig). If the aggregation switches are provided by the customer, the user must ensure that the
customer aggregation switches are configured as per requirements provided in the NAPD. If there is
any doubt as to whether the aggregation switches are provided by Oracle or the customer, contact
My Oracle Support and ask for assistance.

This procedure requires that no IPM activity is occurring or will occur during the execution of this
procedure.

Note: The Cisco 3020 is not compatible with the IPv6 management configuration.
Needed materials:

HP MISC firmware ISO image

* Release Notes of the HP Solutions Firmware Upgrade Pack [2]

* Application specific documentation (documentation that referred to this procedure)
e Template xml files in an application ISO on an application media.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. Virtual PM&C: Prepare for switch configuration
Log in as admusr to the PM&C, then run:

$ /bin/ping -w3 <ngnt VLAN_gat eway_addr ess>

2. Virtual PM&C: Verify network connectivity to 3020 switches
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For each 3020 switch, verify network reachability.

$ /bin/ping -w3 <encl osure_sw tch_I P>

3. Virtual PM&C: Modify PM&C Feature to allow TFTP.
Enable the DEVICE.NETWORK.NETBOOT feature with the management role to allow tftp traffic:

$ sudo /usr/ TKLC smac/ bi n/ pracadm edi t Feat ure - - f eat ur eName=DEVI CE. NETWORK. NETBOOT
--enabl e=1
$ sudo /usr/TKLC/ snac/ bi n/ pmacadm r eset Feat ur es

Note: This may take up to 60 seconds to complete.

4. Virtual PM&C: Verify the template xml files are in existence.
Verify that the initialization xml template file and configuration xml template file are present on
the system and are the correct version for the system.

Note: The XML files prepared in advance with the NAPD can be used as an alternative.

$ /bin/nmore /usr/ TKLC smac/ et c/ switch/ xm /3020_init.xnl
$ /bin/nmore /usr/ TKLC smac/ et ¢/ swit ch/ xm / 3020_confi gure. xm

If either file does not exist, copy the files from the application media into the directory shown
above.

If 3020_init.xml file exists, page through the contents to verify it is devoid of any site specific
configuration information other than the device name. If the template file is appropriate, then skip
the remainder of this step and continue with the next step.

If 3020_configure.xml file exists, page through the contents to verify it is the appropriate file for
the this site and edited for this site. All network information is necessary for this activity. If the
template file is appropriate, then skip the remainder of this step and continue with the next step.

5. Virtual PM&C: Modify 3020 xml files for information needed to configure the switch.

Update the 3020_init.xml file for the values noted in the next sentence. Values to be modified by
the user will be notated in this step by a preceding dollar sign. So a value that has
$some_variable_name will need to be modified, removing the dollar sign and the less than, greater
than sign. When done editing the file, save and quit.

Update the 3020_configure.xml file for the values noted in the next sentence. Values to be modified
by the user will be notated in this step by a preceding dollar sign. So a value that has
$some_variable_name will need to be modified, removing the dollar sign and the less than, greater
than sign. When done editing the file, save and quit.

$ sudo /bin/vi [usr/TKLC/ smac/ etc/sw tch/xm /3020_init.xm

$ sudo /bin/vi [usr/TKLC smac/ etc/sw tch/ xm /3020_config. xm

6. Virtual PM&C/OA GUI: Reset switch to factory defaults

Note: Do not wait for the switch to finish reloading before proceeding to the next step. After
completing Step 6 by initiating the reload, proceed to Step 7.
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If the switch has been previously configured using netConfig or previous attempts at initialization
have failed, use netConfig to reset the switch to factory defaults by executing the following
command:

$ sudo /usr/TKLC/ pl at/bi n/ net Confi g --devi ce=<swi t ch_nane> set Fact or yDef aul t

If the above command failed, use Internet Explorer to navigate to <enclosure_switch_ip_address>.

A new page will be opened. If you are asked for a username and password, leave the username
blank and use the appropriate password provided by the application documentation. Then click
OK.

If you are prompted with the "Express Setup” screen, click Refresh.

Catalyst Blade Switch 3020 Express Setup

@Refresh Q—;?Pmnt ?He\p cISCO

~— Network Settings

Management Interface (VLAN ID):

IP Address: [ Subnet Mask: [ 128.0.0.0 b
Default Gataway: 18 24D .E 1
Switch Password: Confirm Switch Password:

— Optional Settings

Host Name: Switch

Telnet Access: CEnable & Disable

Telnet Password: | Confirm Telnet Passwaord:
SNMP: (Enable () Disable

SNMP Read Community: I SNMP Write Community:
System Contack: | System Location:

Emm| e

If you are prompted with "Do you want a secured session with the switch?", click on No.

10.240.4.70

Do you want a secured session with the
switch?

Yes Mo |

™ pon't ask me anymare

Then a new Catalyst Blade Switch 3020 Device Manager will be opened.
Navigate to Configure > Restart/Reset.
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| contents_____f| Restart / Reset

B Dashboard

w Configure
B Port Settings * Restart the switch with its current settings.

W Express Setup
" Restart/ Reset
b Monitor
b Maintenance
B Network Assistant

" Reset the switch to factory defaults, and then restart the switch.

Click the circle that says "Reset the switch to factory defaults, and then restart the switch". Then
click the "Submit" button.

A pop-up window will appear that looks like this:

I i)

Windows Internet Explorer H

\ ? ) The device will reset to its Factory default settings and will delete its current IP address, Do you wank to continue?

[ (8] 4 J[ Cancel ]

Click OK and the switch will be reset to factory defaults and reloaded.
7. Virtual PM&C: Remove the old ssh key and Initialize the switch
Remove the old ssh key:

$ sudo /usr/bin/ssh-keygen -R <encl osure_swi tch_i p>

The following command must be entered at least 60 seconds and at most 5 minutes after the previous
step is completed.

$ sudo /usr/TKLC pl at/ bi n/ net Config

--file=/usr/ TKLC smac/ et c/ switch/ xm /3020_init.xm
Processing file: /usr/TKLC/ snac/etc/sw tch/xm /3020_init.xm
Waiting to load the configuration file...

| oaded.
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Attenpting to login to device...
Configuring....

Note: This step takes about 10-15 minutes to complete, it is imperative that you wait until returned
to the command prompt. DO NOT PROCEED UNTIL RETURNED TO THE COMMAND PROMPT.

Check the output of this command for any errors. A successful completion of netConfig will return
the user to the prompt. Due to strict host checking and the narrow window of time in which to
perform the command, this command is prone to user error. Most issues are corrected by returning
to the previous step and continuing. If this step has failed for a second time, stop the procedure
and contact My Oracle Support.

8. Virtual PM&C: Reboot the switch using netConfig

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<swi tch_nane> reboot save=no

Wait 2-3 minutes for the switch to reboot. Verify it has completed rebooting and is reachable by
pinging it.

$ /bin/ping <encl osure_sw tch_I P>

From 10. 240. 8. 48 i cnp_seq=106 Desti nati on Host Unreachabl e
From 10. 240. 8. 48 i cnp_seq=107 Desti nati on Host Unreachabl e
From 10. 240. 8. 48 i cnp_seq=108 Desti nati on Host Unreachabl e
64 bytes from 10.240.8.13: icnp_seq=115 ttl =255 tine=1.13 ns
64 bytes from 10. 240. 8. 13: icnp_seq=116 ttl =255 time=1.20 ns
64 bytes from 10.240.8.13: icnp_seq=117 ttl =255 time=1.17 ns

9. Virtual PM&C: Configure the switches

Configure both switches by issuing the following command:

$ sudo /usr/TKLC pl at/bin/ net Config

--file=/usr/ TKLC/ smac/ etc/ switch/xm /3020_confi gure. xm
Processing file: /usr/TKLC snmac/etc/sw tch/xm /3020 _confi gure. xm
$

Note: This step takes about 2-3 minutes to complete

Check the output of this command for any errors. If the file fails to configure the switch, please
review /troubleshoot the file first. If troubleshooting is unsuccessful, stop this procedure and contact
My Oracle Support.

A successful completion of netConfig will return the user to the prompt.

10. Virtual PM&C: Verify switch configuration

To verify the configuration was completed successfully, execute the following command and review
the configuration:

# sudo /usr/ TKLC pl at/ bi n/ net Confi g showConfi guration --devi ce=<swi tch_nane>
Configuration: = (
Bui | di ng configuration...

Current configuration : 3171 bytes
!
I Last configuration change at 23:54:24 UTC Fri Apr 2 1993 by pl at

]
version 12.2
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<out put renoved to save space >
nonitor session 1 source interface G0/2 rx

noni tor session 1 destination interface G 0/1 encapsulation replicate
end

)

Return to Step 4 and repeat for each 3020 switch.

11. Virtual PM&C: Modify PM&C Feature to disable TFTP.
Disable the DEVICE.NETWORK.NETBOOT feature:

$ sudo /usr/ TKLC smac/ bi n/ prmacadm edi t Feat ur e - - f eat ur eNane=DEVI CE. NETWORK. NETBOOT
--enabl e=0
$ sudo /usr/TKLC/ smac/ bi n/ pmacadm r eset Feat ur es

Note: This may take up to 60 seconds to complete.

12. Perform Backup Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020 Enclosure Switch
(netConfig) for each switch configured in this procedure.

13. Virtual PM&C: Clean up FW file
Remove the FW file from the tftp directory.

$ sudo /bin/rm-f /var/ TKLC/ smac/ i mage/ <FW.i mage>

Configure HP 6120XG Switches

Configure HP 6120XG Switch (netConfig)

Note: The HP 6120XG enclosure switch supports configuration of IPv6 addresses but it does not
support configuration of a default route for those IPv6 interfaces. Instead, the device relies on router
advertisements to obtain default route(s) for those interfaces. For environments where IPv6 routes are
needed (NTP, etc.), router advertisements will need to be enabled either on the aggregation switch or
customer network.

This procedure will configure the HP 6120XG switches from the PM&C server and the command line
interface using templates included with an application.

Needed materials:

e HP MISC firmware ISO image

* Release Notes of the HP Solutions Firmware Upgrade Pack [2]

¢ Application-specific documentation (documentation that referred to this procedure)
e Template xml files in an application ISO on an application media

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. Virtual PM&C: Prepare for switch configuration
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If the aggregation switches are supported by Oracle, log into the management server, then run:

$ /bin/ping -w3 <swi tchlA ngnt VLAN address>
$ /bin/ping -w3 <switchlB ngnt VLAN addr ess>
$ /bin/ping -w3 <sw tch_ngnt VLAN_VI P>

If the aggregation switches are provided by the customer, log into the management server, then
run:

$ /bin/ping -w3 <ngnt VLAN gat eway_addr ess>

2. Virtual PM&C: Verify network connectivity to 6120XG switches
For each 6120XG switch, verify network reachability.

$ /bin/ping -w3 <encl osure_sw tch_I P>

3. Virtual PM&C: Restore switch to factory defaults

If the 6120XG switch has been configured prior to this procedure, clear out the configuration using
the following command:

$ /usr/bin/ssh <usernane>@kencl osure_sw tch_| P>

Swi t ch# config

Swi tch(config)# no password all

Password protection for all will be deleted, continue [y/n]? y

Swi tch(config)# end

Swi t ch# erase startup-config

Configuration will be deleted and devi ce rebooted, continue [y/n]? y
(switch will automatically reboot, reboot takes about 120-180 seconds)

Note: You may need to press [ENTER] twice. You may also need to use previously configured
credentials.

If the above procedures fails, log in via telnet and reset the switch to manufacturing defaults. If the
above ssh procedures fails, log in via telnet and reset the switch to manufacturing defaults

$ /usr/bin/tel net <encl osure_switch_ | P>

Swi t ch# config

Switch(config)# no password all (answer yes to question)

Password protection for all will be deleted, continue [y/n]? vy

Swi tch(config)# end

Swi t ch# erase startup-config

(switch will automatically reboot, reboot takes about 120-180 seconds)

Note: The console connection to the switch must be closed, or the initialization will fail.

4. Virtual PM&C: Copy switch configuration template from the media to the tftp directory.
Copy switch initialization template and configuration template from the media to the tftp directory.

$ sudo /bin/cp -i /<path to nmedia>/ 6120XG_init.xm /usr/TKLC smac/etc/sw tch/xmn

$ sudo /bin/cp -i /<path to nmedi a>/ 6120XG [ si ngl e, LAG Upl i nk_confi gure. xm

[ usr/ TKLC/ smac/ et ¢/ swi t ch/ xm

$ sudo /bin/cp -i

[usr/ TKLA pl at / et ¢/ TKLGhet wor k- conf i g-t enpl at es/ tenpl at es/ utility/ addQCs traffi cTenpl at e 6120XG xnh
[usr/ TKLC/ smac/ et c/ swi t ch/ xm

e Where [ si ngl e, LAG are variables for either one of 2 files-see the following:
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* 6120XG_Si ngl eUpl i nk_confi gur e. xn is for one uplink per enclosure switch topology
* 6120XG_LAGUpl i nk_confi gure. xm is for LAG uplink topology

5. Virtual PM&C: Verify the switch configuration file template in the tftp directory

Verify the switch initialization template file and configuration file template are in the correct
directory.

$ sudo /bin/ls -i -1 [usr/TKLC/ smac/etc/switch/xm/

-rwr--r-- 1 root root 1955 Feb 16 11: 36

/usr/ TKLC/ smac/ et c/ swi tch/ xm / 6120XG_i ni t. xm

-rwr--r-- 1 root root 1955 Feb 16 11: 36

/usr/ TKLC/ snmac/ et ¢/ swit ch/ xm / 6120XG [ si ngl e, LAG Upl i nk_confi gure. xm
-rwr--r-- 1 root root 702 Sep 10 10: 33 addQOS_trafficTenpl ate_6120XG xm

6. Virtual PM&C: Edit the switch configuration file template for site specific information

Edit the switch initialization file and switch configuration file template for site specific addresses,
VLAN IDs, and other site specific content. Values to be modified by the user will be notated in this
step by a preceding dollar sign. So a value that has $<some_variable_name> will need to be modified,
removing the dollar sign and the less than, greater than sign.

Note: Note that the files that are created in this step can be prepared ahead of time using the NAPD.

$ sudo /bin/vi /usr/TKLC smac/ etc/sw tch/ xm /6120XG i nit. xm

$ sudo /bin/vi

[ usr/ TKLC/ snmac/ et ¢/ swi t ch/ xm / 6120XG [ si ngl e, LAG Upl i nk_confi gure. xni

$ sudo /bin/vi [usr/TKLC smac/etc/sw tch/ xm /addQOS trafficTenpl ate_6120XG xmi

7. Virtual PM&C: Apply include-credentials command to the switch
Log into the switch using SSH
$ /usr/bin/ssh <usernane>@kencl osure_sw tch_| P>

Swi t ch# config
Swi tch(config)# include-credentials

If prompted, answer yes to both questions.

Log out of the switch.
Swi t ch(config)# | ogout

Do you want to log out [y/n]? vy
Do you want to save current configuration [y/n/"C]? vy

Continue to the next step.

8. Virtual PM&C: Initialize the switch
Initialize the switch

$ sudo /usr/TKLC pl at/bin/net Config
--file=/usr/ TKLC/ smac/ etc/switch/ xm /6120XG i nit.xm

This could take up to 5-10 minutes.

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support
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9. Virtual PM&C: Configure the switch
Configure the switch

$ sudo /usr/TKLC pl at/bi n/ net Confi g
--file=/usr/ TKLC/ smac/ etc/switch/xm /6120XG [ si ngl e, LAG Upl i nk_confi gure. xm

Note: This message is expected and can safely be ignored: INFO: "The vlanID option has been
deprecated. Use the interface option."
This could take up to 2-3 minutes.

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support

10. Virtual PM&C: Apply QoS Settings
Apply the QoS traffic template settings.

$ sudo /usr/TKLC pl at/ bi n/ net Confi g
--file=/usr/ TKLC/ smac/ etc/switch/xm /addQOS trafficTenpl ate_6120XG xmi

Note: The switch will reboot after this command. This step will take 2-5 minutes.

11. Virtual PM&C: Verify proper configuration of HP 6120XG switches

Once each HP 6120XG has finished booting from the previous step, verify network reachability
and configuration.

$ /bin/ping -w3 <encl osure_swi tch_I P>

$ /usr/bin/ssh <switch_pl atformusernane>@encl osure_swi tch_I P>
<swi t ch_pl at f or m_user name>@xencl osure_sw tch_| P>' s passwor d:
<swi t ch_pl at f or m_passwor d>

Swi t ch# show run

Inspect the output of show r un, and ensure that it is configured as per site requirements.

12. Virtual PM&C: Repeat steps for each HP 6120XG
For each HP 6120XG, repeat steps 3-12.

13. Perform Backup HP (6120XG, 6125G, 6125XLG) Enclosure Switch for each switch configured in this
procedure.

14. Virtual PM&C: Clean up FW file
Remove the FW file from the tftp directory.

$ sudo /bin/rm-f ~<switch_backup_user>/<FW.i mage>

Configure HP 6125G Switches

Configure HP 6125G Switch (netConfig)

This procedure will configure the HP 6125G switches from the PM&C server & the command line
interface using templates included with an application.

Needed materials:

E53488 Revision 03, June 2016 126



Software Installation Procedures

* Application specific documentation (documentation that referred to this procedure)
* Template xml files in an application ISO on an application media.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. Virtual PM&C: Prepare for switch configuration
If the aggregation switches are provided by Oracle, log into the PM&C, then run:

$ /bin/ping -w3 <switchlA ngnt VLAN address>
$ /bin/ping -w3 <switchlB ngnt VLAN address>
$ /bin/ping -w3 <sw tch_ngnt VLAN VI P>

If the aggregation switches are provided by the customer, log into the PM&C, then run:

$ /bin/ping -w3 <ngnt VLAN gat eway_addr ess>

2. Virtual PM&C: Verify network connectivity to OAs.
For each OA, verify network reachability.

$ /bin/ping -w3 <OAl_| P>
$ /bin/ping —w3 <QA2_| P>

3. Virtual PM&C: Determine which OA is currently active.

Log into OAL1 to determine if it is active:

$ /usr/bin/ssh root @QOAL_| P>

The OA is active if you see the following:

Usi ng usernanme "root".

WARNING This is a private system Do not attenpt to |ogin unless you are an
authori zed user. Any authorized or unauthorized access and use nay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmnvare Version: 3.70

Built: 10/01/2012 @17:53

OA Bay Nunber: 2

QA Rol e: Active

root @O0. 240. 8. 6' s password:

If you see the following, it is standby:

Usi ng usernanme "root".

WARNING This is a private system Do not attenpt to |ogin unless you are an
authori zed user. Any authorized or unauthorized access and use nay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmnvare Version: 3.70

Built: 10/01/2012 @17:53

OA Bay Nunber: 1

QA Rol e: St andby

root @O0. 240. 8.5' s password:
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Press <ctrl> + C to close the SSH session.

If OA1 has a role of Standby, verify that OAZ2 is the active by logging into it:

$ /usr/bin/ssh root @Q0A2_| P>
Usi ng username "root".

WARNI NG This is a private system Do not attenpt to |ogin unless you are an
authori zed user. Any authorized or unauthorized access and use nay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmmare Version: 3.70
Built: 10/01/2012 @17:53
OA Bay Nunber: 2

QA Rol e: Active

root @O0. 240. 8. 6' s password:

In the following steps, OA will mean the ‘active OA’ and <active_ OA_IP> will be the IP address
of the active OA.

Note: If neither OA reports Active, STOP and contact My Oracle Support by referring to the My
Oracle Support (MOS) section of the document.

Exit the SSH session.

4. Virtual PM&C: Restore switch to factory defaults

If the 6125G switch has been configured prior to this procedure, clear out the configuration using
the following command:

$/ usr/ bin/ssh root @active_OA | P>
Usi ng usernane "root".

WARNING This is a private system Do not attenpt to |ogin unless you are an
authori zed user. Any authorized or unauthorized access and use nay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmnare Version: 3.70

Built: 10/01/2012 @17:53

QA Bay Nunber: 2

QA Rol e: Active

root @O0. 240. 8. 6' s password: <OA passwor d>

> connect interconnect <switch_| OBAY_#>

Press [Enter] to display the switch consol e:

Note: You may need to press [ENTER] twice. You may also need to use previously configured
credentials.

<swi t ch>reset saved-configuration

The saved configuration file will be erased. Are you sure? [Y/N:y
Configuration file in flash is being cleared.

Pl ease wait

Mai nBoar d:
Configuration file is cleared.
<swi t ch>r eboot
Start to check configuration with next startup configuration file, please
wait......... DONE!
This command will reboot the device. Current configuration will be |ost, save
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current configuration? [Y/N:n
This command will reboot the device. Continue? [Y/N: vy

The switch will automatically reboot; this takes about 120-180 seconds. The switch reboot is complete
when you see the following text:

[..Qutput omitted.l]
User interface aux0O is avail abl e.

Press ENTER to get started.

When the reboot is complete, disconnect from the console by entering <ctrl> + <shift> + <->, then
Idl.
Note: If connecting to the Virtual PM&C through the management server iLO then How to Access

a Server Console Remotely applies. Disconnect from the console by entering <ctrl> +<v>

Exit from the OA terminal:

>exit

Note: The console connection to the switch must be closed, or the initialization will fail.

5. Virtual PM&C: Copy switch configuration template from media to the tftp directory.
Copy switch initialization template and configuration template from the media to the tftp directory.

$ sudo /bin/cp -i /<path to medi a>/6125G_init.xm /usr/TKLC smac/etc/sw tch/xm
$ sudo /bin/cp -i /<path to nmedi a>/ 6125G confi gure. xm
/usr/ TKLC/ snac/ et c/ swi t ch/ xm

6. Virtual PM&C: Verify the switch configuration file template in the tftp directory

Verify the switch initialization template file and configuration file template are in the correct
directory.

$ sudo /bin/ls -i -1 [usr/TKLC/ snmac/etc/switch/xm/
-rwr--r-- 1 root root 1955 Feb 16 11: 36

/usr/ TKLC smac/ et ¢/ switch/ xm /6125G i nit. xm
-rwr--r-- 1 root root 1955 Feb 16 11: 36

/usr/ TKLC/ smac/ et ¢/ swi t ch/ xm / 6125G confi gure. xm

7. Virtual PM&C: Edit the switch configuration file template for site specific information

Edit the switch initialization file and switch configuration file template for site specific addresses,
VLAN IDs, and other site specific content. Values to be modified by the user will be notated in this
step by a preceding dollar sign. So a value that has $<some_variable_name> must be modified,
removing the dollar sign and the less than, greater than sign.

$ sudo /bin/vi /usr/TKLC smac/ etc/sw tch/ xm /6125G i nit.xmn
$ sudo /bin/vi /usr/TKLC/ smac/etc/sw tch/ xm /6125G confi gure. xm

Note: For IPv6 Configurations, IPv6 over NTP is NOT currently supported on the HP6125G
switches. This function must be configured for IPv4.
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Note: Within the 6125G xml netConfig file, change this stanza to the value that represents your
xmi VLAN ID:

<option name="access">access</opti on>

Example input:

<option nane="access">$xm _vl an_| D</ opti on>

8. Virtual PM&C: Initialize the switch

Note: The console connection to the switch must be closed before performing this step.

$ sudo /usr/TKLC pl at/ bi n/ net Confi g
--file=/usr/ TKLC smac/ etc/switch/ xm /6125G init. xm

This could take up to 5-10 minutes.
9. Virtual PM&C: Verify the switch was initialized

Verify the initialization succeeded with the following command:

$ sudo /usr/ TKLC pl at/ bi n/ net Confi g get Host nane —- devi ce=<swi t ch_host name>
Host name: <sw t ch_host nane>

This could take up to 2-3 minutes.

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support

10. Virtual PM&C: Execute the procedure in Downgrade 6125G Switch Firmware to verify the existing
firmware version and downgrade if required.

11. Virtual PM&C: Configure the switch

$ sudo /usr/TKLC pl at/bin/net Config
--file=/usr/ TKLC/ smac/ etc/switch/ xm /6125G confi gure. xm

Note: This message is expected and can safely be ignored: INFO: "The vlanID option has been
deprecated. Use the interface option."
This could take up to 2-3 minutes.

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support.

12. Virtual PM&C: Add the IPv6 default route (IPv6 network only)

For IPv6 management networks, the enclosure switch requires an IPv6 default route to be configured.
Apply the following command using netConfig:

$ sudo /usr/TKLC/ pl at/ bi n/ net Confi g --devi ce=<swi t ch_nanme> addRout e network=::/0
next hop=<mgnt VLAN_gat eway_addr ess>

13. Virtual PM&C: Verify proper configuration of HP 6125G switch
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Once the HP 6125G has finished booting from the previous step, verify network reachability and
configuration.

$ /bin/ping -w3 <encl osure_sw tch_I P>

PI NG 10. 240. 8. 10 (10.240.8.10) 56(84) bytes of data.64 bytes from 10. 240. 8. 10:
icnp_seq=1 ttl =255 time=0.637 ns64 bytes from 10.240.8. 10: icnp_seq=2 ttl =255
ti me=0. 661 ns64 bytes from 10.240.8.10: icnp_seq=3 ttl =255 tine=0.732 m

$ /usr/bin/ssh <switch_pl at form username>@kencl osure_swi tch_I P>

<swi t ch_pl at f or m_user nane>@xencl osure_swi tch_I P>'s password:

<swi t ch_pl at f or m_passwor d>

Swi t ch_host nane> di spl ay current-configuration

I nspect the output, and ensure that it is configured as per site requirenents.

14. Virtual PM&C: Repeat steps for each HP 6125G
For each HP 6125G, repeat Step 4-Step 13.

15. Perform Backup HP (6120XG, 6125G, 6125XLG) Enclosure Switch for each switch configured in this
procedure.

16. Virtual PM&C: Clean up FW file
Remove the FW file from the tftp directory.

$ sudo /bin/rm-f ~<sw tch_backup_user>/ <FW.i nage>

Configure HP 6125XLG Switches

Configure HP 6125XLG Switch (netConfig)

This procedure will configure the HP 6125XLG switches from the PM&C server & the command line
interface using templates included with an application.

Needed materials:

* Application specific documentation (documentation that referred to this procedure)
¢ Template xml files in an application ISO on an application media.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. Virtual PM&C: Prepare for switch configuration
If the aggregation switches are provided by Oracle, log into the PM&C, then run:

$ /bin/ping -w3 <switchlA ngnt VLAN addr ess>
$ /bin/ping -w3 <switchlB_ngnt VLAN address>
$ /bin/ping -w3 <sw tch_ngnt VLAN VI P>

If the aggregation switches are provided by the customer, log into the PM&C, then run:

$ /bin/ping -w3 <ngnt VLAN gat eway_addr ess>

2. Virtual PM&C: Verify network connectivity to OAs.
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For each OA, verify network reachability.

$ /bin/ping -w3 <OQAl_| P>
$ /bin/ping —w3 <0QA2_| P>

3. Virtual PM&C: Determine which OA is currently active.

Log into OAL1 to determine if it is active:

$ /usr/bin/ssh root @OAL_| P>

The OA is active if you see the following:

Usi ng usernane "root".

WARNING This is a private system Do not attenpt to login unless you are an
aut hori zed user. Any authorized or unauthorized access and use nmay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.
Firmmvare Version: 3.70

Built: 10/01/2012 @17:53

QA Bay Nunber: 2

QA Rol e: Active

root @O0. 240. 8. 6' s password:

If you see the following, it is standby:

Usi ng usernane "root".

WARNING This is a private system Do not attenpt to login unless you are an
aut hori zed user. Any authorized or unauthorized access and use nmay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw

Fi rmmvare Version: 3.70

Built: 10/01/2012 @17:53

QA Bay Nunber: 1

QA Rol e: St andby

root @O0. 240. 8. 5' s password:

Press <ctrl> + C to close the SSH session.

If OA1 has a role of Standby, verify that OA2 is the active by logging into it:

$ /usr/bin/ssh root @0A2_| P>
Usi ng username "root".

WARNI NG This is a private system Do not attenpt to |ogin unless you are an
aut hori zed user. Any authorized or unauthorized access and use may be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmware Version: 3.70

Built: 10/01/2012 @17:53

OA Bay Nunber: 2

QA Rol e: Active

root @O0. 240. 8. 6' s passwor d:

In the following steps, OA will mean the “active OA” and <active_OA_IP> will be the IP address
of the active OA.
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Note: If neither OA reports Active, STOP and contact My Oracle Support by referring to the My
Oracle Support (MOS) section of the document.

Exit the SSH session.

4. Virtual PM&C: Restore switch to factory defaults

If the 6125XLG switch has been configured prior to this procedure, clear out the configuration
using the following command:

$/ usr/ bi n/ ssh root @active_QA | P>
Usi ng username "root".

WARNING This is a private system Do not attenpt to |ogin unless you are an
aut hori zed user. Any authorized or unauthorized access and use may be noni -
tored and can result in crimnal or civil prosecution under applicable |aw

Fi rmnware Version: 3.70

Built: 10/01/2012 @17:53

OA Bay Nunber: 2

QA Rol e: Active

root @O0. 240. 8. 6' s password: <QA password>

> connect interconnect <swtch | OBAY #>
Press [Enter] to display the switch consol e:

Note: You may need to press [ENTER] twice. You may also need to use previously configured
credentials.

<swi t ch>reset saved-configuration

The saved configuration file will be erased. Are you sure? [Y/N:y
Configuration file in flash is being cleared.

Pl ease wait

Mai nBoar d:

Configuration file is cleared.

<sw t ch>r eboot

Start to check configuration with next startup configuration file, please
wait......... DONE!

This command will reboot the device. Current configuration will be |ost, save
current configuration? [Y/N:n

This command will reboot the device. Continue? [Y/N: y

The switch will automatically reboot; this takes about 120-180 seconds. The switch reboot is complete
when the switch begins the auto configuration sequence.

When the reboot is complete, disconnect from the console by entering <ctrl> + <shift> + <->, then
ld/.

Note: If connecting to the Virtual PM&C through the management server iLO then How to Access
a Server Console Remotely applies. Disconnect from the console by entering <ctrl> + <v>

Exit from the OA terminal:

>exit

Note: The console connection to the switch must be closed, or the initialization will fail.

5. Virtual PM&C: Copy switch configuration template from media to the switch backup directory.
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Copy switch initialization template and configuration template from the media to the switch backup
directory.

$ sudo /bin/cp -i /<path to nedia>/6125XLG init.xm /usr/TKLC smac/ et c/ swi t ch/ xni
$ sudo /bin/fcp -i /<path to nedi a>/ 6125XLG confi gure. xm
/usr/ TKLC/ smac/ et ¢/ swi t ch/ xm

6. Virtual PM&C: Verify the switch configuration file template in the switch backup directory
Verify the switch initialization template file and configuration file template are in the correct
directory.

$ sudo /bin/ls -i -1 [usr/TKLC smac/etc/sw tch/ xm/

131195 -rw------ 1 root root 248 May 5 11:01 6125XLG | OBAY3_ tenpl ate_init. xm

131187 -rw------ 1 root root 248 May 5 10:54 6125XLG | OBAY5 tenplate_init. xmn

131190 -rw------ 1 root root 6194 Mar 24 15:04 6125XLG_| OBAY8-confi g. xm

131189 -rw------ 1 root root 248 Mar 25 09: 43 6125XLG | OBAY8 tenpl ate_i nit.xm
7

. Virtual PM&C: Edit the switch configuration file template for site specific information

Edit the switch initialization file and switch configuration file template for site specific addresses,
VLAN IDs, and other site specific content. Values to be modified by the user will be notated in this
step by a preceding dollar sign. So a value that has $<some_variable_name> will need to be
modified, removing the dollar sign and the less than, greater than sign.

$ sudo /bin/vi [usr/TKLC/ smac/ etc/sw tch/xm /6125XLG init.xm
$ sudo /bin/vi /usr/TKLC/ smac/ etc/swi tch/xm /6125XLG confi gure. xmi

8. Virtual PM&C: Initialize the switch
Note: The console connection to the switch must be closed before performing this step.

$ sudo /usr/TKLC pl at/ bi n/ net Confi g
--file=/usr/ TKLC smac/ etc/switch/ xm /6125XLG init.xm

This could take up to 5-10 minutes.
9. Virtual PM&C: Verify the switch was initialized

Verify the initialization succeeded with the following command:

$ sudo /usr/ TKLC pl at/ bi n/ net Confi g get Host nanme —- devi ce=<swi t ch_host name>
Host name: <sw t ch_host nane>

This could take up to 2-3 minutes.

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support

10. Virtual PM&C: Configure the switch

$ sudo /usr/TKLC pl at/ bi n/ net Confi g
--file=/usr/ TKLC/ smac/ etc/switch/ xm /6125XLG confi gure. xm

Note: This message is expected and can safely be ignored: INFO: "The vlanID option has been
deprecated. Use the interface option."

Note: This message is expected and can safely be ignored: INFO: "Cannot set vlanSTP on this
device. Currently unsupported."
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This could take up to 2-3 minutes.

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support.

11. Virtual PM&C: Add the IPv6 default route (IPv6 network only)

For IPv6 management networks, the enclosure switch requires an IPv6 default route to be configured.
Apply the following command using netConfig:

$ sudo /usr/ TKLC/ pl at/ bi n/ net Confi g --devi ce=<swi t ch_nanme> addRout e network=::/0
next hop=<mgnt VLAN_gat eway_addr ess>

12. Virtual PM&C: Verify proper configuration of HP 6125XLG switch

Once the HP 6125XLG has finished booting from the previous step, verify network reachability
and configuration.

$ / bin/ping -w3 <encl osure_swi tch_I P>

PI NG 10. 240. 8. 10 (10.240.8.10) 56(84) bytes of data.64 bytes from 10. 240. 8. 10:
icnp_seqg=1 ttl =255 tinme=0.637 ns64 bytes from 10. 240. 8. 10: icnp_seq=2 ttl =255
ti me=0. 661 ns64 bytes from 10.240.8.10: icnp_seq=3 ttl =255 tine=0.732 m

$ /usr/bin/ssh <sw tch_platformusername>@encl osure_switch_| P>

<swi t ch_pl at f or m_user nane>@xencl osure_swi tch_I P>'s password:

<swi t ch_pl at f or m passwor d>

Swi t ch_host nane> di spl ay current-configuration

I nspect the output, and ensure that it is configured as per site requirenents.

13. For HP 6125XLG switches connected by 4x1GE LAG uplink perform Utility procedure Configure
Speed and Duplex for 6125XLG LAG Ports (netConfig). Otherwise, for deployments with 10GE uplink,
continue to the next step.

14. Virtual PM&C: Repeat steps for each HP 6125XLG
For each HP 6125XLG, repeat Steps Step 4-Step 13.
15. For HP 6125XLG switches uplinking with 4x1GE uplink to customer switches, field personnel are

expected to work with the customer to set their downlinks to the HP 6125XLG 4x1GE LAG to match
speed and duplex set in Step 13

For HP 6125XLG switches uplinking with 4x1GE LAG to product Cisco 4948/E/E-F aggregation
switches, perform Utility Procedure Configure Speed and Duplex for 6125XLG LAG Ports (netConfig)
to match speed and duplex settings from Step 13.

Otherwise, for deployments with 10GE uplink, continue to the next step.

16. Perform Backup HP (6120XG, 6125G, 6125XLG) Enclosure Switch for each switch configured in this
procedure.

17. Virtual PM&C: Clean up FW file
Remove the FW file from the tftp directory.

$ sudo /bin/rm-f ~<sw tch_backup_user>/ <FW.i mage>
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Server Blades Installation Preparation

Upgrade Blade Server Firmware

Software Centric Customers: If Oracle Consulting Services or any other Oracle Partner is providing
services to a customer that includes installation and /or upgrade then, as long as the terms of the scope
of those services include that Oracle Consulting Services is employed as an agent of the customer
(including update of Firmware on customer provided services), then Oracle consulting services can
install FW they obtain from the customer who is licensed for support from HP.

Note: This procedure uses a custom SPP version that cannot be obtained from the customer and
therefore cannot be used for a Software Centric Customer. Software Centric Customers must ensure
their firmware versions match those detailed in the HP Solutions Firmware Upgrade Pack, Software Centric
Release Notes document.

This procedure will provide the steps to upgrade the firmware on the Blade servers.

The HP Support Pack for ProLiant installer automatically detects the firmware components available
on the target server and will only upgrade those components with firmware older than what is on the
current ISO.

Needed Materials:

e HP Service Pack for ProLiant (SPP) firmware ISO image

¢ HP MISC firmware ISO image (for errata updates if applicable)
* Release Notes of the HP Solutions Firmware Upgrade Pack [2]

* USB Flash Drive (4GB or larger and formatted as FAT32)

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. Local Workstation: Copy the HP Support Pack for ProLiant (SPP) ISO image to the USB Flash Drive.
2. Insert USB Flash Drive

Insert the USB Flash Drive with the HP Support Pack for ProLiant ISO into the USB port of the
Active OA Module.

=23 |

3. Active OA GUI: Log in

Navigate to the IP address of the active OA, using Determining Which Onboard Administrator Is
Active. Log in as an administrative user.

4. OA Web GUI: Access the Device Summary page
On the left pane, expand the Device Bays node to display the Device Bay Summary window.
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Select the individual blades to be upgraded by clicking and enabling the corresponding checkbox
next to the bay number of the blades.

Note: A maximum of 8 blades should be upgraded concurrently at one time. If the c7000 enclosure
has more than 8 blades they will need to be upgraded in multiple sessions.

[} HP BladeSystem Onboard Administrator

Systems and Devices

System Status =] Wizards v Options » Help
View Legend ... .
Device Bay Summary
Updeted The Jul § 2010, 12:51.53
2v:0o0
SystemStatus 0 0 0 0 O

UID State = Virtual Power ~ One Time Boot ~ DVD ~

I D O T e T

1)
Dok @ gk On 10.240.17.31 LOUSES41SWFS  Disconnected
Rack Overview
Rack Firmware |:| 2 Dok @ox On 10.240.17.32 LOUSES41SWFT  Disconnected
' Primary: 500_05_04 Ol : @ok @orr oOn 10.240.17.33 LOUSES41SWHS  Disconnected
Bl Enciosure Information Ol ¢« @ok @ sk On 10.240.17.34 LOUSES41SWH3  Disconnected
B Enclosure Settings Ols ©@ok @ox on 10.240.17.35 LOUSESISWF)  Disconnected
Active Onboard Administrator
B Standby Onboard Administrater Ofs Qo @on on 10.240.17.36 LOUSES4ISWHD  Disconnected
B Device Bays Of7 ©@ok @ o off 10.240.17.37 LOUSES41SWFV  Disconnected
B 1. ESXi-host-jesin
B 2 £5xen501bay2 locakdomat Ols @ok @or on 10.240.17.38 LOUSES41SWFN  Disconnected
B 2. hostname 1278563083 12 Dok @on On 10.240.17.42 LOUSESDS8S2T  Disconnected
B ¢ ensosotbaysr 12 Dok o On 10.240.17.43 LOUSES4ISWHE  Disconnected
B 5. ens0s01baysF =)

B 5. ESXi-50106. \ccar‘cmaln

B 12 hostname1277758388
B 13, BLADE1SF

B interconnect Bays

Power and Thermal

A Users/authentication
Insight Display

5. OA Web GUI: Connect to USB Drive

Once the blades are selected, connect them to the ISO on the USB Drive, by selecting the Connect
to usb... item from the DVD menu.

%] HP BladeSystem Onboard Administrator

PG
View Legend .. .
Device Bay Summary
Updated Thu Jul 8 2010, 12:58:24
°v . 0o
SonTERL LU b UID State v Virtual Power v One Time Boot v
oo Connect to usb/d1/872-2141-102-F V900, 2010_0403.93.50 ILO Hameo ILO DVD Stetus
[T 1T @ok sk On 70.240.17.31 LLOUSES4ISWFS  Disconnected
Rack Overview
Rack Firmware D 2 Dok o Off On 10.240.17.32 ILOUSES41SWFT Disconnected
' Primary: 500_05_01 Oz2 Qo @on On 10.240.17.33 ILOUSES41SWHS  Disconnected
B Enclosure Information 0 = Qok 0 Bink ©On 10.240.17.24 ILOUSES41SWH3 Disconnected
B enclosure setings Os Qo @on On 10.240.17.25 LLOUSES4ISWF)  Disconnected
B Active Onboard Administrator
B Standby Onboard Administrator Oe¢ Gok @on On 10.240.17.26 LLOUSES41SWHD  Disconnected
Bl Device Bays O7 Qok @on off 10.24017.37 ILOUSES41SWFY  Disconnected
1. ESXi-host-josin —
B 2. ESXi enS0 Tbay2 ocaidomal Oe @ok @oy On 10.240.17.38 LOUSES4ISWFN  Disconnected
B3 2 hostname1 278552083 12 Dok Pox On 10.240.17.42 ILOUSEB06ESZT  Disconnected
il 4. enS0S01baysF 12 Dok @o On 10.240.17.43 LOUSEQ41SWHE  Disconnected
B 5. ensoso1baysF
B &, ESX-50108 locakdomain
B 7. hosiname1 288427367 | Refresn |

6. OA Web GUI: Verify Drive Connection
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Once each blade has mounted the ISO media the Device List table should indicate an iLO DVD
Status as "Connected" for each blade that was previously selected.

Device List

UID State v Virtual Power v One Time Boot v DVD v

1 N O o o [T O

Dok
Dok
Dok
Dok
@ ok
ok
Dok
Dok
12 @ok
13 Dok

W N

o

@~ @

i o o o

° Blink
@ o
@ o
o Blink
@ o
o Off
@ o
@ o
@ o
@ o

On
On
On
Qn
On
Off
On
On
On

10.240.17.21
10.240.17.32
10.240.17.23
10.240.17.24
10.240.17.35
10.240.17.26
10.240.17.37
10.240.17.38
10.240.17.42
10.240.17.43

ILOUSES41SWFS
ILOUSES41SWFT
ILOUSES41SWHS
ILOUSES41SWH3
ILOUSES41SWFJ

ILOUSES41SWHD
ILOUSES41SWFV
ILOUSES41SWFN
ILOUSEB068S2T

ILOUSE941SWHB

Disconnected
Disconnected
Disconnected
Disconnected
Disconnected
Disconnected
Disconnected

Disconnected

Connected
Connected

7. OA Web GUI: Power Down Blades

Note: The Refresh button may need to be clicked in order to see the current status of all blades.

If needed, reselect the UID checkbox for each blade to be upgraded and then select the Momentary
Press option under the Virtual Power menu.

Device List

UID State

| Virtual Power I:I:

Time Boot v DVD v

8. OA Web GUI: Verify Power Down

n o | BTN .
ﬁ 1 gZij n 10.240.17.31 LOUSES41SWFS  Disconnected
D 2 n 10.240.17.32 ILOUSES41SWFT Disconnected
(] Qox @of On 10.240.17.33 LOUSES41SWHS  Disconnected
Ol « Qok @ Biink On 10.240.17.34 ILOUSES41SWH3 Disconnected
O|s ©@ok @ox On 10.240.17.35 ILOUSES41SWF)  Disconnected
Ol s Qok @ off On 10.240.17.36 ILOUSES41SWHD  Disconnected
al 7 Dok @ o off 10.240.17.37 LOUSES41SWFV  Disconnected
Ol s Qok @ox On 10.240.17.38 LOUSES41SWFN  Disconnected
12 Dok @og On 10.240.17.42 ILOUSEB088S2T  Connected
13 Qok @ox On 10.240.17.43 ILOUSES41SWHE  Connected
—

When prompted, click the OK button to confirm the action.

The power down sequence can take several minutes to complete. When it completes, the Device
List table will indicate the Power State of each selected blade to be "Off."
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UID State v Virtual Power v One Time Boot v

DVD ~

I o o o N e i [T

@ ok
[:l 2 Qo
0Oz @ok
0O+« Qo
Os @ok
Os Qo
O7 Qo
0O e @ok
O 12 @ok
0O 12 Q@ok

. Blink
@ orr
@ os
* ] Blink
@ orr
@ o
D os
@ or
D o
@ orr

off
On
off
oft

10.240.17.21
10.240.17.32
10.240.17.33
10.240.17.24
10.240.17.35
10.240.17.36
10.240.17.37
10.240.17.38
10.240.17.42

10.240.17.42

ILOUSES41SWFS
ILOUSES41SWFT
ILOUSES41SWHS
ILOUSES41SWH3
ILOUSES41SWFJ

ILOUSE941SWHD
ILOUSES41SWFV
ILOUSE941SWFN
ILOUSE8068S2T

ILOUSES41SWHB

Disconnected
Disconnected
Disconnected
Disconnected
Disconnected
Disconnected
Disconnected
Disconnected
Connected

Connected

Note: The Refresh button may need to be clicked in order to see the current status of all blades.

9. OA Web GUI: Initiate Firmware Upgrade

To power the blades back on and begin the automated firmware upgrade process, repeat Steps 7
and 8 this time being sure the Power State indicates "On" for each selected blade.

10. OA Web GUI: Monitor Firmware Upgrade

From this point on each blade will boot into an automated firmware upgrade process that will last
approximately 30 minutes. During this time all feedback is provided through the UID lights. The
UID light on a server blinks when firmware is actively being applied.

The UID lights will not blink until the server fully boots and the firmware upgrades have started
tobe applied. If no upgrades are needed the UID lights will not blink, but the server will still reboot
and the iLO DVD will disconnect after completion.

Device List

UID State v Virtual Power ~

1 o T 2 T T

@ ok
[j 2 Qok
0Oz Qok
0O+« Qok
0Os Qok
Oe @Qok
O7 ©Qok
0Os& @Qok
0O 12 (@ok
O 12 | @ok

° Blink
@ o
@ o
o Blink
@ ot
@ ot
@ ot
@ ot
@ ot
@ ot

On
On
On
On
On
On
off
On
On
On

One Time Boot v DVD ~

10.240.17.31
10.240.17.32
10.240.17.33
10.240.17.34
10.240.17.35
10.240.17.36
10.240.17.37
10.240.17.38
10.240.17.42
10.240.17.43

ILOUSES41SWFS
ILOUSES41SWFT
ILOUSES41SWHS
ILOUSES41SWH3
ILOUSES41SWFJ
ILOUSES41SWHD
ILOUSES41SWFV
ILOUSES41SWFN
ILOUSE806852T
ILOUSES41SWHB

Disconnected
Disconnected
Disconnected
Disconnected
Disconnected
Disconnected
Disconnected

Disconnected

Disconnected
Disconnected,

be rebooted.
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Note: Make sure all blades have disconnected before continuing. If any blades are still connected
after their UIDs have stopped blinking and Status=OK, disconnect them manually by selecting
Disconnect Blade from DVD/ISO from the DVD menu. If the UID led is solid, a failure has occurred
during the firmware upgrade. Use the iLO's integrated remote console or a kvm connection to view
the error.

If necessary, repeat Steps 4 through 10 for the remaining blades in the enclosure to be upgraded.
Proceed to the next step.

11. Remove USB Flash Drive
The USB flash drive may now safely be removed from the Active OA module.

12. Update Firmware Errata

Check the Release Notes of the HP Solutions Firmware Upgrade Pack [2] to see if there are any firmware
errata items that apply to the server being upgraded.

If there are firmware errata items that apply to the server being upgraded, there will be a directory
matching the errata's ID in the /errata directory of the HP MISC firmware ISO image. The errata
directories contain the errata firmware and a README file detailing the installation steps.

Confirm/Upgrade Blade Server BIOS Settings

This procedure will provide the steps to confirm and update the BIOS boot order on the blade servers.
All servers should have SNMP disabled. Refer to Changing SNMP Configuration Settings for iLO.

For instructions on BIOS configuration for a Gen9 blade or RMS, refer to Appendix Configuring HP
Gen9 RMS and Blade Servers.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).

1. Active OAGUI: Login

Navigate to the IP address of the active OA, using Determining Which Onboard Administrator Is
Active. Login as an administrative user.

o B St st s # bn #
et e ® o br g - ————

2. Active OAGUI: Navigate to device Bay Settings
Navigate to Enclosure Information > Device Bays > <Blade 1>
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Click on the Boot Options tab.

%) HP BladeSystem Onboard Administrator m-m
E=e= 7

View Legend A f a
Device Bay Information - ProLiant BL460c G6 (Bay 1)
Updated Tue Jun § 2010, 20.21:33
oveoo  EEDRIZTTE oot Opions
SystemStatis 0 0 0 0 0
Qne Time Boot: You may specify one time boot seftings for the Server: After the server has booted using these settings, it will return 1o usir
Systems and Devices the default settings shown below
[++ -]
Reck Overview One Time Boot from: | Select v
Rack Firmware
Primary: 9080702 =
B Enclosure Information
the servers will
IPL Device: | cp.RoM
(Boot order) | Diskette Drive (A1)
USB DriveKey (C:)
Hard Drive C: (")
PXE NIC 1 (™)
5. blage0s
6. blade0s
7. bladed?
[ 8. hostname1275662426 ao
K2 9. hostname1275662422
10. hostname 1275662420 m
Interconnect Bays
Power and Thermal * See Boot Controker Order on Servars ROM-Based Setup Utity

= Ser Fmbedded Nics under Svsiem Onfians secfion on Servers ROM-Rased Setun [ty

[ P

3. Active OAGUL: Verify /update Boot device Order

Verify that the Boot order is as follows. If it is not, use the up and down arrows to adjust the order
to match the picture below, then click Apply

IPL Device: | cD-ROM

(Boot order) | piskette Drive (A:)
USB DriveKey (C:)
Hard Drive C: (*)
PXE NIC 1 (™)

4. OA: Access the Blade iLO

Navigate to Enclosure Information > Device Bays > <Blade 1> > iLO

Click Integrated Remote Console
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Primary: 103_03_03

B Enciezure Informatien
Enclosure Settings

Active Onboard Administrater
Standby Onboard Administrator

Bl pevice Bays
B 1 stmtsii

Port Mappin

B 2. bladenz

3. bladel?

4. bladeld

5. DSR0Zbladels

5. hostname1303224145
7. hostname1303224159
3. DSRD3blade?

10. DSRO3blade10

11. DSRO4blade11

Firmware Version

iLO Remote Management

Web Administration
Access the iLO web user interface.

Integrated Remote Console
ceess the system KWW and cor
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iLO2
1.81 Jan 15 2010

Clicking the links in this section will open the req
does not require an iLO username or password to

if your browser =settings prevent new popup windom

rol Virtual Powe

Integrated Remote Console Fullscreen
Re-zize the Integrated Remote Console to the zame

This will launch the iLO interface for that blade. If this is the first time the iLO is being accessed,
you will be prompted to install an addon to your web browser, follow the on screen instructions

to do so.

5. OA: Restart the blade and access the BIOS

You might be prompted with a certificate security warning, just press continue.

Once a prompt is displayed, log into the blade using the "admusr" username.

Once logged in, Reboot the server (using the "reboot" command) and after the server is powered
on, as soon as you see <F9=Setup> in the lower left corner of the screen, press F9 to access the BIOS

setup screen.

6. OA: Updated BIOS settings

1. Scroll to Date and Time and press Enter

2. Set current date, set current UTC time and press Enter

E53488 Revision 03, June 2016

142



Software Installation Procedures

ROM-Based Setup Utility, Versi

Copyright 1982, 2818 Hewlett-Packard Development Company, L.P.

odify Date and Time
{ENTER> to Save Changes, {ESC} to Main Henu

3. Goback to the main menu by pressing <ESC> and scroll down to Power Management Options
and press Enter

4. Select HP Power Profile and press Enter
5. Scroll down to Maximum Performance and press Enter

E53488 Revision 03, June 2016 143



Software Installation Procedures

HP Power Profile

6. Press <ESC> twice to return to exit the BIOS setup screen and F10 to confirm, exiting the utility
7. The blade will reboot afterwards

7. Active OAGUI: Repeat for the remaining blades
Repeat Steps 2 through 6 for the remaining blades. Once done, exit out of the OA GUL

Installing TVOE on Rack Mount Server(s)

Note: This procedure is specific to RMS servers that will be managed by PM&C, and do not yet have
a TVOE environment configured. It requires that the RMS server is on the PM&C control network
(i-e., it is able to receive a DHCP IP address from PM&C on the 192.168.1.0 network).

This is an "IPM" activity for a server that will be a Virtual Host.

Add Rack Mount Server to the PM&C System Inventory

This procedure provides instructions for adding a rack mount server to the PM&C system inventory.
Prerequisite:
® The Configure PM&C Application procedure has been completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).
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Note: You cannot edit the RMSiLO IP address. To change this address, delete, and then add, the RMS
with the correct address.

1. PM&C GUI: Login

Open web browser and enter:

htt ps:// <pmac_nanagenent _network_i p>

2. PM&C GUI: Configure Cabinet (optional)

If this is a RMS installation only or a cabinet has not been previously configured, perform steps
Step 2 through Step 5 of procedure Add Cabinet and Enclosure to the PM&C System Inventory to add
one or more cabinets.

3. PM&C GUI: Configure RMS
Navigate to Main Menu > Hardware > System Configuration > Configure RMS

nagement

Aonitoring

4. PM&C GUI: Add RMS
On the Configure RMS panel, click the Add RMS button.

Configure RMS G relp
- Fri May 18 13119152 2042 UTC
e
S IP FMS Hafé
There ane no provisioned RME
|_Add AMS Find AMS | | Found RMS

5. PM&C GUI: Enter information

Enter the IP Address of the rack mount server management port (iLO). All the other fields are
optional.

Then click on the Add RMS button.
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Add RMS

1P *
Mame:
Cabinet ID: |- v
User

Password:

Add RMS

Note: If the initial credentials provided by Oracle have been changed, enter valid credentials (not
to be confused with OS or Application credentials) for the rack mount server management port.

6. PM&C GUIL: Check errors
If no error is reported to the user you will see the following:

Configure RMS

[_info__~]

Info

RMS Namne
* RMS 10.250.36.55 dded to the systam.
o was added to the system hpB0207u07

[ 1= | [ Find RMS | [ Found RS

Or you will see an error message:

Add RMS

Error -

Error

& = Both the user and the passwoard must be specified ar neither.

THETTT

Cahinet 1D |- M
User
Passwaord:

Add EMZ

7. PM&C GUI: Verify RMS discovered

Navigate to Main Menu > Hardware > System Inventory > Cabinet xxx > RMS yyy Where "xxx"
is the cabinet id selected when adding RMS (or "unspecified") and "yyy" is the name of the RMS.
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-1 .__C!“-‘Iain Menu
B & Hardware
B & System Inventory
B & Cabinet Unspecified
.
i FRU Info
i @ im System Configuration
B & Software
|§ Software Inventory
| [ Manage Software Images

: B VM Management
i Storage
M Administration
i [lj Task Monitoring
' B Logout

The RMS inventory page is displayed.

RMS rms192.168.176.30 with IP 192.168.176.30

Hardwara Software Nabwork
Hardware Information 4]

Entity Type R&CK Mounl Server
Discovery State Undiscovered
UD

Manuiaciurer

Product Hame

Pari Number

Serial Rumber

Firmware Type

Firmsvare Viersion

Siatus

LED State:  Retrieving.. &3

Software Installation Procedures

Periodically refresh the hardware information using the double arrow to the right of the title
"Hardware Information” until the "Discovery state" changes from "Undiscovered" to "Discovered".
If "Status" displays an error, contact My Oracle Support for assistance.
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RMS rms192.168.176.30 with IP 192.168.176.30

Hardware Software MNetwork VM Info

Hardware Information (3]
Entity Type Rack Mount Server
Discovery State Discovered
uuiD 32393735-3733-5355-4531-
30324E414042
Manufacturer HP
Product Name ProLiant DL3I60 GT
Part Number 579237
Senal Humber USE102NAMB
Firmware Type iLO3
Firmware Version 1.150ct 22 2010
Status
LED State:  OFF

Tum On LED |

Add ISO Image to the PM&C Repository

Software Installation Procedures

If the Rack Mount Server (RMS) is to be configured as a TVOE hosting application guests execute this
procedure using the applicable TVOE ISO as the image to add, otherwise continue to next procedure.

Adding ISO Images to the PM&C Image Repository

Note: If the ISO image has already been added to the PM&C Software Inventory in a previous
procedure, skip this procedure.

This procedure provides the steps for adding ISO images to the PM&C repository.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).

1. Make the image available to PM&C

There are two ways to make an image available to PM&C:

e Attach the USB device containing the ISO image to a USB port of the Management Server.

* Use sftp to transfer the iso image to the PM&C server in the

/var/TKLC/smac/image/isoimages/home/smacftpusr/ directory as pmacftpusr user:

¢ cd into the directory where your ISO image is located (not on the PM&C server)
¢ Using sftp, connect to the PM&C management server as the pmacftpusr user. If using IPv6,

shell escapes around the IPv6 address may be required.

> sftp prmacft pusr @pnac_nanagenent _net work_i p>

> put <image>.i so

* After the image transfer is 100% complete, close the connection

> quit
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Refer to the documentation provided by application for pmacftpusr password.

2. PM&C GUI: Log in

Open web browser and enter:

https:// <pnmac_managenent _network_i p>

Log in as pmacadmin user.

3. PM&C GUI: Attach the software image to the PM&C guest

If in Step 1 the ISO image was transferred directly to the PM&C guest via sftp, skip the rest of this

step and continue with step 4. If the image is on a USB device, continue with this step.

In the PM&C GUI, navigate to Main Menu > VM Management. In the "VM Entities" list, select

the PM&C guest. On the resulting "View VM Guest" page, select the "Media" tab.

Under the Media tab, find the ISO image in the "Available Media" list, and click its "Attach" button.

After a pause, the image will appear in the "Attached Media" list.

View VM Guest

Name: vm-pmacdevé Current Power State: Running
Host: fe80:461e:a1ff:fe06:484 | Change to... | On -

VM Info Software MNetwork Media

Imedialsdb1/000-0000-000-6.0.0_80.16.0-CentOS-
6.2486_6diso e,

[ Edit | | Delete || nstalos | | Clone Guest |

Upgrade I [ AcceptUpgrade ] [ Reject Upgrade ]

4. PM&C GUI: Navigate to Manage Software Images
Navigate to Main Menu > Software > Manage Software Images
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L. Main Menu

F1 Mm Hardware

ﬁ & Software

L B Software Inventory

 PManage Software Images

F1 @m Storage

II B Administration

: - REER G
Bl Logout

5. PM&C GUI: Add image
Press the Add Image button.

Manage Software Images & Help
Thu Mov 17 18:26:24 2011 UTC
Tasks -
Image Name Type Architecture Description
PMAC—4.0.0_40.11.0-872-2291-101-i386 Upgrade 386
PMAC—4.0.0_40.15.0-872-2291-101-i386 Upgrade 386
TPD-5.0.0_72.28.0-x86_64 Bootable x86_64
TPD-5.0.0_72.24.0-i386 Bootable i386
PMAC—4.0.0_40.14.1-872-2291-101-i386 Upgrade 386

6. PM&C GUI: Add the ISO image to the PM&C image repository.
Select an image to add:

e Ifin Step 1 the image was transferred to PM&C via sftp it will appear in the list as a local file
"/var/TKLC/...".

e If the image was supplied on a USB drive, it will appear as a virtual device ("device://...").
These devices are assigned in numerical order as USB images become available on the
Management Server. The first virtual device is reserved for internal use by TVOE and PM&C;
therefore, the iso image of interest is normally present on the second device, "device:/ /dev/srl".
If one or more USB-based images were already present on the Management Server before you
started this procedure, choose a correspondingly higher device number.

Enter an appropriate image description and press the Add New Image button.
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Add Software Image

Images may be added from any of these sources:
» Tekelec-provided media in the PM&C host's CD/DVD drive (See Note)
* USB media attached to the PM&C’s host (See Nole)
« External mounts. Prefix the directory with "extfile i,
» These local search paths:

NanTKLClupgrade/™. iso
NarTKLC/smacimagefisoimageshomelsmachtpusr™.iso

this, go to the Media tab of the PM&C guest's View VM Guest page.

Wed Aug 08 13:51:34 2012 UTC

Mote: CD and USB images mounted on PM&C’s VM host must first be made accessible to the PM&C VM guest. To do

@_Help

Path: [ManTKLC/smacimagelisoimagesiomelsmacflpusn872-2290-104-2 |

'I

NarTKLC/smacimagefisoimageshome/smacfipusna?2-2290-104-2.
NarfTKLC/amacimageisoimagesmome/smacipustias2-3454-101-5.
intion- | Man macimagefisoimages/home/smacfipusrg72- - 1
Description: dewvice:fidevisrd = =
device:fidew'sri
device:ffdevisr2
dewvice:fidewisr3

Add New Image

0.0_80.1
0.0750.6.0-PMAC-x86_Bd.iso
0.0_501

4 0-TVOE-xB6_64.is0 |
0.0-ALEXA-x86_64.is0

7. PM&C GUI Monitor the Add Image status

The Manage Sof t war e | mages page is then redisplayed with a new background task entry in

the table at the bottom of the page:

Manage Software Images

@_Help

Thu Nowv 17 18:28:11 2011 UTC

» Software image dranTRLC/upgrades8y 2-2290-101-1.0.0_72 24 0-TVOE-#86_64.is0 wi
o & The ID number for this tagk is: 5.

Il be added inthe hackground.

TFO=0U.U_TZ 28 U—X50_1& BUDTANTE XEU_OF
TPD--5.0.0_72.24 0--i386 Bootable 386
PMAC—4.0.0_40.14 1-872-2291-101—-i386 Upgrade 386

Add Image Edit Image Delete Image

8. PM&C GUI Wait until the Add Image task finishes

When the task is complete, its text changes to green and its Progress column indicates "100%".

Check that the correct image name appears in the Status column
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Manage Software Images &) Help

Thu Nov 17 18:31:19 2011 UTC
Infa  =|;

D Task Target Status Start Time Progress
’ Done: 872-2290-101-1.0.0_72.24.0-  2011-11-17 000
BN Add Image TVOE.x86_64 e 100%

9. PM&C GUI: Detach the image from the PM&C guest

If the image was supplied on USB, return to the PM&C guest's "Media" tab used in Step 3, locate
the image in the "Attached Media" list, and click its "Detach” button. After a pause, the image will
be removed from the "Attached Media" list. This will release the virtual device for future use.

Remove the USB device from the Management Server.

Note: If there are additional ISO images to be provisioned on the PM&C, repeat the procedure
with the appropriate ISO image data.

10. PM&C: Perform PM&C application backup.

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm backup
PM&C backup been successfully initiated as task ID 7
$

Note: The backup runs as a background task. To check the status of the background task use the
PM&C GUI Task Monitor page, or issue the command "pmaccli getBgTasks". The result should
eventually be "PM&C Backup successful” and the background task should indicate "COMPLETE".

Note: The "pmacadm backup" command uses a naming convention which includes a date/time
stamp in the file name (Example file name: backupPmac_20111025_100251.pef ). In the example
provided, the backup file name indicates that it was created on 10/25/2011 at 10:02:51 am server
time.

11. PM&C: Verify the Backup was successful

Note: If the background task shows that the backup failed, then the backup did not complete
successfully. STOP and contact My Oracle Support by referring to the My Oracle Support (MOS)
section of this document.

The output of pmaccli getBgTasks should look similar to the example below:

$ sudo /usr/TKLC/ smac/ bi n/ pmaccl i get BgTasks

2: Backup PM&C COWVPLETE - PM&C backup successf ul

Step 2: of 2 Started: 2012-07-05 16:53:10 runni ng: 4 sinceUpdate: 2 taskRecordNum
2 Server ldentity:

Physi cal Bl ade Locati on:

Bl ade Encl osure:

Bl ade Encl osure Bay:

Guest VM Locati on:

Host | P:

Guest Nane:
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TPD | P:

Rack Mount Server:
| P:

Nane:

12. PM&C: Save the PM&C backup

The PM&C backup must be moved to a remote server. Transfer (sftp, scp, rsync, or preferred
utility), the PM&C backup to an appropriate remote server. The PM&C backup files are saved in
the following directory: "/var/TKLC/smac/backup".

Initial Product Manufacture of Application Server

IPM Servers Using PM&C Application

This procedure provides the steps for installing TPD or TVOE using an image from the PM&C image
repository.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).

1. PM&C GUI: Log in

If needed, open web browser and enter:

htt ps: // <pmac_nanagenent _net work_i p>

Log in as the pmacadmin user.

2. PM&C GUI: Navigate to the Software Inventory

Navigate to Main Menu > Software > Software Inventory.

H L Main Menu
B @8 Hardware
B & Software
.

B Manage Software Images

- B VM Management

I! i Storage

B @ Administration

: B Task Monitoring
El Logout

3. PM&C GUI: Select Servers

Select the servers you want to IPM. If you want to install the same OS on more than one server,
you may select multiple servers by individually clicking multiple rows. Selected rows will be
highlighted in green.
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Software Inventory @ relp

Thu Jun 07 18:33:44 2012 UTC
| Filter 'I

1P Address  Hostname PiatMame  PlatVersion  AppMName AppVersion  Desig Function

Enc:g402 Bay 10F 169.253.100.20  hostname 1338565037 TPDW.H}IMM“.IJ ALEXA 5005030

| mg || m I | Accept Upgrade [ Reject Upgrade | | @ I

Press the Install OS button.

4. PM&C GUI: Select Image

The left side of the screen displays the servers to be affected by the OS installation. From the list

of available bootable images on the right side of the screen, select the OS image to install on the
selected servers.

Software Install - Select Image

& Help
Thu jum OF 18152122 2012 UTC

Select an 150 to Install on the listed Entities

Image Name Type  Architecture  Descripion
TPD-56.0.0_80.13.0-x86_G4 im aBE_G4

Supply Install Arguments (Optional)

5. PM&C GUL: Supply Install Arguments (Optional)

E53488 Revision 03, June 2016 154



Software Installation Procedures

Install arguments can be supplied by entering them into the text box displayed under the list of
bootable images. These arguments will be appended to the kernel line during the IPM process. If
no install arguments need to be supplied for the OS being installed, leave the install arguments
text box empty.

Note: The valid arguments for a TPD IPM are listed in TPD Initial Product Manufacture Software
Installation Procedure, E53017.

6. PM&C GUI: Start Install
Press the Start Install button.

7. PM&C GUI: Confirm OS Install
Press the OK button to proceed with the install.

Windows Internet Explorer

9y You have selected to install a bookable ©F iso on the selected targets,

\_"/
The Following targets already have an Application:
Enc:&402 Bay:10F ==> ALExA

Are wou sure wou want bo inskall TPD--6.0,0_80, 13.0--x86_64 on the lisked entities?

[ ok 1 [ Cancel

8. PM&C GUI: Monitor Install OS

Navigate to Main Menu > Task Monitoring to monitor the progress of the Install OS background
task. A separate task will appear for each server affected.

Background Task Monitoring & Help
Thu Jun 07 19:29:19 2012 UTC
D Task Target Status Running Time  Start Time Progress
16  mstal 05 Enc:8402 Bay:10F installing packages from 150 0:04:47 fgm‘" 57%
Done: TPD.install 6.0.0_80.14.0. 2012.06.07
CIj SR S Cent0SE.2-x86_64 s 14:51:19 Hn2
Done: TPD.nstall 6.0.0_80.13.0- , 2012.06.06
L.l N Skl g Cent0S6.2-x86_64 e 15:04:44 HiL
. Enciosure added - starting : 2012-06-06
13  AddEnclosure Enc:50501 e 0:05:28 14:48:45 Lot
8 Enclosure added - starting Al 2012-06-06
_] 2 Add Enclosure Enc:g402 fioring 0:04:32 14:4337 100%
11 Iniialize PUAC PMAC initialized 0:00:34 i 100%
[ Delete Completed || Delete Failed || Delete Selected |

When the task is complete and successful, its text will change to green and its Progress column
will indicate "100%".

Note: Repeat this procedure for additional RMS servers with appropriate data.

TVOE Configuration on RMS Server

The application is responsible for the configuration of the TVOE. This section describes steps necessary
to configure TVOE on the RMS server.
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Add SNMP trap destination on TPD-based Application

This procedure will add an SNMP trap destination to a server based on TPD. All alarm information
will then be sent to the NMS located at the destination.

Note: Refer to SNMP Configuration.

1. Server: Log in as platcfg user

Log in as platcfg user on the server. The platcfg main menu will be shown.

2. Server: Navigate to NMS server configuration page

Select the following menu options sequentially: Network Configuration > SNMP Configuration >
NMS Configuration. The 'NMS Servers' page will be shown, which displays all configured NMS
servers for the server.

rI! london : roet 2 &) 1%
File Edit View Bookmarks Settings Help
3 .04 (C)

B IR I —| Cptions —

] >

< >

3. Server: Add the SNMP trap destination. Refer to section SNMP Configuration for SNMP Trap
destination recommendations.

Select Edit and then choose Add a New NMS Server. The 'Add an NMS Server' page will be
displayed.
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r|E_.| london : root o ) 2%
File Edit View Bookmarks Settings Help
: iguration Utili 04 (C)

] >

Add an NMS Server

Hostname or IF: 1N
B

Port:

sumP community String: [N

< >l

Use arrow keys to move between options | <Enter> selects

%

Complete the form by entering in all information about the SNMP trap destination. Select OK to
finalize the configuration.

The 'NMS Server Action Menu' will now be displayed. Select Exit. The following dialog will then
be presented.
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File Edit View Bookmarks Settings Help
; 003 - 2011 Tekelec, Inc.

1>

Modified an NMS entry in snmp.cfg file:

Do you want to restart the Alarm Routing Service?

< 2|

Use arrow keys to move between options | <Enter> selects

Select Yes and then wait a few seconds while the Alarm Routing Service is restarted. At that time
the SNMP Configuration Menu will be presented.

4. Server: Exit platcfg
Select Exit on each menu until platcfg has been exited.

Install TVOE on Blade Servers

Install the TVOE Hypervisor platform on blade servers.

Adding ISO Images to the PM&C Image Repository

This procedure provides the steps for adding ISO images to the PM&C repository.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).

1. Make the image available to PM&C
There are two ways to make an image available to PM&C:

* Attach the USB device containing the ISO image to a USB port of the Management Server.
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* Use sftp to transfer the iso image to the PM&C server in the
/var/TKLC/smac/image/isoimages/home/smacftpusr/ directory as pmacftpusr user:

¢ cd into the directory where your ISO image is located (not on the PM&C server)
e Using sftp, connect to the PM&C management server

> sftp prmacft pusr @pnac_nanagenent _net work_i p>
> put <i mage>.iso

¢ After the image transfer is 100% complete, close the connection

> quit

Refer to the documentation provided by application for pmacftpusr password.

2. PM&C GUI: Log in

Open web browser and enter:

htt ps:// <pmac_nanagenent _net work_i p>

Log in as pmacadmin user.

3. PM&C GUI: Attach the software image to the PM&C guest

If in Step 1 the ISO image was transferred directly to the PM&C guest via sftp, skip the rest of this
step and continue with step 4. If the image is on a USB device, continue with this step.

In the PM&C GUI, navigate to Main Menu > VM Management. In the "VM Entities" list, select
the PM&C guest. On the resulting "View VM Guest" page, select the "Media" tab.

Under the Media tab, find the ISO image in the "Available Media" list, and click its "Attach" button.
After a pause, the image will appear in the "Attached Media" list.

E53488 Revision 03, June 2016 159



Software Installation Procedures

View VM Guest

Host: fe80:461e:a1ff:-fe06:484 Change to... On
VM Info Software Netwaork Media

Attached Media
Attached Image Path

MName: vm-pmacdevt Current Power State: Running

-

NarTKELCAvoe/mapping-isosivm-pmacdevi.iso

Detach /media/sdb1/000-0000-000-6.0.0_80.16.0-Cent0S-6.2-x86_64.is0

Available Media
Attach Label Image Path

Attach  tklc_000-0000-000_Rev_A_80.16 6.2-x86_64.i50

Attach  tkic_000-0000-000_Rev_A_80.17 Cent0S6.2-x86_64.i50

Imedia/sdb1/000-0000-000-6.0.0_80.16.0-Cent0S-

NarTKLC/upgrade/TPD.install-6.0.0_80.17.0-

Edit Delete Install 0S Clone Guest

4. PM&C GUI: Navigate to Manage Software Images

Navigate to Main Menu > Software > Manage Software Images

B £ Main Menu
E3 B Hardware

B & Software

B Software Inventory
 WManage Software Images

H i Storage

H B Administration

E B Task Monitoring
B Logout

5. PM&C GUI:Add image
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Press the Add Image button .

Manage Software Images &P Help
Thu Nov 17 18:26:24 2011 UTC
Tasks ~
Image Name Type Architecture Description
PMAC—4.0.0_40.11.0—-872-2291-101-386 Upgrade 386
PMAC—4.0.0_40.15.0-872-2291-101-386 Upgrade 1386
TPD-5.0.0_72.28.0—x86_64 Bootable ¥86_64
TPD-5.0.0_72.24.0-i386 Bootable i386
PMAC—4.0.0_40.14.1-872-2291-101-386 Upgrade i386
Edit Image Delete Image

6. PM&C GUI: Add the ISO image to the PM&C image repository.
Select an image to add:

e Ifin Step 1 the image was transferred to PM&C via sftp it will appear in the list as a local file
"/var/TKLC/...".

* If the image was supplied on a USB drive, it will appear as a virtual device ("device://...").
These devices are assigned in numerical order as USB images become available on the
Management Server. The first virtual device is reserved for internal use by TVOE and PM&C;
therefore, the iso image of interest is normally present on the second device, "device://dev/srl".
If one or more USB-based images were already present on the Management Server before you
started this procedure, choose a correspondingly higher device number.

Enter an appropriate image description and press the Add New Image button.

Add Software Image & Help

Wed Aug 08 13:51:34 2012 UTC

Images may be added from any of these sources:
» Tekelec-provided media in the PM&C host's CD/DVD drive (See Note)
» USB media attached to the PM&C’s host (See Note)
= External mounts. Prefix the directory with “extfile.”,
= These local search paths:

NanTKLClupgrade/™. iso
NarTKLC/smacimagefisoimageshomelsmachtpusr™.iso

Mote: CD and USE images mounted on PM&C’s VI host must first be made accessible to the PMAC VM guest. To do
this, go to the Media tab of the PM&C guest's View VM Guest page,

Path: [ManTKLC/smacimagefisoimagesiomelsmachipusnig72-2290-104-2 | »

NarlTKLC/smacimagelisoimages/home/smacftpusna72-2290-104
e o masosors 4o+ To-
intion- | Man macimagefisoimages/home/smacfipusrg72- -101-
Description dewvice:fidevisrd = =
device:fidew'sri
device:lfdevisr2
dewvice:fidewisr3

2.0.0_80.14.0-TVOE-x86_64.is0
5.0.0_50.6.0-PMAC-x86_B4.is0
5.0.0_50.10.0-ALEXA-x86_64.is0

Add New Image

7. PM&C GUI Monitor the Add Image status
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The Manage Software | mages page is then redisplayed with a new background task entry in
the table at the bottom of the page:

Manage Software Images & Help

Thu Nov 17 18:28:11 2011 UTC
v | Tasks =

Info

« Software image vanTHLC upgrades8y 2-2290-101-1.0.0_72.24 0-TVOE-x86_64 iso will he added in the backaround.
o « The ID number for this task is: 5.

TFO=0UU_TZ26.U=R5U_0& BUUTENTE KU
TPD-5.0.0_72.24.0-i3586 Bootable i386
PMAC—4.0.0_40.14.1-872-2291-101-i386  Upgrade i386

Add Image

8. PM&C GUI Wait until the Add Image task finishes

When the task is complete, its text changes to green and its Progress column indicates "100%".
Check that the correct image name appears in the Status column:

Manage Software Images &> Help

Thu Now 17 18:31:19 2011 UTC
Info

Tasks
D Task Target Status Start Time Progress
) Done: 872-2290-101-1.0.0_72.24.0- 20111117 o
B Add Image TVOE.x86_64 ey 100%

9. PM&C GUI: Detach the image from the PM&C guest

If the image was supplied on USB, return to the PM&C guest's "Media" tab used in Step 3, locate
the image in the "Attached Media" list, and click its "Detach" button. After a pause, the image will
be removed from the "Attached Media" list. This will release the virtual device for future use.

Remove the USB device from the Management Server.

IPM Servers Using PM&C Application

This procedure provides the steps for installing TPD or TVOE using an image from the PM&C image
repository.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).

1. PM&C GUI: Log in

If needed, open web browser and enter:

htt ps:// <pmac_nanagenment _net wor k_i p>
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Log in as the pmacadmin user.

2. PM&C GUI: Navigate to the Software Inventory

Navigate to Main Menu > Software > Software Inventory.

B L& Main Menu

Hardware

Software

Administration

§ Task Monitoring

Logout

3. PM&C GUI: Select Servers

Software Installation Procedures

Select the servers you want to IPM. If you want to install the same OS on more than one server,
you may select multiple servers by individually clicking multiple rows. Selected rows will be
highlighted in green.

Software Inventory

Ident

Encg202 Bay 1F
Enc§402 Bay2f
Enc402 Bay 3F
Encg402 Bay4F

Encg402 BaydF
Guest NB7Sgarver

Enc§402 BaySF

Enc:3402 Bay5F
Guest NbT1gener

Enc:§402 BayGF
Enc§402 BayJF
Enc:§402 BaygF
Encg402 BayF
Enc8402 Bay10F
Encg402 Bay11F
<

IP Address

160.253.100.10
168.253.100.18
169.253.100.16

168.253.100.11

169.253.100.13
168.253.100.19

168.253.100.20
168.253.100.21

Hostname

HbTSTVOEDay
HbTSserver
hostname 1335210516

HbT1sener

hostname1336743183
hostname 1336837516

hostname 1338565037
hostname1337292412

Install OS5

{

Upgrada

Press the Install OS button.

4. PM&C GUI: Select Image

Piat Hame

TPD (xBE_64)
TPD (u6_64)
TPD (xB6_64)

TPD (xB6_64)

TPD (xB6_64)
TPD (x86_64)

TPD (x86_64)
TPD (xB6_64)

Plat Viersion

6.0.0-80.8.0
6.0.0-80.9.0
6.0.0-80.9.0
6.0.0-80.9.0

6.0.0-80.11.0
6.0.0-80.11.0

16.0.0-80.11.0

5.0.0-72.44.0

@“'__‘

Thu Jun 0T 18:33:44 2002 UTC

App Hame App Version Desig Funchon

TVOE

TWOE

TVOE

ALEXA

ks

20.0_80.9.0

200_8090

2.0.0_80.11.0
Fending Accie)

5.0.0_50.3.0
1.0.0_7244.0 L

Refrezh ]

The left side of the screen displays the servers to be affected by the OS installation. From the list
of available bootable images on the right side of the screen, select the OS image to install on the
selected servers.
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Software Install - Select Image

'Targets Select an 150 to Install on the listed Entities
oy Sl image Hame Type Architecture Descripion
Encpdda Bio-1E TPD--6.0.0_E0,13.0-x86_f4 {Bostable ¥B6_64

TPD--5.0.0_80,14.0-x36_54 Bostable aB6_f4

Supply Install Arguments (Optional)

[ Stan instal

5. PM&C GUI: Supply Install Arguments (Optional)

hu Jum QF 18032022 2012 UTC

Install arguments can be supplied by entering them into the text box displayed under the list of
bootable images. These arguments will be appended to the kernel line during the IPM process. If
no install arguments need to be supplied for the OS being installed, leave the install arguments

text box empty.

Note: The valid arguments for a TPD IPM are listed in TPD Initial Product Manufacture Software

Installation Procedure, E53017.
6. PM&C GUI: Start Install
Press the Start Install button.

7. PM&C GUI: Confirm OS Install
Press the OK button to proceed with the install.

Windows Internet Explorer

&

¥ou have selected ko install 3 bootable O3 iso on the selected targets,

The Following targets already have an Application:
Enc:8402 Bay:10F == ALEXA

Are you sure wou want ko inskall TPD--6.0.0_80.13.0--x86_64 on the listed entitizs?

[ ok ] [ Cancel

8. PM&C GUI: Monitor Install OS
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Navigate to Main Menu > Task Monitoring to monitor the progress of the Install OS background
task. A separate task will appear for each server affected.

Background Task Monitoring & Help
Thu Jun OF 19:29:19 2012 UTC
D Task Target Status Running Time  Start Time Progress
(16 Instanos Enc:8402 Bay:10F Installing packages from 1S0 0:04:47 sl 5%
Done: TPD.install-5.0.0_80.14.0. 2012-06.07
)5 addimage CentDS6.2-x86_64 SE 14:51:19 GO
Done: TPD.nstall6.0.0_80.13.0- 20120606
Q4 Addimage CentOS6.2-x86_64 e 15:04:44 i
Enclosure added - starting 2012.06-06
93 AddEnciosure Enc:50501 0:05:28 e 100%
Enclosure added - starting ) 2012.06.06
]2  AddEnclosure Enc:E402 Sl 0:04:32 i 100%
11 iniialize PMEC PMAC initialized 0:00:34 st 100%
[ Delete Completed || Delete Failed || Delete Selected |

When the task is complete and successful, its text will change to green and its Progress column
will indicate "100%".

Note: Repeat this procedure for additional RMS servers with appropriate data.
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Netbackup Client Install/Upgrade with nbAutolnstall

Executing this procedure will enable TPD to automatically detect when a Netbackup Client is installed
and then complete TPD related tasks that are needed for effective Netbackup Client operation. With
this procedure, the Netbackup Client install (pushing the client and performing the install) is the
responsibility of the customer and is not covered in this procedure.

Note: If the customer does not have a way to push and install Netbackup Client, then use NetBackup
Client Install/Upgrade with platcfg.

Note: It is required that this procedure is executed before the customer does the Netbackup Client
install.

1. If workaround is required:
As directed by My Oracle Support (MOS), complete required workarounds to prepare the server.
2. Enable nbAutolnstall:

Execute the following command:

$ sudo /usr/TKLC/ pl at/bi n/ nbAut ol nstall —-enable
The server will now periodically check to see if a new version of Netbackup Client has been installed
and will perform necessary TPD configuration accordingly.

At any time, the customer may now push and install a new version of Netbackup Client.

3. Return to calling procedure if applicable.

NetBackup Client Install/Upgrade with platcfg

Executing this procedure will push and install NetBackup Client using platcfg menus.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).

1. Application server iLO: Login and launch the integrated remote console
Log in to iLO in IE using password provided by application

http://<managenent _server i LO i p>

Click in the Remote Console tab and launch the Integrated Remote Console on the server.

Click Yes if the Security Al ert pops up.

2. TVOE Application Server iLO: If the application is a guest on a TVOE host: Log in with application
admusr credentials. If the application is not a guest on a TVOE host continue to step 3.

Note: On a TVOE host, If you launch the virsh console, i.e., "#vi rsh consol e X'or from the
virsh utility "virsh # consol e X' command and you get garbage characters or output is not quite
right, then more than likely there is a stuck "virsh console" command already being run on the
TVOE host. Exit out of the "virsh console", thenrun "ps -ef | grep virsh", thenkill the existing

E53488 Revision 03, June 2016 167



NetBackup Procedures (Optional)

process "ki | | -9 <Pl D>". Then execute the "virsh console X" command. Your console session
should now run as expected.

Login to application console using virsh, and wait until you see the login prompt:

$ virsh

$ virsh list --all

Id Nane State

13 nmyTPD runni ng

20 appli cati onGuest Nane runni ng

$ virsh consol e applicati onGuest Nane

[ Qut put Renoved]

Starting ntdMgr: [ OK ]

Starting atd: [ OK ]

"TPD Up' notification(s) already sent: [ OK ]

upstart: Starting tpdProvd. ..

upstart: tpdProvd started.

Cent CS rel ease 6.2 (Final)

Kernel 2.6.32-220.17.1.el6prerel6.0.0_80.14.0.x86_64 on an x86_64
appl i cati onGuest Nanme | ogi n:

3. Application Console: Configure NetBackup Client on application server

$ sudo su — platcfg

Navigate to NetBackup Configuration

NecBackup Configuration Henu

Verify MNecBackup C

Install NetBackup Client

Verify NecBackup Client Installacion
Remove File Transfer User

Exit

E53488 Revision 03, June 2016 168



NetBackup Procedures (Optional)

4. Application Console: Enable Push of NetBackup Client
Navigate to NetBackup Configuration > Enable Push of NetBackup Client

] Enable Push of Netbackup Client

Do you wish to initialize this server for NetBackup Client?

Select Yes to initialize the server and enable the Netbackup client software push.
5. Application Console: Enter NetBackup password and select OK.

f U A S E T I M ST T T L
12 Tekelez, Inc.

Enter nethackup Password

Enter Password:
FRe—enter Password:

arrow k Lo m en options |
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6. If the version of NetBackup is 7.6.0.0 or greater, follow the instructions provided by the OSDC
download for the version of NetBackup that is being pushed.

7. Application Console: Verify Netbackup client software push is enabled.
Navigate to NetBackup Configuration > Verify NetBackup Client Push

Configuration Utility 3.05

ne: P
Verify NetBackup Client Environment
[OK] = User acct set up: netbackup

[OK] - User netbackup shell set up: fusr/binfrssh
[OK] - Home directory: /home/rsshfhome/nethackup
[OK] - Tmp directory: /home/rssh/tmp

[OK] — Tmp directory perms: 1777

Verify list entries indicate "OK" for Netbackup client software environment.

Select "Exit" to return to NetBackup Configuration menu.

8. NetBackup server: Push appropriate Netbackup client software to application server

Note: The NetBackup server is not an application asset. Access to the NetBackup server, and
location path of the NetBackup client software is under the control of the customer. Below are the
steps that are required on the NetBackup server to push the NetBackup client software to the
application server. These example steps assume the NetBackup server is executing in a Linux
environment.

Note: The backup server is supported by the customer, and the backup utility software provider.
If this procedural STEP, executed at the backup utility server, fails to execute successfully, STOP
and contact Customer Support for the backup and restore utility software provider that is being
used at this site.
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Note: The NetBackup user on the client will be a new user which will require the operator to
change the password immediately. The operator will be prompted to change the initial password
set during the client's NetBackup configuration platcfg session.

Log in to the NetBackup server using password provided by customer:
Navigate to the appropriate Netbackup client software path:

Note: The input below is only used as an example.

$ sudo cd /usr/openv/net backup/client/Linux/6.5

Execute the sftp_to_client NetBackup utility using the application IP address and application
NetBackup user:

# ./sftp_to_client 10.240.17.106 netbackup

Connecting to 10.240.17. 106. ..

Passwor d:

You are required to change your password inmredi ately (root enforced)
Changi ng password for netbackup.

(current) UN X password:

New passwor d:

Ret ype new password:

sftp conpl eted successfully.
The root user on 10.240.17.106 nust now execute the command

"sh /tnp/bp.26783/client_config [-L]". The optional argunent,
"-L",is used to avoid nodification of the client's current bp.conf file.

9. Application Console: Install Netbackup client software on application server.
Navigate to NetBackup Configuration > Install NetBackup Client

Install NetBackup Clisnt

Do you wish to install the NetBackup Client?

Select Yes to install the Netbackup client software.
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Select "Exit" to return to NetBackup Configuration menu.

10. Application Console: Verify Netbackup client software installation on the application server.
Navigate to NetBackup Configuration > Verify NetBackup Client Installation.

Verify NetBackup Client Installation

[OE] — Looks like a 7.1 Client is installed
[DE] — RC script: netbackup
[OE] — rpm: STMCpddea

[OK] = pkgKeep: 3YTMCpddea
[OK] - rpm: STMCnbjire

[OK] = pkgEeep: SYMCnbjre
[OK] — rpm: SYMCnbjisva

[OK] = pkgEeep: 3ITMCnbjava
[OK] — rpm: 3¥MCnbclt

[OK] - pkogKeep: 3TMCnbeolt
[OK] - rpm: VRTSphx

[OK] = plkgKeep: VRETSphx

Use arrow keys to move between options

Verify list entries indicate "OK" for Netbackup client software installation.

Select "Exit" to return to NetBackup Configuration menu.

11. Application Console: Disable Netbackup client software transfer to the application server.
Navigate to NetBackup Configuration > Remove File Transfer User

Remove File Transfer User

Do you wish tO remove the Liletransier usec?

Select "Yes" to remove the NetBackup file transfer user from the application server.
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12. Application Console: Verify that the server has been added to the
[ usr/ openv/ net backup/ bp. conf file.

$ sudo cat /usr/openv/ netbackup/bp. conf
CLI ENT_NAME = 10. 240. 34. 10
SERVER = NB71lserver

13. Application server iLO: Exit platform configuration utility (platcfg)
14. Return to calling procedure if applicable.

Create NetBackup Client Config File

This procedure will copy a NetBackup Client config file into the appropriate location on the TPD based
application server. This config file will allow a customer to install previously unsupported versions
of NetBackup Client by providing necessary information to TPD.

The contents of the config file should be provided by My Oracle Support. Contact My Oracle Support
(MOS) if you are attempting to install an unsupported version of NetBackup Client.

1. Server: Create NetBackup Client Config File

Create the NetBackup Client config file on the server using the contents that were previously
determined. The config file should be placed in the /usr/TKLC/plat/etc/netbackup/profiles
directory and should follow the following naming conventions:

NB$ver.conf

Where $ver is the client version number with the periods removed. For the 7.5 client the value of
$ver would be 75 and the full path to the file would be:

/usr/ TKLC pl at / et ¢/ net backup/ profil es/ NB75. conf

Note: The config files must start with "NB" and must have a suffix of ".conf". The server is now
capable of installing the corresponding NetBackup Client.

The server is now capable of installing the corresponding NetBackup Client.
2. Server: Create NetBackup Client config file script.

Create the NetBackup Client config script file on the server using the contents that were previously
determined. The config script file should be placed in the /usr/TKLC/plat/etc/netbackup/scripts
directory. The name of the NetBackup Client config script file should be determined from the
contents of the NetBackup Client config file. As an example for the NetBackup 7.5 client the following
is applicable:

NetBackup Client config:

/usr/ TKLC pl at/ et ¢/ net backup/ profi | es/ NB75. conf

NetBackup Client config script:

/usr/ TKLC pl at/ et c/ net backup/ scri pt s/ NB75
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Configure PM&C Application Guest NetBackup Virtual Disk

1. PM&C GUI: Determine if the PM&C application guest is configured with a "NetBackup" virtual

disk.

Navigate to "Virtual Machine Management" view and select the PM&C application guest from
the "VM Entities" list.

. PM&C GUI: Determine if the "Virtual Disks" list contains the "NetBackup" device.

If the "NetBackup" device exists for the PM&C application guest then return to the procedure that
invoked this procedure. Otherwise continue with this procedure.

. PM&C GUI: Edit the PM&C application guest to add the "NetBackup" virtual disk.
Click "Edit" and enter the following data for the new NetBackup virtual disk.

* Size (MB): "2048"

¢ Host Pool: "vgguests"

¢ Host Vol Name: "<pmacGuestName>_netbackup.img"
* Guest Dev Name: "netbackup”

Note: The "Guest Dev Name" must be set to "netbackup" for the PM&C application to mount the
appropriate host device. The <pmacGuestName> variable should be set to this PM&C guest's name
to create a unique volume name on the TVOE host of the PM&C.

. PM&C GUI:Verify the new NetBackup virtual disk data and save.
f;@ Teke!ec ?La_éfcﬁ:mor»ganagement&Conﬂguration |

Welcome pmacadmin [Logou

Virtual Machine Management & Hel
Wed Oct 03 14:55:40 2012 UT/
Edit VM Guest
Name: pmacu14-1 Current Power State: Running
Host: fe80::2676:8aff1e50:7960 On -
VM Info Software Metwork Media
Num vCPUs 1 |# VM UUID: 2504467-5bc8 4190-fe72-a5092bf483%e
Memory (MBs)| 2,048 |2 Enable Virtual Watchdog: v
Virtual Disks Add | Deleie
Prim  Size (MB) Host Pool Host Vol Name Guest Dev Hame
= 10240 vgguests pmacl14-1_logs.img logs -
[T 30720 vgguests pmacU14-1_images.img images (=]
i 2048 voguests  pmacU14-1_netbackup.img netbackup i
Virtual NICs Add | Delete
Host Bridge Guest Dev Hame MAC Addr
cntri49 confrol ~ 52:54:00:22:86.ch ~
mgmt31 management  52:54:00:cf:98:de E
netbackup netbackup  5254.00:ab7ade - |
Save I [ Cancel
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5. PM&C GUI: Confirm the PM&C application guest edit.

A confirmation dialog will be presented with the message, "Changes to the PMAC guest:
<pmacGuestName> will not take effect until after the next power cycle. Do you wish to continue?".
Click "OK" to continue.

6. PM&C GUIL Confirm the Edit VM Guest task has completed successfully.

Navigate to the Background Task Monitoring view. Confirm that the guest edit task has completed
successfully.

7. TVOE Management server iLO: Shutdown the PM&C application guest.

Note: In order to configure the PM&C application with the new NetBackup virtual disk the PM&C
application guest needs to be shut down and restarted. Refer to PM&C Incremental Upgrade, Release
5.7 and 6.0, E54387, Appendix O, "Shutdown PM&C 5.5 or Later Guest."

8. TVOE Management Server iLO: Start the PM&C application guest.

Note: To configure the PM&C application with the new netbackup virtual disk, the PM&C
application guest needs to be shut down and restarted.

Using virsh utility on TVOE host of PM&C guest, start the PM&C guest. Query the list of guests
until the PM&C guest is "running".

$ sudo /usr/bin/virsh
virsh # list --all
Id Nane State

20 prmacUl4-1 shut off

virsh # start pnmacUl4-1
Dormai n pnmacUl4-1 started

virsh # list --all
Id Nane State

20 pnacU14-1 running

9. Return to the procedure that invoked this procedure.

Application NetBackup Client Install/Upgrade Procedures

NetBackup is a utility that allows for management of backups and recovery of remote systems. The
NetBackup suite is for the purpose of supporting Disaster Recovery at the customer site. This procedure
provides instructions for installing or upgrading the Netbackup client software on an application
server.

Note: Platform 7.0.0 only supports NetBackup 7.1 and NetBackup 7.5 clients, while Platform 7.0.1
only supports NetBackup 7.1, NetBackup 7.5, and NetBackup 7.6 clients. If the NetBackup Client
that is being installed is not supported, contact customer support for guidance on creating a config
file that will allow for install of unknown NetBackup Clients. Create NetBackup Client Config File can
be used once the contents of the config are known.
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Note: Failure to install the NetBackup Client properly (i.e., by neglecting to execute this procedure)
may result in the NetBackup Client being deleted during a Oracle software upgrade.

1. Choose NetBackup Client Install Path

There are two different ways to install NetBackup Client. The following is a guide to which method
to use:

¢ If a customer has a way of transferring and installing the NetBackup client without the aid of
TPD tools then use Netbackup Client Install/Upgrade with nbAutolnstall. This is not common and
if the answer to the previous question is not known then do not use Netbackup Client
Install/Upgrade with nbAutolnstall.

e If you don't use Netbackup Client Install/Upgrade with nbAutolnstall, use NetBackup Client
Install/Upgrade with platcfg.

Chosen Procedure:

2. Execute the procedure chosen in Step 1

3. Application Console: Use platform configuration utility (platcfg) to modify hosts file with NetBackup
server alias.

Note: If NetBackup Client has successfully been installed then you can find the NetBackup server's
hostname in the "/usr/openv/netbackup/bp.conf" file. It will be identified by the "SERVER"
configuration parameter as is shown in the following output:

List NetBackup servers hostname:
$ sudo cat /usr/openv/netbackup/ bp. conf

SERVER = nb70server
CLI ENT_NAME = pnacDev8

Note: In the case of nbAutolnstall NetBackup Client may not yet be installed. For this situation
the "/usr/openv/netbackup/bp.conf" cannot be used to find the NetBackup server alias.

Use platform configuration utility (platcfg) to update application hosts file with NetBackup Server
alias.

$ sudo su — platcfg

Navigate to Network Configuration > Modify Hosts File
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e

Address

127.0.0.1

166,
168.
168.
168.
168.

192.168.1.101
192.
=F
192.
192.
192,

1.102
1.103
1.104
176.1
176.45

Configure Hosts |

[

Aliazes

localhost pmacDevd smacweb
localhosté, localdomainé localhosts
server_pppd

client_pppd

server_pppl

client pppl

ntpserverl

nb70server

Select Edit, the Host Action Menu will be displayed.

Hostc

Delete Host f§
Add Alias

Edit

Delete Alias
Exit

Action Menu

Alias

Select "Add Host", and enter the appropriate data
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IF Address:
Initial Alias:

Select "OK", confirm the host alias add, and exit Platform Configuration Utility

4. Application Console: Create a link for the application provided NetBackup client notify scripts to
path on application server where NetBackup expects to find them.

Note: Link notify scripts from appropriate path on application server for given application.

$ sudo nkdir -p /usr/openv/netbackup/bin/
$ sudo In -s <path>/bpstart_notify /usr/openv/netbackup/bin/bpstart_notify
$ sudo In -s <path>/bpend_notify /usr/openv/netbackup/bin/bpend_notify

5. Application Console: Netbackup client software installation complete; if applicable return to calling
procedure.
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Worksheet: netConfig Repository

Copy the following table as needed for each additional enclosure switch (6120XG, 6125G, 6125XG, or
3020):

Variable Value

<switch_hostname>

<enclosure_switch_IP>

<switch_platform_username>

<switch_platform_password>

<switch_enable_password>

<io_bay>

<OA1l_enX_ip_address> X= the enclosure #

<OA_password>

<FW_image>
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Servers

Setting Server’'s CMOS Clock

The date and time in the server’s CMOS clock must be set accurately before running the IPM procedure.
There are a number of different ways to set the server’s CMOS clock.

Note: The IPM installation process managed by PM&C for blade servers automatically sets the server’s
CMOS clock, so there is no need to set the server CMOS clock when using PM&C.

Configure the RMS and Blade Server BIOS Settings

Configuring HP DL360/380 RMS Servers

Follow these steps to configure HP DL360/380 server BIOS settings for supported models of G6, G7,
GenS8, and Gen9 servers.

1. Reboot the server and after the server is powered on, press the <F9> key when prompted to access
the ROM-Based Setup Utility.

ROM-Based Setup Utility, Version 3.00
Copyright 1982, 2012 Hewlett-Packard Development Company, L.P.

{Enter> to View/Modify Date and Time
[<1/4> for Different Selection; <TAB> for More Info; <ESC> to Exit Utility

Figure 3: Example HP BIOS Setup
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5.

Initial Product Manufacture of RMS and Blade
Servers

Select Date and Time.

a) Set the server date and time to UTC (Coordinated Universal Time).
b) Press <ESC> to navigate to the main menu.

Select Server Availability.

a) Change Automatic Power-On to Restore Last Power State.
b) Change Power-On Delay to No Delay.

c) Press <ESC> to navigate to the main menu.

Select System Options.

a) Select Processor Options.

b) Change Intel® Virtualization Technology to Enabled.
c) Press <ESC> to return to System Options.

d) Select Serial Port Options.

e) Change Embedded Serial Port to COM2.

f) Change Virtual Serial Port to COM1.

g) Press <ESC> to navigate to the main menu.

Press <F10> to Save and Exit from the ROM-Based Setup Utility.

Configuring HP Gen9 RMS and Blade Servers

The HP Gen9 systems can have UEFI boot enabled. Since TPD is configured to use the Legacy BIOS

option, both blade and rackmount Gen9s should have their BIOS settings checked before IPM. Rack

mount servers should also have the iLO serial port configured at this time. Directions for both settings
are provided below.

1.

w

NS 9 e

*®

If this is a rack mount server, connect via a VGA monitor and USB keyboard. If a blade server is
being configured, use the iLO Integrated Remote Console.

Reboot/reset the server.

Press the F9 key to access the System Utilities menu when <F9 System Utilities> appears in the
lower left corner of the screen.

Select the System Configuration menu.
Select the BIOS/Platform Configuration (RBSU) menu.
Select the Boot Options menu.

If the Boot Mode is not Legacy BIOS mode, press <Enter> to open the BIOS mode menu. Otherwise,
skip to Step 9.

Select Legacy BIOS Mode.

Press <Esc> once to back out to the BIOS/Platform Configuration (RBSU) menu.
If a blade server is being configured, skip to Step 17, otherwise continue to Step 10.

10. Select the System Options menu, then select the Serial Port Options menu.

11. Change Embedded Serial Port to COM2.

12. Change Virtual Serial Port to COM1.

13. Press <Esc> twice to back out to the BIOS/Platform Configuration (RBSU) menu.
14. Select the Server Availability menu.

15. Set Automatic Power-On to Restore Last Power State.
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16. Set Power-On Delay to No Delay then press <Esc> once to back out to the BIOS/Platform
Configuration (RBSU) menu.

17. Select the Power Management menu.

18. Set HP Power Profile to Maximum Performance. Press <Esc> once to back out to the BIOS/Platform
Configuration (RBSU) menu.

19. Press <F10> to save the updated settings, then <y> to confirm the settings change.
20. Press <Esc> twice to back out to the System Utilities menu.

21. Select Reboot the System and press <Enter> to confirm.

OS IPM Install

The IPM installation media must now be inserted into the system. Installation will then begin by
resetting (or power cycling) the system so that the BIOS can find and then boot from the IPM installation
media. The reboot steps are different for the different rack mount servers.

Note: On the HP G5 rack mount servers, this procedure can be accomplished by using either a DB9
serial cable plugged into the serial port in the back of the unit, or the VGA monitor and keyboard

Note: On the HP G6 and newer HP servers, this procedure can be accomplished by either configuring
an IP address on the iLO/ILOM and accessing the console using the iLO/ILOM, or the VGA monitor
and keyboard. The remote media function of the iLO/ILOM can also be used to provide access to the
installation media.

HP Rack Mount Servers - Boot from CD/DVD/USB

1. Insert the OS IPM media (CD/DVD or USB) into the CD/DVD tray/USB slot of the Application
Server.

2. Power cycle the server:

a) For HP Rack Mount servers, hold the power button in until the button turns amber, then release.
Wait 5 seconds, then press the power button and release it again to power on the system.

3. For some servers, you must select a boot method so that the server does not boot directly to the
hard drive:

a) For HP rack mount servers, press F11 when prompted to bring up the boot menu and select the
appropriate boot method.

4. Proceed to steps in IPM Command Line Procedures.

IPM Command Line Procedures

1. Figure 4: Example Boot from Media Screen, TPD 7.0.0.0.0 is a sample output screen indicating the
initial boot from the install media was successful. The information in this screen output is
representative of TPD 7.0.0.0.0.

Note: Based on the deployment type, either TPD or TVOE can be installed.
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7.8.8.8.8_86.11.8

=x86_64
For a detailed description of all the supported commands and their options,
please refer to the Initial Platform Manufacture document for this release.
In addition to linux & rescue TPD provides the following kickstart profiles:

[ TPD | TPDnoraid i TPDblade : TPDcompact i HDD 1
Comronly used options are:

console=<console_option>[, {console_option>]1 1
primaryConsole=<console_option> 1
rdate=<server_ip> 1

scrub 1

reserved=<sizel>[, {sizeN>1 1
diskconfig=HWRAIDL, forcel 1
drives={device>[,devicel 1

guestArchive 1

To install using a monitor and a local keyboard, add console=ttyB

boot: _

Figure 4: Example Boot from Media Screen, TPD 7.0.0.0.0

2. Optional Step: If media has not been previously verified, perform a media check now; refer to Media
Check.

3. The command to start the installation is dependent upon several factors, including the type of
system, knowledge of whether an application has previously been installed or a prior IPM install
failed, and what application will be installed.

Note: Text case is important, and the command must be typed exactly.

Starting with TPD 6.0, when IPMing HP G6 and newer hardware, if no diskconfig or drives option
is passed, the correct diskconfig option is appended to the IPM command, without the force option.
This option verifies the disk configuration is correct before proceeding with the install. If the
configuration is not correct, it will stop the installation without changing the disk configuration so
that you can reboot and start over, manually passing the diskconfig option you want with the force
option.

IPM the server by entering the TPD command at the boot prompt. An example command to enter
is:

TPDnor ai d consol e=tty0 di skconfi g=HWRAI D, f or ce

After entering the command to start the installation, the Linux kernel will load, as in Figure 5:
Example Kernel Loading Output:
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please re 0 it Natforn Manufac docunen
In addition to linux & rescue TPD provides the following kickstart profiles:

[ TPD | TPDnoraid i TPDhlade | TPDbladeraid | TPDwocons | T128Bsol & HDD 1

Lonmon ly used options are:

[ console=<{console_option>[ ,{console _option>] 1

¢ TPD
1% L T
Loading Imitrd. Amm. . ..o e st it s n s s s s a s e s s aan s s s aan s s san s e

Ready .

Figure 5: Example Kernel Loading Output

4. After a few seconds, additional messages will begin scrolling by on the screen as the Linux kernel
boots, and then the drive formatting and file system creation steps will begin:

| Formatting |

Formatting ~ file system...

23#

Figure 6: Example File System Creation Screen

5. Once the drive formatting and file system creation steps are complete, a screen similar to Step 5
will appear indicating that the package installation step is about to begin.
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| Package Installation |

—| Install Starting ———

Starting install process, this may
take several minutes...

Figure 7: Example Package Installation Screen

6. Once the screen shown in Figure 6, Example Package Installation Screen Appears, it may take
several minutes before anything changes. However, after a few minutes, you will see a screen
similar to Figure 8: Example Installation Statistics Screen, showing the status of the package installation
step. For each package, there will be a status bar at the top indicating how much of the package
has been installed, with a cumulative status bar at the bottom indicating how many packages
remain. In the middle, you will see text statistics indicating the total number of packages, the
number of packages installed, the number remaining, and current and projected time estimates:

| Package Installation |
: e2fsprogs-1.39-7prerel3.0.8_68.25.8-i686
: 3868k
Utilities for managing the second and third
extended (extZ-/ext3) filesystems

324

Packages Bytes
Total : 728 1874M
Completed: 47 278M
Remaining: 681 1596M

142

Figure 8: Example Installation Statistics Screen

7. Once all the packages have been successfully installed, a screen similar to Figure 9: Example Installation
Complete Screen will appear, letting you know the installation process is complete. Remove the
installation media (DVD or USB key) and then press Enter to reboot the system.

Note: It is possible that the system will reboot several times during the IPM process. No user input
is required if this occurs.
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| Complete |

Congratulations, your Oracle Linux Server installation is complete.
Please reboot to use the installed system. MNote that updates may

be available to ensure the proper functioning of your system and
installation of these updates is recommended after the reboot.

Figure 9: Example Installation Complete Screen

8. After a few minutes, the server boot sequence will start and eventually display that it is booting
the new IPM load.

Attenpting Boot From CD-ROM
Attenpting Boot From Hard Drive (C:)
ress any key to enter the menu

[Booting TPD (2.6.32-431.28.3.elbprerel?.0.0.8.80_86.8.0.x86_64)
any continue.

any continue.
any continue.
any continue.
any continue.
any continue.
5 any continue.

Figure 10: Example Boot Loader Output

9. A successful IPM platform installation process results in a user login prompt.

Post Install Processing

1. Log in as user syscheck, and the system health check runs automatically. This will check the health
of the server, and print out an CKiif the tests passed, or a descriptive error of the problem if anything
failed. The screenshot Figure 11: Example Successful Syscheck Output shows a successful run of
syscheck, where all tests pass, indicating the server is healthy.
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Oracle Linux Server release 6.5
Kernel 2.6.32-431.28.3.elbprerel?.8.8.8.8_86.8.8.x86_64 on an x86_64

[Server login: syscheck
ast login: Fri Sep 26 89:53:86 on ttyl
Running modules in class disk...

0K

Running modules in class hardware...
0K

Running modules in class net...
0K

Running modules in class proc...
0K

Running modules in class system...
0K

Running modules in class upgrade. ..
0K

LOG LOCATION: ~var~TKLC/log-syscheck-fail_log

Figure 11: Example Successful Syscheck Output

Since an NTP server will not normally be configured at this point, syscheck may fail due to the
NTP test as shown in Figure 12: Example Syscheck Output with NTP Error. The error is acceptable
and can be ignored.

localhost

Running

FRunning modules

Figure 12: Example Syscheck Output with NTP Error

Figure 13: Example Syscheck Disk Failure Output indicates a disk failure in one of the syscheck tests.
If the server is using software disk mirroring (RAID1), the syscheck disk test will fail until the disks
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have synchronized. The amount of time required to synchronize the disks varies with disk speed
and capacity. Continue executing system check every 5 minutes (by logging in as syscheck to run
syscheck again) until the health check executes successfully as shown in Figure 11: Example Successful
Syscheck Output. If the disk failure persists for more than two (2) hours, or if system check returns
any other error message besides a disk failure or the NTP error shown in Figure 12: Example Syscheck
Output with NTP Error, do not continue. Contact My Oracle Support and report the error condition.

Running modules in class hardware...
0K

Running modules in class proc...
0K

Running modules in class disk...
One or more module in class "disk" FAILED

Running modules in class system...
0K

LOG LOCATION: /var/TKLC/log/syscheck/fail log

Figure 13: Example Syscheck Disk Failure Output

Verify that the IPM completed successfully by logging in as admusr and running the veri f yl PM
command. No output is expected. Contact My Oracle Support (MOS) if any output is printed by the
veri fyl PMcommand.

$ sudo /usr/TKLC/ pl at/bin/verifyl PM

Congratulations!
Application Server IPM Process is complete and Post-install checks have passed...
You have successfully completed this procedure.

Refer to sales order to load appropriate application.

Media Check

Media Check only works on CD/DVDs. USB media should be validated when it is created, because
the validation steps are dependent on how it was created.

1.

Refer to HP Rack Mount Servers - Boot from CD/DVD/USB to automatically boot from the DVD or
USB IPM media.

The screen output shown below indicates the initial boot from DVD is successful. Enter the command
I'i nux nedi acheck and press Enter.
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7.8.8.8.8_86.11.8

xB6_64
For a detailed description of all the supported commands and their options,
please refer to the Initial Platform Manufacture document for this release.
In addition to linux & rescue TPD provides the following kickstart profiles:

[ TPD i TPDnoraid i TPDblade i TPDcompact i HDD 1

Commonly used options are:

console=<console_option>[,<console_option>1 1]
primaryConsole=<console_option> 1
rdate=<server_ip> 1

scrub 1

reserved=<sizel>[,<sizeN>]1 1

diskconf ig=HWRAIDL,forcel 1
drives=<device>[,devicel] 1

guestArchive 1

To install uwusing a monitor and a local keyboard, add console=tty#d

boot: linux mediacheck

Figure 14: Example Media Check Command

3. When the following screen appears, press Tab until OK is highlighted and then press Enter.

{ CD Found |

To begin testing the CD media before
installation press OK.

Choose Skip to skip the media test
and start the installationm.

Figure 15: Example Media Test Dialog

4. Next, press Tab until Test is highlighted, and press Enter to begin testing the currently installed
media.
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| Media Check |

Choose "Test" to test the CD currently
in the drive, or “Eject CD" to eject
the CD and insert another for testing.

Figure 16: Example Dialog with Test Highlighted

5. The media check begins, with a status bar indicating the progress, as shown in the screen shot
below:

| Hedia Check |
Checking “Cent03-4 (386 DUDY...-

Figure 17: Example Media Check Progress Screen

6. If the media check is successful, the following screen will be displayed. Press Enter to continue.
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=lcome to CentlS-4 i366

| Media Check Result

The media check of the image:

Cent03-4 i3B6 DUD
iz complete, and the result is: PASS.
It iz OK to install from thiz media.

&

Figure 18: Example Media Check Result

7. To test additional media, remove original media, insert new media, press Tab until Test is
highlighted and press Enter. If no additional media is available and the media check passed, remove
the current media, insert the original media (first disk or USB pen), press Tab until Continue is
highlighted and press Enter to continue the installation again.

1 Media Check |

If you would like to test additional media, inmert the
next G oand press "Test"™. You do not have to test all
CDhe, ﬂ]m.lﬂh it iz recosssnded o do =0 at least onoe.

To begin the Imullutinn pru-ut-sx ingert CD 81 into the
drive and press “Continue™

Figure 19: Example Media Check Continuation Dialog
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Initial Product Manufacture Arguments

1. reserved

The reserved option provides the capability to create one or more extra partitions that are not made
part of the vgroot LVM volume group. The sizes of the partition(s) are indicated after "reserved="and
are separated by commas without any whitespace if there are more than one. The sizes use a suffix to
indicate whether the value is in units of megabytes ('M') or gigabytes ('G"). In this context, a megabyte
is 10242 and a gigabyte is 10243.

In the case of a software RAID-1 configuration, such as TPD (but not TPDnoraid), a single value will
actually cause the creation of a partition on 2 drives and a metadevice (md) that incorporates the two
partitions.

Examples:

1. TPD reserved=2G - On a T1200, this will create reserved partitions on sda and sdb of 2 GB, and a
RAID-1 metadevice using those reserved partitions.

2. TPDnoraid reserved=512M — On an HP server, this will create a reserved partition on sda of 0.5
GB.

3. TPDnoraid reserved=4G,128M — On an HP server, this will create two reserved partitions on
cciss/c0dO0 of 4 GB and of 128 MB.

The partition(s) or metadevice(s) can be used by storageMgr to create a DRBD device or LVM physical
volume. However, to do so, one will need to know the partition number or metadevice number.

Numbering of partitions is performed by anaconda and is controlled by anaconda. Therefore, to get
the partition number, a developer would need to examine the partition table after an IPM to determine
the number. Also, this number may change due to changes in anaconda in future releases of TPD.

2. scrub

This option is typically used as part of the IPM process on machines that have had TPD loaded in the
past. The usage of the “scrub” option is used to ensure that the disk and logical volume partitioning
that occurs during the early phase of IPM operates correctly. Note that this option should not be used
during hardware USB media based IPM since doing so will erase the TPD installation media.

It is extremely important to understand that the “scrub” option will remove all data from ALL attached
disk devices to the machine being IPM’ed.

Note: this includes disk drives that are not mentioned in the “drives” parameter as well as USB install
media. Therefore, whenever the “scrub” option is used, any and all disk drives attached to the machine
being IPM’ed, including those not mentioned in the “drives” parameter, will lose all of their data.
Technically, this is accomplished by writing zeroes to the entire disk of each attached disk drive.

3. diskconfig

This option is intended to direct the IPM process to configure the disks in different ways. At this time
diskconfig supports the following options:

e HPHW - specify that the server is an HP server that should be configured to use hardware RAID1
(mirroring). This option only applies to HP servers G6 and above. The expected configuration is
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that the first two physical drives on the array controller in slot 0 of the server will be configured
as one logical disk. This is the default if no diskconfig or drives option is passed.

* HPSW - specify that the server is an HP server that should be configured to use software RAID1
(mirroring). This option only applies to HP servers G6 and above. This mode is intended for use
during development and testing and is not supported on fielded systems.

» force - specify that if the current disk configuration does not match the desired configuration, that
the desired configuration should forcibly installed. Loss of data on any disk on the same RAID
disk controller may result.
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Using WinSCP

The following is an example of how to copy a file from the management server to your PC desktop

1. Download the WinSCP Application
Download the WinSCP application:

http://w nscp. net/ eng/ downl oad. php

2. Connect to the management server

After starting this application, navigate to Session and enter: <management_server_IP> into the
Host nane field, root into the User nane field, and <root_password> into the Passwor d field.

Click Login.
21|
Session Session
' Host name Port number
10.240.4 244 =
Envingnment I =~
Directories User name Password
SFTP
..... SCPShE" ||‘|:||:|t SRR RRRN
C:DHI;BC‘HDI'I Private key file
- Tunnel I —I
55H
i Key exchange rProtocol
Authentication Fils protocal ISFTP vl ¥ Alow SCF fallback
" Bugs B
Preferences

Select color |
¥ Advanced options
About... Languages Login I Save... | Cloze |

3. Copy the target file from the management server

On the left is your own desktop filesystem. Navigate within it to Desktop directory. On the right
side is the management server file system. Within it, navigate into the location of the file you would
like to copy to your desktop. Highlight the file in the management server file system by pressing
the insert key, then press F5 to copy the file.
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2. upgrade - root@10.240.4. 244 - WinSCP

Local Mark Files Commands Session Options Remote  Help
oHD 2R WS BRI Defaul - §-
[@reskiop » & =~ = - B4 [P T Ouwade ~ & & - = - 3 @ 4[4 i

C:ADocuments and SettingziD Seard TELC log/upgrade

Mame Ext Size | Type A | Marme Ext Size  Changed
.. Parent direckory skatus_counk 3 F9fz0lla
) backup File Folder @ success.log 463 7/19j2011 6

1 E) TrLCpkg g 7,275 7l19/2011 &
[Z] ugwrap.log 4,933 7j19j2011 &
ugwrap.log.l 4,815 42002011 4
ugwrap.log.2 3,299 4)20/2011 1
ugwrap.rc.info 335 7j19/2011 6
ugwrap.reskart 288 7l9jz0il 6
upgrade.info 1,003 7i19/2011 6
[E}upgrade.log 26,034 711972011 &
upgrade.log.D 24,112  H20fz2011 4
upgrade.log.l 35,615 4j2002011 1
| = uparade log.2 298 4/20{2011 1 »
< EIES | 3
0B of 1,836 MiB in 1 of B7 26,034 B of 226 KiB in 1 of 27

& F2Rename | F4Edit ES Fs Copy 3 Fé Move £ F7 Create Direchory 3% F& Delete B3 F9 Properties WL F10 Quit
8 srr3 3 02419

4. Close the WinSCP application

Then close application by pressing F10 and confirm to terminate session by pressing OK.
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Backup HP (6120XG, 6125G, 6125XLG) Enclosure Switch

This procedure should be executed after every change to the switch configuration after completing
Configure HP 6120XG Switch (netConfig) and / or Configure HP 6125G Switch (netConfig) and / or Configure
HP 6125XLG Switch (netConfig).

Prerequisites:

e [PM DL360 or DL380 Server must be completed

* Installing TVOE on the Management Server must be completed
* Deploy PM&C Guest must be completed

* Configure HP 6120XG Switch (netConfig)

* Configure HP 6125G Switch (netConfig)

» Configure HP 6125XLG Switch (netConfig)

Procedure Reference Tables:

Variable Value

<switch_name> hostname of the switch

1. Ensure that the directory where the backups will be stored exists.

$ sudo /bin/ls -i -1 /[usr/TKLC/ smac/ et c/sw tch/backup

If you receive an error such as the following:

-bash: |s: [usr/TKLC/ srmac/ etc/ switch/ backup: No such file or directory

Then the directory must be created by issuing the following command:

$ sudo /bin/nkdir -p /usr/TKLC/ smac/ et c/ sw tch/ backup

Then change the directory permissions:

$ sudo /bin/chnmod go+x /usr/TKLC/ smac/ et c/ swit ch/ backup

2. Execute the backup command

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<sw t ch_nanme> backupConfi gurati on
servi ce=ssh_service fil enane=<swi t ch_nane>- backup

3. Copy the files to the backup directory.

$ sudo /bin/mv -i ~admusr/<sw t ch>-backup* /usr/TKLC/ smac/ etc/swi tch/backup

4. Verify switch configuration was backed up by cat <switch_name> and inspecting its contents to
ensure it reflects the latest known good switch configurations.

$ sudo /bin/ls -i /[usr/TKLC/ smac/ et c/switch/backup/<swi t ch_name>- backup*
$
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$ sudo /bin/cat /usr/TKLC smac/ etc/sw tch/backup/ <sw tch_name>-backup
$

5. Save FW files:

If a firmware upgrade, switch replacement, or an initial install (which performed a FW upgrade
during initialization) was performed, back up the FW image used by performing the following
command:

$ sudo /bin/nmv -i ~<switch_backup_user>/<fw i mage> <swi tch_backup_directory>/

6. PM&C: Perform PM&C application backup.

$ sudo /usr/ TKLC/ smac/ bi n/ pmacadm backup
PM&C backup been successfully initiated as task ID 7
$

Note: The backup runs as a background task. To check the status of the background task use the
PM&C GUI Task Monitor page, or issue the command "pmaccli getBgTasks". The result should
eventually be "PM&C Backup successful” and the background task should indicate "COMPLETE".

Note: The "pmacadm backup" command uses a naming convention which includes a date/time
stamp in the file name (Example file name: backupPmac_20111025_100251.pef ). In the example
provided, the backup file name indicates that it was created on 10/25/2011 at 10:02:51 am server
time.

7. PM&C: Verify the Backup was successful

Note: If the background task shows that the backup failed, then the backup did not complete
successfully. STOP and contact My Oracle Support by referring to the My Oracle Support (MOS)
section of this document.

The output of pmaccli getBgTasks should look similar to the example below:

$ sudo /usr/TKLC/ smac/ bi n/ pmaccl i get BgTasks

2: Backup PM&C COWPLETE - PM&C backup successf ul

Step 2: of 2 Started: 2012-07-05 16:53:10 running: 4 sinceUpdate: 2 taskRecordNum
2 Server ldentity:

Physi cal Bl ade Locati on:

Bl ade Encl osure:

Bl ade Encl osure Bay:

Quest VM Locati on:

Host | P:

Guest Nane:

TPD | P:

Rack Mount Server:
| P:

Nane:

8. PM&C: Save the PM&C backup

The PM&C backup must be moved to a remote server. Transfer (sftp, scp, rsync, or preferred
utility), the PM&C backup to an appropriate remote server. The PM&C backup files are saved in
the following directory: "/var/TKLC/smac/backup".

9. Repeat Step 2-Step 8 for each HP switch to be backed up.
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Backup Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020
Enclosure Switch (netConfig)

Prerequisites for RMS system Aggregation Switch:

e [PM DL360 or DL380 Server must be completed.
* TVOE Network Configuration
o Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed) (netConfig)

¢ Application username and password for creating switch backups must be configured on the
management server prior to executing this procedure.

Oracle-Provided Aggregation Switch Prerequisites for c-Class system Aggregation Switch:

e [PM DL360 or DL380 Server must be completed.

* Installing TVOE on the Management Server must be completed.

* TVOE Network Confiquration must be completed.

* Deploy PM&C Guest must be completed.

o Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed) (netConfig)

Prerequisites for Cisco 3020 Enclosure switches:
Procedure Reference Tables:

e IPM DL360 or DL380 Server must be completed.

* Installing TVOE on the Management Server must be completed.
* TVOE Network Configuration must be completed.

* Deploy PM&C Guest must be completed.

* Configure Cisco 3020 Switch (netConfig)

Variable Value

<switch_backup_user> (also needed in switch [admusr
configuration procedure)

<switch_backup_user_password> (also needed | Check application documentation
in switch configuration procedure)

<switch_name> hostname of the switch

<switch_backup_directory> Non-PM&C System:
/usr/TKLC/plat/etc/switch/backup
PM&C System:

/usr/TKLC/smac/etc/switch/backup

1. Verify switch is at least initialized correctly and connectivity to the switch by verifying hostname

$ sudo /usr/TKLC/ pl at/ bi n/ net Confi g --devi ce=<swi t ch_name> get Host nanme
Host nane: sw tchlA
$

Note: The value beside "Hostname:" should be the same as the <switch_name> variable.

E53488 Revision 03, June 2016 202



Backup Procedures

2. Run command "netConfig --repo showService name=ssh_service" and look for ssh service.

$ sudo /usr/TKLC/ pl at/bin/netConfig --repo showServi ce nane=ssh_service

Servi ce Nane: ssh_service
Type: ssh
Host : 10. 250. 62. 85
Opti ons:

password: C20F7D639AE7E7
user: adnusr
$

In the ssh_service parameters, the value for 'user:' will be the value for the variable
<switch_backup_user>.

3. Verify existence of the backup directory.

$ sudo /bin/ls -i <sw tch_backup_directory>

If the output contains

I's: cannot access <switch_backup_directory> No such file or directory

create the directory with:

$ sudo /bin/nkdir -p <switch_backup_directory>

Change directory permissions:

$ sudo /bin/chmod go+x <switch_backup_directory>

4. Execute the backup command

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<swi t ch_nane> backupConfi guration
servi ce=ssh_service fil enane=<sw t ch_name>- backup

5. Verify switch configuration was backed up by cat <switch_name>-backup and inspect its contents
to ensure it reflects the latest known good switch configurations. Then, copy the files over to the

backup directory.

$ sudo /bin/ls -i ~<switch_backup_user>/<swi t ch_nanme>- backup*

g sudo /bin/cat ~<switch_backup_user>/<swi t ch_nane>- backup*

2 sudo /bi n/chnod 644 <switch_nane>- backup*

2 sudo /bin/nmv -i ~adnusr/<sw tch nanme>-backup* <swi tch_backup_directory>/

Note: The cat command may leave garbled text on the next terminal prompt. Disregard this text.

Example:

[adnmusr @mac ~] $
PUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTY
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6. PM&C: Perform PM&C application backup.

$ sudo /usr/TKLC smac/ bi n/ pmacadm backup
PM&C backup been successfully initiated as task ID 7
$

Note: The backup runs as a background task. To check the status of the background task use the
PM&C GUI Task Monitor page, or issue the command "pmaccli getBgTasks". The result should
eventually be "PM&C Backup successful” and the background task should indicate "COMPLETE".

Note: The "pmacadm backup" command uses a naming convention which includes a date/time
stamp in the file name (Example file name: backupPmac_20111025_100251.pef ). In the example
provided, the backup file name indicates that it was created on 10/25/2011 at 10:02:51 am server
time.

7. PM&C: Verify the Backup was successful

Note: If the background task shows that the backup failed, then the backup did not complete
successfully. STOP and contactMy Oracle Supportby referring to the My Oracle Support (MOS)section
of this document.

The output of pmaccli getBgTasks should look similar to the example below:

$ sudo /usr/TKLC/ smac/ bi n/ pmaccli get BgTasks

2: Backup PM&C COWPLETE - PM&C Backup successf ul

Step 2: of 2 Started: 2012-07-05 16:53:10 runni ng: 4 sinceUpdate: 2 taskRecordNum
2 Server ldentity:

Physi cal Bl ade Locati on:

Bl ade Encl osure:

Bl ade Encl osure Bay:

Guest VM Locati on:

Host | P:

CGuest Nane:

TPD | P:

Rack Mount Server:
| P:

Nare:

8. PM&C: Save the PM&C backup

The PM&C backup must be moved to a remote server. Transfer (sftp, scp, rsync, or preferred
utility), the PM&C backup to an appropriate remote server. The PM&C backup files are saved in
the following directory: "/var/TKLC/smac/backup".

9. Repeat steps Step 1, Step 4-Step 8 for each switch to be backed up.
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How to Access a Server Console Using the iLO

1. Access the iLO GUI
Using a laptop or desktop computer connected to the customer network, navigate with Internet
Explorer to the IP address of the iLO of the Management Server. Log into the iLO as the user
"Administrator".

2. If the iLOis an iLO 2, configure Hot Keys

The iLO GUI will indicate the iLO version as iLO 2 ("Integrated Lights-Out 2"),iLO 3, iLO 4, etc.
If this is an iLO 2, perform the following Hot Key configuration:

a) Click the Remote Console tab
b) Click the Settings menu item and then the Hot Keys sub-tab

¢) Intherow starting with Ctrl-T change the first dropdown to L_CTRL and the second dropdown
to ] (right bracket). The rest of the dropdowns in the row should be NONE.

d) Click Save Hot Keys

As a result, pressing Ctrl-T rather than Ctrl-] will now exit the console of a TVOE guest and return
to the console of the TVOE host.

3. Launch the Remote Console Window
Navigate to Remote Console > Remote Console to launch the remote console in a new window.
4. Log in to the Console

In the Remote Console window, log in to the console as user "admusr":
| ogi n as: admusr
Passwor d:

Last login: Wed Jun 5 17:52:28 2013
[adnusr @voe ~]$

5. Return to the procedure which referenced this appendix.
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Replacing Onboard Administrator

This information has been deleted from Platform 6.7.
This procedure describes how to replace OA in an enclosure with Redundant OA.

Note: The transfer of configuration occurs only from OA in Bay 1 to OA in Bay 2. Therefore in order
to keep the current configuration of the system, the insertion of new OA into the OABay 1 location
should be avoided.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to My Oracle Support (MOS).

1. OAGUI: Log into the active OA

Navigate to the IP address of the active OA, using Determining Which Onboard Administrator Is
Active. Log in as root.

You will see the following page.

% HP BladeSystem Onboard Administrator

Yiew Legend ...
Rack Overview - 500_05 Bt [l e

Upciated Fridul 1 2011, 08:21:22

oW o @ @ Rack Topolegy Rack Power and Thermal
0 a

System Status - 0 a a

Enclosure: 500_05_01

Systems and Devices

= Front “iew Rear View Enclosure Mame:  500_05_01
Rack Overview =@ TRl Serial Number:  USES43THLY
Rack Firmware LD 09USES43THLY

Part Mumber: S07019-B21
Primary: 500_05_o1 Azset Tag:
& Enclosure Information UID State: @ ot

Enclosure Settings

Active Onboard Administrator
Stancky Onboard Administrator
Device Bays

Interconnect Bays

Povwver and Thermal
Users/authentication

Insiht Dizplay Refresh Topology

g Insight Display

2. OA GUI: Record the IP configuration of the Active and Standby OAs.

Navigate to Enclosure Information > Active Onboard Administrator > TCP/IP Settings. Record
the Active OA's IP Address, Subnet Mask, and Gateway here:

Active OA IP Address:
Active OA Subnet Mask:

Active OA Gateway:

Navigate to Enclosure Information > Standby Onboard Administrator TCP/IP Settings. Record
the Standby OA's IP Address, Subnet Mask, and Gateway here:

Standby OA IP Address:
Standby OA Subnet Mask:
Standby OA Gateway:
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3. OAGUI: Note the location of the active OA

Note the location of the active onboard administrator within the enclosure. The active OA will
have the Active LED on, as in the figure below. You may also mouse over the OA and see its role.

[ HP BladeSystem Onboard Administrator

“Wiewy Legend ...

Updated Friduf 3 201, 08:21:52

a ¥ & G a
0o

System Status 1] [uf 1]

(- |
Rack Overviewe
Rack Firmware

Primary: 500_05_01
& Enclosure Information
Enclosure Settings
Active Onboard Administrator
Standby Onboard Administrator
Device Bays
Interconnect Bays
Powver and Thermal
Usersifuthentication
Inight Display

Rack Overview - 500_05

Rack Topology Rack Power and Thermal

Onboard Administrator Procedures

nHE

Enclosure: 500_05_01

Front Yiew Rear Yigw

BladeSystem ¢7000 DDR2
Onboard Administrator
with KVM

P Adcress: 1024017 30
Firmware Wersion: 3.21

Role: Active
Status: £ 0K

Enclosure Mame:  500_05_01

Setial Number: UISES43THLY
o 09USES43THLT
Part Mumber: 507019-B21
Asset Tag:

UID Stete: @ on

m Insight Display

Refresh Topology

If the OA to be replaced is not the active OA for the enclosure, skip to step 5. Otherwise, continue

with step 4.

OAGUI: Force active OA into standby mode

On the left-hand side navigate to Enclosure Information > Enclosure Settings > Active to Standby,
then click on the Transition Active to Standby button.

Wiew Legend

Unclated Fridul 3 201, 08:23:22

AV 2
0 0 o oo

System Status 1]

[ |
Rack Overview
Rack Firmwrare

Primary: 500_05_01
& Enclosure Informeation
B Enclosure Settings
Alerthdail
Device Power Seguence
Date and Time
Enclosure TCPAP Settings
Metwork Access
Link Loss Fallover
SMMP Settings
Enclosure Bay IP Addressing
Configuration Scripts
Reset Factory Defaults
Device Summary
Active to Stancky
LD Drive
“LAN Configuration
Aictive Onboard Administrator
Standhby Onboard Administrator
Device Bays
Interconnect Bays
Power and Thermal
Usersifuthentication
Insight Display

[ HP BladeSystem Onboard Administrator

Enclosure Settings - 500_05_01

Onboard Administrater Active/Standby Transition

Use the button below to transition the redundancy state of the Onboard Administrators in this enclosure. This will
cause the Onboard Administrators to switch each others' roles (also known as s takeover). During this process

the Active Onboard Administrator will be reset immediately

Transition Active to Standby

Answer OK the following question:
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Microsoft Internet Explorer

¥

Are you sure vou wank ko transition the redundancy state of the Onboard Administrators?

Please note: the Active Onboard Adminiskratar will be reset immediately,

I oK ] [ Cancel ]

Wait about five minutes , until the application reloads itself and the following page appears:

O

HP BladeSystem Onboard Administrator

T — a

Standhy Onoard Administrator Pasword [ ]

Firmware Version 321

5. Remove the OA to be replaced

If you need to replace the Onboard Administrator from the OA Bay 2 location (right as viewed
from rear) , remove it and skip to step 7.

If you need to replace the Onboard Administrator from the OA Bay 1 location (left as viewed from
rear), remove it and proceed with step 6.

6. Move the OA from OABay 2 location into the OABay 1 location

Move the OA from OA Bay 2 location into the OA Bay 1 location. Wait five minutes so that the
Onboard Administrator can initialize.

7. Install the new OA

Insert the new Onboard Administrator into OA Bay 2 of the enclosure and wait five minutes so it
can get its configuration from the other OA and to initialize itself.

8. OAGUI: Log into the active OA
Navigate to the IP address of the active OA, using Determining Which Onboard Administrator Is

Active. Log in as root.

9. OA GUI: Re-establish the OA's IP configuration

Refer to the OA IP configuration settings recorded in Step 2 of this procedure. The current settings
of each OA should be unique and should match the recorded settings for either the Active or
Standby OA. The Active OA may now have the Standby OA's recorded settings and vice versa. If
changes are needed, perform Configure Initial OA IP.

10. OAGUI: Verify the status of Onboard Administrators

E53488 Revision 03, June 2016 210




Onboard Administrator Procedures

On the Rear View mouse over each OA and verify the that the "Status" value is "OK". If the status
of one OA or the other is shown as "Degraded" because of a firmware version mismatch, perform
Upgrade or Downgrade OA Firmware.

&) HP BladeSystem Onboard Administrator

Wiews Legend ... .
Rack Overview - 500_05 Eleire Ellre

Updated Fel dud 1 2011, 08:27:15
©F 100 || mme
System Status 0 a a a a

Enclosure: 500_05_01

Systems and Devices
- | Frort *igww Rear Wiew Enclosure hame:  500_D5_01
[——— EliELR Serial Mumber:  ISES43THLY
FRack Firmvare uuiD: D3USEI43THLY
Part Mumber: S07T0M9-B21
Primary: 500_05_01 Azset Tag
B Enclosure Information UID State: 0 Off

Enclosure Settings

Active Onboard Administeator
Standby Cnboard Administrator
Device Bays

Irterconnect Bays

Povver and Thermsl
Usersituthentication

Inzight Display Role: Standoy Refresh T I
stas Dok

igght Display
eSystem <7000 DDR2
Onboard Administrator
with KVM
P Address: 1024001730
Firmearare Yersion: 3.21

11. PM&C CLI: Delete OA SSH keys
Log in to the PM&C CLI as admusr. Execute these three commands:

$ sudo /usr/bin/ssh-keygen -R <Active-QOA-I P> -f ~pmacd/.ssh/known_hosts
$ sudo /usr/bin/ssh-keygen -R <Standby-OA-|I P> -f ~pnmacd/.ssh/ known_host s
$ sudo /bi n/chown pracd: pracd ~prmacd/ . ssh/ known_host s

New SSH keys will be established by PM&C the next time it logs in to each OA.
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How to Exit a Guest Console Session on an iLO

How to Exit a Guest Console Session on an iLO

1. Enter the appropriate control sequence for the iLO version

If the main iLO GUI window indicates that this is an iLO 2 ("Integrated Lights-Out 2"), press Ctrl-T.
Otherwise, press Ctrl-].

This step corresponds to the configuration of iLO 2 Hot Keys performed in How to Access a Server
Console Remotely.

2. Return to the procedure which referenced this appendix.
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Changing SNMP Configuration Settings for iLO

Changing SNMP Configuration settings for iLO2
This procedure provides instructions to change the default SNMP settings for the HP ProLiant iLO 2
devices.

Perform this procedure for every iLO 2 device on the network. For instance, for every HP ProLiant
G1/G5/G6 Blade and Rack Mount server.

1. From Workstation: Launch Internet Explorer 7.x or higher and connect to the iLO2 device using

"https:/ /"

tpe//10.240.251 68 22 Cetificate Error: Navigation... %

Edit View Favortes Teols Help

@' There is a problem with this website's security certificate.
L

The security certificate presented by this website was not issued by a t
esented by this websit

The security cert

Seour ty certificate problems may indicate an attempt to fool you or intercept a

& Click here to dose this webpage.
& Continue to this website (not recommended

* More information

2. iLO2 Web UL
The user should be presented the login screen shown below.

Log into the GUI using an Administrator account name and password.

<o prreeewme

Integrated Lights-Out 2

HP Proliant

Login nama:  admin

Pagtword: ewese
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3. iLO2 Web UI: The user should be presented the iLO2 System Status page as shown:
e @ = H & ILO 2: daniels - ILOUSEIZLN... * -

1k

D IHT??{G:ECJ Lights-Out 2

Status Summary

Summary Server Name:

System Serial Number / Product ID:
Information

Tips Last Used Remote Console:
Latest IML Entry:

iLO 2 Name:

Insight Agent

iLO 2 FQDN:

License Type:

iLO 2 Firmware Version:

IP address:

Active Sessions:

Latest iLO 2 Event Log Entry:
iLO 2 Date/Time:

daniels; ProlLiant DL380 G6
USEQ21N4]11 / 494329-B21

uuID: 33343934-3932-5355-4539-32314E344A31
ILO 2 Log System ROM: P62 07/24/2009; backup system ROM: 07/24/2009
ML System Health: @ ok

Diagnostics Server Power: @ oN

iLO 2 User UID Light: @ oFf

Remote Console

Uncorrectable Memory Error
ILOUSE921N4]1
ILOUSE9Z1N4]:

iLO 2 Advanced

2.05 12/17/2010
10.250.36.147

iLO 2 user:admin

Browser login: admin -
05/23/2012 17:55:32

Current User: admin

T iLO 2 Name: [LOUSESZ1N4]|

System Status Rij Integrated nghs-Out rirtual Media Power Management | Administration

4. iLO2 Web UL

1. Select the Administration tab on the top navigation bar.
2. Select the Management menu item on the left navigation bar to display the SNMP Settings
page.

Power Management

Upgrade iLO 2 Firmware

iLO 2 Current Firmware: 2.05 12/17/2010
I Select New Firmware Image
Licensing

User

New firmware image:
Settings Send firmware image

Access
Security

Administration

iLO 2 firmware update has not started.

Network
Update iLO 2 firmware as follows. For alternatives, consult the help page.

1. Obtain the firmware image (.bin) file from the Online ROM Flash Component for HP Integrated Lights-O
option to sawve the .bin file.
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5. iLO2 Web UL
The user should be presented the SNMP/Insight Manager Settings page.

1. Select option Disabled for each of the 3 SNMP settings as shown to the right
2. Click Apply Settings to save the change.

The web page will refresh but no specific indication will be given that settings have been saved.

System Status | Remote Console | Virtual Media Power Management Administration

SNMP/Insight Manager Settings a
iLO 2 Configure and Test SNMP Alerts
Firmware
Licensing

SNMP Alert Destination(s):

Administration | iLO 2 SNMP Alerts: 0 Enableq_ @ Disabled

User

Settings Forward Insight Manager Agent SNMP Alerts: (O Enable:

@ Disabled

Access SNMP Pass-thru: ©) Enablef]’ @ Disabled

Security Send Test Alert
Network

WEUE BN configure Insight Manager Integration

Insight Manager Web Agent URL: https:// 12381

Level of Data Returned: Enabled (ILO 2+Server Association Data) -

‘ Apply Settings I Reset Settings
g ————

View XML Reply

6. iLO 2 Web UI:

To verify the setting change navigate away from the SNMP/Insight Manager Settings page and
then go back to it to verify the SNMP settings as shown on the right.

1. Click Log out link in upper right corner of page to log out of the iLO Web UL
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(& iLO 2: daniels - ILOUSE921N... * -

System Status | Remote Console | Virtual Media Power Management Administration

SNMP/Insight Manager Settings a
Lo 2 Configure and Test SNMP Alerts
Firmware
Licensing SNMP Alert Destination(s):
User
Administration | iLO 2 SNMP Alerts: 0 Enableq_ @ Disabled
Settings Forward Insight Manager Agent SNMP Alerts: ) Enableq @ Disabled
Access SNMP Pass-thru: ©) Enablef]; @ Disabled
Security Send Test Alert
Network

WELEEEUEN Configure Insight Manager Integration

Insight Manager Web Agent URL: https:// 12381
Level of Data Returned: Enabled (iLO 2+Server Association Data) ~

Wiew XML Reply

7. Complete for remaining iLO2 devices
Repeat this procedure all remaining iLO 2 devices on network.

Changing SNMP Configuration Settings for iLO 3 and iLO4

This procedure provides instructions to change the default SNMP settings for the HP ProLiant iLO 3
devices.

Perform this procedure for every iLO 3 device on the network. For instance, for every HP ProLiant
G7 Blade and Rack Mount server.

1. From Workstation: Launch Internet Explorer 7.x or higher and connect to the iLO 3/iLO 4 device
using "https:/ /"
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&8 httpe//10.240.251 58 D-EX & Certificate Error: Naagation... %
Edit  View Favorites Tocls Help

There is a problem with this website's security certificate.

The security certificate presented by t
The security certificate presented by this website was issued for a different website's address.

s website was not issued by a trusted certificate authority.
Secunty certificate problems may indicate an attempt to fool you or intercept any data you send to the
SeNVer.

We recommend that you close this webpage and do not continue to this website.
@ Click here to dose this webpage.
B Continue to this website (not recommended).

= More information

2. iLO 3/iLO 4 Web UL
The user should be presented the login screen shown below.

Login to the GUI using an Administrator account name and password.

oy

g x 1 Integrated Lights-Dut 3

O]

Integrated Lights-Out 3
HP ProLiant

Firmware Version 1.20
ILOUSE124B6VT

3. iLO 3/iLO 4 Web UL
The user should be presented the iLO 3/iLO 4 Overview page as shown below.
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Integ rated L|

ProLiant BLE:

[ﬂ

iLO Hostname:ILOUSE12

Home |

Expand All
E‘ Information
Overview
System Informaticn
iLC Event Log
Integrated Management Log
Diagnostics
Insight Agent
Remote Console
Virtual Media
Power Management
Administration
ﬂ BL c-Class

4. iLO 3/iLO 4 Web Ul

|iLO Overview 2}

) -
Information Status i
Server Name hostnama1304701476 System Health OOK
Product Name ProLiant BL620c GT

Server Power @ oN
uuID 37333436-3635-5355-4531-
323442365637 UID Indicator @ Ui OFF

Server Serial Number USE124B6\7 TPM Status Mot Present
Product ID 643786-821 iLO DateTime  Wed Jul 13 21:05:31 2011 E
System ROM 125 05/23/2011
Backup System ROM 12/02/2010
Last Used Remote Console  Mone
License Type iLO 3 Standard Blade Edition
iLO Firmware Version 1.20 Mar 14 2011
IP Address 10.240.8. [ 4
iLO Hostname ILOUSE124B6VT.
Active Sessions
User: - |IP Source
Local User. QAImp1337797170 10.26.3. Web Ul

1. Expand the Administration menu item in the left hand navigation pane.
2. Select the Management sub-menu item to display the Management configuration page.

Integrated Lights-Out 3

Local User: OAImp1337797170

=L W

{1 0. ¢ et

Power Management
ILO Firmware
Licensing
User Administration
Access Seffings
Security
Metyork
Management

BL c-Class

iLO 3/iLO 4 Web UL

Configure SNMP Alerts

tﬁa ProLiant BLE20c G7 iLO Hostname:ILOUSE124B6VT. Home | |
| | Expand All | Management W‘

E‘ Information

Oveni

vernem Test SNMP Alerts

System Information -

iLO Event Log Alert | Setting

Integrated Management Log iLO SNMP Alerts Disablad |Z|

Diagnostics Forward Insight Manager Agent Disabled E

Insight Agent SNMF Alerts =

SNMP Pass-thru Disabled [~ |

Remote Console
Virtual Media Send Test Alert

SNMP Alert Destination(s):

Configure Insight Manager Integration

Insight Manager Web Agent
URL:

hitps/ hostname1304701476

Level of Data Returned:

Enabled (iLO+Server Association Data)lZ‘

2381

View XML Reply

The user should be presented the Management configuration page as shown on the right.

1. Select setting Disabled for each of the 3 SNMP Alerts options as shown to the right.
2. Click Apply to save the change.
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On the iLO 3 the web page will refresh but no specific indication will be given that settings have
been saved.

iLO3 Web UTI:

€Ble - rremmmmmel X

Integrated Lights-Out 3
lﬁa g g

> i o
L U E iLO Hostname:ILOUSE124B6V7. Home |

| | Expand Al Haniaement ?

D Information

Overview _ Test SNMP Alerts
System Information

iLO Event Log Alert |ﬁ'ﬂﬂs___

Integrated Management Lag iLO SNMP Alerts Disabled [« ] .J
Diagnostics ;:Jr;:l:I::;ghtManagel Agent Disabled n
Insight Agent

SMHMP Pass-thru

Remote Console Disabled |+ [ ™
Virtual Media —E——

P M. nt
A‘;“"?’_ :::“"““’ Configure SNMP Alerts
minis’ on
SNMP Alert Destination(s): |

iLO Firmware
Licensing
User Administration Configure Insight Manager Integration
Access Seffings Insight Manager Web Agent . -
Security URL: hitps/ hostname1304701476 2381
Network Level of Data Returned: Enabled {iLO+Server Association Data}E
Management
BL c-Class View XML Reply @
iLO4 Web UL
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{2 iLO 4: hostnamel333054165... X

Local User: root
iLO Hostname:HostnameTest IPTCPU.COM

Expand All
E‘ Information
Qverview
System Information
iLO Event Log
Integrated Management Log
Active Health System Log
Diagnostics
Insight Agent
Remote Console
virtual Media
Power Management
[-] Administration
iLO Firmware
Licensing
User Administration
Access Seftings
Security
Metwork
Management

6. iLO 3/iLO 4 Web UI:

Man ment

Configure SNMP

Enable :

@ pgentless Management ©) SNMP Pass-thru

System Location:

System Contact:

System Role:

System Role Detail:

Read Community:

Trap Community:

SNMP Alert Destination(s):

SNMP Port: 161

SNMP Alerts

Alert

iLO SNMP Alerts

Forward Inzight Manager Agen
SHMP Alers

Cold Start Trap Broadcast

[Disabled [ ]
Disabled : I

‘q.-_-__/

Insight Management Integration

HP System Management Homepage (HP SMH):

Level of Data Returned:

https:// [hostname1333954165 | 2381
| Enabled (iLO+Server Association Data) El

View XML Reply

&

To verify the setting changes navigate away from the Management configuration page and then
go page back to it to verify the SNMP settings as shown on the right.

1. Click Sign Out in the upper right corner of page to log out of the iLO Web UL

E53488 Revision 03, June 2016

222



[ ntegrated

Changing SNMP Configuration Settings for iLO

e pr———

ok 1Y

Expand All
D Information
QOverview
System Information
iLD Event Log
Integrated Management Log
Diagnostics
Insight Agent
Remote Console
Virtual Media
Power Management
[-] Administration
iLO Firmware

Licensing

User Administration
Access Setfings
Security

Metwork
Management

BL c-Class

\Hﬂement

Test SNMP Alerts

Alert

iLO SHMP Aleris

Forward Insight Manager Agent
SHNMP Alerts

SMHMP Pass-thru

Configure SNMP Alerts

Send Test Alert

SNMP Alert Destination(s):

Configure Insight Manager Integration

Insight Manager Web Agent
URL:

Level of Data Returned:

hitps/ hostname1304701476 2381
Enabled (iLO+Server Association Data}|Z|

View XML Reply

7. Complete for remaining iLO3/iLO 4 devices

Repeat this procedure all remaining iLO 3/iLO 4 devices on network.
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Upgrade Cisco 4948 PROM

1. Virtual PM&C/Management Server: Verify that the PROM image is on the system.
If the appropriate image does not exist, copy the image to the server.
Determine if the PROM image for the 4948 /4948E /4948E-F is on the system.
For a PM&C system:

$ |'s /var/ TKLC/ smac/ i mage/ <PROM i mage_fi |l e>

For a NON-PM&C system:

$ |Is /var/lib/tftpboot/<PROM.inmage_file>

If the file exists, skip the remainder of this step and continue with the next step. If the file does not
exist, copy the file from the firmware media and ensure the file is specified by the Release Notes
of the HP Solutions Firmware Upgrade Pack [2].

2. Virtual PM&C/Management Server: Attach to switch console.

If upgrading the firmware on switch1B, connect serially to the switch by issuing the following
command as admusr on the server:

$ sudo /usr/bin/consol e -M <managenent _server _ngnt _i p_address> -1 platcfg
swi t chlA consol e

Enter platcfg@nac5000101' s password: <pl atcfg_password>

[Enter “~Ec?' for help]

Press Enter

If the switch is not already in enable mode ("switch#" prompt) then issue the enable command,
otherwise continue with the next step.

Swi t ch> enabl e
Swi t ch#

If upgrading the firmware on switch1B, connect serially to switch1B by issuing the following
command as admusr on the PM&C server:

$ sudo /usr/bin/consol e -M <managenent _server _ngnt _i p_address> -1 platcfg
swi t chlB consol e

Enter platcfg@nmac5000101' s password: <pl atcfg_password>

[Enter "“~Ec?' for help]

Press Enter

If the switch is not already in enable mode ("switch#" prompt), then issue the enable command,
otherwise continue with the next step.

Swi t ch> enabl e
Swi t ch#

3. Virtual PM&C/Management Server (switch console session): Configure ports on the
4948 /4948E /4948E-F switch.
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To ensure connectivity, ping the management server's management vlan ip
<pmac_mgmt_ip_address> address from the switch.

Swi tch# conf t

If upgrading the firmware on switch1A, use these commands:

Switch(config)# vlan <switch_ngnt VLAN i d>

Swi tch(config-vlian)# int vlan <sw tch_ngnt VLAN_ i d>

Switch(config-if)# ip address <swi tchlA nmgnt VLAN i p_address> <net mask>
Swi t ch(config-if)# no shut

Switch(config-if)# int gil/40

If upgrading the firmware on switch1B, use these commands:

Swi tch(config)# vlan <sw tch_nmgmt VLAN i d>

Switch(config-vlian)# int vlan <swi tch_ngnt VLAN i d>

Swi tch(config-if)# ip address <sw tchlB ngnt VLAN i p_addr ess> <net mask>
Switch(config-if)# no shut

Switch(config-if)# int gil/40

If the model is 4948, execute these commands:

Switch(config-if)# switchport trunk encap dot 1q
Swi tch(config-if)# switchport node trunk
Switch(config-if)# spanning-tree portfast trunk
Swi tch(config-if)# end

Switch# wite nmenory

If the model is 4948E or 4948E-F, execute these commands:

Swi tch(config-if)# switchport node trunk
Switch(config-if)# spanning-tree portfast trunk
Swi tch(config-if)# end

Switch# wite nmenory

Now issue ping command:

Note: The ip address <pmac_mgmt_ip_address> should be in the reference table at the beginning
of the Cisco 4948 configuration procedure that referenced this procedure.

Swi t ch# ping <pmac_ngnt VLAN i p_addr ess>
Type escape sequence to abort.
Sendi ng 5, 100-byte | CMP Echos to <pmac_ngnmt _i p_address>, tinmeout is 2 seconds:

Success rate is 100 percent (5/5), round trip mn/avg/max = 1/1/4 ns

If ping is not successful , double check that the procedure was completed correctly by repeating
all steps up to this point. If after repeating those steps, ping is still unsuccessful, contact My Oracle
Support.

4. Virtual PM&C/Management Server (Switch console session): Upgrade PROM

Swi tch# copy tftp: bootfl ash:

Address or nane of renote host []? <pmac_ngnt i p_address>
Source filenane []? <PROM.i nage_fil e>

Destination filenane [<PROM image file>]? [Enter]

Accessing tftp://<pmac_ngnt i p_address>/ <PROM i nage file>. ..
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Loadi ng <PROM i nage_file> from <pmac_ngnt __i p_address> (via VMlan2): 11111 [OK-
45606 byt es]

45606 bytes copied in 3.240 secs (140759 bytes/sec)

Swi t ch#

5. Virtual PM&C/Management Server (Switch console session): Reload the switch

Swi t ch# rel oad

Syst em confi gurati on has been nodified. Save? [yes/no]: no
Proceed with reload? [confirm [Enter]

=== Boot nmessages renoved ===

Type [Control-C] when "Type control-C to prevent autobooting" is displayed on the screen.
6. Virtual PM&C/Management Server (Switch console session): Upgrade PROM

rommon 1 > boot bootfl ash: <PROM i mage_fil e>
=== PROM upgr ade nessages renmoved ===
Systemwi || reset itself and reboot within few seconds....

7. Virtual PM&C/Management Server (Switch console session): Verify Upgrade

The switch will reboot when the firmware upgrade completes. Allow it to boot up. Wait for the
following line to be printed:

Press RETURN to get started!

Wuld you like to term nate autoinstall? [yes]: [Enter]
Swi t ch> show version | include ROM

ROM 12. 2(31r) SGAL

System returned to ROM by rel oad

Review the output and look for the ROM version. Verify that the version is the desired new version.
If the switch does not boot properly or has the wrong ROM version, contact My Oracle Support.

8. Virtual PM&C/Management Server: Reset switch to factory defaults.

Connect serially to the switch as outlined in Step 4, and reload by performing the following
commands:

Switch# wite erase
Swi t ch# rel oad

Wait until the switch reloads, then exit from console, enter <ctrl-e><c><.> and you will be returned
to the server prompt.

Note: There might be messages from the switch, if asked to confirm, press enter. If asked yes or
no, type in no and press enter.
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This appendix describes the operational
dependencies on Platform account passwords, in
order to provide guidance in cases when the
customer insists on modifying a default password.
Note that changing passwords should be attempted
only on systems that are fully configured and stable.
Modifying passwords during system installation is
strongly discouraged.

Note that prior to modifying the passwords stored
on PM&C, you should perform backup of PM&C
databases, in case you might need to return to
default passwords. To accomplish this, execute steps
Step 5 through Step 7 (inclusive) in procedure
Configure PM&C Application. To restore the
passwords stored in the backup file, you can refer
to steps 4 through 9 (inclusive), in Procedure 1 of
the PM&C Disaster Recovery, Release 5.7 and 6.0,
E54388.
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PM&C Credentials for Communication with Other System Components

This section covers the credentials that can be changed using the PM&C updateCredentials utility and
the Platform dependencies users must be aware of to keep PM&C fully functional. Only the credentials
that PM&C considers to be user accessible are listed here.

1. oaUSer

PM&C uses these credentials to communicate with OAs for all enclosures it monitors. Therefore,
all active OAs must be updated to have the new credentials and then the updateCredentials should
be used to match the credentials PM&C uses. Lastly, all enclosures already provisioned in the
PM&C must be rediscovered.

a) To update the credentials on the OA's, log into the active OA GUI. On the left hand side of the
OA GUI, navigate to Users/Authentication > Local Users > pmacadmin. After supplying the
new password, click on Update User.

b) To update the credentials on the PM&C, execute the following on the Ul:

$ sudo/ usr/ TKLC/ smac/ bi n/ updat eCredenti al s --type=oaUser

c) To rediscover an enclosure already provisioned in the PM&C inventory, log into the PM&C
GUI and navigate to Hardware > System Inventory > Cabinet XXX > Enclosure XXXXX and
click the Rediscover Enclosure... button.

2. msa

All SAN controllers PM&C is expected to communicate with must be updated to have the new
credentials and then the updateCredentials should be used to match credentials PM&C uses.

a) To update the credentials, log into Fibre Channel Disk Controller via ssh as a manage user.
Then execute:

# set password manage

b) To update the credentials on the PM&C, execute the following in the Ul

$ sudo/ usr/ TKLC/ smac/ bi n/ updat eCredenti al s --type=nsa

3. tpdPlatCfg
Changing these credentials has no impact on PM&C functionality.
a) To update the credentials, log into the UI with platcfg credentials and execute:

$ passwd

4. tvoeUser

TVOE administrator passwords need to be changed for all TVOE hosts PM&C is expected to
communicate with and then the updateCredentials should be used to match the credentials PM&C
uses. Note each time a new TVOE is installed its default password will have to be updated to match.

a) To update the credentials, log into the TVOE UI with the admusr credentials and execute:

$ passwd
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b) To update the credentials on the PM&C, execute the following on the Ul:

$ sudo /usr/TKLC/ smac/ bi n/ updat eCredential s --type=tvoeUser

5. backupPassword

PM&C backup images are encrypted. The passphrase to encrypt the backup files may be changed.
This only changes the encryption for future backups; prior backups cannot be restored without
changing to the original pass phrase as shown below. A restore task that fails with a "Failed to
decrypt backup file" reason is an indication of this condition.

a) To update the passphrase on a PM&C, exceute the following in the Ul:

$ sudo /usr/TKLC/ smac/ bi n/ updat eCredenti al s --type=backupPassword

6. remoteBackupUser

If pmacop credentials are changed on a redundant PM&C, the updateCredentials should be used
to match credentials the primary PM&C uses.

a) To update the credentials on a redundant PM&C, log into the redundant PM&C UI with the
pmacop credentials and execute:

$ passwd

b) To update the credentials on the primary PM&C, execute the following in primary PM&C UL:

$ sudo /usr/ TKLC/ smac/ bi n/ updat eCredenti al s --type=r enpt eBackupUser

7. oobUser

These credentials are used to communicate with the iLO of RMS, when no other credentials have
been specified when the RMS was provisioned in PM&C. So the user has the option to modify this
default password, or the RMS can be edited /added in the GUI with its specific credentials.

a) Toupdate the credentials on an RMSiLO, log into the iLO GUI and navigate to Administration >
User Administration. Check the box next to root password and click the Edit button. After the
password is changed, click Update User.

b) To modify the default oobUser credentials on the PM&C, execute the following in the UI:

$ sudo /usr/TKLC/ snac/ bi n/ updat eCredenti al s --type=oobUser
c) Toadd a RMS to PM&C system inventory with its unique iLO password, refer to Add Rack

Mount Server to the PM&C System Inventory.

d) To edit iLO password of a specific RMS already in PM&C system inventory, refer to Edit Rack
Mount Server in the PM&C System Inventory.

PM&C GUI Accounts Credentials

Modification of any of the PM&C GUI accounts has no system impact. The PM&C GUI users can be
updated by logging into the PM&C GUI as pmacadmin, and navigating to Administration > Users.
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Select the user from the first Username pull down menu and click the Set Password button. Then
enter the new password twice and click the Continue button.

PM&C Linux User Accounts Credentials

PM&C Linux User Accounts Credentials

Modification of any PM&C Linux user account has no system impact with the exception of the "pmacop"
user and "admusr" credentials. If pmacop credentials are changed on a redundant PM&C, the
updateCredentials should be used to match the credentials that the primary PM&C uses. If admusr
credentials are changed after configuration of the netconfig repository, then netconfig services must
be deleted and re-added using the new credentials.

1. To update the pmacop credentials on a redundant PM&C, log in to the redundant PM&C UI with
the pmacop credentials and execute:

$ passwd

2. To update the pmacop credentials the primary PM&C uses to communicate with the redundant
PM&C, execute the following in primary PM&C Ul:

$ sudo /usr/TKLC/ smac/ bi n/ updat eCredential s --type=prmacop
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How to Access a Server Console Remotely

Procedure Reference Table:

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table
for the proper value to insert depending on your system type.

Variable

Value

<ilo_admin_user>

Privileged username for HP iLO access

1. Access the iLO/ILOM GUI

Using a laptop or desktop computer connected to the customer network, navigate with Internet
Explorer to the IP address of the iLO/ILOM of the Management Server. Click on "Continue to this
website (not recommended)." if prompted.

For HP servers:

a) Log in to the iLO as the user <ilo_admin_user>
b) If the iLO is an iLO 2, configure Hot Keys

The iLO GUI will indicate the iLO version as iLO 2 ("Integrated Lights-Out 2"),iLO 3, iLO 4,
etc.

If this is an iLO 2, perform the following Hot Key configuration:

1. Click the Remote Console tab

2. Click the Settings menu item and then the Hot Keys sub-tab

3. In the row starting with Ctrl-T change the first dropdown to L_CTRL and the second
dropdown to ] (right bracket). The rest of the dropdowns in the row should be NONE.

4. Inthe row starting with Ctrl-v: change the first drop down to L_CTRL, the second dropdown
to R_Shift and the third dropdown to "-". The rest of the dropdowns in the row should be
NONE.

Click Save Hot Keys. As a result, pressing Ctrl-T rather than Ctrl-] exits the console of a
TVOE guest and return to the console of the TVOE host. And pressing Ctrl-v disconnects
the switch console session.

. Launch the Remote Console Window

For HP servers:

Click the Remote Console tab and select Remote Console to launch the remote console in a new
window.

If prompted, click "Continue" on the popup labeled "Security Warning" that asks "Do you want to
continue?".

For Oracle rack mount servers:

Launch the Remote Console window by clicking the Launch button beside Remote Console in
the Actions frame.

If prompted, click "Continue" on the popup labeled "Security Warning" asking "Do you want to
continue?".
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If prompted, click "Run" on the popup asking "Do you want to run this application?"

3. Login to the Console
In the Remote Console window, log in to the console as user "admusr™:
| ogi n as: adnusr
Passwor d:

Last login: Wed Jun 5 17:52:28 2013
[admusr @voe ~]$

4. In the row starting with Ctrl-v: change the first drop down to L_CTRL, the second dropdown to
R_Shift and the third dropdown to "-". The rest of the dropdowns in the row should be NONE.

5. Click Save Hot Keys

As aresult, pressing Ctrl-T rather than Ctrl-] will now exit the console of a TVOE guest and return
to the console of the TVOE host. And pressing Ctrl-v will disconnect the switch console session.
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Configure Speed and Duplex for 6125XLG LAG Ports (netConfig)

This utility procedure is intended only for use with 1GE LAG uplinks from HP 6125XLG enclosure
switches to Cisco 4948/E/-F product aggregation switches or the customer network. Configuring
speed and duplex on the LAG ports turns off auto-negotiation for the individual links, and must be
performed on both switches for all participating LAG links. This procedure addresses a known
weakness with auto-negotiation on 1GE SFPs and the 6125XLG which causes 1GE links to take longer
than expected to become active.

1.

Virtual PM&C: List configured link aggregation groups on the 6125XLG enclosure switch. Capture
the LAG id connected to the 4948/E/E-F product aggregation switch or the customer network. In
the following example, LAG id 1 is identified as the 4x1GE LAG requiring speed and duplex
configuration.

[ adnusr @xapm e~] $ sudo net Confi g --devi ce=<swi t ch_host nane> | i st Li nkAggr egat i ons

LAG 1

2. Virtual PM&C: Get the list of interfaces configured for the LAG on the 6125XLG. In the following

example, LAG id 1 is inspected, and is shown to include interfaces tenGE17-20.

[ adnmusr @xapm e~] $ sudo net Confi g --devi ce=<sw t ch_host name> get Li nkAggr egati on
i d=1

Type: Dynanic
Description: ISL_to_agg_sw tch

Swi t chport: =(
i nk-type trunk
vl an all

)

Interfaces: =(
tenGEL7
t enGEL8
t enGEL9
t enGE20

)

. Virtual PM&C: Inspect the switch LAG port configurations and verify speed and duplex are set

on the LAG interfaces, as shown in this example:

[ admusr @xapm e~] $ sudo net Confi g --devi ce=<swi t ch_host nane>
set Swi t chportinterface=tenGE17-20 speed=1000 duplex = full

. Virtual PM&C: Inspect the switch LAG port configurations and verify speed and duplex are set

on the LAG interfaces, as shown in this exapmle:

[ admusr @xapm e~] $ sudo net Confi g --devi ce=<swi t ch_host nane>
get Swi t chportinterface=tenGELl7- 20

Swi t chport: trunk
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Description: Ten-G gabitEthernetl/1/5 Interface
Speed: 1000Mops

Dupl ex: full

VLAN =(

1(defaul t
2- 4094

)
Default VLAN. 1

E53488 Revision 03, June 2016 237



Appendix

N

Determining which Onboard Administrator is Active

Topics:

*  Determining Which Onboard Administrator Is
Active.....239

E53488 Revision 03, June 2016 238



Determining which Onboard Administrator is Active

Determining Which Onboard Administrator Is Active

This appendix describes how to determine which Onboard Administrator is active in an enclosure
with two OAs.
OA GUI: Determine which OA is Active

Open your web browser and navigate to the IP address of one of the Administrators:

https://<OA ip>

If you see the following page, you have navigated to a GUI of the Standby Onboard Administrator
as indicated by the red warning. In such case, navigate to the other Onboard Administrator IP
address.

This Orboard Administrator = in Standby mode. bast of the features
are not available vhen in Standby mae. Please siznin to the Active Orboard Administrator
itthis is not what you intencies

® Capyright 2008-2010 Hewleti-Packard Development Company, L.P. Allights
reserved. HP, the HP Plus, and the HP Laga are registered trademarks of
Hewleti-Packard Development Company, L P.

If you navigate the GUI of active Onboard Administrator GUI, the enclosure overview table is
available in the left part of the login page as below.

m} 5000502 Dok Linked 260 0A-00265510CD55

50005 01 (oK Primary 300 0A-N028551E1ETE

©Copyright 2005-201
reserved. HP, thi

elopment Company, L P. Allrights
e registered trademarks of
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Edit Rack Mount Server in the PM&C System Inventory

This procedure provides instructions to edit a rack mount server in the PM&C system inventory. This
option is used to modify the name, cabinet, or credentials of an already provisioned rack mount server.

1. PM&C GUI: Login
Open web browser and enter:

htt ps: // <pmac_nanagenent _net work_i p>
2. PM&C GUI: Configure RMS
Navigate to Main Menu > Hardware > System Configuration > Configure RMS.

8 Main Menu

ohitoring
- [ Logout

3. PM&C GUI: Edit RMS

On the Configure RMS panel, select one row in the list of rack mount servers and click the Edit
RMS button.

Configure RMS

RMS IP RMS Name
10.250.36.55 +hp90207u0?
10.250.36.173 myTVOEU0E

Add RMS || Edit RS | [ Delete RMS | [ Find RMS | [ Found RMS

4. PM&C GUI: Confirmation

A popup window appears asking you to confirm your desire to edit the rack mount server, click
OK.
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Message from webpage

\:.:) Edit selected RMS 10,250, 36,557

[ ok |[ Cancel ]

5. PM&C GUI: Edit RMS
In the Edit RMS panel, modify the field that needs to be altered.
Then click on the Edit RMS button.

Edit RMS 10.250.36.55

Mame: hpo0207 udy

CabinetID: |--—  |v]

User root

Password sesssssss

Edit RME
6. PM&C GUI: Check errors
If no error is reported to the user you will see the following:
Configure RMS
e _~]
Info 3
_ RMS Name
o + RMS 10.250.36.55 was updated in the database. hp80207u07
U IS0 36173 iy TYOEU0E
Add RMS t RM 1= || Find RS || Found RMS

Or you will see an error message:
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Edit RMS 10.250.36.55

Error

-

Error

A

= Both the user and the passwoard must be specified ar neither.

AR

T

User. [root

Passwird, eeseseses
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Disabling SNMP on the OA

1. If necessary, log in to the Active OA.
2. Navigate to the SNMP Settings.

Use either the First Time Setup Wizard SNMP Settings menu item or the Enclosure Information >
Enclosure Settings > SNMP Settings menu item.

3. Uncheck the Enable SNMP checkbox.

[ HP BladeSystem Onboard Administrator

First Time Setup Wizard a

Set up initial enclosure and server seffings.

SNMP Settings
Step 10 of 12
Welcome This function forwards alerts from the enciosure (power supplies, fans, the Onboard Administrator,
Enclosure Selection enclosure thermals, etc.) to the specified alert destinations.
Configuration Management Note: Individual server blades must be configured separately using iLO and Server Agents. Alert
Rack and Enclosure Seftings destinations wil be added to and removed from al selected linked enclosures.
Administrator Account Setup

Local User Accounts

Enclosure: 500_05_01 SNMP Alert Destinations
Enciosure Bay IP Addressing
Directory Groups [C] Enable SHMP Host [ |
Directory Scitings. (ex. 61.206.115.3, 2002:1 or host.example.com)

Onboard Administrator SystemLocaton: [F00 0= 01 |
Network Settings sysemcontset [ S |

SNMP Settings

Power Management
Finish
T E—

., )
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This procedure includes all information necessary
to install the NetBackup software on the TVOE Host.
This must be done after the Aggregate Switches are
properly configured. The procedure assumes all
necessary NetBackup network configuration has
been completed from Configure and IPM Management
Server.

Note: The steps in this appendix can only be
performed after the Aggregation Switches in
Configure Aggregation Switches have been properly
configured.
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Set Up and Install NetBackup Client

If NetBackup is configured on this system, this step will set up and install the NetBackup Client on a
TVOE host.

Note: Once the NetBackup Client is installed on TVOE, the NetBackup Master should be configured
to back up the following files from the TVOE host:

[ var/ TKLC/ bkp/ *.i so

1. TVOE Server: Log in as the admusr user.

2. TVOE Server: Open firewall ports for NetBackup using the following commands:
$ sudo In -s /usr/TKLC pl at/ shar e/ net backup/ 60net backup. i pt

/usr/ TKLC/ pl at/etc/ i ptabl es
$ sudo /usr/TKLC pl at/bin/iptabl esAdm reconfig

3. TVOE Server: Enable platcfg to show the NetBackup Menu Items by executing the following

commands:

$ sudo pl at cf gadm - - show NBConfi g

$ sudo pl at cf gadm - - show NBI ni t

$ sudo pl at cf gadm - - show NBDel ni t

$ sudo pl at cfgadm --show NBI nst al |

$ sudo pl at cf gadm --show NBVeri f yEnv
$ sudo pl atcfgadm --show NBVeri fy

4. Use the vgguests volume group to create an LV and filesystem for the NetBackup Client software.
a) Server: Log in as the admusr user.
b) Server: Create a storageMgr configuration file that defines the LV to be created.

$ sudo echo "Iv --nountpoint=/usr/openv --size=2G --nanme=net backup_I v --vg=$VG
> [tnp/nb. |l vm

This example uses the $VG as the volume group. Replace $VG with the desired volume group
as specified by the application group.

¢) Server: Create the LV and filesystem by using storageMgr.

$ sudo /usr/TKI C/ pl at/ sbi n/ storageMyr /tnp/ nb.lvm

This will create the LV, format it with a filesystem, and mount it under /usr/openv/.

Example output:

Called with options: /tnp/nb.lvm

VG vgguest s al ready exi sts.

Creating |v netbackup |v.

Vol une netbackup_|v will be created.
Success: Vol une netbackup | v was creat ed.
Creating filesystem this may take a while.
Updating fstab for |v netbackup_|v.
Configuring existing |v netbackup_|v.
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The LV for NetBackup has been created.

5. NetBackup is a utility that allows for management of backups and recovery of remote systems.
The NetBackup suite is for the purpose of supporting Disaster Recovery at the customer site. This
procedure provides instructions for installing or upgrading the Netbackup Client software on an
application server.

See Create NetBackup Client Config File for more information.

Note: Failure to install the NetBackup Client properly (i.e., by neglecting to execute this procedure)
may result in the NetBackup Client being deleted during an Oracle software upgrade.

a) Choose NetBackup Client Install Path:

There are two different ways to install NetBackup Client. The following is a guide to which
method to use:

» See Netbackup Client Install/Upgrade with nbAutolnstall for more information.
* See NetBackup Client Install/Upgrade with platcfg for more information.

Chosen Procedure:

b) Execute the chosen procedure.
¢) Application Console:

Use platform configuration utility (platcfg) to modify hosts file with NetBackup server alias.

Note: If NetBackup Client has successfully been installed then the NetBackup server's hostname
in the "/usr/openv/netbackup /bp.conf" file. It will be identified by the "SERVER" configuration
parameter as is shown:

List NetBackup server's hostname:

$ sudo cat /usr/openv/ net backup/ bp. conf SERVER = nb70server CLI ENT_NAVE = pmacDev8

Note: In the case of nbAutolnstall NetBackup Client may not yet be installed. For this situation
the "/usr/openv/netbackup /bp.conf" file cannot be used to find the NetBackup server alias.

Use platform configuration utility (platcfg) to update application hosts file with NetBackup
Server alias.

$ sudo su - platcfg

Navigate to Network Configuration > Modify Hosts File
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e

Address

127.0.0.1

166,
168.
168.
168.
168.

192.168.1.101
192.
=F
192.
192.
192,

1.102
1.103
1.104
176.1
176.45

Configure Hosts |

[

Aliazes

localhost pmacDevd smacweb
localhosté, localdomainé localhosts
server_pppd

client_pppd

server_pppl

client pppl

ntpserverl

nb70server

Select Edit. The Host Action Menu will be displayed.

Hostc

Add Host
Delete Host f§
Add Alias

Edit

Delete Alias
Exit

Action Menu

Alias

Select Add Host and enter the appropriate data.
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IF Address:
Initial Alias:

Select OK, confirm the host alias was added, and exit the Platform Configuration Utility.

6. TVOE Server: Create softlinks for TVOE-specific NetBackup notify scripts.

$ sudo nkdir -p /usr/openv/netbackup/bin

$ sudo In -s /usr/TKLC pl at/ sbin/bpstart_notify
[ usr/ openv/ net backup/ bi n/ bpstart _notify

$ sudo In -s /usr/TKLC pl at/sbi n/ bpend_notify

[ usr/ openv/ net backup/ bi n/ bpend_notify

Application Console: Netbackup client software installation complete.
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Downgrade 6125G Switch Firmware

Use this procedure to downgrade the 6125G enclosure switches when they are found to contain
firmware newer than the qualified baseline. See [2] HP Solutions Firmware Upgrade Pack, version
2.x.x (the latest is recommended if an upgrade is to be performed, otherwise version 2.2.8 is the
minimum) for the target firmware version.

Prerequisite:This procedure assumes the netConfig repository data fill is complete which includes
copying the target firmware to the netConfig Server (PM&C).

Note: Do not use this procedure for 6125XLG switches. See Downgrade 6125XLG Switch Firmware for
the correct procedure for that switch.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. Verify the existing firmware version by executing steps 2-4.
2. Active OA: SSH into the active OA as the administrative user:

l ogin as: <oa_user> [Enter]
<oa_user >@oa_i p>' s password: <oa_password> [Enter]

3. Active OA: Gain serial console access to the switch by executing the following command:

Note: Multiple Enter keystrokes are required to gain the switch console prompt.

> connect interconnect <io_bay> [Enter] [Enter] [Enter]
User nane: <sw tch_user> [Enter]
Password: <swi tch_password> [Enter] [Enter]

4. Switch: Execute the display version command to determine if a downgrade of the firmware needs
to be performed.

> di spl ay version

HP Comwar e Pl at form Sof t war e

Comnar e Software, Version 5.20.99, Release 2105

Copyright (c) 2010-2013 Hew ett-Packard Devel opnment Conpany, L.P.

HP 6125G Bl ade Switch uptinme is 0 week, 2 days, 23 hours, 49 ninutes

Slot 1 (M:

Uptime is O weeks, 2 days, 23 hours, 49 mi nutes
HP 6125G Bl ade Switch with 1 Processor

1024M byt es SDRAM

256M byt es Nand Fl ash Menory

Har dware Version is Ver.B

CPLD Version is 003

Boot Ware Version is 1.07

[ SubSl ot 0] Back Panel

[ SubSl ot 1] Front Panel

5. If the firmware is found to be newer than the target firmware proceed with the rest of this procedure;
otherwise, skip to step 21 and gracefully exit the switch and PM&C.
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6. Virtual PM&C: SSH into the PM&C and authenticate as admust:

login as: adnusr [Enter]

Password: <admusr_password> [ Enter]

Last login: Fri Aug 28 12:09: 06 2015 from 10. 75. 8. 61
[ admusr @pmac> ~] $

7. Virtual PM&C: Copy the firmware file to the switch:

$ sudo /usr/bin/scp 6125-cnmn520-r2105. bin

<swi tch_user>@kswi tch_i p>:/6125- crnb520-r 2105. bi n [ Enter]

<swi tch_user>@sw tch_i p>'s password: <swi tch_pl atform password> [ Enter]
100% 16MB 766. 3KB/ s 00: 21

8. Virtual PM&C: Gracefully exit from the PM&C SSH session:

$ | ogout [Enter]

9. Active OA: If not already connected, SSH into the active OA as the administrative user:

l ogin as: <oa_user> [Enter]
<oa_user>@oa_i p>'s password: <oa_password> [Enter]

10. Active OA: If not already connected, gain serial console access to the switch by executing the
following command:

Note: Multiple Enter keystrokes are required to gain the switch console prompt.

> connect interconnect <io_bay> [Enter] [Enter] [Enter]
User nane: <sw tch_user> [Enter]
Password: <swi tch_password> [Enter] [Enter]

11. Switch: Reboot the switch and enter into the extended boot menu by pressing Ctrl+B when
prompted:

Note: During this process you may be prompted for additional input. Only respond with the input
noted in this step; otherwise, let the system time out and continue automatically.

> reboot [Enter]

Start to check configuration with next startup configuration file, please
wait......... DONE! N

This command will reboot the device. Current configuration will be |ost,
save current configuration? [Y/NJ: N [Enter]

This command will reboot the device. Continue? [Y/ N : Y [Enter]

#May 15 15:03:44: 478 2015 HP6125G | OBAY5 DEVM 1/ REBOOT:

Reboot devi ce by conmmand.

%vhy 15 15:03: 44: 570 2015 HP6125G | OBAY5 DEVM 5/ SYSTEM REBOOT: Systemi s rebooti ng
now.

Systemis starting...

Press Crl+D to access BASIC BOOT MENU

Press CGrl+T to start nenory test

Booti ng Normal Extend Boot Ware

The Extend BootWare is

sel f-deconpressing. . .......... i Done!

[ OUTPUT REMOVED ]
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Boot Ware Validating. ..

Backup Extend BootWare is newer than Nornal
Press Ctrl+B to enter extended boot nenu...

Boot are password: Not required.

[ OUTPUT REMOVED ]

12. Switch: Enter file control by selecting <4> from the extend-bootware menu:

<1> Boot System

<2> Enter Seri al
<3> Enter Ethernet SubMenu

SubMenu

<4> File Control
<5> Restore to Factory Default

<6> Skip Current

<EXTEND- BOOTWARE MENU>

<7> Boot Ware Operation Menu
<8> Cl ear Super Password
<9> Storage Device Operation

<0> Reboot

Pl ease press Enter to continue.

How to Downgrade Firmware on a 6125G Switch

Ext end Boot Ware, Update? [Y/N]

Confi guration

Syst em Confi gurati on

Crl +Z: Access EXTEND- ASSI STANT MENU
Crl+C. Display Copyright

Ctrl+F: Format File System
Enter your choice(0-9):

4 [Enter]

13. Switch: Display all files by selecting <1> from the file control menu and identify the target firmware

from the list:

| Not e: the operating device is flash

| <1> Display All
| <2> Set Application File type

File(s)

| <3> Delete File
| <0> Exit To Main Menu

<Fi | e CONTROL>

Enter your choice(0-3): 1 [Enter]
Display all file(s) in flash:
"M = MAIN "B = BACKUP 'S = SECURE "NA NOT ASSI GNED
NO. Si ze(B) Ti me Type Nane
1 1584 Aug/ 27/ 2015 18:41:08 N A privat e-data. t xt
| 2 151 Aug/ 27/ 2015 18:41: 08 N A system xmi
3 3626 Aug/ 27/ 2015 18:41: 09 M config.cfg
4 16493888 Aug/ 20/ 2015 11:14: 44 M+B 6125- cmn520-r 2106. bi n
5 4 Apr/26/2000 07:00:52 N A snnpboot s
|6 16913408 Aug/20/2015 10:56:42 N A 6125- cmn520-r2112. bin
7 735 Apr/26/2000 12:04:14 N A host key_v3
8 591 Apr/26/2000 12:04:15 N A serverkey v3
9 16166 Sep/ 05/ 2013 10:17:21 N A t est
| 10 16053376 Jun/05/2012 10:14:37 N A ~/ 6125- cmn520-r 2103. bi n
11 16479296 Apr/26/2000 10:31:54 N A ~/ 6125- cmn520- r 2105. bi n
12 16493888 Apr/26/2000 10:59:10 N A ~/ 6125- cmn520-r 2106. bi n
13 16479296 Nov/05/2013 23:24:06 N A ~/ 2105. bi n
| 14 5361 Jun/ 25/ 2013 14:22: 05 N A ~/ confi g.cfg
15 16493888 Nov/05/2013 23:20:13 N A ~/ 2106. bi n
16 1048519 Aug/ 27/ 2015 23:30:55 NV A logfilel/logfile.log
17 735 Apr/ 26/ 2000 12: 05:10 N A host key
| 18 591 Apr/26/2000 12:05:11 N A serverkey
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[ OUTPUT REMOVED ]

14. Switch: Set application file type by entering <2> from the file control menu:

| Not e: the operating device is flash
| <1> Display Al File(s)

| <2> Set Application File type

| <3> Delete File
| <0> Exit To Main Menu

<Fi | e CONTROL>

Enter your choice(0-3):

2 [Enter]

15. Switch: Choose the firmware file identified in step 13 and enter the corresponding line number:

'M = MAIN 'B' = BACKUP 'S = SECURE "N A" = NOT ASSI GNED
| NO. Size(B) Ti me Type Nane |
| 1 16493888 Aug/ 20/ 2015 11: 14: 44 M+B 6125- cmn520-r 2106. bi n |
| 2 16913408 Aug/ 20/ 2015 10:56:42 N A 6125- cmnb520-r2112. bin |
|3 16053376 Jun/05/2012 10:14:37 N A ~/ 6125- cmn520-r 2103. bi n |
|4 16479296 Apr/26/2000 10:31:54 N A ~/ 6125- cmn520- r 2105. bi n |
|5 16493888 Apr/26/2000 10:59:10 N A ~/ 6125- cmn520-r 2106. bi n |
| 6 16479296 Nov/05/2013 23:24:06 N A ~/ 2105. bi n |
| 7 16493888 Nov/05/2013 23:20:13 N A ~/ 2106. bi n |
|0 Exi t |

Enter file No:

<4> [Enter]

16. Switch: Modify the file attribute to +Main by selecting <1> from the file attributes menu:

Modi fy the file attribute:

| <1>
| <2>
| <3>
| <4>
| <0>

+Mai n

- Mai n
+Backup
- Backup
Exi t

Enter your choice(0-4):

1 [Enter]
m nut es.

Thi s operation may take several
Set the file attribute success!

Pl ease wait....

17. Switch: Verify the file attribute modification by listing the files and inspecting the type attribute
for the target firmware. The type attribute on this line should display M:

| Not e: the operating device is flash
| <1> Display Al File(s)

| <2> Set Application File type

| <3> Delete File
| <0> Exit To Main Menu

<Fi | e CONTROL>

Ent er your choice(0-3):

Display all file(s) in flash:

M

= MAIN

B' = BACKUP

1 [Enter]

'S = SECURE

'"N/A" = NOT ASS| GNED
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Si ze(B)
1584

151

3626
16493888
4
16913408
735

591
16166
16053376
16479296
16493888
16479296
5361
16493888
1048519
735

591

Ti me

Aug/ 27/ 2015
Aug/ 27/ 2015
Aug/ 27/ 2015
Aug/ 20/ 2015
Apr/ 26/ 2000
Aug/ 20/ 2015
Apr/ 26/ 2000
Apr / 26/ 2000
Sep/ 05/ 2013
Jun/ 05/ 2012
Apr/ 26/ 2000
Apr / 26/ 2000
Nov/ 05/ 2013
Jun/ 25/ 2013
Nov/ 05/ 2013
Aug/ 27/ 2015
Apr/ 26/ 2000
Apr/ 26/ 2000
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Type Name

N A privat e-dat a. t xt

N A system xmi

M config.cfg

B 6125- cmn520-1 2106. bi n

N A snnpboot s

N A 6125- cmn520-r2112. bin

N A host key_v3

N A serverkey_v3

N A t est

N A ~/ 6125- crmn520-r 2103. bi n
M ~/ 6125- cmn520-r 2105. bi n
N A ~/ 6125- cmn520-r 2106. bi n
N A ~/ 2105. bi n

N A ~/ config.cfg

N A ~/ 2106. bi n

N A logfilellogfile.log

N A host key

N A serverkey

18. Switch: Exit to main menu by selecting <0> from the file control menu:

<Fi | e CONTROL>

| Not e: the operating device is flash

| <1> Display All
| <2> Set Application File type

File(s)

| <3> Delete File
| <0> Exit To Main Menu

Ent er your choice(0-3):

0 [Enter]

19. Switch: Boot the system by selecting <1> from the extend-bootware menu:

Note: Do NOT select reboot by choosing <0>!

Note: During this process you may be prompted for additional input. Only respond with the input
noted in this step; otherwise, let the system time out and continue automatically.

| <1>
| <2>
| <3>
| <4>
| <5>
| <6>
| <7>
| <8>
| <9>
| <0>

Boot
Ent er
Ent er

System
Seri al
Et her net SubMenu

SubMenu

File Control
Restore to Factory Default

Ski p Current

<EXTEND- BOOTWARE MENU>

Boot Ware Qper ation Menu

d ear

Super

Passwor d

St orage Device Operation

Reboot

Confi guration
Syst em Confi gurati on

Crl +Z: Access EXTEND- ASSI STANT MENU
Crl+C. Display Copyright

Ctrl+F: Format File System
Enter your choice(0-9):

1 [Enter]

Starting to get the main application file--flash:/~/6125-cmb20-r2105. bin!..

[ OUTPUT REMOVED ]
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........................ Done!
System application is starting...
User interface aux0 is avail abl e.

Press ENTER to get started.
Logi n aut henti cati on

User nane:

20. Switch: Log back into the switch and verify the firmware version by executing the display version
command:

Note: You may have to press Enter multiple times after authenticating to land on the switch
prompt.

User nanme: usernane [Enter]
Password: password [Enter] [Enter]
#Aug 28 09: 29: 09: 694 2015 HP6125g_sanity SHELL/4/LOd N
Trap 1.3.6.1.4.1.25506.2.2.1.1.3.0.1:plat |ogin from Consol e
%Aug 28 09:29:09:819 2015 HP6125¢g_sanity SHELL/5/SHELL _LOGA N: plat | ogged in
from auxO.

> di splay version [Enter]

HP Comwar e Pl at form Sof t war e

Comnar e Software, Version 5.20.99, Rel ease 2105

Copyright (c) 2010-2013 Hew ett-Packard Devel opnent Conpany, L.P.
HP 6125G Bl ade Switch uptinme is 0 week, 0 day, O hour, 9 ninutes

[ OUTPUT REMOVED ]

21. Switch: Gracefully disconnect from the switch serial console session by executing the escape
character '<Ctrl>_' (Control + Shift + Underscore).
> '<Crl>" (Control + Shift + Underscore)

Command: D)i sconnect, C)hange settings, send B)reak, E)xit comand node X)nodem
send > D

D [Enter]

22, Active OA: Logout of the OA.

> | ogout

You have completed this procedure.
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S

How to Downgrade Firmware on a 6125XLG Switch

Topics: This appendix describes the procedure to

downgrade firmware on the HP 6125XLG enclosure
*  Downgrade 6125XLG Switch Firmware.....259 switch.
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Downgrade 6125XLG Switch Firmware

Use this procedure to downgrade the 6125XLG enclosure switches when they are found to contain
firmware newer than the qualified baseline. See HP Solutions Firmware Upgrade Pack, version 2.x.x
[2] (the latest is recommended if an upgrade is to be performed, otherwise version 2.2.8 is the minimum)
for the target firmware version.

Prerequisite: This procedure assumes the netConfig repository data fill is complete which includes
copying the target firmware to the netConfig Server (PM&C).

Note: Once the NetBackup Client is installed on TVOE, the NetBackup Master should be configured
to back up the following files from the TVOE host:

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support (MOS) section of this document.

1. First verify the existing firmware version by executing steps 2-4.
2. Active OA: SSH into the active OA as the administrative user:

l ogin as: <oa_user> [Enter]
<oa_user >@oa_i p>' s password: <oa_password> [Enter]

3. Active OA: Gain serial console access to the switch by executing the following command:

Note: Multiple Enter keystrokes are required to gain the switch console prompt.

> connect interconnect <io_bay> [Enter] [Enter] [Enter]
User nane: <sw tch_user> [Enter]
Password: <sw tch_password> [ Enter]

4. Switch: Execute the display version command to determine if a downgrade of the firmware needs
to be performed.

Note: You will need to verify both the boot image version and the system image version.

> di splay version

HP Comware Software, Version 7.1.045, Rel ease 2403

Copyright (c) 2010-2014 Hewl ett-Packard Devel opment Conpany, L.P.

HP 6125XLG Bl ade Switch uptine is 0O weeks, 0 days, O hours, 1 minute
Last reboot reason : Power on

Boot inmage: flash:/6125x| g- cmw710- boot -r 2403. bi n
Boot image version: 7.1.045P08, Rel ease 2403

Conpi l ed Mar 06 2014 13:13:45
System i mage: flash:/6125x| g- cmw710-syst em r2403. bi n
System i mage version: 7.1.045, Release 2403

Conpi | ed Mar 06 2014 13:13:57

5. If the firmware is found to be newer than the target firmware proceed with the rest of this procedure;
otherwise, skip to step 21 and gracefully exit the switch and PM&C.

6. Virtual PM&C: SSH into the PM&C and authenticate as admusr:

l ogin as: adnusr [Enter]
Password: <admusr_password> [ Enter]
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Last login: Fri Aug 28 12:09:06 2015 from 10. 75. 8. 61
[ adnusr @prmac> ~] $

7. Virtual PM&C: Copy the firmware file to the switch:

$ sudo /usr/bin/scp 6125XLG CMAT10- R2403. i pe

<swi tch_user>@kswi tch_i p>:/ 6125XLG CMAT10- R2403. i pe [Enter]

<swi tch_user>@swi tch_i p>' s password: <swi tch_platform password> [Enter]
100% 16MB 766. 3KB/ s 00: 21

8. Virtual PM&C: Gracefully exit from the PM&C SSH session:

$ | ogout [Enter]

9. Active OA: If not already connected, SSH into the active OA as the administrative user:

l ogin as: <oa_user> [Enter]
<oa_user >@oa_i p>'s password: <oa_password> [Enter]

10. Active OA: If not already connected, gain serial console access to the switch by executing the
following command:

Note: Multiple Enter keystrokes are required to gain the switch console prompt.

> connect interconnect <io_bay> [Enter] [Enter] [Enter]
Usernanme: <switch_user> [Enter]
Password: <sw tch_password> [Enter]

11. Switch: Reboot the switch and enter into the extended boot menu by pressing Ctrl+B when
prompted:

Note: During this process you may be prompted for additional input. Only respond with the input
noted in this step; otherwise, let the system time out and continue automatically.

> reboot [Enter]

Start to check configuration with next startup configuration file, please
wait......... DONE! N

This command will reboot the device. Current configuration will be |ost,
save current configuration? [Y/ N: N [Enter]

This command will reboot the device. Continue? [Y/ N : Y [Enter]

Now r ebooting, please wait...

Systemis starting...

Press Crl +D to access BASI C- BOOTWARE MENU. . .

Press CGrl+T to start heavy nenory test

Booti ng Normal Extended Boot Ware

The Extended BootWare is self-deconpressing....................... Done.

[ QUTPUT REMOVED ]
Boot Ware Validating. ..

Press Cirl +B to access EXTENDED- BOOTWARE MENU. . .
[ QUTPUT REMOVED ]
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12. Switch: Enter file control by selecting <4> from the extend-bootware menu:

| <1>
| <2>
| <3>
| <4>
| <5>
| <6>
| <7>
| <8>
| <9>
| <0>

Boot System

Enter Serial SubMenu

Ent er Et hernet SubMenu
File Control

Restore to Factory Default
Ski p Current System Configu
Boot Ware Qper ation Menu

Cl ear Super Password

St orage Device Operation
Reboot

<EXTEND- BOOTWARE MENU>

Confi guration

ration

Cirl +Z: Access EXTEND- ASSI STANT MENU
Crl+C. Display Copyright
Ctrl+F: Format File System

Enter your choice(0-9):

4 [Enter]

13. Switch: Display all files by selecting <1> from the file control menu and identify the target firmware
from the list:

Note: Two files should be identified. One is a system file and the other is a boot file.

<Fi | e CONTROL>

| Not e: the operating device is flash

| <1>
| <2>
| <3>
| <0>

Display Al File(s)

Set Application File type
Delete File

Exit To Main Menu

Ent er your choice(0-3):

Display all file(s) in flash:

1 [Enter]

M = MAIN B' = BACKUP "NA NOT ASSI GNED

| NO. Size(B) Ti me Type Nanme
1 110167 Aug/ 28/ 2015 18: 05:46 N A flash:/startup. ndb
2 7388 Aug/ 28/ 2015 18: 05:46 M flash:/startup.cfg
3 1039 Aug/ 28/ 2015 18:05:46 N A flash:/ifindex. dat

| 4 252 Jan/ 27/ 2011 02:29:27 N A flash:/.trash/.trashinfo |
5 62561280 Aug/19/2015 16:55:55 N A flash:/6125XLG CMA710- R2406P03. i
pe
6 O Jan/ 03/2011 20:20:38 N A flash: /| auth. dat

| 7 62660608 Aug/19/2015 17:10:28 N A flash:/6125XLG CMA710- R2403. i pe |
8 591 Jun/ 02/ 2011 17:26:58 N A flash:/serverkey
9 735 Jun/ 02/ 2011 17:26:58 N A fl ash: / host key
10 536 Jan/ 27/ 2011 02:39:29 N A flash:/versionlnfo/versionl. dat

| 11 536 Jan/ 27/ 2011 02: 36: 40 N A fl ash: /versionl nfo/version0. dat |
12 8 Jan/ 01/2011 00: 00: 21 N A flash:/versionlnfo/versionCl.da
t
13 536 Aug/ 19/ 2015 17:13:37 N A fl ash:/versionl nfo/version7. dat

| 14 536 Mar/29/2011 18:38:24 N A fl ash: /versionl nfo/version5. dat |
15 536 Mar/ 29/ 2011 18:35:41 N A fl ash: /versionl nfo/ versi on4. dat
16 536 Aug/ 19/ 2015 16:59:08 N A fl ash: /versionl nf o/ ver si on6. dat
17 536 Mar/ 29/ 2011 18:24:06 N A flash:/versionlnfo/version2. dat

| 18 536 Mar/29/2011 18:31:37 N A fl ash: /versionl nfo/version3. dat |
19 536 Jan/ 27/ 2011 02: 32:46 N A fl ash: /versionl nfo/versi on9. dat
20 536 Jan/ 27/ 2011 02:25:15 N A fl ash: /versionl nf o/ ver si on8. dat
21 20 Aug/ 28/ 2015 18:48:29 N A flash:/.snnpboots

| 22 53308416 Aug/19/2015 17:11:52 M flash:/6125x| g- cnw710- syst em r 24|

| 03. bin |

E53488 Revision 03, June 2016

261



23 10433677
24 18

796

26 796

N
(63}

27 796

28 805

29 54222848
06p03. bi n

30 8331264
p03. bi n

31 9345024
| . bin

How to Downgrade Firmware on a 6125XLG Switch

Jan/ 01/2011 00: 06: 50 N A
Jan/ 01/2011 00: 00: 14 N A
Jan/ 01/2011 00: 07:25 N A
Jan/ 01/ 2011 00: 07: 25 N A

20110101000725.di d

Jan/ 01/2011 00: 00: 14 N A

20110101000014. di d

Jan/ 01/2011 00: 00: 18 N A

20110101000018. di d

Aug/ 19/ 2015 16:57:16 N A
Aug/ 19/ 2015 16:57:06 N A
Aug/ 19/ 2015 17:11:38 M

flash:/logfilel/logfile.log
flash:/.pathfile

flash:/license/Devicel D did |
flash:/license/history/ Devicel D_
flash:/license/history/ Devicel D_
flash:/license/ history/ Devicel D_
flash:/6125xl g- cmw710- syst em r 24

I
flash:/6125xI g- crw710- boot - r 2406

flash:/6125xI g- cmw710- boot - r 2403
I

[ OUTPUT REMOVED ]

14. Switch: Set bin file type by entering <2> from the file control menu:

| Not e: the operating device is flash
| <1> Display Al File(s)

| <2> Set Bin File type

| <3> Delete File

| <0> Exit To Main Menu

<Fi | e CONTROL>

Enter your choice(0-3): 2 [Enter]

15. Switch: Choose the firmware files identified in step 13 and enter the corresponding line numbers:

'M = MAIN 'B' = BACKUP "N A = NOT ASSI GNED
| NO. Size(B) Ti me Type Nane |
| 1 53308416 Aug/19/2015 17:11:52 M flash:/6125x| g- cnw710- syst em r 24|
I 23' bl522_22848 Aug/ 19/ 2015 16:57:16 N A flash:/6125x| g- cnw710- syst em r 24|
I ngog_égIlgM Aug/ 19/ 2015 16:57: 06 N A flash:/6125x| g- cw710- boot - r 2406I
I 203 81’325024 Aug/ 19/ 2015 17:11:38 M flash:/6125x| g- cnw710- boot - r 2403I
I bbl "exit I

Not e: Sel ect .bin files. One but only one

be i ncl uded.

boot image and system i mage nust

Enter file No.(Allows multiple selection): 1 [Enter]
Enter another file No.(O-Finish choice):
Enter another file No.(0-Finish choice):0 [Enter]
You have sel ect ed:

flash:/6125x| g- cnw710- syst em r 2403. bi n
flash:/6125x| g- crnw710- boot - r 2403. bi n

4 [Enter]

16. Switch: Modify the file attribute to +Main by selecting <1> from the file attributes menu:

Modi fy the file attribute:

| <1>+Mai n
| <2>+Backup
| <0> Exit
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Ent er your choice(0-2):
Thi s operation may take several

1 [Enter]

m nut es.

Set the file attri bute success!

Pl ease wai t. ...

17. Switch: Verify the file attribute modification by selecting <1> to list the files and inspecting the
type attribute for the target firmware files. The type attribute on the applicable lines should display

M.

| Not e: the operating device is flash

| <1> Display Al

Fil e(s)

| <2> Set Bin File type
| <3> Delete File
| <0> Exit To Main Menu

<Fi | e CONTROL>

Enter your choice(0-3): 1 [Enter]

Display all file(s) in flash:
"M = MAIN "B = BACKUP "NA = NOT ASS| GNED

| NO. Size(B) Ti me Type Nanme
1 110167 Aug/ 28/ 2015 18: 05:46 N A flash:/startup. ndb
2 7388 Aug/ 28/ 2015 18: 05:46 M flash:/startup.cfg
3 1039 Aug/ 28/ 2015 18:05:46 N A flash:/ifindex. dat

| 4 252 Jan/ 27/ 2011 02:29:27 N A flash:/.trash/.trashinfo |
5 62561280 Aug/19/2015 16:55:55 N A flash:/6125XLG CMAT10- R2406P03. i
pe
6 O Jan/ 03/2011 20:20:38 N A flash: /| auth. dat

| 7 62660608 Aug/19/2015 17:10:28 N A flash:/6125XLG CMA710- R2403. i pe |
8 591 Jun/ 02/ 2011 17:26:58 N A flash:/serverkey
9 735 Jun/ 02/ 2011 17:26:58 N A fl ash: / host key
10 536 Jan/ 27/ 2011 02:39:29 N A flash:/versionlnfo/versionl. dat

| 11 536 Jan/ 27/ 2011 02: 36:40 N A fl ash: /versionl nfo/version0. dat |
12 8 Jan/ 01/2011 00: 00: 21 N A flash:/versionlnfo/versionCl.da
t
13 536 Aug/ 19/ 2015 17:13:37 N A fl ash:/versionl nfo/version7. dat

| 14 536 Mar/29/2011 18:38:24 N A fl ash: /versionl nfo/version5. dat |
15 536 Mar/ 29/ 2011 18:35:41 N A fl ash: /versionl nfo/versi on4. dat
16 536 Aug/ 19/ 2015 16:59:08 N A fl ash: /versionl nfo/ ver si on6. dat
17 536 Mar/ 29/ 2011 18:24:06 N A flash:/versionlnfo/version2. dat

| 18 536 Mar/29/2011 18:31:37 N A fl ash: /versionl nfo/version3. dat |
19 536 Jan/ 27/ 2011 02: 32:46 N A fl ash: /versionl nfo/versi on9. dat
20 536 Jan/ 27/ 2011 02:25:15 N A fl ash: /versionl nf o/ ver si on8. dat
21 20 Aug/ 28/ 2015 18:48:29 N A flash:/.snnpboots

| 22 53308416 Aug/19/2015 17:11:52 M flash:/6125x| g- cnw710- syst em r 24|
03.bin
23 10433677 Jan/01/2011 00: 06:50 N A flash:/logfile/logfile.log
24 18 Jan/ 01/2011 00: 00: 14 N A flash:/.pathfile

| 25 796 Jan/ 01/ 2011 00: 07:25 N A flash:/license/DevicelD. did |
26 796 Jan/ 01/ 2011 00: 07: 25 N A flash:/license/ history/ Devicel D_
20110101000725.di d
27 796 Jan/ 01/2011 00: 00: 14 N A flash:/license/history/ Devicel D_

| 20110101000014. di d |
28 805 Jan/ 01/2011 00: 00: 18 N A flash:/license/ history/ Devicel D_
20110101000018.di d
29 54222848 Aug/19/2015 16:57:16 N A flash:/6125xl g- cmw710- syst em r 24

| 06p03. bin |
30 8331264 Aug/ 19/ 2015 16:57: 06 N A flash:/6125x| g- crw710- boot - r 2406
p03. bi n
31 9345024 Aug/ 19/ 2015 17:11:38 M flash:/6125xI g- cmw710- boot - r 2403
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18. Switch: Exit to main menu by selecting <0> from the file control menu:

<Fi | e CONTROL>
| Not e: the operating device is flash

| <1> Display Al File(s)

| <2> Set Application File type

| <3> Delete File

| <0> Exit To Main Menu

Enter your choice(0-3): 0 [Enter]

19. Switch: Boot the system by selecting <1> from the extended-bootware menu:

Note: Do NOT select reboot by choosing <0>!

Note: During this process you may be prompted for additional input. Only respond with the input
noted in this step; otherwise, let the system time out and continue automatically.

<EXTENDED- BOOTWARE NMENU>
<1> Boot System

<2> Enter Serial SubMenu

| <3> Enter Ethernet SubMenu

<4> File Control

<5> Restore to Factory Default Configuration
<6> Skip Current System Configuration

| <7> Boot Ware Operati on Menu

<8> Ski p Authentication for Console Login
<9> Storage Device Operation

<0> Reboot

Ctrl +Z: Access EXTENDED ASSI STANT MENU

Crl+F:. Format File System

Enter your choice(0-9): 1

Loading the main image files...

Loading file flash:/6125xl g-cmv710-systemr2403.bin.........................
............................. Done.

Loading file flash:/6125xl g- cnw710- boot -r2403.bin............ Done.

Image file flash:/6125xl g- cmw710- boot -r2403.bin is sel f-deconpressing.......
[ QUTPUT REMOVED ]

........................ Done!

System application is starting...

User interface aux0 is avail abl e.

Press ENTER to get started.

Logi n aut henti cati on

User nane:

20. Switch: Log back into the switch and verify the firmware version by executing the display version

command:
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Note: You may have to press Enter multiple times after authenticating to land on the switch
prompt.

l ogin: <switch_user> [Enter]

Password: <switch_password> [Enter]

> di spl ay version

HP Comwar e Software, Version 7.1.045, Rel ease 2403

Copyright (c) 2010-2014 Hew ett-Packard Devel opnment Conpany, L.P.

HP 6125XLG Bl ade Switch uptinme is 0 weeks, O days, O hours, 1 minute
Last reboot reason : Power on

Boot inmge: flash:/6125x| g- cmw710- boot -r 2403. bi n
Boot inmge version: 7.1.045P08, Rel ease 2403
Conpi l ed Mar 06 2014 13:13: 45
System i mage: flash:/6125x| g- cmw710-syst em r2403. bi n
System i mage version: 7.1.045, Rel ease 2403
Conpi | ed Mar 06 2014 13:13:57

[ OUTPUT REMOVED ]

21. Switch: Gracefully disconnect from the switch serial console session by executing the escape
character '<Ctrl>_' (Control + Shift + Underscore).
> '<Crl>_" (Control + Shift + Underscore)

Command: D)i sconnect, C)hange settings, send B)reak, E)xit command node X)nodem
send > D

D [Enter]

22, Active OA: Logout of the OA.

> | ogout [ Enyer]

You have completed this procedure.
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