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Chapter

1
Introduction

This chapter contains an overview of the available
information for HLR alarms and events. The

Topics:

• Overview.....22 contents include sections on the scope and audience
• Scope and Audience.....22 of the documentation, as well as how to receive

customer support assistance.• Manual Organization.....22
• Documentation Admonishments.....23
• Related Publications.....23
• Locate Product Documentation on the Oracle Help

Center Site.....23
• Customer Training.....24
• My Oracle Support (MOS).....24
• Emergency Response.....25

21E73331 Revision 01, August 2016



Overview

The SDS Alarms, KPIs, and Measurements documentation provides information about SDS alarms and
events, provides corrective maintenance procedures, and other information used in maintaining the
system.

This documentation provides:

• Information relevant to understanding alarms and events that may occur on the application
• Recovery procedures for addressing alarms and events, as necessary
• Procedures for viewing alarms and events, generating alarms reports, and viewing and exporting

alarms and events history
• Information relevant to understanding KPIs in the application
• The procedure for viewing KPIs
• Lists of KPIs
• Information relevant to understanding measurements in the application
• Measurement report elements, and the procedures for printing and exporting measurements
• Lists of measurements by function

Scope and Audience

This manual does not describe how to install or replace software or hardware.

This manual is intended for personnel who must maintain operation of the SDS feature. The manual
provides preventive and corrective procedures that will aid personnel in maintaining the SDS.

The corrective maintenance procedures are those used in response to a system alarm or output message.
These procedures are used to aid in the detection, isolation, and repair of faults.

Manual Organization

Information in this document is organized into the following sections:

• Introduction contains general information about this document, how to contact My Oracle Support
(MOS), and Locate Product Documentation on the Oracle Help Center Site.

• User Interface Introduction describes the organization and usage of the application user interface. In
it you can find information about how the interface options are organized, how to use widgets and
buttons, and how filtering and other page display options work.

• Alarms and Events, KPIs, and Measurements Overview provides general information about the
application's alarms and events, KPIs, and measurements.

• Alarms and Events provides information and recovery procedures for alarms and events, organized
first by alarm category, then numerically by the number that appears in the application.

• Key Performance Indicators (KPIs) provides detailed KPI information, organized alphabetically by
KPI name.
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• Measurements provides detailed measurement information, organized alphabetically by measurement
category.

Documentation Admonishments

Admonishments are icons and text throughout this manual that alert the reader to assure personal
safety, to minimize possible service interruptions, and to warn of the potential for equipment damage.

Table 1: Admonishments

DescriptionIcon

Danger:

(This icon and text indicate the possibility of
personal injury.)

Warning:

(This icon and text indicate the possibility of
equipment damage.)

Caution:

(This icon and text indicate the possibility of
service interruption.)

Topple:

(This icon and text indicate the possibility of
personal injury and equipment damage.)

Related Publications

For information about additional publications that are related to this document, refer to the Related
Publications Reference document, which is published as a separate document on the Oracle Help Center
site. See Locate Product Documentation on the Oracle Help Center Site for more information.

Locate Product Documentation on the Oracle Help Center Site

Oracle Communications customer documentation is available on the web at the Oracle Help Center
(OHC) site, http://docs.oracle.com. You do not have to register to access these documents. Viewing these
files requires Adobe Acrobat Reader, which can be downloaded at http://www.adobe.com.

1. Access the Oracle Help Center site at http://docs.oracle.com.
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2. Click Industries.
3. Under the Oracle Communications subheading, click the Oracle Communications

documentation link.
The Communications Documentation page appears. Most products covered by these documentation
sets will appear under the headings “Network Session Delivery and Control Infrastructure” or
“Platforms.”

4. Click on your Product and then the Release Number.
A list of the entire documentation set for the selected product and release appears.

5. To download a file to your location, right-click the PDF link, select Save target as (or similar
command based on your browser), and save to a local folder.

Customer Training

Oracle University offers training for service providers and enterprises. Visit our web site to view, and
register for, Oracle Communications training:

http://education.oracle.com/communication

To obtain contact phone numbers for countries or regions, visit the Oracle University Education web
site:

www.oracle.com/education/contacts

My Oracle Support (MOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training
needs. A representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline
for your local country from the list at http://www.oracle.com/us/support/contact/index.html. When calling,
make the selections in the sequence shown below on the Support telephone menu:

1. Select 2 for New Service Request
2. Select 3 for Hardware, Networking and Solaris Operating System Support
3. Select one of the following options:

• For Technical issues such as creating a new Service Request (SR), Select 1
• For Non-technical issues such as registration or assistance with MOS, Select 2

You will be connected to a live agent who can assist you with MOS registration and opening a support
ticket.

MOS is available 24 hours a day, 7 days a week, 365 days a year.
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Emergency Response

In the event of a critical service situation, emergency response is offered by the Customer Access
Support (CAS) main number at 1-800-223-1711 (toll-free in the US), or by calling the Oracle Support
hotline for your local country from the list at http://www.oracle.com/us/support/contact/index.html. The
emergency response provides immediate coverage, automatic escalation, and other features to ensure
that the critical situation is resolved as rapidly as possible.

A critical situation is defined as a problem with the installed equipment that severely affects service,
traffic, or maintenance capabilities, and requires immediate corrective action. Critical situations affect
service and/or system operation resulting in one or several of these situations:

• A total system failure that results in loss of all transaction processing capability
• Significant reduction in system capacity or traffic handling capability
• Loss of the system’s ability to perform automatic system reconfiguration
• Inability to restart a processor or the system
• Corruption of system databases that requires service affecting corrective actions
• Loss of access for maintenance or recovery operations
• Loss of the system ability to provide any required critical or major trouble notification

Any other problem severely affecting service, capacity/traffic, billing, and maintenance capabilities
may be defined as critical by prior discussion and agreement with Oracle.
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Chapter

2
User Interface Introduction

This section describes the organization and usage
of the application's user interface. In it you can find

Topics:

• User interface organization.....27 information about how the interface options are
• Missing Main Menu options.....29 organized, how to use widgets and buttons, and

how filtering and other page display options work.• Common Graphical User Interface Widgets.....29
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User interface organization

The user interface is the central point of user interaction with the application. It is a Web-based graphical
user interface (GUI) that enables remote user access over the network to the application and its functions.

User Interface Elements

Table 2: User Interface Elements describes elements of the user interface.

Table 2: User Interface Elements

FunctionLocationElement

Displays the company name, product name and version,
and the alarm panel.

Top bar across the
web page

Identification
Banner

The left side of the banner just above the Main Menu
provides the following session information:

Next bar across the
top of the web page

Session Banner

• The name of the machine to which the user is connected,
and whether the user is connected via the VIP or directly
to the machine.

• The HA state of the machine to which the user is
connected.

• The role of the machine to which the user is connected.

The right side of the banner:

• Shows the user name of the currently logged-in user.
• Provides a link to log out of the GUI.

A tree-structured menu of all operations that can be
performed through the user interface. The plus character
(+) indicates a menu item contains subfolders.

Left side of screen,
under banners

Main Menu

• To display submenu items, click the plus character, the
folder, or anywhere on the same line.

• To select a menu item that does not have submenu
items, click on the menu item text or its associated
symbol.

Consists of three sections: Page Title Area, Page Control
Area (optional), and Page Area.

Right side of panel
under status

Work Area

• Page Title Area: Occupies the top of the work area. It
displays the title of the current page being displayed,
date and time, and includes a link to context-sensitive
help.

• Page Control Area: Located below the Page Title Area,
this area shows controls for the Page Area (this area is
optional). When available as an option, filter controls
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FunctionLocationElement
display in this area. The Page Control Area contains the
optional layout element toolbar, which displays different
elements depending on which GUI page is selected. For
more information, see Optional Layout Element Toolbar.

• Page Area: Occupies the bottom of the work area. This
area is used for all types of operations. It displays all
options, status, data, file, and query screens. Information
or error messages are displayed in a message box at the
top of this section. A horizontal and/or vertical scroll
bar is provided when the displayed information exceeds
the page area of the screen. When a user first logs in,
this area displays the application user interface page.
The page displays a user-defined welcome message. To
customize the message, see Customizing the Login
Message.

Main menu options

The menu options that appear on the screen differ according to whether you are logged into an SDS
or DP SOAM. Table 3: SDS Main Menu User Interface Options describes all main menu user interface
options.

Note:  The menu options can differ according to the permissions assigned to a user's log-in account.
For example, the Administration menu options would not appear on the screen of a user who does
not have administrative privileges.

Table 3: SDS Main Menu User Interface Options

FunctionMenu Item

The Administration menu allows you to:Administration

• Set up and manage user accounts
• Configure group permissions
• View session information
• Authorize IP addresses to access the user interface
• Configure options including, but not limited to, password history

and expiration, login message, welcome message, and the number of
failed login attempts before an account is disabled

• Configure SNMP services
• Validate and transfer ISO files
• Prepare, initiate, monitor, and complete upgrades
• View the software versions report

Provides access to configuring network elements, servers, server groups,
and systems.

Configuration

Lists active alarms and alarm history.Alarms & Events

Allows you to view and export security log data.Security Log
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FunctionMenu Item

Allows you to monitor the statuses of server processes, both collectively
and individually, as well as perform actions required for server

Status & Manage

maintenance. Also allows you to view the status of file management
systems, and to manage data files on servers throughout the system.

Allows you to view, modify, import, and export measurement data.Measurements

Provides infrastructure features and services for enabling inter-server
communication.

Communication Agent

Provides maintenance and configuration options related to SDS.SDS

Launches the online help system for the user interface.Help

Allows you to log out of the user interface.Logout

Missing Main Menu options

Permissions determine which Main Menu options are visible to users. Permissions are defined through
the Group Administration page. The default group, admin, is permitted access to all GUI options
and functionality. Additionally, members of the admin group set permissions for other users.

Main Menu options vary according to the group permissions assigned to a user's account. Depending
on your user permissions, some menu options may be missing from the Main Menu. For example,
Administration menu options do not appear on your screen if you do not have administrative
permissions. For more information about user permissions, see Group Administration in the OAM
section of the online help, or contact your system administrator.

Common Graphical User Interface Widgets

Common controls allow you to easily navigate through the system. The location of the controls remains
static for all pages that use the controls. For example, after you become familiar with the location of
the display filter, you no longer need to search for the control on subsequent pages because the location
is static.

System Login Page

Access to the user interface begins at the System Login page. The System Login page allows users to
log in with a username and password and provides the option of changing the password upon login.
The System Login page also features a date and time stamp reflecting the time the page was last
refreshed. Additionally, a customizable login message appears just below the Log In button.

The user interface is accessed via HTTPS, a secure form of the HTTP protocol. When accessing a server
for the first time, HTTPS examines a web certificate to verify the identity of the server. The configuration
of the user interface uses a self-signed web certificate to verify the identity of the server. When the
server is first accessed, the supported browser warns the user that the server is using a self-signed
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certificate. The browser requests confirmation that the server can be trusted. The user is required to
confirm the browser request to gain access.

Customizing the Login Message
Before logging in, the System Login page appears. You can create a login message that appears just
below the Log In button on the System Login page.

Figure 1: Oracle System Login

1. From the Main Menu, click Administration > General Options.
The General Options Administration page appears.

2. Locate LoginMessage in the Variable column.
3. Enter the login message text in the Value column.
4. Click OK or Apply to submit the information.

A status message appears at the top of the Configuration Administration page to inform you if the
operation was successful.

The next time you log in to the user interface, the login message text displays.
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Supported Browsers
This application supports the use of Microsoft® Internet Explorer 8.0, 9.0, or 10.0.

Main Menu Icons

This table describes the icons used in the Main Menu.

Table 4: Main Menu Icons

DescriptionNameIcon

Contains a group of operations. If the folder is expanded by
clicking the plus (+) sign, all available operations and sub-folders
are displayed. Clicking the minus (-) collapses the folder.

Folder

Contains operations in an Options page.Config File

Contains operations in a Status View page.File with
Magnifying Glass

Contains operations in a Data View page.File

Contains operations in a File View page.Multiple Files

Contains operations in a Query page.File with Question
Mark

Contains operations related to users.User

Contains operations related to groups.Group

Launches the Online Help.Help

Logs the user out of the user interface.Logout
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Work Area Displays

In the user interface, tables, forms, tabbed pages, and reports are the most common formats.

Note:  Screen shots are provided for reference only and may not exactly match a specific application's
GUI.

Tables

Paginated tables describe the total number of records being displayed at the beginning and end of the
table. They provide optional pagination with First|Prev|Next|Last links at both the beginning and
end of this table type. Paginated tables also contain action links on the beginning and end of each row.
For more information on action links and other page controls, see Page Controls.

Figure 2: Paginated Table

Scrollable tables display all of the records on a single page. The scroll bar, located on the right side of
the table, allows you to view all records in the table. Scrollable tables also provide action buttons that
operate on selected rows. For more information on buttons and other page controls, see Page Controls.

Figure 3: Scrollable Table

Note:  Multiple rows can be selected in a scrollable table. Add rows one at a time using CTRL-click.
Add a span of rows using SHIFT-click.

Forms

Forms are pages on which data can be entered. Forms are typically used for configuration. Forms
contain fields and may also contain a combination of pulldown lists, buttons, and links.

32E73331 Revision 01, August 2016

User Interface Introduction



Figure 4: Form Page

Tabbed pages

Tabbed pages provide collections of data in selectable tabs. Click on a tab to see the relevant data on
that tab. Tabbed pages also group Retrieve, Add, Update, and Delete options on one page. Click on
the relevant tab for the task you want to perform and the appropriate fields populate on the page.
Retrieve is always the default for tabbed pages.

Figure 5: Tabbed Pages

Figure 6: Tabbed Pages
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Reports

Reports provide a formatted display of information. Reports are generated from data tables by clicking
Report. Reports can be viewed directly on the user interface, or they can be printed. Reports can also
be saved to a text file.

Figure 7: Report Output

Customizing the Splash Page Welcome Message

When you first log in to the user interface, the splash page appears. Located in the center of the main
work area is a customizable welcome message. Use this procedure to create a message suitable for
your needs.

1. From the Main Menu, click Administration > General Options.

The General Options page appears.

2. Locate WelcomeMessage in the Variable column.
3. Enter the desired welcome message text in the Value column.
4. Click OK to save the change or Cancel to undo the change and return the field to the previously

saved value.
A status message appears at the top of the page to inform you if the operation was successful.

The next time you log in to the user interface, the new welcome message text is displayed.

Column headers (sorting)

Some column headers are links that, when clicked, sort the table by that column. Sorting does not
affect filtering. Column headers that are black and group column headers are not sortable.
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Figure 8: Sortable and Non-sortable Column Headers

Page Controls

User interface pages contain controls, such as buttons and links, that perform specified functions. The
functions are described by the text of the links and buttons.

Note:  Disabled buttons are grayed out. Buttons that are irrelevant to the selection or current system
state, or which represent unauthorized actions as defined in Group Administration, are disabled. For
example, Delete is disabled for users without Global Data Delete permission. Buttons are also disabled
if, for example, multiple servers are selected for an action that can only be performed on a single server
at a time.

Table 5: Example Action Buttons contains examples of Action buttons.

Table 5: Example Action Buttons

FunctionAction Button

Inserts data into a table.Insert

Edits data within a table.Edit

Deletes data from table.Delete

Changes the status of a managed object.Change

Some Action buttons take you to another page.

Submit buttons, described in Table 6: Submit Buttons, are used to submit information to the server. The
buttons are located in the page area and accompanied by a table in which you can enter information.
The Submit buttons, except for Cancel, are disabled until you enter some data or select a value for all
mandatory fields.

Table 6: Submit Buttons

FunctionSubmit Button

Submits the information to the server, and if successful, returns to the View
page for that table.

OK

Submits the information to the server, and if successful, remains on the current
page so that you can enter additional data.

Apply

Returns to the View page for the table without submitting any information
to the server.

Cancel
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Optional Layout Element Toolbar

The optional layout element toolbar appears in the Page Control Area of the GUI.

Figure 9: Optional Layout Element Toolbar

The toolbar displays different elements depending on which GUI page is selected. The elements of
the toolbar that can appear include:

• Filter – Allows you to filter data in a table.
• Errors – Displays errors associated with the work area.
• Info – Displays information messages associated with the work area.
• Status – Displays short status updates associated with the main work area.
• Warning – Displays warnings associated with the work area.

Notifications
Some messages require immediate attention, such as errors and status items. When new errors occur,
the Errors element opens automatically with information about the error. Similarly, when new status
items are added, the Status element opens. If you close an automatically opened element, the element
stays closed until a new, unacknowledged item is added.

Figure 10: Automatic Error Notification

Note:  Viewing and closing an error does not clear the Errors element. If you reopen the Errors element,
previously viewed errors are still in the list.

When new messages are added to Warning or Info, the styling of the element changes to indicate new
messages are available. The styling of the Task element changes when a task changes state (such as,
a task begins or ends).

Opening an Element in the Toolbar
Use this procedure to open an element in the optional layout element toolbar.

1. Click the text of the element or the triangle icon to open an element.
The selected element opens and overlays the work area.

2. Click X to close the element display.

36E73331 Revision 01, August 2016

User Interface Introduction



Filters

Filters are part of the optional layout element toolbar and appear throughout the GUI in the Page
Control Area. For more information about optional layout element toolbar functionality, see Optional
Layout Element Toolbar.

Filters allow you to limit the data presented in a table and can specify multiple filter criteria. By default,
table rows appear unfiltered. Three types of filters are supported, however, not all filtering options
are available on every page. The types of filters supported include:

• Network Element – When enabled, the Network Element filter limits the data viewed to a single
Network Element.

Note:  Once enabled, the Network Element filter affect all pages that list or display data relating
to the Network Element.

• Collection Interval – When enabled, the collection interval filter limits the data to entries collected
in a specified time range.

• Display Filter – The display filter limits the data viewed to data matching the specified criteria.

Once a field is selected, it cannot be selected again. All specified criteria must be met in order for a
row to be displayed.

The style or format of filters may vary depending on which GUI pages the filters are displayed.
Regardless of appearance, filters of the same type function the same.

Figure 11: Examples of Filter Styles

Filter Control Elements
This table describes filter control elements of the user interface.

Table 7: Filter Control Elements

DescriptionOperator

Displays an exact match.=

Displays all records that do not match the specified filter parameter value.!=

Displays all records with a parameter value that is greater than the specified value.>

Displays all records with a parameter value that is greater than or equal to the specified
value.

>=
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DescriptionOperator

Displays all records with a parameter value that is less than the specified value.<

Displays all records with a parameter value that is less than or equal to the specified
value.

<=

Enables you to use an asterisk (*) as a wildcard as part of the filter parameter value.Like

Displays all records that have a value of Is Null in the specified field.Is Null

Note:  Not all filterable fields support all operators. Only the supported operators are available for
you to select.

Filtering on the Network Element
The global Network Element filter is a special filter that is enabled on a per-user basis. The global
Network Element filter allows a user to limit the data viewed to a single Network Element. Once
enabled, the global Network Element filter affects all sub-screens that display data related to Network
Elements. This filtering option may not be available on all pages.

1. Click Filter in the optional layout element toolbar.
The filter tool appears.

2. Select a Network Element from the Network Element pulldown menu.
3. Click Go to filter on the selection, or click Reset to clear the selection.

Records are displayed according to the specified criteria.

Filtering on Collection Interval
The Collection Interval filter allows a user to limit the data viewed to a specified time interval. This
filtering option may not be available on all pages.

1. Click Filter in the optional layout element toolbar.
The filter tool appears.

2. Enter a duration for the Collection Interval filter.
The duration must be a numeric value.

3. Select a unit of time from the pulldown menu.
The unit of time can be seconds, minutes, hours, or days.

4. Select Beginning or Ending from the pulldown menu.
5. Click Go to filter on the selection, or click Reset to clear the selection.

Records are displayed according to the specified criteria.

Filtering Using the Display Filter
Use this procedure to perform a filtering operation. This procedure assumes you have a data table
displayed on your screen. This process is the same for all data tables. However, all filtering operations
are not available for all tables.
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1. Click Filter in the optional layout element toolbar.
The filter tool appears.

2. Select a field name from the Display Filter pulldown menu.
This selection specifies the field in the table that you want to filter on. The default is None, which
indicates that you want all available data displayed.

The selected field name displays in the Display Filter field.

3. Select an operator from the operation selector pulldown menu.
The selected operator appears in the field.

4. Enter a value in the value field.
This value specifies the data that you want to filter on. For example, if you specify Filter=Severity
with the equals (=) operator and a value of MINOR, the table would show only records where
Severity=MINOR.

5. For data tables that support compound filtering, click Add to add another filter condition. Then
repeat steps 2 through 4.
Multiple filter conditions are joined by an AND operator.

6. Click Go to filter on the selection, or click Reset to clear the selection.

Records are displayed according to the specified criteria.

Auto refresh controls

Auto refresh controls are widgets that control the rate at which the Page Area refreshes on some pages.
They are located in the Page Control Area on the right side. Auto refresh can be set to 15 seconds or
30 seconds, and it can be turned off. The changes take effect immediately.

Click one of the Auto Refresh options to set the auto refresh rate. Click the Off option to terminate
automatic refreshing of the page.

Pause Updates

Some pages refresh automatically. Updates to these pages can be paused by selecting the Pause updates
checkbox. Uncheck the Pause updates checkbox to resume automatic updates. The Pause updates
checkbox is available only on some pages.

Max Records Per Page Controls

Max Records Per Page is used to control the maximum number of records displayed in the page area.
If a page uses pagination, the value of Max Records Per Page is used. Use this procedure to change
the Max Records Per Page.

1. From the Main Menu, click Administration > General Options.
2. Change the value of the MaxRecordsPerPage variable.
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Note: Maximum Records Per Page has a range of values from 10 to 100 records. The default value
is 20.

3. Click OK or Apply.

The maximum number of records displayed is changed.

Message display

A message appears at the top of the Work Area on a page when a process needs to communicate errors
or information. When an event is in progress, a refresh link may be provided here so that you can
refresh without having to use the browser's refresh function

These are examples of some of the messages that can appear in a Work Area:
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Chapter

3
Alarms and Events, KPIs, and Measurements Overview

This section provides general information about the
application's alarms and events, KPIs, and
measurements.

Topics:

• Alarms Warning.....42
• Displaying the file list.....42
• Data Export.....42
• Tasks.....45
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Alarms Warning

Note:  For the most up-to-date information, refer to the MIB document posted with each software
release on the Oracle Software Delivery Cloud (OSDC) site.

Displaying the file list

Use this procedure to view the list of files located in the file management storage area of a server. The
amount of storage space currently in use can also be viewed on the Files page.

1. From the Main menu, select Status & Manage > Files.
2. Select a server.

All files stored on the selected server are displayed.

Data Export

From the Data Export page you can set an export target to receive exported selected data. Several
types of data can be filtered and exported using this feature. For more information about how to create
data export tasks, see:

• Exporting active alarms
• Exporting alarm and event history
• Exporting KPIs
• Exporting measurements reports

From the Data Export page you can manage file compression strategy and schedule the frequency
with which data files are exported.

Data Export elements

This table describes the elements on the Administration > Remote Servers > Data Export page.

Table 8: Data Export Elements

Data Input NotesDescriptionElement

Must be a valid hostname or a valid IP address.Name of export serverHostname

Range: Maximum length is 255 characters;
alphanumeric characters (a-z, A-Z, and 0-9) and
minus sign. Hostname must start and end with
an alphanumeric.
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Data Input NotesDescriptionElement
To clear the current export server and remove
the file transfer task, specify an empty hostname
and username.

Default: None

Format: TextboxUsername used to access the
export server

Username

Range: Maximum length is 32 characters;
alphanumeric characters (a-z, A-Z, and 0-9).

To clear the current export server and remove
the file transfer task, specify an empty hostname
and username.

Default: None

Format: TextboxDirectory path on the export
server where the exported
data files are to be transferred

Directory on Export
Server Range: Maximum length is 255 characters; valid

value is any UNIX string.

Default: None

Format: TextboxOptional path to the rsync
binary on the export server

Path to rsync on
Export Server Range: Maximum length is 4096 characters;

alphanumeric characters (a-z, A-Z, and 0-9),dash,
underscore, period, and forward slash.

Default: If no path is specified, the username's
home directory on the export server is used

Format: CheckboxEnables or disables the
transfer of the backup files

Backup File Copy
Enabled Default: Disabled (unchecked)

Format: Radio buttonCompression algorithm used
when exported data files are

File Compression

Range: gzip, bzip2, or noneinitially created on the local
host Default: gzip

Format: Radio buttonFrequency at which the
export occurs

Upload Frequency

Range: fifteen minutes, hourly, daily or weekly

Default: weekly

Format: Scrolling listIf The Upload Frequency is
Hourly, this is the minute of

Minute

Range: 0 to 59each hour when the transfer
is set to begin Default: zero

Format: Time textboxIf the Upload Frequency is
Daily of Weekly, this is the
time of day the export occurs

Time of Day

Range: HH:MM AM/PM in 15-minute
increments
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Data Input NotesDescriptionElement
Default: 12:00 AM

Format: Radio buttonIf Upload Frequency is
Weekly, this is the day of the

Day of Week

Range: Sunday through Saturdayweek when exported data
files will be transferred to the
export server

Default: Sunday

Format: ButtonThis button initiates an SSH
key exchange between the

SSH Key Exchange

OAM server and the data
export server currently
defined on the page. A
password must be entered
before the exchange can
complete.

Format: ButtonThis button initiates an
immediate attempt to

Transfer Now

transfer any data files in the
export directory to the export
server

Format: ButtonThis button initiates an
immediate test transfer to the

Test Transfer

data export server currently
defined on the page.

Format: ButtonThis button generates an SSH
Keys Report for all OAM
servers.

Keys Report

Configuring data export

The Data Export page enables you to configure a server to receive exported performance and
configuration data. Use this procedure to configure data export.

1. Select Administration > Remote Servers > Data Export.
The Data Export page appears.

2. Enter a Hostname.
See Data Export elements for details about the Hostname field and other fields that appear on this
page.

3. Enter a Username.
4. Enter a Directory Path on the Export server.
5. Enter the Path to Rsync on the Export server.
6. Select whether to enable the transfer of the backup file. To leave the backup disabled, do not check

the box.
7. Select the File Compression type.
8. Select the Upload Frequency.
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9. If you selected hourly for the upload frequency, select the Minute intervals.
10. If you selected daily or weekly for the upload frequency, select the Time of Day.
11. If you selected weekly for the upload frequency, select the Day of the Week.
12. Click Exchange SSH Key to transfer the SSH keys to the Export server.

A password dialog box appears.
13. Enter the password.

The server will attempt to exchange keys with the export server currently defined on the page.
After the SSH keys are successfully exchanged, continue with the next step.

14. Click OK to apply the changes or Cancel to discard the changes.
The export server is now configured and available to receive performance and configuration data.

15. You may optionally click Test Transfer to confirm the ability to export to the server currently
defined on the page.
The user can monitor the progress of the task by selecting the Tasks drop down list in the page
control area.

Tasks

The Tasks pages display the active, long running tasks and scheduled tasks on a selected server. The
Active Tasks page provides information such as status, start time, progress, and results for long
running tasks, while the Scheduled Tasks page provides a location to view, edit, and delete tasks that
are scheduled to occur.

Active Tasks

The Active Tasks page displays the long running tasks on a selected server. The Active Tasks page
provides information such as status, start time, progress, and results, all of which can be generated
into a report. Additionally, you can pause, restart, or delete tasks from this page.

Active Tasks elements
The Active Tasks page displays information in a tabular format where each tab represents a unique
server. By default, the current server's tab is selected when the page is loaded. This table describes
elements on the Active Tasks page.

Table 9: Active Tasks Elements

Description
Active Tasks

Element

Task IDID

Task nameName

Current status of the task. Status values include: running, paused, completed,
exception, and trapped.

Status

Time and date when the task was startedStart Time
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Description
Active Tasks

Element

Time and date the task's status was last updatedUpdate Time

Integer return code of the task. Values other than 0 (zero) indicate abnormal
termination of the task. Each value has a task-specific meaning.

Result

Details about the result of the taskResult Details

Current progress of the taskProgress

Deleting a task
Use this procedure to delete one or more tasks.

1. Select Status & Manage > Tasks > Active Tasks.
The Active Tasks page appears.

2. Select a server.

Note:  Hovering the cursor over any tab displays the name of the server.

All active tasks on the selected server are displayed.
3. Select one or more tasks.

Note:  To delete a single task or multiple tasks, the status of each task selected must be one of the
following: completed, exception, or trapped.

Note:  You can select multiple rows to delete at one time. To select multiple rows, press and hold
Ctrl as you click to select specific rows.

4. Click Delete.
A confirmation box appears.

5. Click OK to delete the selected task(s).
The selected task(s) are deleted from the table.

Deleting all completed tasks
Use this procedure to delete all completed tasks.

1. Select Status & Manage > Tasks > Active Tasks.
The Active Tasks page appears.

2. Select a server.

Note:  Hovering the cursor over any tab displays the name of the server.

All active tasks on the selected server are displayed.
3. Click Delete all Completed.

A confirmation box appears.
4. Click OK to delete all completed tasks.

All tasks with the status of completed are deleted.
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Canceling a running or paused task
Use this procedure to cancel a task that is running or paused.

1. Select Status & Manage > Tasks > Active Tasks.
The Active Tasks page appears.

2. Select a server.

Note:  Hovering the cursor over any tab displays the name of the server.

All active tasks on the selected server are displayed.
3. Select a task.
4. Click Cancel.

A confirmation box appears.
5. Click OK to cancel the selected task.

The selected task is canceled.

Pausing a task
Use this procedure to pause a task.

1. Select Status & Manage > Tasks > Active Tasks.
The Active Tasks page appears.

2. Select a server.

Note:  Hovering the mouse over any tab displays the name of the server.

All active tasks on the selected server are displayed.
3. Select a task.

Note:  A task may be paused only if the status of the task is running.

4. Click Pause.
A confirmation box appears.

5. Click OK to pause the selected task.
The selected task is paused. For information about restarting a paused task, see Restarting a task.

Restarting a task
Use this procedure to restart a task.

1. Select Status & Manage > Tasks > Active Tasks.
The Active Tasks page appears.

2. Select a server.

Note:  Hovering the mouse over any tab displays the name of the server.

All active tasks on the selected server are displayed.
3. Select a paused task.

Note:  A task may be restarted only if the status of the task is paused.

47E73331 Revision 01, August 2016

Alarms and Events, KPIs, and Measurements
Overview



4. Click Restart.
A confirmation box appears.

5. Click OK to restart the selected task.
The selected task is restarted.

Active Tasks report elements
The Active Tasks [Report] page displays report data for selected tasks. This table describes elements
on the Active Tasks [Report] page.

Table 10: Active Tasks Report Elements

Description
Active Tasks Report

Element

Task IDTask ID

Task nameDisplay Name

Current status of the task. Status values include: running, paused,
completed, exception, and trapped.

Task State

Confirms task statusAdmin State

Time and date when the task was startedStart Time

Time and date the task's status was last updatedLast Update Time

Time to complete the taskElapsed Time

Integer return code of the task. Values other than 0 (zero) indicate
abnormal termination of the task. Each value has a task-specific meaning.

Result

Details about the result of the taskResult Details

Generating an active task report
Use this procedure to generate an active task report.

1. Select Status & Manage > Tasks > Active Tasks.
The Active Tasks page appears.

2. Select a server.

Note:  Hovering the mouse over any tab displays the name of the server.

All active tasks on the selected server are displayed.
3. Select one or more tasks.

Note:  If no tasks are selected, all tasks matching the current filter criteria will be included in the
report.

4. Click Report.
The Tasks Report page appears.

5. Click Print to print the report.
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6. Click Save to save the report.

Scheduled Tasks

The periodic export of certain data can be scheduled through the GUI. The Scheduled Tasks page
provides you with a location to view, edit, delete, and generate reports of these scheduled tasks. For
more information about the types of data that can be exported, see:

• Exporting active alarms
• Exporting alarm and event history
• Exporting KPIs
• Exporting measurements reports

Viewing scheduled tasks
Use this procedure to view the scheduled tasks.

Select Status & Manage > Tasks > Scheduled Tasks.
The Scheduled Tasks page appears, and all scheduled tasks are displayed.

Scheduled Tasks elements
The Scheduled Tasks page displays information in a tabular format where each tab represents a
unique server. By default, the current server's tab is selected when the page is loaded. This table
describes elements on the Scheduled Tasks page.

Table 11: Scheduled Tasks Elements

DescriptionScheduled Tasks Element

Name given at the time of task creationTask Name

Description of the taskDescription

The hour and minute the task is scheduled to runTime of Day

Day of the week the task is scheduled to runDay-of-Week

The Network Element associated with the taskNetwork Elem

Editing a scheduled task
Use this procedure to edit a scheduled task.

1. Select Status & Manage > Tasks > Scheduled Tasks.
The Scheduled Tasks page appears, and all scheduled tasks are displayed.

2. Select a task.
3. Click Edit.

The Data Export page for the selected task appears.
4. Edit the available fields as necessary.
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See  Scheduled Tasks elements for details about the fields that appear on this page.
5. Click OK or Apply to submit the changes and return to the Scheduled Tasks page.

Deleting a scheduled task
Use this procedure to delete one or more scheduled tasks.

1. Select Status & Manage > Tasks > Scheduled Tasks.
The Scheduled Tasks page appears, and all scheduled tasks are displayed.

2. Select one or more tasks.
3. Click Delete.

A confirmation box appears.
4. Click OK to delete the selected task(s).

The selected task(s) are deleted from the table.

Generating a scheduled task report
Use this procedure to generate a scheduled task report.

1. Select Status & Manage > Tasks > Scheduled Tasks.
The Scheduled Tasks page appears, and all scheduled tasks are displayed.

2. Select one or more tasks.

Note:  If no tasks are selected, all tasks matching the current filter criteria will be included in the
report.

3. Click Report.
The Scheduled Tasks [Report] page appears.

4. Click Print to print the report.
5. Click Save to save the report.
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Chapter

4
Alarms and Events

This section provides general alarm/event
information, and lists the types of alarms and events

Topics:

• General alarms and events information.....52 that can occur on the system. Alarms and events are
• OAM (10000-10999).....62 recorded in a database log table. Currently active

alarms can be viewed from the Launch Alarms• SDS (14000-14999).....79
Dashboard GUI menu option. The alarms and events• Communication Agent, ComAgent

(19800-19899).....91 log can be viewed from the View History GUI menu
option.

Note:  Some of the alarms in the following
Operations, Administration, and Maintenance

• EXG Stack (19000-19999).....118
• Platform (31000-32800).....122

(OAM) and Platform Alarms sections are shared
with other applications and may not appear in the
UDR.

51E73331 Revision 01, August 2016



General alarms and events information

This section provides general information about alarms and events, including an alarms overview,
types of alarms/events, and alarms-related procedures.

Alarms and events overview

Alarms provide information pertaining to a system's operational condition that a network manager
may need to act upon. An alarm might represent a change in an external condition, for example, a
communications link has changed from connected to disconnected state. Alarms can have these
severities:

• Critical application error
• Major application error
• Minor application error
• Cleared

An alarm is considered inactive once it has been cleared and cleared alarms are logged on the Alarms
& Events > View History page of the GUI.

Events note the occurrence of a transient condition. Events have a severity of Info and are logged on
the View History page.

Note:  Some events may be throttled because the frequently generated events can overload the MP or
OAM server's system or event history log (e.g., generating an event for every ingress message failure).
By specifying a throttle interval (in seconds), the events will appear no more frequently than once
during the interval duration period (e.g., if the throttle interval is 5-seconds, the event will be logged
no frequently than once every 5-seconds).

Figure 12: Flow of Alarms shows how Alarms and Events are organized in the application.

Figure 12: Flow of Alarms
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Alarms and events are recorded in a database log table. Application event logging provides an efficient
way to record event instance information in a manageable form, and is used to:

• Record events that represent alarmed conditions
• Record events for later browsing
• Implement an event interface for generating SNMP traps

Alarm indicators, located in the User Interface banner, indicate all critical, major, and minor active
alarms. A number and an alarm indicator combined represent the number of active alarms at a specific
level of severity. For example, if you see the number six in the orange-colored alarm indicator, that
means there are six major active alarms.

Figure 13: Alarm Indicators Legend

Figure 14: Trap Count Indicator Legend

Alarm and event ID ranges

The AlarmID listed for each alarm falls into one of the following process classifications:

Table 12: Alarm/Event ID Ranges

Alarm ID RangeApplication/Process Name

5000-5099IPFE

10000-10999OAM
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Alarm ID RangeApplication/Process Name

11500-11549IDIH

19800-19909ComAgent

19910-19999DSR Diagnostics

22000-22350, 22900-22999Diameter

22400-22424RBAR

22500-22599Generic Application

22600-22640FABR

22700-22799PDRA

24400-24499TVOE

25000-25499CAPM

25500-25899OAM Alarm Management

31000-32700Platform

33000-33024DM-IWF

33025-33049Load Generator

33050-33099MD-IWF

33100-33149GLA

Alarm and event types

This table describes the possible alarm/event types that can be displayed.

Note:  Not all applications use all of the alarm types listed.

Table 13: Alarm and Event Types

TypeType Name

ApplicationAPPL

Communication Agent (ComAgent)CAF

Computer-Aided Policy Making (Diameter Mediation)CAPM

ConfigurationCFG

ChargingCHG

Congestion ControlCNG

CollectionCOLL

Diameter Application Server (Message Copy)DAS

DatabaseDB
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TypeType Name

DiameterDIAM

DiskDISK

Domain Name ServiceDNS

Data Processor ServerDPS

Event Responder ApplicationERA

Full Address Based ResolutionFABR

High AvailabilityHA

Hypertext Transfer ProtocolHTTP

Integrated DIHIDIH

InterfaceIF

Internet ProtocolIP

IP Front EndIPFE

Load GeneratorLOADGEN

LoggingLOG

MeasurementsMEAS

MemoryMEM

Network Address TranslationNAT

Number PortabilityNP

Operations, Administration & MaintenanceOAM

Policy Charging Rules FunctionPCRF

Policy Diameter Routing AgentPDRA

PlatformPLAT

ProcessPROC

ProvisioningPROV

Policy SBRpSBR

QBusQP

Range-Based Address ResolutionRBAR

ReplicationREPL

Stream Control Transmission ProtocolSCTP

Subscriber Database ServerSDS

Signaling CompressionSIGC
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TypeType Name

Session Initiation Protocol InterfaceSIP

Selective LoggingSL

Signaling System 7SS7

SIP Signaling RouterSSR

EXG StackSTK

Software (generic event type)SW

Transmission Control ProtocolTCP

Viewing active alarms

Active alarms are displayed in a scrollable, optionally filterable table. By default, the active alarms
are sorted by time stamp with the most recent alarm at the top.

Use this procedure to view active alarms.

Note:  The alarms and events that appear in View Active vary depending on whether you are logged
in to an NOAM or SOAM. Alarm collection is handled solely by NOAM servers in systems that do
not support SOAMs.

1. Select Alarms & Events > View Active.
The View Active page appears.

2. If necessary, specify filter criteria and click Go.
The active alarms are displayed according to the specified criteria.

The active alarms table updates automatically. When new alarms are generated, the table is
automatically updated, and the view returns to the top row of the table.

3. To suspend automatic updates, click any row in the table.
The following message appears: (Alarm updates are suspended.)

If a new alarm is generated while automatic updates are suspended, a new message appears:
(Alarm updates are suspended. Available updates pending.)

To resume automatic updates, press and hold Ctrl as you click to deselect the selected row.

Active alarms data export elements

This table describes the elements on the View Active > Export alarms page.

Table 14: Schedule Active Alarm Data Export Elements

Data Input NotesDescriptionElement

Format: TextboxName of the scheduled taskTask Name

Range: Maximum length is 40 characters;
alphanumeric (a-z, A-Z, and 0-9) and minus sign
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Data Input NotesDescriptionElement
(-). Task Name must begin and end with an
alphanumeric character.

Format: TextboxDescription of the scheduled
task

Description

Range: Maximum length is 255 characters;
alphanumeric (a-z, A-Z, and 0-9) and minus sign
(-). Description must begin with an alphanumeric
character.

Format: Radio buttonFrequency at which the export
occurs

Export
Frequency Range: Once, Fifteen Minutes, Hourly, Daily, or

Weekly

Default: Once

Format: Scrolling listIf hourly or fifteen minutes is
selected for Upload

Minute

Range: 0 to 59Frequency, this is the minute
of each hour when the data Default: 0
will be written to the export
directory.

Format: Time textboxTime of day the export occursTime of Day

Range: 15-minute increments

Default: 12:00 AM

Format: Radio buttonDay of week on which the
export occurs

Day of Week

Range: Sunday, Monday, Tuesday, Wednesday,
Thursday, Friday, or Saturday

Default: Sunday

Exporting active alarms

You can schedule periodic exports of alarm data from the Alarms and Events View Active page.
Active alarm data can be exported immediately, or you can schedule exports to occur daily or weekly.
If filtering has been applied in the View Active page, only filtered data is exported.

During data export, the system automatically creates a CSV file of the filtered data. The file will be
available in the file management area until you manually delete it, or until the file is transfered to an
alternate location using the Export Server feature. For more information about using Export Server,
see Data Export.

Alarm details can be exported to a file by clicking the Export button on the View Active page. The
system automatically creates and writes the exported active alarm details to a CSV file in the file
management area.

If filtering has been applied in the View Active page, only filtered, active alarms are exported.

Use this procedure to export active alarms to a file and to schedule a data export task.
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1. Select Alarms & Events > View Active.
The View Active page appears.

2. If necessary, specify filter criteria and click Go.
The active alarms are displayed according to the specified criteria.

3. Click Export.
The Schedule Active Alarm Data Export page appears. For more information about fields on this
page, see Active alarms data export elements.

4. Enter the Task Name.
5. Select the Export Frequency.
6. Select the Time of Day.

Note: Time of Day is not an option if Export Frequency equals Once.

7. Select the Day of Week.

Note: Day of Week is not an option if Export Frequency equals Once.

8. Click OK or Apply to initiate the active alarms export task.
From the Status & Manage > Files page, you can view a list of files available for download,
including the file you exported during this procedure. For more information, see Displaying the file
list.

Scheduled tasks can be viewed, edited, and deleted, and reports of scheduled tasks can be generated
from Status & Manage > Tasks. For more information see:

• Viewing scheduled tasks
• Editing a scheduled task
• Deleting a scheduled task
• Generating a scheduled task report

9. Click Export.
The file is exported.

10. Click the link in the green message box to go directly to the Status & Manage > Files page.

From the Status & Manage > Files page, you can view a list of files available for download,
including the active alarms file you exported during this procedure.

Generating a report of active alarms

Use this procedure to generate a report.

1. Select Alarms & Events > View Active.
The View Active page appears.

2. Specify filter criteria, if necessary, and click Go.
The active alarms are displayed according to the specified criteria. Alternately, you can select
multiple rows and generate a report using those. To select multiple rows, press and hold Ctrl as
you click to select specific rows.
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3. Click Report.
The View Active Report is generated. This report can be printed or saved to a file.

4. Click Print to print the report.
5. Click Save to save the report to a file.

Viewing alarm and event history

All historical alarms and events are displayed in a scrollable, optionally filterable table. The historical
alarms and events are sorted, by default, by time stamp with the most recent one at the top. Use this
procedure to view alarm and event history.

Note:  The alarms and events that appear in View History vary depending on whether you are logged
in to an NOAM or SOAM. Alarm collection is handled solely by NOAM servers in systems that do
not support SOAMs.

1. Select Alarms & Events > View History.
The View History page appears.

2. If necessary, specify filter criteria and click Go.

Note:  Some fields, such as Additional Info, truncate data to a limited number of characters. When
this happens, a More link appears. Click More to view a report that displays all relevant data.

Historical alarms and events are displayed according to the specified criteria.

The historical alarms table updates automatically. When new historial data is available, the table
is automatically updated, and the view returns to the top row of the table.

3. To suspend automatic updates, click any row in the table.
The following message appears: (Alarm updates are suspended.)

If a new alarm is generated while automatic updates are suspended, a new message appears:
(Alarm updates are suspended. Available updates pending.)

To resume automatic updates, press and hold Ctrl as you click to deselect the selected row.

Historical events data export elements

This table describes the elements on the View History > Export page.

Table 15: Schedule Event Data Export Elements

Data Input NotesDescriptionElement

Format: TextboxName of the scheduled
task

Task Name

Range: Maximum length is 40 characters;
alphanumeric (a-z, A-Z, and 0-9) and minus sign (-).
Task Name must begin and end with an alphanumeric
character.

Format: TextboxDescription of the
scheduled task

Description

Range: Maximum length is 255 characters;
alphanumeric (a-z, A-Z, and 0-9) and minus sign (-).
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Data Input NotesDescriptionElement
Description must begin with an alphanumeric
character.

Format: Radio buttonFrequency at which the
export occurs

Export
Frequency Range: Fifteen Minutes, Hourly, Once, Weekly, or

Daily

Default: Once

Format: Scrolling listIf hourly or fifteen minutes
is selected for Upload

Minute

Range: 0 to 59Frequency, this is the
minute of each hour when Default: 0
the data will be written to
the export directory.

Format: Time textboxTime of day the export
occurs

Time of Day

Range: 15-minute increments

Default: 12:00 AM

Format: Radio buttonDay of week on which the
export occurs

Day of Week

Range: Sunday, Monday, Tuesday, Wednesday,
Thursday, Friday, or Saturday

Default: Sunday

Exporting alarm and event history

You can schedule periodic exports of historical data from the Alarms and Events View History page.
Historical data can be exported immediately, or you can schedule exports to occur daily or weekly. If
filtering has been applied in the View History page, only filtered data is exported.

During data export, the system automatically creates a CSV file of the filtered data. The file is available
in the file management area until you manually delete it, or until the file is transferred to an alternate
location using the Export Server feature. For more information about using Export Server, see Data
Export.

The details of historical alarms and events can be exported to a file by clicking the Export button on
the View History page. The system automatically creates and writes the exported historical alarm
details to a CSV file in the file management area.

If filtering has been applied in the View History page, only filtered historical alarms and events are
exported. Use this procedure to export alarm and event history to a file, and schedule a data export
task.

1. Select Alarms & Events > View History.
The View History page appears.

2. If necessary, specify filter criteria and click Go.
The historical alarms and events are displayed according to the specified criteria.

3. Click Export.
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The Schedule Event Data Export page appears.
4. Enter the Task Name.

For more information about Task Name, or any field on this page, see Historical events data export
elements.

5. Select the Export Frequency.
6. If you selected Hourly, specify the Minutes.
7. Select the Time of Day.

Note: Time of Day is not an option if Export Frequency equals Once.

8. Select the Day of Week.

Note: Day of Week is not an option if Export Frequency equals Once.

9. Click OK or Apply to initiate the data export task.
The data export task is scheduled. From the Status & Manage > Files page, you can view a list of
files available for download, including the alarm history file you exported during this procedure.
For more information, see Displaying the file list.

Scheduled tasks can be viewed, edited, and deleted, and reports of scheduled tasks can be generated
from Status & Manage > Tasks. For more information see:

• Viewing scheduled tasks
• Editing a scheduled task
• Deleting a scheduled task
• Generating a scheduled task report

10. Click Export.
The file is exported.

11. Click the link in the green message box to go directly to the Status & Manage > Files page.

From the Status & Manage > Files page, you can view a list of files available for download,
including the alarm history file you exported during this procedure.

Generating a report of historical alarms and events

Use this procedure to generate a report.

1. Select Alarms & Events > View History.
The View History page appears.

2. Specify filter criteria, if necessary, and click Go.
The historical alarms and events are displayed according to the specified criteria.

3. Click Report.
The View History Report is generated. This report can be printed or saved to a file.

4. Click Print to print the report.
5. Click Save to save the report to a file.
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OAM (10000-10999)

This section provides information and recovery procedures for OAM alarms, ranging from 10000-10999.

Alarms formatting information

This section of the document provides information to help you understand why an alarm occurred
and to provide a recovery procedure to help correct the condition that caused the alarm.

The information provided about each alarm includes:

• Alarm Type: the type of alarm that has occurred. For a list of alarm types, see Alarm and event types.
• Description: describes the reason for the alarm
• Severity: the severity of the alarm
• Instance: the instance of a managed object for which an alarm or event is generated.

Note:  The value in the Instance field can vary, depending on the process generating the alarm.

• HA Score: high availability score; determines if switchover is necessary
• Auto Clear Seconds: the number of seconds that have to pass before the alarm will clear itself.

Note:  Some alarms and events have an Auto Clear Seconds of 0 (zero), indicating that these alarms
and events do not auto-clear

• OID: alarm identifier that appears in SNMP traps
• Recovery: provides any necessary steps for correcting or preventing the alarm

10000 - Incompatible database version

DBAlarm Group:

The database version is incompatible with the installed
software database version.

Description:

CriticalSeverity:

N/AInstance:

FailedHA Score:

300Auto Clear Seconds:

tekelecIncompatibleDatabaseVersionNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

10001 - Database backup started

DBEvent Type:

The database backup has started.Description:
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InfoSeverity:

GUIInstance:

NormalHA Score:

1Throttle Seconds:

tekelecBackupStartNotifyOID:

Recovery:
No action action required.

10002 - Database backup completed

DBEvent Type:

Backup completedDescription:

InfoSeverity:

GUIInstance:

NormalHA Score:

1Throttle Seconds:

tekelecBackupCompleteNotifyOID:

Recovery:
No action required.

10003 - Database backup failed

DBEvent Type:

The database backup has failed.Description:

InfoSeverity:

N/AInstance:

NormalHA Score:

1Throttle Seconds:

tekelecBackupFailNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

10004 - Database restoration started

DBEvent Type:

The database restoration has started.Description:

InfoSeverity:
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N/AInstance:

NormalHA Score:

1Throttle Seconds:

tekelecRestoreStartNotifyOID:

Recovery:
No action required.

10005 - Database restoration completed

DBEvent Type:

The database restoration is completed.Description:

InfoSeverity:

N/AInstance:

NormalHA Score:

1Throttle Seconds:

tekelecRestoreCompleteNotifyOID:

Recovery:
No action required.

10006 - Database restoration failed

DBEvent Type:

The database restoration has failed.Description:

InfoSeverity:

N/AInstance:

NormalHA Score:

1Throttle Seconds:

tekelecRestoreFailNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

10008 - Database provisioning manually disabled

DBAlarm Group:

Database provisioning has been manually disabled.Description:

MinorSeverity:

N/AInstance:
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NormalHA Score:

This alarm does not autoclear.Auto Clear Seconds:

awpss7TekelecProvisioningManuallyDisabledNotifyOID:

Recovery:
No action required.

10009 - Config and Prov db not yet synchronized

REPLAlarm Group:

The configuration and the provisioning databases are not
yet synchronized.

Description:

CriticalSeverity:

N/AInstance:

FailedHA Score:

This alarm does not autoclear.Auto Clear Seconds:

awpss7OAGTCfgProvDbNoSyncNotifyOID:

Recovery:
1. Monitor the replication status using the Status & Manage > Replication GUI page.
2. If alarm persists for more than one hour, contact My Oracle Support (MOS).

10010 - Stateful db from mate not yet synchronized

HAAlarm Group:

The stateful database is not synchronized with the mate
database.

Description:

MinorSeverity:

N/AInstance:

DegradedHA Score:

This alarm does not autoclear.Auto Clear Seconds:

awpss7OAGTStDbNoSyncNotifyOID:

Recovery:
If alarm persists for more than 30 seconds, contact My Oracle Support (MOS).

10011 - Cannot monitor table

OAMAlarm Group:

Monitoring for table cannot be set up.Description:
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MajorSeverity:

N/AInstance:

DegradedHA Score:

This alarm does not autoclear.Auto Clear Seconds:

awpss7OAGTCantMonitorTableNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

10012 - Table change responder failed

OAMAlarm Group:

The responder for a monitored table failed to respond to a
table change.

Description:

MajorSeverity:

N/AInstance:

DegradedHA Score:

This alarm does not autoclear.Auto Clear Seconds:

awpss7OAGTResponderFailedNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

10115 - Health Check Started

LOGEvent Type:

Upgrade health check operation started.Description:

InfoSeverity:

<>Instance:

NormalHA Score:

0Throttle Seconds:

tekelecLogHealthCheckStartOID:

Recovery:
Contact My Oracle Support (MOS).

10116 - Health Check Successful

LOGEvent Type:
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Upgrade health check operation completed
successfully.

Description:

InfoSeverity:

<>Instance:

NormalHA Score:

0Throttle Seconds:

tekelecLogHealthCheckSuccessOID:

Recovery:
Contact My Oracle Support (MOS).

10117 - Health Check Failed

LOGEvent Type:

Upgrade health check operation failed.Description:

InfoSeverity:

<>Instance:

NormalHA Score:

0Throttle Seconds:

tekelecLogHealthCheckFailedOID:

Recovery:
Contact My Oracle Support (MOS).

10118 - Health Check Not Run

LOGEvent Type:

Upgrade health check not run.Description:

InfoSeverity:

<>Instance:

NormalHA Score:

1Throttle Seconds:

tekelecLogHealthCheckNotRunOID:

Recovery:
Contact My Oracle Support (MOS).

10020 - Backup failure

DBAlarm Group:
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Database backup failed.Description:

MinorSeverity:

N/AInstance:

NormalHA Score:

This alarm does not autoclear.Auto Clear Seconds:

awpss7ApwBackupFailureNotifyOID:

Recovery:
Alarm will clear if a backup (Automated or Manual) of the same group data is successful. Contact
My Oracle Support (MOS) if failures persist.

10050 - Resource Audit Failure

AUDAlarm Group:

Database backup failed.Description:

MinorSeverity:

Instance:

NormalHA Score:

0Auto Clear Seconds:

awpss7TekelecResourceAuditFailureNotifyOID:

Recovery:

10051 - Route Deployment Failed

AUDAlarm Group:

An error occurred in the deployment of a network.Description:

MinorSeverity:

Route ID that failed to deployInstance:

NormalHA Score:

0Auto Clear Seconds:

awpss7TekelecRouteDeploymentFailedNotifyOID:

Recovery:
Edit the route to choose a gateway that is reachable or delete the route.

10052 - Route discovery failed

AUDAlarm Group:

An error occurred in the discovery of network routes.Description:

68E73331 Revision 01, August 2016

Alarms and Events



MinorSeverity:

N/AInstance:

NormalHA Score:

0Auto Clear Seconds:

awpss7TekelecRouteDiscoveryFailedNotifyOID:

Recovery:
If the problem persists, contact My Oracle Support (MOS).

10053 - Route deployment failed - no available device

AUDAlarm Group:

A suitable device could not be identified for the deployment
of a network route.

Description:

MinorSeverity:

Route ID that failed to deployInstance:

NormalHA Score:

0Auto Clear Seconds:

awpss7TekelecNoRouteDeviceNotifyOID:

Recovery:
1. Deploy the route on a specific device instead of using the “AUTO” device.
2. Ensure that every server in the server group has a usable device for the selected gateway.

10054 - Device deployment failed

AUDAlarm Group:

An error occurred in the deployment of a network device.Description:

MinorSeverity:

Device name that failed to deployInstance:

NormalHA Score:

0Auto Clear Seconds:

awpss7TekelecDeviceDeploymentFailedNotifyOID:

Recovery:
Edit or delete the device.

10055 - Device discovery failed

AUDAlarm Group:
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An error occurred in the discovery of network devices.Description:

MinorSeverity:

N/AInstance:

NormalHA Score:

0Auto Clear Seconds:

awpss7TekelecDeviceDiscoveryFailedNotifyOID:

Recovery:
If the problem persists, contact My Oracle Support (MOS).

10073 - Server Group Max Allowed HA Role Warning

HAAlarm Group:

The server group has received the maximum number of
allowed HA role warnings.

Description:

MinorSeverity:

Affected Server Group nameInstance:

NormalHA Score:

0Auto Clear Seconds:

awpss7OAGTSgMaxAllowedHARoleWarnNotifyOID:

Recovery:
1. Login to the SO GUI and navigate to the HA page (Main Menu > Status & Manage > HA).
2. Click the Edit button and change the Max Allowed HA role of the current Standby SOAM to Active.
3. If you cannot perform the HA switchover, login to the server (Main Menu > Status & Manage >

Server).
4. Click on the Active server and press the Restart button to restart the server.

HA switchover occurs.
5. Verify the switchover was successful from the Active SOAM GUI, or login to the Active and Standby

SOAMs and execute the following command:
# ha.mystate

10074 - Standby server degraded while mate server stabilizes

HAAlarm Group:

The standby server has temporarily degraded while the new
active server stabilizes following a switch of activity.

Description:

MinorSeverity:

N/AInstance:

DegradedHA Score:
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This alarm does not autoclear.Auto Clear Seconds:

awpss7HASbyRecoveryInProgressNotifyOID:

Recovery:
No action required; the alarm clears automatically when standby server is recovered. This is part
of the normal recovery process for the server that transitioned to standby as a result of a failover.

10075 - Application processes have been manually stopped

HAAlarm Group:

The server is no longer providing services because application
processes have been manually stopped.

Description:

MinorSeverity:

N/AInstance:

FailedHA Score:

This alarm does not autoclear.Auto Clear Seconds:

awpss7HAMtceStopApplicationsNotifyOID:

Recovery:
If maintenance actions are complete, restart application processes on the server from the Status &
Manage > Servers page by selecting the Restart Applications action for the server that raised the
alarm.
Once successfully restarted the alarm will clear.

10078 - Application not restarted on standby server due to disabled failure cleanup
mode

HAEvent Type:

The Applications on the Standby server have not been restarted
after an active-to- standby transition since
h_FailureCleanupMode is set to 0.

Description:

InfoSeverity:

N/AInstance:

NormalHA Score:

1Throttle Seconds:

awpss7FailureRecoveryWithoutAppRestartNotifyOID:

Recovery:
Contact My Oracle Support (MOS).
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10100 - Log export started

LOGEvent Type:

Log files export operation has started.Description:

InfoSeverity:

N/AInstance:

NormalHA Score:

1Throttle Seconds:

awpss7TekelecLogExportStartNotifyOID:

Recovery:
No action required.

10101 - Log export successful

LOGEvent Type:

The log files export operation completed successfully.Description:

InfoSeverity:

N/AInstance:

NormalHA Score:

1Throttle Seconds:

awpss7TekelecLogExportSuccessNotifyOID:

Recovery:
No action required.

10102 - Log export failed

LOGEvent Type:

The log files export operation failed.Description:

InfoSeverity:

N/AInstance:

NormalHA Score:

1Throttle Seconds:

awpss7TekelecLogExportFailedNotifyOID:

Recovery:
1. Verify the export request and try the export again.
2. If the problem persists, contact My Oracle Support (MOS).
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10103 - Log export already in progress

LOGEvent Type:

Log files export operation not run - export can only run on
Active Network OAMP server.

Description:

InfoSeverity:

N/AInstance:

NormalHA Score:

1Throttle Seconds:

awpss7TekelecLogExportNotRunNotifyOID:

Recovery:
Restart export operation after existing export completes.

10104 - Log export file transfer failed

LOGEvent Type:

The performance data export remote copy operation failed.Description:

InfoSeverity:

<Task ID>

Note:  <Task ID> refers to the ID column found in Main Menu >
Status & Manage > Tasks > Active Tasks.

Instance:

NormalHA Score:

1Throttle Seconds:

awpss7TekelecExportXferFailedNotifyOID:

Recovery:
Contact My Oracle Support (MOS) for assistance.

10105 - Log export cancelled - user request

LOGEvent Type:

The log files export operation cancelled by user.Description:

InfoSeverity:

<Task ID>

Note:  <Task ID> refers to the ID column found in Main Menu >
Status & Manage > Tasks > Active Tasks.

Instance:

NormalHA Score:

1Throttle Seconds:

73E73331 Revision 01, August 2016

Alarms and Events



awpss7TekelecLogExportCancelledUserNotifyOID:

Recovery:
Contact My Oracle Support (MOS) for assistance.

10106 - Log export cancelled - duplicate request

LOGEvent Type:

The log files export operation was cancelled because a scheduled
export is queued already.

Description:

InfoSeverity:

<Task ID>

Note:  <Task ID> refers to the ID column found in Main Menu >
Status & Manage > Tasks > Active Tasks.

Instance:

NormalHA Score:

1Throttle Seconds:

awpss7TekelecLogExportCancelledDuplicateNotifyOID:

Recovery:
1. Check the duration and/or frequency of scheduled exports as they are not completing before the

next scheduled export is requested.
2. If the problem persists, contact My Oracle Support (MOS) for assistance.

10107 - Log export cancelled - queue full

LOGEvent Type:

The log files export operation cancelled because the export queue
is full.

Description:

InfoSeverity:

<Task ID>

Note:  <Task ID> refers to the ID column found in Main Menu >
Status & Manage > Tasks > Active Tasks.

Instance:

NormalHA Score:

1Throttle Seconds:

awpss7TekelecLogExportCancelledQueueNotifyOID:

Recovery:
1. Check the amount, duration and/or frequency of scheduled exports to ensure the queue does not

fill up.
2. If the problem persists, contact My Oracle Support (MOS) for assistance.
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10108 - Duplicate scheduled log export task

LOGAlarm Group:

A duplicate scheduled log export task has been queued.Description:

MinorSeverity:

<Target ID>

Note:  <Target ID> refers to the scheduled task ID found by
running a report from Main Menu > Status & Manage > Tasks >
Scheduled Tasks.

Instance:

NormalHA Score:

This alarm does not autoclear.Auto Clear Seconds:

awpss7TekelecLogExportDupSchedTaskNotifyOID:

Recovery:
1. Check the duration and/or frequency of scheduled exports as they are not completing before the

next scheduled export is requested.
2. If the problem persists, contact My Oracle Support (MOS) for assistance.

10109 - Log export queue is full

LOGAlarm Group:

The log export queue is fullDescription:

MinorSeverity:

<Queue Name>

Note:  <Queue Name> refers to the name of the queue used for the
export task ID found by running a report from either Main Menu >

Instance:

Status & Manage > Tasks > Active Tasks or Main Menu > Status
& Manage > Tasks > Scheduled Tasks.

NormalHA Score:

This alarm does not autoclear.Auto Clear Seconds:

awpss7TekelecLogExportQueueFullNotifyOID:

Recovery:
1. Check the amount, duration and/or frequency of scheduled exports to ensure that the queue does

not fill up.
2. If the problem persists, contact My Oracle Support (MOS) for assistance.

10134 - Server Upgrade Failed

LOGAlarm Group:
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The server upgrade operation failed.Description:

MajorSeverity:

<HostName>Instance:

NormalHA Score:

0Auto Clear Seconds:

tekelecLogServerUpgradeFailAlmOID:

Recovery:
1. If there are servers in the server group that have successfully upgraded, you will need to individually

restart the upgrade on that server. Navigate to the Upgrade page (Administration > Software
Management > Upgrade).

2. Select the "Server Group" tab containing the server that raised the alarm.
3. Select the individual server(s) and then click the Server Upgrade button to start the upgrade on

those servers.

Note:  Servers cannot be selected across tabs. If there are servers in multiple server groups, you
must restart the server upgrade for each additional "Server Group" tab.

4. If no servers in the group have been upgraded, you can select Auto Upgrade to upgrade all servers
in the server group. If a server upgrade has failed already, the alarm will be cleared when the server
begins to upgrade.

Note:  The active server in the NO server group will never upgrade automatically.

10151 - Login successful

LOGEvent Type:

The login operation was successful.Description:

InfoSeverity:

N/AInstance:

NormalHA Score:

1Throttle Seconds:

awpss7TekelecLoginSuccessNotifyOID:

Recovery:
No action required.

10152 - Login failed

LOGEvent Type:

The login operation failedDescription:

InfoSeverity:

N/AInstance:
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NormalHA Score:

1Throttle Seconds:

awpss7TekelecLoginFailedNotifyOID:

Recovery:
Verify login information and case is correct, and re-enter.

10153 - Logout successful

LOGEvent Type:

The logout operation was successful.Description:

InfoSeverity:

N/AInstance:

NormalHA Score:

1Throttle Seconds:

awpss7TekelecLogoutSuccessNotifyOID:

Recovery:
No action required.

10154 - User Account Disabled

AUTHAlarm Group:

User account has been disabled due to multiple login
failures.

Description:

MinorSeverity:

N/AInstance:

NormalHA Score:

This alarm does not autoclear.Auto Clear Seconds:

awpss7TekelecAccountDisabledNotifyOID:

Recovery:
The alarm will clear if the account is automatically re-enabled. Otherwise, the administrator must
enable or delete user account.

10155 - SAML Login Successful

LOGEvent Group:

SAML Login SuccessfulDescription:

InfoSeverity:
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N/AInstance:

NormalHA Score:

1Throttle Seconds:

awpss7TekelecSamlLoginSuccessNotifyOID:

Recovery:
This is not a failure event. It's an indication that a user was successfully authenticated for login to
the GUI. This applies to both conventional login and Single Sign On (SSO) login.

10156 - SAML Login Failed

LOGEvent Group:

An attempt to login to the GUI via conventional login
or via SSO login failed.

Description:

InfoSeverity:

N/AInstance:

NormalHA Score:

1Throttle Seconds:

tekelecSamlLoginFailedOID:

Recovery:
1. Use correct username and password to log in.
2. For failed SSO login, verify SSO was properly configured. Collect logs and contact My Oracle Support

(MOS) if the problem persists.

10200 - Remote database reinitialization in progress

CFGAlarm Group:

The remote database reinitialization is in progress. This alarm
is raised on the active NOAM server for the server being added
to the server group.

Description:

MinorSeverity:

<hostname of remote server>Instance:

NormalHA Score:

This alarm does not autoclear.Auto Clear Seconds:

awpss7ApwSgDbReinitNotifyOID:

Recovery:
1. Check to see that the remote server is configured.
2. Make sure the remote server is responding to network connections.
3. If this does not clear the alarm, delete this server from the server group.
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4. If the problem persists, contact My Oracle Support (MOS).

SDS (14000-14999)

This section provides information and recovery procedures for SDS alarms and events, ranging from
14000-14999.

Alarms formatting information

This section of the document provides information to help you understand why an alarm occurred
and to provide a recovery procedure to help correct the condition that caused the alarm.

The information provided about each alarm includes:

• Alarm Type: the type of alarm that has occurred. For a list of alarm types see  General alarms and
events information.

• Description: describes the reason for the alarm
• Severity: the severity of the alarm (Critical, Major, Minor, Informational)
• Instance: where the alarm occurred, for example, GUI, <process name>, IP address, <server name>

Note:  The value in the Instance field can vary, depending on the process generating the alarm.

• HA Score: high availability score; determines if switchover is necessary
• Auto Clear Seconds: the number of seconds that must pass before the alarm will clear itself. Some

alarms are not autocleared. Informational events are marked N/A because they do not have to be
cleared.

• OID: alarm identifier that appears in SNMP traps
• Recovery: provides any necessary steps for correcting or preventing the alarm

14100 - Interface Disabled

Alarm Type: PROV

Description: Provisioning interface is manually disabled.

Severity: Critical

Instance: N/A

HA Score: Normal

Auto Clear Seconds: This alarm does not automatically clear after a set time.

OID: sdsProvInterfaceDisabled

Recovery: Enable the interface to clear the alarm.

14101 - No Remote Connections

PROVAlarm Group
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No remote provisioning clients are connected.Description

MajorSeverity

N/AInstance

NormalHA Score

This alarm does not automatically clear.Auto Clear Seconds

sdsProvNoRemoteConnectionsOID

Recovery
The alarm will clear when at least one remote provisioning client is connected.

14102 - Connection Failed

PROVAlarm Group

Provisioning client connection initialization failed due to an
error specified in additional information. See trace log for
details. (CID=<Connection ID>, IP=<IP Address>).

Description

MajorSeverity

N/AInstance

NormalHA Score

300Auto Clear Seconds

sdsProvConnectionFailedOID

Recovery
Alarm automatically clears after 5 minutes or when connected.

14103 - Both Port Identical

PROVAlarm Group

Both XML and SOAP provisioning client connection are
disables since same port is configured for both.

Description

MajorSeverity

N/AInstance

NormalHA Score

N/AAuto Clear Seconds

sdsProvBothPortIdenticalOID

Recovery
Alarm clears when one of the ports is changed.
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14120 - Connection Established

PROVEvent Type

Provisioning client connection established.Description

InfoSeverity

N/AInstance

NormalHA Score

N/AThrottle Seconds

sdsProvConnectionEstablishedOID

Recovery
No action required for this event.

14121 - Connection Terminated

PROVEvent Type

Provisioning client connection terminated due to the error
specified in additional information.

Description

InfoSeverity

N/AInstance

NormalHA Score

N/AThrottle Seconds

sdsProvConnectionTerminatedOID

Recovery
No action required for this event.

14122 - Connection Denied

PROVEvent Type

Provisioning client connection denied due to the error
specified in additional information.

Description

InfoSeverity

N/AInstance

NormalHA Score

N/AThrottle Seconds

sdsProvConnectionDeniedOID

Recovery
No action required for this event.
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14140 - Import Throttled

PROVAlarm Group

Provisioning import throttled to prevent overrunning
database service processes.

Description

MinorSeverity

N/AInstance

NormalHA Score

5Auto Clear Seconds

sdsProvImportThrottledOID

Recovery
Alarm automatically cleared in 5 seconds after throttling subsides.

14150 - Import Initialization Failed

PROVAlarm Group

Provisioning import failed due to the initialization error
specified in additional information. See trace log for details.

Description

MajorSeverity

provimportInstance

NormalHA Score

N/AAuto Clear Seconds

sdsProvImportInitializationFailedOID

Recovery
Alarm clears when initialization completes successfully.

14151 - Import Generation Failed

PROVAlarm Group

Provisioning import failed due to the import file execution
error specified in the additional information. See the trace log
for details.

Description

MajorSeverity

provimportInstance

NormalHA Score

12 hoursAuto Clear Seconds

sdsProvImportGenerationFailedOID
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Recovery
Alarm clears automatically after 12 hours or when initialization completes successfully.

14152 - Import Transfer Failed

PROVAlarm Group

Provisioning import operation failed due to the file transfer
error specified in additional information. See trace log for
details.

Description

MajorSeverity

provimportInstance

NormalHA Score

12 hoursAuto Clear Seconds

sdsProvImportTransferFailedOID

Recovery
Alarm clears automatically after 12 hours or when the file transfer completes successfully.

14153 - Export Initialization Failed

PROVAlarm Group

Provisioning export failed due to the initialization error
specified in the additional information. See trace log for
details.

Description

MajorSeverity

provexportInstance

NormalHA Score

12 hoursAuto Clear Seconds

sdsProvExportInitializationFailedOID

Recovery
Alarm clears automatically after 12 hours or when initialization completes successfully.

14154 - Export Generation Failed

PROVAlarm Group

Provisioning export operation failed due to the export file
generation error specified in the additional information. See
trace log for details.

Description

MajorSeverity

provexportInstance
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NormalHA Score

12 hoursAuto Clear Seconds

sdsProvExportGenerationFailedOID

Recovery
Correct the problem and try the export again.

14155 - Export Transfer Failed

PROVAlarm Group

Provisioning export operation failed due to the file transfer
error specified in the additional information. See trace log for
details.

Description

MajorSeverity

provexportInstance

NormalHA Score

12 hoursAuto Clear Seconds

sdsProvExportTransferFailedOID

Recovery
Correct the problem and try the export again.

14160 - Import Operation Completed

PROVEvent Type

All files were imported successfully.Description

InfoSeverity

N/AInstance

NormalHA Score

N/AThrottle Seconds

sdsProvImportOperationCompletedOID

Recovery
No action required for this event.

14161 - Export Operation Completed

PROVEvent Type

All scheduled exports completed successfully.Description

InfoSeverity
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N/AInstance

NormalHA Score

N/AThrottle Seconds

sdsProvExportOperationCompletedOID

Recovery
No action required for this event.

14170 - Remote Audit started and in progress

PROVEvent Type

Remote Audit started and is in progress.Description

InfoSeverity

N/AInstance

NormalHA Score

N/AThrottle Seconds

sdsProvRemoteAuditStartedAndInProgressNotifyOID

Recovery
No action required for this event.

14171 - Remote Audit aborted

PROVEvent Type

Remote Audit aborted.Description

InfoSeverity

N/AInstance

NormalHA Score

N/AThrottle Seconds

sdsProvRemoteAuditAbortedNotifyOID

Recovery
No action required for this event.

14172 - Remote Audit failed to complete

PROVEvent Type

Remote Audit failed to complete.Description

InfoSeverity

N/AInstance

85E73331 Revision 01, August 2016

Alarms and Events



NormalHA Score

N/AThrottle Seconds

sdsProvRemoteAuditFailedToCompleteNotifyOID

Recovery
No action required for this event.

14173 - Remote Audit completed

PROVEvent Type

Remote Audit completed successfully.Description

InfoSeverity

N/AInstance

NormalHA Score

N/AThrottle Seconds

sdsProvRemoteAuditCompletedNotifyOID

Recovery
No action required for this event.

14174 - NPA Split pending request deleted

PROVEvent Type

A Pending NPA Split has been deleted by the user before it
could become Active on its Start Date.

Description

InfoSeverity

N/AInstance

NormalHA Score

N/AThrottle Seconds

sdsProvNpaSplitPendingRequestDeletedOID

Recovery
No action required for this event.

14175 - NPA Split activation failed

PROVEvent Type

NPA Split activation failed. See trace log for details.Description

InfoSeverity

N/AInstance
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NormalHA Score

N/AThrottle Seconds

sdsProvNpaSplitActivationFailedOID

Recovery
Contact the My Oracle Support (MOS).

14176 - NPA Split started and is active

PROVEvent Type

NPA Split started and is active.Description

InfoSeverity

N/AInstance

NormalHA Score

N/AThrottle Seconds

sdsProvNpaSplitActivatedOID

Recovery
No action required for this event.

14177 - NPA Split completion failed

PROVEvent Type

NPA Split completion failed. See trace log for details.Description

InfoSeverity

N/AInstance

NormalHA Score

N/AThrottle Seconds

sdsProvNpaSplitCompletionFailedOID

Recovery
Contact the My Oracle Support (MOS).

14178 - NPA Split completed

PROVEvent Type

NPA Split completed.Description

InfoSeverity

N/AInstance

NormalHA Score
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N/AThrottle Seconds

sdsProvNpaSplitCompletedOID

Recovery
No action required for this event.

14179 - MSISDN deleted from Blacklist

PROVEvent Type

Previously Blacklisted MSISDN is now a Routing EntityDescription

InfoSeverity

N/AInstance

NormalHA Score

0Throttle Seconds

sdsProvMsisdnDeletedFromBlacklistOID

Recovery
No action necessary.

14180 - IMSI deleted from Blacklist

PROVEvent Type

Previously Blacklisted IMSI is now a Routing EntityDescription

InfoSeverity

N/AInstance

NormalHA Score

0Throttle Seconds

sdsProvImsiDeletedFromBlacklistOID

Recovery
No action necessary.

14188 - PdbRelay not connected

PROVAlarm Group

PdbRelay not connected.Description

• The SDS Command Log does not go back far enough to resume
relaying commands. A bulk load of HLRR is required.

• Neither Primary nor Disaster Recovery Virtual IP address is
configured for the HLRR.

• The connection is failing with the error shown in Additional Info.
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MajorSeverity

pdbrelayInstance

NormalHA Score

0Auto Clear Seconds

sdsProvRelayNotConnectedNotifyOID

Recovery
1. Perform Bulk Load Procedure at the HLRR.
2. Configure the HLRR address in the SDS GUI.
3. Verify network connectivity with the HLRR.

14189 - PdbRelay Time Lag

PROVAlarm Group

Pdbrelay feature is enabled but is falling behind. The time between
timestamps of the last record processed and the latest entry in the
Command Log has exceeded time limit threshold.

Description

• Critical: 27 minutes
• Major - 12 minutes
• Minor - 3 minutes

Critical, Major, MinorSeverity

pdbrelayInstance

NormalHA Score

0Auto Clear Seconds

sdsProvRelayTimeLagNotifyOID

Recovery
Contact the My Oracle Support (MOS).

14198 - ProvDbException

PROVAlarm Group

The rate of ProvDbException errors has exceed the threshold.Description

• Critical - 1000 errors per second
• Major - 100 errors per second
• Minor - Any occurrence

Critical, Major, MinorSeverity

ProvDbException, SDSInstance

NormalHA Score

89E73331 Revision 01, August 2016

Alarms and Events



3600Auto Clear Seconds

sdsProvDbExceptionNotifyOID

Recovery
No action required.

14200 - DP Stack Event Queue utilization

DPSAlarm Group

The percent utilization of the DP Stack Event Queue is
approaching its maximum capacity.

Description

Severity • Minor when utilization exceeds 60%.
• Major when utilization exceeds 80%.
• Critical when utilization exceeds 95%.

N/AInstance

NormalHA Score

N/AAuto Clear Seconds

sdsDpsStackEventQueueUtilizationNotifyOID

Recovery
Minor alarm clears when utilization falls below 50%.•

• Major alarm clears when utilization falls below 70%.
• Critical alarm clears when utilization falls below 90%.

14301- ERA Responder Failed

ERAAlarm Group

Event responder failed due to an internal error.Description

MajorSeverity

N/AInstance

NormalHA Score

N/AAuto Clear Seconds

sdsEraResponderFailedOID

Recovery
Contact the My Oracle Support (MOS).
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Communication Agent, ComAgent (19800-19899)

This section provides information and recovery procedures for Communication Agent (ComAgent)
alarms and events, ranging from 19800 - 19899, and lists the types of alarms and events that can occur
on the system. All events have a severity of Info.

Alarms and events are recorded in a database log table. Currently active alarms can be viewed from
the Launch Alarms Dashboard GUI menu option. The alarms and events log can be viewed from the
Alarms & Events > View History page.

19800 - Communication Agent Connection Down

CAFAlarm Group:

This alarm indicates that a Communication Agent is unable to establish
transport connections with one or more other servers, and this may

Description:

indicate that applications on the local server are unable to communicate
with all of their peers. Generally this alarm is asserted when a server
or the IP network is undergoing maintenance or when a connection
has been manually disabled.

MajorSeverity:

N/AInstance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFConnectionDownNotifyOID:

Recovery:
1. Use Main Menu > Alarms & Events > View History to find additional information about the

alarm.

The information can be found by locating the row with a sequence number that matches the active
alarm sequence number and viewing the Additional Info column.

2. Check the event history logs at Main Menu > Alarms & Events > View History for additional
Communication Agent events or alarms from this MP server.

3. Use Main Menu > Communication Agent > Maintenance > Connection Status to determine
which connections on the server have abnormal status.

4. If the connection is manually disabled, then no further action is necessary.
5. Verify that the remote server is not under maintenance.
6. Verify that IP network connectivity exists between the two connection end-points.
7. Verify that the connection’s local IP address and port number are configured on remote Node.
8. Verify that the Application Process using Communication Agent plug-in is running on both ends.
9. Verify that the connection’s remote IP address and port correctly identify remote’s listening port.
10. Contact My Oracle Support (MOS) for assistance.
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19801 - Communication Agent Connection Locally Blocked

CAFAlarm Group:

This alarm indicates that one or more Communication Agent connections
have been administratively blocked at the server asserting the alarm, and this

Description:

is generally done as part of a maintenance procedure. A connection that is
blocked cannot be used by applications to communicate with other servers,
and so this alarm may indicate that applications are unable to communicate
with their expected set of peers.

Note:  It is normal to have this alarm if the connection is in the Blocked
administrative state on the near-side of the connection.

MinorSeverity:

N/A

Note:  This alarm is cleared when:

Instance:

• Locally UNBLOCKed: An Admin Action to locally UNBLOCK the service
connection and no other connection is locally blocked.

• Deleted: The MP Server/Connection is deleted.
• Failed: The Connection is terminated, due to Admin Disable action or

Heartbeat failure or remote end initiated disconnection or any other reason.

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFConnLocalBlockedNotifyOID:

Recovery:
1. Use Main Menu > Alarms & Events > View History to find additional information about the

alarm.

The information can be found by locating the row with a sequence number that matches the active
alarm sequence number and viewing the Additional Info column.

2. Check the event history logs at Main Menu > Alarms & Events > View History for additional
Communication Agent events or alarms from this MP server.

3. Use Main Menu > Communication Agent > Maintenance > Connection Status to determine
which connections on the server have abnormal status.

4. If the expected set of connections is locally blocked, then no further action is necessary.
5. To remove a the local block condition for a connection, use the Main Menu > Communication

Agent > Maintenance > Connection Status screen and click the 'Enable' action button for the
desired connection.

6. Contact My Oracle Support (MOS) for assistance.

19802 - Communication Agent Connection Remotely Blocked

CAFAlarm Group:
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This alarm indicates that one or more Communication Agent connections have
been administratively blocked at a remote server connected to the server, and

Description:

this is generally done as part of a maintenance procedure. A connection that
is blocked cannot be used by applications to communicate with other servers,
and so this alarm may indicate that applications are unable to communicate
with their expected set of peers.

Note:  It is normal to have this alarm if the connection is in the Blocked
administrative state on the far-side of the connection.

MinorSeverity:

N/A

Note:  This alarm is cleared when:

Instance:

• Locally UNBLOCKed: An Admin Action to locally UNBLOCK the service
connection and no other connection is locally blocked.

• Deleted: The MP Server/Connection is deleted.
• Failed: The Connection is terminated, due to Admin Disable action or

Heartbeat failure or remote end initiated disconnection or any other reason.

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFConnRemoteBlockedNotifyOID:

Recovery:
1. Use Main Menu > Alarms & Events > View History to find additional information about the

alarm.

The information can be found by locating the row with a sequence number that matches the active
alarm sequence number and viewing the Additional Info column.

2. Check the event history logs at Main Menu > Alarms & Events > View History for additional
Communication Agent events or alarms from this MP server.

3. Use Main Menu > Communication Agent > Maintenance > Connection Status to determine
which connections on the server have abnormal status.

4. If the expected set of connections is locally blocked, then no further action is necessary.
5. To remove a the local block condition for a connection, use the Main Menu > Communication

Agent > Maintenance > Connection Status screen and click the 'Enable' action button for the
desired connection.

6. Contact My Oracle Support (MOS) for assistance.

19803 - Communication Agent stack event queue utilization

CAFAlarm Group:

The percent utilization of the Communication Agent Task stack queue
is approaching defined threshold capacity. If this problem persists and

Description:

the queue reaches above the defined threshold utilization, the new
StackEvents (Query/Response/Relay) messages for the Task can be
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discarded, based on the StackEvent priority and Application's Global
Congestion Threshold Enforcement Mode.

Minor, Major, CriticalSeverity:

<ComAgent StackTask Name>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFQueueUtilNotifyOID:

Recovery:
1. Use Main Menu > Alarms & Events to examine the alarm log.

An IP network or Adjacent node problem may exist preventing from transmitting messages into
the network at the same pace that messages are being received from the network. The Task thread
may be experiencing a problem preventing it from processing events from its event queue. Contact
My Oracle Support (MOS) for assistance.

2. Use Main Menu > Status & Control > KPIs to monitor the ingress traffic rate of each MP.

Each MP in the server site should be receiving approximately the same ingress transaction per
second.

Contact My Oracle Support (MOS) for assistance.

3. If the MP ingress rate is approximately the same, there may be an insufficient number of MPs
configured to handle the network traffic load.

If all MPs are in a congestion state then the offered load to the server site is exceeding its capacity.

Contact My Oracle Support (MOS) for assistance.

19804 - Communication Agent configured connection waiting for remote client to
establish connection

CAFAlarm Group:

Communication Agent configured connection waiting for remote client to
establish connection. This alarm indicates that a Communication Agent is

Description:

waiting for one or more far-end client MPs to initiate transport connections.
Generally this alarm is asserted when a client MP or the IP network is
undergoing maintenance or when a connection has been manually disabled
at a client MP.

Note:  It is normal to have this auto-clearing connection alarm for the remote
server connections that configured manually in "Client" mode, but are not yet
available for processing traffic.

MinorSeverity:
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N/A

Note:  The alarm is cleared when a "server" connection exits the "forming"
state and no other connection having "server" connect mode is in the "forming"
state or the auto-clear time-out occurs.

Instance:

• The MP Server/Connection is deleted
• When connection is moved to TotallyBlocked/RemotelyBlocked/InService

state from Aligning
• Auto Clear
• Connection is disabled

NormalHA Score:

300 (5 min)Auto Clear Seconds:

cAFClientConnWaitNotifyOID:

Recovery:
1. Find additional information for the alarm in Main Menu > Alarms & Events > View History by

locating the row with a sequence number that matches the active alarm sequence number and
viewing the Additional Info column.

The alarm is cleared only for remote server connections that are configured manually in “Client”
mode. This mode is used to listen for connection requests from configured remote clients.

• The MP Server/Connection is deleted
• When connection is moved to TotallyBlocked/RemotelyBlocked/InService state from Aligning
• Auto Clear
• Connection is disabled

2. Check the event history logs at Main Menu > Alarms & Events > View History for additional
Communication Agent events or alarms from this MP server.

3. Check Main Menu > Communication Agent > Maintenance > Connection Status to determine
which connections on the server have abnormal status.

4. Verify that the remote server is not under maintenance.
5. If the connection is manually disabled at the client MP, and it is expected to be disabled, then no

further action is necessary.
6. If the connection has been manually disabled at the client MP, but it is not supposed to be disabled,

then enable the connection by clicking on the 'Enable' action button on the Connection Status screen.
7. Verify that IP network connectivity exists between the two connection end-points.
8. Verify that the connection's local IP address and port number are configured on remote client MP.
9. Verify that the Application Process using Communication Agent plug-in is running on both ends.
10. Verify that the connection's remote IP address and port correctly identify remote's listening port.
11. Contact My Oracle Support (MOS) for assistance.

19805 - Communication Agent Failed To Align Connection

CAFAlarm Group:
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The Communication Agent failed to align connection. This alarm indicates
that Communication Agent has established one or more transport

Description:

connections with servers that are running incompatible versions of
software, and so Communication Agent is unable to complete the
alignment of the connection. A connection that fails alignment cannot be
used by applications to communicate with other servers, and so this alarm
may indicate that applications are unable to communicate with their
expected set of peers.

MajorSeverity:

N/AInstance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFConnAlignFailedNotifyOID:

Recovery:
1. If the connection administrative action is set to ‘disable’, the alarm is cleared. No further action is

necessary.
2. Check the event history logs at Main Menu > Alarms & Events > View History for additional

Communication Agent events or alarms from this MP server.
3. Find additional information for the alarm in Main Menu > Alarms & Events > View History by

locating the row with a sequence number that matches the active alarm sequence number and
viewing the Additional Info column.

4. Check the event history logs at Main Menu > Alarms & Events > View History for additional
Communication Agent events or alarms from this MP server.

5. Check Main Menu > Communication Agent > Maintenance > Connection Status to determine
which connections on the server have abnormal status.

For each connection reporting 'Aligning' connection status, determine the servers that are endpoints,
and verify that the correct software is installed on each server. If incorrect software is present, then
server maintenance may be required.

6. Contact My Oracle Support (MOS) for assistance.

19806 - Communication Agent CommMessage mempool utilization

CAFAlarm Group:

The percent utilization of the Communication Agent CommMessage
mempool is approaching defined threshold capacity.

Description:

The percent utilization of the Communication Agent internal resource
pool (CommMessage) is approaching its defined capacity. If this problem
persists and the usage reaches 100% utilization, ComAgent will allocate
the CommMessage objects from the heap. This should not impact the
functionality, but may impact performance and/or latency.

Critical, Major, MinorSeverity:

<ComAgent Process Name>Instance:
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NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFPoolResUtilNotifyOID:

Recovery:
1. Use Main Menu > Alarms & Events to examine the alarm log.

An IP network or Adjacent node problem may exist preventing from transmitting messages into
the network at the same pace that messages are being received from the network. The Task thread
may be experiencing a problem preventing it from processing events from its internal resource
queue. Contact My Oracle Support (MOS) for assistance.

2. Use Main Menu > Status & Control > KPIs to monitor the ingress traffic rate of each MP.

Each MP in the server site should be receiving approximately the same ingress transaction per
second.

Contact My Oracle Support (MOS) for assistance.

3. If the MP ingress rate is approximately the same, there may be an insufficient number of MPs
configured to handle the network traffic load.

If all MPs are in a congestion state then the ingres rate to the server site is exceeding its capacity.

Contact My Oracle Support (MOS) for assistance.

19807 - Communication Agent User Data FIFO Queue utilization

CAFAlarm Group:

The percent utilization of the Communication Agent User Data FIFO
Queue is approaching defined threshold capacity. If this problem persists

Description:

and the queue reaches above the defined threshold utilization, the new
StackEvents (Query/Response/Relay) messages for the Task can be
discarded, based on the StackEvent priority and Application's Global
Congestion Threshold Enforcement Mode.

Minor, Major, CriticalSeverity:

<ComAgent StackTask Name>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFUserDataFIFOUtilNotifyOID:

Recovery:
1. An IP network or Adjacent node problem may exist preventing from transmitting messages into

the network at the same pace that messages are being received from the network.
2. Use Main Menu > Alarms & Events to determine if the ComAgent worker thread may be

experiencing a problem preventing it from processing events from User Data FIFO queue.

Contact My Oracle Support (MOS) for assistance.
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3. The mis-configuration of Adjacent Node IP routing may result in too much traffic being distributed
to the MP. The ingress traffic rate of each MP can be monitored from Main Menu > Status &
Control > KPIs.

Each MP in the server site should be receiving approximately the same ingress transaction per
second.

Contact My Oracle Support (MOS) for assistance.

4. There may be an insufficient number of MPs configured to handle the network traffic load. The
ingress traffic rate of each MP can be monitored from Main Menu > Status & Control > KPIs.

If all MPs are in a congestion state then the offered load to the server site is exceeding its capacity.

Contact My Oracle Support (MOS) for assistance.

19808 - Communication Agent Connection FIFO Queue utilization

CAFAlarm Group:

The percent utilization of the Communication Agent Connection FIFO
Queue is approaching defined threshold capacity. If this problem

Description:

persists and the queue reaches above the defined threshold utilization,
the new ComAgent internal Connection Management StackEvents
messages can be discarded based on Application's Global Congestion
Threshold Enforcement Mode.

Minor, Major, CriticalSeverity:

<ComAgent StackTask Name>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFMxFIFOUtilNotifyOID:

Recovery:
1. An IP network or Adjacent node problem may exist preventing from transmitting messages into

the network at the same pace that messages are being received from the network.
2. Use Main Menu > Alarms & Events to determine if the ComAgent worker thread may be

experiencing a problem preventing it from processing events from ComAgent Connection FIFO
queue.

Contact My Oracle Support (MOS) for assistance.

3. The mis-configuration of Adjacent Node IP routing may result in too much traffic being distributed
to the MP. The ingress traffic rate of each MP can be monitored from Main Menu > Status &
Control > KPIs.

Each MP in the server site should be receiving approximately the same ingress transaction per
second.

Contact My Oracle Support (MOS) for assistance.

4. There may be an insufficient number of MPs configured to handle the network traffic load. The
ingress traffic rate of each MP can be monitored from Main Menu > Status & Control > KPIs.
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If all MPs are in a congestion state then the offered load to the server site is exceeding its capacity.

Contact My Oracle Support (MOS) for assistance.

19810 - Communication Agent Egress Message Discarded

CAFEvent Type:

The Communication Agent egress message is being discarded due to
one of the following reasons:

Description:

• Unknown destination server
• Connection state is not InService
• Incompatible destination
• Serialization failed
• MxEndpoint send failed
• Internal error

InfoSeverity:

<RemoteIP>

Note:  If <RemoteIP> is not known at the time of message discard,
then "Unknown" will be used.

Instance:

NormalHA Score:

10Throttle Seconds:

cAFEventEgressMessageDiscardedNotifyOID:

Recovery:
1. View the Event AddlInfo column.

Message is being discarded due to one of the reasons specified.

2. If it’s a persistent condition with the status of one of the Communication Agent Configuration
Managed Object then resolve the underlying issue with the Managed Object.

3. If the event is raised due to software condition, It’s an indication that the Communication Agent
Process may be experiencing problems.

4. Use Main Menu > Alarms & Events and examine the alarm log.
5. Contact My Oracle Support (MOS) for assistance.

19811 - Communication Agent Ingress Message Discarded

CAFEvent Type:

Communication Agent Ingress Message Discarded.Description:

InfoSeverity:

<RemoteIP>Instance:

NormalHA Score:
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10Throttle Seconds:

cAFEventIngressMessageDiscardedNotifyOID:

Recovery:
1. View the Event AddlInfo column.

Message is being discarded due to one of the reasons specified.

2. If it’s a persistent condition with the status of one of the Communication Agent Configuration
Managed Object then resolve the underlying issue with the Managed Object.

3. If the event is raised due to software condition, it is an indication that the Communication Agent
Process may be experiencing problems.

4. Use Main Menu > Alarms & Events and examine the alarm log.
5. Contact My Oracle Support (MOS) for assistance.

19814 - Communication Agent Peer has not responded to heartbeat

CAFEvent Type:

Communication Agent Peer has not responded to heartbeat.Description:

InfoSeverity:

<RemoteIP>Instance:

NormalHA Score:

cAFEventHeartbeatMissedNotifyOID:

Recovery:
1. Check the configuration of managed objects and resolve any configuration issues with the Managed

Object or hosting nodes.

This message may be due to network condition or latency or due to setup issues.

2. If the event is raised due to software condition, It’s an indication that the Communication Agent
Process may be experiencing problems.

3. Use Main Menu > Alarms & Events and examine the alarm log.
4. Contact My Oracle Support (MOS) for assistance.

19816 - Communication Agent Connection State Changed

CAFEvent Type:

Communication Agent Connection State Changed.Description:

InfoSeverity:

<RemoteIP>Instance:

NormalHA Score:

cAFEventConnectionStateChangeNotifyOID:
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Recovery:
1. Use Main Menu > Alarms & Events and examine the alarm log.

This Event is a log of connection state change.

2. Contact My Oracle Support (MOS) for assistance.

19817 - Communication Agent DB Responder detected a change in configurable control
option parameter

CAFEvent Type:

Communication Agent DB Responder detected a change in configurable
control option parameter.

Note:  This event is an indication that Communication Agent detected a
control parameter change. The change will be applied to applicable software

Description:

component. If the change is applied on the GUI, the appropriate GUI action
is logged in security logs. If the action is not performed from GUI and the
control parameter is changed, this event indicates the executed change.

InfoSeverity:

N/AInstance:

NormalHA Score:

cAFEventComAgtConfigParamChangeNotifyOID:

Recovery:
1. Use Main Menu > Alarms & Events and examine the alarm log.

2. Use Main Menu > Security Log and examine the alarm log.
3. If the event shows up in Main Menu > Alarms & Events, without the corresponding GUI

security-log in Main Menu > Security Log. Contact My Oracle Support (MOS) for assistance.

19820 - Communication Agent Routed Service Unavailable

CAFAlarm Group:

This alarm indicates that all connections of all connection groups
associated with a Routed Service are unavailable. This generally

Description:

occurs when far-end servers have been removed from service by
maintenance actions. This can also occur if all of the Routed Service’s
connections have been either disabled or blocked.

MajorSeverity:

<RoutedServiceName>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFRSUnavailNotifyOID:
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Recovery:
1. Use Main Menu > Communication Agent > Maintenance > Routed Service Status to view the

connection groups and connections associated with the Routed Service.
2. Use Main Menu > Communication Agent > Maintenance > Connection Status to view the the

reasons why connections are unavailable.
3. Use Main Menu > Status & Manage > Server to confirm that the far-end servers have an application

state of enabled, and that their subsystems are operating normally.

It is possible that this alarm results from conditions at the far-end servers connected to the server
that asserted this alarm.

4. Contact My Oracle Support (MOS) for assistance.

19821 - Communication Agent Routed Service Degraded

CAFAlarm Group:

This alarm indicates that some, but not all, connections are
unavailable in the connection group being used by a Communication

Description:

Agent Routed Service to route messages. The result is that the server
that posted this alarm is not load-balancing traffic across all of the
connections configured in the connection group.

MajorSeverity:

<ServiceName>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFRSDegradedNotifyOID:

Recovery:
1. Use Main Menu > Communication Agent > Maintenance > Routed Service Status to view the

connection groups and connections associated with the Routed Service.
2. Use Main Menu > Communication Agent > Maintenance > Connection Status to view the reasons

why connections are unavailable.
3. Use Main Menu > Status & Manage > Server to confirm that the far-end servers have an application

state of enabled, and that their subsystems are operating normally.

It is possible that this alarm results from conditions at the far-end servers connected to the server
that asserted this alarm.

4. Contact My Oracle Support (MOS) for assistance.

19822 - Communication Agent Routed Service Congested

CAFAlarm Group:

This alarm indicates that a routed service is load-balancing traffic
across all connections in a connection group, but all of the

Description:
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connections are experiencing congestion. Messages may be
discarded due to congestion.

MajorSeverity:

<ServiceName>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFRSCongestedNotifyOID:

Recovery:
1. Use Main Menu > Communication Agent > Maintenance > Routed Service Status to view the

connection groups and connections associated with the Routed Service.
2. Use Main Menu > Communication Agent > Maintenance > Connection Status to view the are

congested and the degree to which they are congested.
3. Check the far-end of the congested connections in order to further isolate the cause of congestion.

If the far-end servers are overloaded, then it is possible that the system is being presented a load
that exceeds its engineered capacity. If this is the case, then either the load must be reduced, or
additional capacity must be added.

4. Contact My Oracle Support (MOS) for assistance.

19823 - Communication Agent Routed Service Using Low-Priority Connection Group

CAFAlarm Group:

Communication Agent routed service is routing traffic using
a connection group that has a lower-priority than another
connection group.

Description:

MajorSeverity:

<ServiceName>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFRSUsingLowPriConnGrpNotifyOID:

Recovery:
1. Use Main Menu > Communication Agent > Maintenance > Routed Service Status to view the

connection groups and connections associated with the Routed Service.
2. Use Main Menu > Communication Agent > Maintenance > Connection Status to view the reasons

why connections are unavailable.
3. Use Main Menu > Status & Manage > Server to confirm that the far-end servers have an application

state of enabled, and that their subsystems are operating normally.

It is possible that this alarm results from conditions at the far-end servers connected to the server
that asserted this alarm.

4. Contact My Oracle Support (MOS) for assistance.
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19824 - Communication Agent Pending Transaction Utilization

CAFAlarm Group:

The ComAgent Reliable Transfer Function is approaching or
exceeding its engineered reliable transaction handling capacity.

Description:

Minor, Major, CriticalSeverity:

n/a (ComAgent process)Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFTransUtilNotifyOID:

Recovery:
1. Use Main Menu > Status & Control > Server Status to view MP server status.
2. Remote server is slow in responding to outstanding transaction with correlation resource in-use.

The mis-configuration of ComAgent Server/Client routing may result in too much traffic being
distributed to affected connection for MP.

3. There may be an insufficient number of server application MPs configured to handle the internal
traffic load. If server application MPs are in a congestion state then the offered load to the server
site is exceeding its capacity.

4. Use Main Menu > Alarm & Events and examine the alarm log.

The system may be experiencing network problems.

The Communication Agent Process may be experiencing problems.

5. Contact My Oracle Support (MOS) for assistance.

19825 - Communication Agent Transaction Failure Rate

CAFAlarm Group:

The number of failed transactions during the sampling
period has exceeded configured thresholds.

Description:

Minor, Major, CriticalSeverity:

<ServiceName>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFTransFailRateNotifyOID:

Recovery:
1. Use Main Menu > Status & Control > Server Status to view MP server status.
2. Remote server is slow in responding to outstanding transaction with correlation resource in-use.

The mis-configuration of ComAgent Server/Client routing may result in too much traffic being
distributed to affected connection for MP.
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3. There may be an insufficient number of server application MPs configured to handle the internal
traffic load. If server application MPs are in a congestion state then the offered load to the server
site is exceeding its capacity.

4. Use Main Menu > Alarm & Events and examine the alarm log.

The system may be experiencing network problems.

The Communication Agent Process may be experiencing problems.

5. Contact My Oracle Support (MOS) for assistance.

19826 - Communication Agent Connection Congested

CAFAlarm Group:

This alarm indicates that Communication Agent is experiencing
congestion in communication between two servers, and this can

Description:

be caused by a server becoming overloaded or by network
problems between two servers.

MajorSeverity:

N/AInstance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFConnCongestedNotifyOID:

Recovery:
1. Find additional information for the alarm in Main Menu > Alarms & Events > View History by

locating the row with a sequence number that matches the active alarm sequence number and
viewing the Additional Info column.

2. Check the event history logs at Main Menu > Alarms & Events > View History for additional
Communication Agent events or alarms from this MP server.

3. Check Main Menu > Communication Agent > Maintenance > Connection Status to determine
which connections on the server have abnormal status.

4. If the Remote MP Overload Level (OL) > 0 then determine why the remote server is congested.
a) Verify that the remote server is not under maintenance.
b) Examine the remote's CPU utilization.
c) Examine the remote's current alarms.

5. If the local server's Transport Congestion Level (TCL) > 0 then determine why the connection is
not handling the load.
a) The remote may be overload by traffic from other MPs.
b) The local server may be trying to send too much traffic to the remote.
c) The IP connectivity may be impaired.

6. Contact My Oracle Support (MOS) for assistance.
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19827 - SMS stack event queue utilization

SMSAlarm Group:

The percent utilization of the SMS Task stack queue is
approaching defined threshold capacity.

Description:

Minor, Major, CriticalSeverity:

<SMS Thread/Queue Index>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFSmsQueueUtilNotifyOID:

Recovery:
1. The system itself may be heavily loaded with work, causing this subsystem to also become

overloaded. Check other system resources (ComAgent Congestion, Cpu Utilization, and Server
Congestion are some examples) for signs of overload.

2. If the problem persists, contact My Oracle Support (MOS) for assistance.

19830 - Communication Agent Service Registration State Change

CAFEvent Type:

Communication Agent Service Registration State Change.Description:

InfoSeverity:

<ServiceName>Instance:

NormalHA Score:

cAFEventComAgtSvcRegChangedNotifyOID:

Recovery:
This event is a log of normal application startup and shutdown activity. It may provide aid during
troubleshooting when compared to other events in the log.

19831 - Communication Agent Service Operational State Changed

CAFEvent Type:

Communication Agent Service Operational State Changed.Description:

InfoSeverity:

<ServiceName>Instance:

NormalHA Score:

cAFEventComAgtSvcOpStateChangedNotifyOID:

Recovery:
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1. This event indicates that a Communication Agent service changed operational state, and typically
results from maintenance actions.

A service can also change state due to server overload.

2. If the state change is unexpected, then Contact My Oracle Support (MOS) for assistance.

19832 - Communication Agent Reliable Transaction Failed

CAFEvent Type:

Failed transaction between servers result from normal maintenance
actions, overload conditions, software failures, or equipment failures.

Description:

InfoSeverity:

<ServiceName>, <RemoteIP> |<null>Instance:

• If serviceID is InvalidServiceID, then <ServiceName> is
“EventTransfer”.

• If <ServiceName> is “EventTransfer”, then include <RemoteIP>.
• If serviceID is unknown, then <ServiceName> is null.

NormalHA Score:

10Throttle Seconds:

cAFEventComAgtTransFailedNotifyOID:

Recovery:
1. Use Main Menu > Communication Agent > Maintenance > Connection Status to determine if

the local server is unable to communicate with another server or if servers have become overloaded.
2. Check the server’s KPIs and the Main Menu > Communication Agent > Maintenance > Connection

Status to trouble-shoot the cause of server overload.
3. Check the Main Menu > Communication Agent > Maintenance > HA Status that corresponds

to the ServiceID in the event instance to trouble-shoot the operation of the service.
4. If the event cannot be explained by maintenance actions, then Contact My Oracle Support (MOS)

for assistance.

19833 - Communication Agent Service Egress Message Discarded

CAFEvent Type:

Communication Agent Service Egress Message Discarded.Description:

InfoSeverity:

<ServiceName>Instance:

• If serviceID is unknown, then <ServiceName> is null.

NormalHA Score:

10Throttle Seconds:

cAFEventRoutingFailedNotifyOID:
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Recovery:
1. View the Event AddlInfo column.

Message is being discarded due to one of the reasons specified.

2. If it’s a persistent condition with the status of one of the Communication Agent Configuration
Managed Object then resolve the underlying issue with the Managed Object.

3. If the event is raised due to software condition, it’s an indication that the Communication Agent
Process may be experiencing problems.

4. Use Main Menu > Alarms & Events and examine the alarm log.
5. Contact My Oracle Support (MOS) for assistance.

19842 - Communication Agent Resource-Provider Registered

CAFEvent Type:

Communication Agent Resource-Provider Registered.Description:

InfoSeverity:

<ResourceName>Instance:

NormalHA Score:

cAFEventResourceProviderRegisteredNotifyOID:

Recovery:
No action required.

19843 - Communication Agent Resource-Provider Resource State Changed

CAFEvent Type:

Communication Agent Resource-Provider Resource State
Changed.

Description:

InfoSeverity:

<ProviderServerName>: <ResourceName>Instance:

NormalHA Score:

cAFEventResourceStateChangeNotifyOID:

Recovery:
No action required.

19844 - Communication Agent Resource-Provider Stale Status Received

CAFEvent Type:

Communication Agent Resource-Provider Stale Status
Received.

Description:

InfoSeverity:
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<ProviderServerName>: <ResourceName>Instance:

NormalHA Score:

10Throttle Seconds:

cAFEventStaleHBPacketNotifyOID:

Recovery:
If this event is occurring frequently then check the ComAgent maintenance screens for other
anomalies and to troubleshoot further.

19845 - Communication Agent Resource-Provider Deregistered

CAFEvent Type:

Communication Agent Resource-Provider Deregistered.Description:

InfoSeverity:

<ResourceName>Instance:

NormalHA Score:

cAFEventResourceProviderDeRegisteredNotifyOID:

Recovery:
No action required.

19846 - Communication Agent Resource Degraded

CAFAlarm Group:

Communication Agent Resource Degraded. A local application
is using the resource, identified in the alarm, and the access to the

Description:

resource is impaired. Some of the resource providers are either
unavailable and/or congested.

MajorSeverity:

<ResourceName>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFResourceCongestedNotifyOID:

Recovery:
1. Use Main Menu > Communication Agent > Maintenance > HA Services Status to determine

which sub-resources are unavailable or degraded for the server that asserted the alarm.
2. Use Main Menu > Communication Agent > Maintenance > Connection Status to determine if

connections have failed or have congested.
3. Contact My Oracle Support (MOS) for assistance.
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19847 - Communication Agent Resource Unavailable

CAFAlarm Group:

Communication Agent Resource Unavailable. A local application
needs to use a ComAgent resource, but the resource is unavailable.

Description:

The resource can be unavailable if the local server has no ComAgent
connections to servers providing the resource or no servers host
active instances of the resource’s sub-resources.

MajorSeverity:

<ResourceName>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFResourceUnavailNotifyOID:

Recovery:
1. Use Main Menu > Communication Agent > Maintenance > Connection Status to verify that the

local server is connected to the expected servers.

If the local server reports unavailable connections, then take actions to troubleshoot the cause of
the connection failures.

2. If the ComAgent connections are InService, use Main Menu > Communication Agent >
Maintenance > HA Services Status to determine which servers are providing the resource.

If no servers are providing the resource, then the most likely reason is that maintenance actions
have been taken that have removed from service the application that provides the concerned
resource.

3. Contact My Oracle Support (MOS) for assistance.

19848 - Communication Agent Resource Error

CAFAlarm Group:

Communication Agent Resource Error. Two sets of servers
are using incompatible configurations for a ComAgent
resource.

Description:

MinorSeverity:

<ResourceName>Instance:

NormalHA Score:

50Auto Clear Seconds:

cAFResourceErrorNotifyOID:

Recovery:
1. Use Main Menu > Communication Agent > Maintenance > HA Services Status to determine

which sets of servers are incompatible.
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Check the incompatible servers to verify that they are operating normally and are running the
expected versions of software.

2. Contact My Oracle Support (MOS) for assistance.

19850 - Communication Agent Resource-User Registered

CAFEvent Type:

Communication Agent Resource-User Registered.Description:

InfoSeverity:

<ResourceName>Instance:

NormalHA Score:

cAFEventResourceUserRegisteredNotifyOID:

Recovery:
No action required.

19851 - Communication Agent Resource-User Deregistered

CAFEvent Type:

Communication Agent Resource-User Deregistered.Description:

InfoSeverity:

<ResourceName>Instance:

NormalHA Score:

cAFEventResourceUserDeRegisteredNotifyOID:

Recovery:
No action required.

19852 - Communication Agent Resource Routing State Changed

CAFEvent Type:

Communication Agent Resource Routing State Changed.Description:

InfoSeverity:

<ResourceName>Instance:

NormalHA Score:

cAFEventResourceRoutingStateNotifyOID:

Recovery:
No action required.
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19853 - Communication Agent Resource Egress Message Discarded

CAFEvent Type:

Communication Agent Resource Egress Message Discarded.Description:

InfoSeverity:

<ResourceName>: <SubResourceID>

Note:  If the resource is unknown, then <ResourceName> is the
ResourceID converted to text. The <SubResourceID> is an integer
converted to text, regardless of whether it is known or unknown.

Instance:

NormalHA Score:

10Throttle Seconds:

cAFEventHaEgressMessageDiscardedNotifyOID:

Recovery:
1. Message is being discarded due to one of the reasons specified in Event AddlInfo.

If the condition is persistent with the status of one of the ComAgent Configuration Managed Objects
there is an underlying issue with the Managed Object.

2. Use Main Menu > Alarms & Events and examine the alarm log for ComAgent Process problems.
3. Contact My Oracle Support (MOS) for assistance.

19854 - Communication Agent Resource-Provider Tracking Table Audit Results

CAFEvent Type:

Communication Agent Resource-Provider Tracking Table Audit Results.
This event is generated when a Resource Provider Tracking Table (RPTT)

Description:

entry with Status equal to Auditing is replaced with a new status (null,
Active, Standby, Spare, OOS, etc) and there are no other RPTT entries,
for this specific Resource/SR, with Status equal to Auditing.

InfoSeverity:

NoneInstance:

NormalHA Score:

cAFEventHaRPTTAuditResultNotifyOID:

Recovery:
No action required.

19855 - Communication Agent Resource Has Multiple Actives

CAFAlarm Group:

This alarm indicates a possible IP network disruption that has caused
more than one Resource Provider to become Active. The server that

Description:
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asserted this alarm expects there to be only one active Resource Provider
server for the Resource, but instead it is seeing more than one. During
this condition the server may be sending commands to the wrong
Resource Provider. This may affect applications such as CPA, PDRA.

MajorSeverity:

<ResourceName>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFMultipleActivesNotifyOID:

Recovery:
1. Use Main Menu > Communication Agent > Maintenance > HA Services Status to determine

which Resource Provider servers are announcing ‘Active’ status for the Resource.
2. Investigate possible IP network isolation between these Resource Provider servers.
3. Contact My Oracle Support (MOS) for assistance.

19856 - Communication Agent Service Provider Registration State Changed

CAFEvent Type:

The Communication Agent Service Provider Registration State
has changed.

Description:

InfoSeverity:

<ServiceName>Instance:

NormalHA Score:

cAFEventSvcProvRegStateChangedNotifyOID:

Recovery:
1. This event is a log of normal application startup and shutdown activity. It may provide aid during

troubleshooting when compared to other events in the log.
2. Contact My Oracle Support (MOS) for further assistance.

19857 - Communication Agent Service Provider Operational State Changed

CAFEvent Type:

The Communication Agent Service Provider Operational State
has Changed

Description:

InfoSeverity:

<ServiceName>Instance:

NormalHA Score:

cAFEventSvcProvOpStateChangedNotifyOID:

Recovery:
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1. This event indicates that a ComAgent service provider changed operational state, and typically
results from maintenance actions. A service can also change state due to overload.

2. If the state change is unexpected, contact My Oracle Support (MOS).

19858 - Communication Agent Connection Rejected

CAFEvent Type:

The Communication Agent receives a connection request
from an unknown server.

Description:

InfoSeverity:

<RemoteIP>Instance:

NormalHA Score:

1800 (30 minutes)Throttle Seconds:

cAFEventSvcProvOpStateChangedNotifyOID:

Recovery:
1. Verify network routes are correctly configured for ComAgent.
2. If assistance is required, contact My Oracle Support (MOS).

19860 - Communication Agent Configuration Daemon Table Monitoring Failure

CAFAlarm Group:

This alarm indicates that a Communication Agent Configuration
Daemon has encountered an error that prevents it from properly

Description:

using server topology configuration data to configure automatic
connections for the Communication Agents on MPs, and this may
prevent applications on MPs from communicating.

CriticalSeverity:

NoneInstance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFTableMonitorFailureNotifyOID:

Recovery:
1. Use Main Menu > Alarms & Events > View History to find additional information about the

alarm.

The information can be found by locating the row with a sequence number that matches the active
alarm sequence number and viewing the Additional Info column.

2. Check the event history logs at Main Menu > Alarms & Events > View History for additional
Communication Agent events or alarms from this MP server.

3. If conditions do not permit a forced failover of the active NOAM, then contact My Oracle Support
(MOS) for assistance.
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4. If conditions permit, then initiate a failover of active NOAM.

This causes the Communication Agent Configuration Daemon to exit on the originally-active
NOAM and to start on the newly-active NOAM.

5. After NOAM failover completes, verify that the alarm has cleared.
6. If the alarm has not cleared, then Contact My Oracle Support (MOS) for assistance.

19861 - Communication Agent Configuration Daemon Script Failure

CAFAlarm Group:

This alarm indicates that a Communication Agent Configuration
Daemon has encountered an error that prevents it from properly

Description:

using server topology configuration data to configure automatic
connections for the Communication Agents on MPs, and this may
prevent applications on MPs from communicating.

CriticalSeverity:

NoneInstance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFScriptFailureNotifyOID:

Recovery:
1. Use Main Menu > Alarms & Events > View History to find additional information about the

alarm.

The information can be found by locating the row with a sequence number that matches the active
alarm sequence number and viewing the Additional Info column.

2. Check the event history logs at Main Menu > Alarms & Events > View History for additional
Communication Agent events or alarms from this server.

3. If conditions do not permit a forced failover of the active NOAM, then contact My Oracle Support
(MOS) for assistance.

4. If conditions permit, then initiate a failover of active NOAM.

This causes the Communication Agent Configuration Daemon to exit on the originally-active
NOAM and to start on the newly-active NOAM.

5. After NOAM failover completes, verify that the alarm has cleared.
6. If the alarm has not cleared, then Contact My Oracle Support (MOS) for assistance.

19862 - Communication Agent Ingress Stack Event Rate

CAFAlarm Group:

The Communication Agent Ingress Stack Event Rate is approaching
its defined threshold capacity.

Description:
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Severity: • Minor - if exceeding 100K on Gen8/Gen9 hardware, 75k on other
hardware

• Major - if exceeding 110K on Gen8/Gen9 hardware, 80k on other
hardware

• Critical - if exceeding 120K on Gen8/Gen9 hardware, 84k on other
hardware

<ServiceName>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

cAFIngressRateNotifyOID:

Recovery:
1. This alarm indicates that a server is overrunning its defined processing capacity. If any of the

defined threshold onset levels are exceeded, Communication Agent will discard comparatively
low priority messages. Check the configuration, routing, and deployment mode capacity.

2. Contact My Oracle Support (MOS) for further assistance.

19863 - Communication Agent Max Connections Limit In Connection Group Reached

CAFEvent Group:

The maximum number of connections per connection group
limit has been reached.

Description:

InfoSeverity:

<Connection group name>Instance:

NormalHA Score:

10Throttle Seconds:

cAFComAgentMaxConnsInConnGrpNotifyOID:

Recovery:
1. This event indicates that a connection group has already reached its maximum limit and no more

connections can be added to the group. Determine what is preventing potential connections from
being added to the connection group.

2. Contact My Oracle Support (MOS) for further assistance.

19864 - ComAgent Successfully Set Host Server Hardware Profile

CAFEvent Group:

ComAgent successfully set the host server hardware profile.Description:

InfoSeverity:

NoneInstance:

NormalHA Score:
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cAFEventSuccessSetHostServerHWProfileNotifyOID:

Recovery:
1. This event indicates that all TPS controlling parameter values are successfully set for the host server

hardware profile.
2. If needed, contact My Oracle Support (MOS).

19865 - ComAgent Failed to Set Host Server Hardware Profile

CAFEvent Group:

ComAgent failed to set the host server hardware profile.Description:

InfoSeverity:

NoneInstance:

NormalHA Score:

cAFEventFailToSetHostServerHWProfileNotifyOID:

Recovery:
1. This event indicates that there is a failure in applying default hardware settings for ComAgent TPS

controlling parameters. When default settings also fail to apply, then the factory values will be
used for the TPS controlling parameters.

2. If needed, contact My Oracle Support (MOS).

19866 - Communication Agent Peer Group Status Changed

CAFEvent Type:

The Communication Agent Peer Group operational status has
changed

Description:

InfoSeverity:

<PeerGroupName>Instance:

NormalHA Score:

cAFEventPeerGroupStatusChangeNotifyOID:

Recovery:
This alarm is informational and no action is required.

19867 - Communication Agent Peer Group Egress Message Discarded

CAFEvent Type:

The Communication Agent Peer Group egress message is being
discarded due to one of the following reasons:

Description:

• Unknown Peer Group
• Peer Group Unavailable
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• Peer Congested
• Reliability not supported

InfoSeverity:

<PeerGroupName>Instance:

NormalHA Score:

10Throttle Seconds:

cAFEventPSEgressMessageDiscardedNotifyOID:

Recovery:
This alarm is informational and no action is required.

19868 - Communication Agent Connection Rejected - Incompatible Network

CAFEvent Type:

Communication Agent connection rejected. Connection to the peer node
is not initiated due to network incompatibility. This event will be raised

Description:

on the connection initiator side when the connection initiator MP has only
IPv6 IP addresses configured and Remote MP has only IPv4 IP addresses
configured or when connection initiator MP has only IPv4 IP addresses
configured and Remote MP has only IPv6 IP addresses configured.

InfoSeverity:

<RemoteIP>Instance:

NormalHA Score:

cAFEventConnectionRejectNotifyOID:

Recovery:
1. Disable both sides of the connection.
2. Configure the correct network modes on either server.
3. Restart the application on the reconfigured server.
4. Enable both sides of the connection.
5. Contact My Oracle Support (MOS) for assistance if needed.

EXG Stack (19000-19999)

This section provides information and recovery procedures for EXG Stack alarms, ranging from
19000-19999.

19420 - BDFQFull

SMSAlarm Group
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The BDF work queue depth size has reached full
capacity.

Description

MinorSeverity

N/AInstance

NormalHA Score

0 (zero)Auto Clear Seconds

cAFBDFQFullNotifyOID

Recovery:
The system itself may be heavily loaded with work, causing this subsystem to also become
overloaded. Check other system resources for signs of overload. Contact My Oracle Support (MOS)
for assistance if needed.

19421 - BDFThrotl

SMSAlarm Group

The BDF subsystem is throttling traffic at sender.Description

MinorSeverity

N/AInstance

NormalHA Score

0 (zero)Auto Clear Seconds

cAFBDFThrotlNotifyOID

Recovery:
Contact My Oracle Support (MOS) for assistance if needed.

19422 - BDFInvalidPkt

SMSAlarm Group

The BDF subsystem received a StackEvent that was somehow
invalid, corrupt, or could not be delivered to the application.

Description

InfoSeverity

<Source IP>Instance

NormalHA Score

0 (zero)Throttle Seconds

cAFBroadcastDataFrameworkInvalidStackEventNotifyOID

Recovery:
If more messages of the same type occur, then check the site(s) and network for other possible
corruption or overloaded conditions. Contact My Oracle Support (MOS) for assistance if needed.
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19900 - DP Server CPU utilization

STKAlarm Group

The percent utilization of the DP Server CPU is approaching its
maximum capacity.

Description

Severity • Minor when utilization exceeds 60%.
• Major when utilization exceeds 66%.
• Critical when utilization exceeds 72%.

N/AInstance

NormalHA Score

N/AAuto Clear Seconds

dbcProcessCpuUtilizationNotifyOID

Recovery
The alarm will clear when utilization falls below the established threshold.

• Minor alarm clears when utilization falls below 57%.
• Major alarm clears when utilization falls below 63%.
• Critical alarm clears when utilization falls below 69%.

19901 - CFG-DB Validation Error

STKAlarm Group:

A minor database validation error was detected on the MP server
during an update. MP internal database is now out of sync with

Description:

the configuration database. Subsequent database operations on
the MP are ALLOWED.

MajorSeverity:

N/AInstance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

dbcCfgDbValidationErrorNotifyOID:

Recovery:
An unexpected condition has occurred while performing a database update, but database updates
are still enabled.

Contact My Oracle Support (MOS) for assistance.

19902 - CFG-DB Update Failure

STKAlarm Group:
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A critical database validation error was detected on the MP server
during an update. MP internal database is now out of sync with

Description:

the configuration database. Subsequent database operations on
the MP are DISABLED.

CriticalSeverity:

N/AInstance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

dbcCfgDbUpdateFailureNotifyOID:

Recovery:
An unexpected condition has occurred while performing a database update and database updates
are disabled.

Contact My Oracle Support (MOS) for assistance.

19903 - CFG-DB post-update Error

STKAlarm Group:

A minor database validation error was detected on the MP server
after a database update. MP internal database is still in sync with

Description:

the configuration database. Subsequent database operations on
the MP are ALLOWED.

MajorSeverity:

N/AInstance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

dbcCfgDbPostUpdateErrorNotifyOID:

Recovery:
An unexpected condition has occurred while performing a database update, but database updates
are still enabled.

Contact My Oracle Support (MOS) for assistance.

19904 - CFG-DB post-update Failure

STKAlarm Group:

A critical database validation error was detected on the MP server
after a database update. MP internal database is still in sync with

Description:

the configuration database. Subsequent database operations on
the MP are DISABLED.

CriticalSeverity:

121E73331 Revision 01, August 2016

Alarms and Events



N/AInstance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

dbcCfgDbPostFailureNotifyOID:

Recovery:
An unexpected condition has occurred while performing a database update and database updates
are disabled.

Contact My Oracle Support (MOS) for assistance.

19905 - Measurement Initialization Failure

STKAlarm Group:

A measurement object failed to initialize.Description:

CriticalSeverity:

<measTagName>Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

dbcMeasurementInitializationFailureNotifyOID:

Recovery:
Measurement subsystem initialization has failed for the specified measurement.

Contact My Oracle Support (MOS) for assistance.

Platform (31000-32800)

This section provides information and recovery procedures for the Platform alarms, ranging from
31000-32700.

31000 - S/W fault

SWAlarm Group:

Program impaired by s/w faultDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:
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comcolSwFaultNotifyOID:

Recovery:
1. No recovery steps are required. This event is used for command-line tool errors only.
2. Contact My Oracle Support (MOS).

31001 - S/W status

SWAlarm Group:

Program statusDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolSwStatusNotifyOID:

Recovery:
No action required.

31002 - Process watchdog failure

SWAlarm Group:

Process watchdog timed outDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

comcolProcWatchdogFailureNotifyOID:

Recovery:
1. Export event history for the given server and the given process.
2. Contact My Oracle Support (MOS).

31003 - Tab thread watchdog failure

SWAlarm Group:

Tab thread watchdog timed outDescription:

MinorSeverity:
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May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolThreadWatchdogFailureNotifyOID:

Recovery:
1. Export event history for the given server and the given process.
2. Contact My Oracle Support (MOS).

31100 - Database replication fault

SWAlarm Group:

The Database replication process is impaired by a s/w faultDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbReplicationFaultNotifyOID:

Recovery:
1. Export event history for the given server and inetsync task.
2. Contact My Oracle Support (MOS).

31101 - Database replication to slave failure

REPLAlarm Group:

Database replication to a slave Database has failedDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbRepToSlaveFailureNotifyOID:

Recovery:
1. Check network connectivity between the affected servers.
2. If there are no issues with network connectivity, contact My Oracle Support (MOS).
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31102 - Database replication from master failure

REPLAlarm Group:

Database replication from a master Database has failedDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbRepFromMasterFailureNotifyOID:

Recovery:
1. Check network connectivity between the affected servers.
2. If there are no issues with network connectivity, contact My Oracle Support (MOS).

31103 - DB Replication update fault

REPLAlarm Group:

Database replication process cannot apply update to DBDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbRepUpdateFaultNotifyOID:

Recovery:
1. Export event history for the given server and inetsync task.
2. Contact My Oracle Support (MOS).

31104 - DB Replication latency over threshold

REPLAlarm Group:

Database replication latency has exceeded thresholdsDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:
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comcolDbRepLatencyNotifyOID:

Recovery:
1. If this alarm is raised occasionally for short time periods (a couple of minutes or less), it may indicate

network congestion or spikes of traffic pushing servers beyond their capacity. Consider
re-engineering network capacity or subscriber provisioning.

2. If this alarm does not clear after a couple of minutes, contact My Oracle Support (MOS).

31105 - Database merge fault

SWAlarm Group:

The database merge process (inetmerge) is impaired by a s/w
fault

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbMergeFaultNotifyOID:

Recovery:
1. Export event history for the given server and inetmerge task.
2. Contact My Oracle Support (MOS).

31106 - Database merge to parent failure

COLLAlarm Group:

Database merging to the parent Merge Node has failedDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

comcolDbMergeToParentFailureNotifyOID:

Recovery:
1. Check network connectivity between the affected servers.
2. If there are no issues with network connectivity, contact My Oracle Support (MOS).

31107 - Database merge from child failure

COLLAlarm Group:
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Database merging from a child Source Node has failedDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbMergeFromChildFailureNotifyOID:

Recovery:
1. Check network connectivity between the affected servers.
2. If there are no issues with network connectivity, contact My Oracle Support (MOS).

31108 - Database merge latency over threshold

COLLAlarm Group:

Database Merge latency has exceeded thresholdsDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbMergeLatencyNotifyOID:

Recovery:
1. If this alarm is raised occasionally for short time periods (a couple of minutes or less), it may indicate

network congestion or spikes of traffic pushing servers beyond their capacity. Consider
re-engineering network capacity or subscriber provisioning.

2. If this alarm does not clear after a couple of minutes, contact My Oracle Support (MOS).

31109 - Topology config error

DBAlarm Group:

Topology is configured incorrectlyDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolTopErrorNotifyOID:

Recovery:
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1. This alarm may occur during initial installation and configuration of a server. No action is necessary
at that time.

2. If this alarm occurs after successful initial installation and configuration of a server, contact My
Oracle Support (MOS).

31110 - Database audit fault

SWAlarm Group:

The Database service process (idbsvc) is impaired by a s/w
fault

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbAuditFaultNotifyOID:

Recovery:
1. Export event history for the given server and idbsvc task.
2. Contact My Oracle Support (MOS).

31111 - Database merge audit in progress

COLLAlarm Group:

Database Merge Audit between mate nodes in progressDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbMergeAuditNotifyOID:

Recovery:
No action required.

31112 - DB replication update log transfer timed out

REPLAlarm Group:

DB Replicated data may not have transferred in the time
allotted.

Description:

MinorSeverity:
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May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

30Auto Clear Seconds:

comcolDbRepUpLogTransTimeoutNotifyOID:

Recovery:
No action required. Contact My Oracle Support (MOS) if this occurs frequently.

31113 - DB replication manually disabled

REPLAlarm Group:

DB Replication Manually DisabledDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

comcolDbReplicationManuallyDisabledNotifyOID:

Recovery:
No action required.

31114 - DB replication over SOAP has failed

REPLAlarm Group:

Database replication of configuration data via SOAP has failedDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

3600Auto Clear Seconds:

comcolDbReplicationSoapFaultNotifyOID:

Recovery:
1. Check network connectivity between the affected servers.
2. If there are no issues with network connectivity, contact My Oracle Support (MOS).

31115 - Database service fault

SWAlarm Group:
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The Database service process (idbsvc) is impaired by a s/w
fault

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbServiceFaultNotifyOID:

Recovery:
1. Export event history for the given server and idbsvc task.
2. Contact My Oracle Support (MOS).

31116 - Excessive shared memory

MEMAlarm Group:

The amount of shared memory consumed exceeds configured
thresholds

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolExcessiveSharedMemoryConsumptionNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31117 - Low disk free

DISKAlarm Group:

The amount of free disk is below configured thresholdsDescription:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolLowDiskFreeNotifyOID:

Recovery:
1. Remove unnecessary or temporary files from partitions.
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2. If there are no files known to be unneeded, contact My Oracle Support (MOS).

31118 - Database disk store fault

DISKAlarm Group:

Writing the database to disk failedDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbDiskStoreFaultNotifyOID:

Recovery:
1. Remove unnecessary or temporary files from partitions.
2. If there are no files known to be unneeded, contact My Oracle Support (MOS).

31119 - Database updatelog overrun

DBAlarm Group:

The Database update log was overrun increasing risk of data
loss

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbUpdateLogOverrunNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31120 - Database updatelog write fault

DBAlarm Group:

A Database change cannot be stored in the updatelogDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:
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300Auto Clear Seconds:

comcolDbUpdateLogWriteFaultNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31121 - Low disk free early warning

DISKAlarm Group:

The amount of free disk is below configured early warning
thresholds

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolLowDiskFreeEarlyWarningNotifyOID:

Recovery:
1. Remove unnecessary or temporary files from partitions that are greater than 80% full.
2. If there are no files known to be unneeded, contact My Oracle Support (MOS).

31122 - Excessive shared memory early warning

MEMAlarm Group:

The amount of shared memory consumed exceeds configured
early warning thresholds

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolExcessiveShMemConsumptionEarlyWarnNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31123 - Database replication audit command complete

REPLAlarm Group:
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ADIC found one or more errors that are not automatically
fixable.

Description:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbRepAuditCmdCompleteNotifyOID:

Recovery:
No action required.

31124 - ADIC error

REPLAlarm Group:

An ADIC detected errorsDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbRepAuditCmdErrNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31125 - Database durability degraded

REPLAlarm Group:

Database durability has dropped below configured durability
level

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbDurabilityDegradedNotifyOID:

Recovery:
1. Check configuration of all servers, and check for connectivity problems between server addresses.
2. If the problem persists, contact My Oracle Support (MOS).
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31126 - Audit blocked

REPLAlarm Group:

Site Audit Controls blocked an inter-site replication audit due
to the number in progress per configuration.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolAuditBlockedNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31127 - DB Replication Audit Complete

REPLAlarm Group:

DB replication audit completedDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbRepAuditCompleteNotifyOID:

Recovery:
No action required.

31128 - ADIC Found Error

REPLAlarm Group:

ADIC found one or more errors that are not automatically
fixable.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbADICErrorNotifyOID:
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Recovery:
Contact My Oracle Support (MOS).

31129 - ADIC Found Minor Issue

REPLAlarm Group:

ADIC found one or more minor issues that can most likely be
ignored

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

14400Auto Clear Seconds:

comcolDbADICWarnOID:

Recovery:
No action required.

31130 - Network health warning

NETAlarm Group:

Network health issue detectedDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolNetworkHealthWarningNotifyOID:

Recovery:
1. Check configuration of all servers, and check for connectivity problems between server addresses.
2. If the problem persists, contact My Oracle Support (MOS).

31131 - DB Ousted Throttle Behind

DBAlarm Group:

DB ousted throttle may be affecting processes.Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:
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NormalHA Score:

0 (zero)Auto Clear Seconds:

comcolOustedThrottleWarnNotifyOID:

Recovery:
1. Run 'procshm -o' to identify involved processes.
2. Contact My Oracle Support (MOS) if this alarm persists.

31140 - Database perl fault

SWAlarm Group:

Perl interface to Database is impaired by a s/w faultDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbPerlFaultNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31145 - Database SQL fault

SWAlarm Group:

SQL interface to Database is impaired by a s/w faultDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbSQLFaultNotifyOID:

Recovery:
1. Export event history for the given server, and Imysqld task.
2. Contact My Oracle Support (MOS).

31146 - DB mastership fault

SWAlarm Group:
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DB replication is impaired due to no mastering process
(inetrep/inetrep).

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbMastershipFaultNotifyOID:

Recovery:
1. Export event history for the given server.
2. Contact My Oracle Support (MOS).

31147 - DB upsynclog overrun

SWAlarm Group:

UpSyncLog is not big enough for (WAN) replication.Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbUpSyncLogOverrunNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31148 - DB lock error detected

DBAlarm Group:

The DB service process (idbsvc) has detected an IDB lock-related
error caused by another process. The alarm likely indicates a DB

Description:

lock-related programming error, or it could be a side effect of a
process crash.

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolDbLockErrorNotifyOID:
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Recovery:
Contact My Oracle Support (MOS).

31200 - Process management fault

SWAlarm Group:

The process manager (procmgr) is impaired by a s/w faultDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolProcMgmtFaultNotifyOID:

Recovery:
1. Export event history for the given server, all processes.
2. Contact My Oracle Support (MOS).

31201 - Process not running

PROCAlarm Group:

A managed process cannot be started or has unexpectedly
terminated

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolProcNotRunningNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31202 - Unkillable zombie process

PROCAlarm Group:

A zombie process exists that cannot be killed by procmgr.
procmgr will no longer manage this process.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:
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NormalHA Score:

300Auto Clear Seconds:

comcolProcZombieProcessNotifyOID:

Recovery:
1. If the process does not exit, it may be necessary to reboot the server to eliminate the zombie process.
2. Contact My Oracle Support (MOS).

31206 - Process mgmt monitoring fault

SWAlarm Group:

The process manager monitor (pm.watchdog) is impaired by
a s/w fault

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolProcMgmtMonFaultNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31207 - Process resource monitoring fault

SWAlarm Group:

The process resource monitor (ProcWatch) is impaired by a
s/w fault

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolProcResourceMonFaultNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31208 - IP port server fault

SWAlarm Group:
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The run environment port mapper (re.portmap) is impaired
by a s/w fault

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolPortServerFaultNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31209 - Hostname lookup failed

SWAlarm Group:

Unable to resolve a hostname specified in the NodeInfo tableDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHostLookupFailedNotifyOID:

Recovery:
1. This typically indicates a DNS Lookup failure. Verify all server hostnames are correct in the GUI

configuration on the server generating the alarm.
2. If the problem persists, contact My Oracle Support (MOS).

31213 - Process scheduler fault

SWAlarm Group:

The process scheduler (ProcSched/runat) is impaired by a s/w
fault

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolProcSchedulerFaultNotifyOID:

Recovery:
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Contact My Oracle Support (MOS).

31214 - Scheduled process fault

PROCAlarm Group:

A scheduled process cannot be executed or abnormally
terminated

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolScheduleProcessFaultNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31215 - Process resources exceeded

SWAlarm Group:

A process is consuming excessive system resources.Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

14400Auto Clear Seconds:

comcolProcResourcesExceededFaultNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31216 - SysMetric configuration error

SWAlarm Group:

A SysMetric Configuration table contains invalid dataDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:
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comcolSysMetricConfigErrorNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31220 - HA configuration monitor fault

SWAlarm Group:

The HA configuration monitor is impaired by a s/w fault.Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaCfgMonitorFaultNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31221 - HA alarm monitor fault

SWAlarm Group:

The high availability alarm monitor is impaired by a s/w faultDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaAlarmMonitorFaultNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31222 - HA not configured

HAAlarm Group:

High availability is disabled due to system configurationDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

142E73331 Revision 01, August 2016

Alarms and Events



300Auto Clear Seconds:

comcolHaNotConfiguredNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31223 - HA Heartbeat transmit failure

HAAlarm Group:

The high availability monitor failed to send heartbeat.Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaHbTransmitFailureNotifyOID:

Recovery:
1. This alarm clears automatically when the server successfully registers for HA heartbeating.
2. If this alarm does not clear after a couple minutes, contact My Oracle Support (MOS).

31224 - HA configuration error

HAAlarm Group:

High availability configuration errorDescription:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaCfgErrorNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31225 - HA service start failure

HAAlarm Group:

The required high availability resource failed to start.Description:

MajorSeverity:
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May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0Auto Clear Seconds:

comcolHaSvcStartFailureNotifyOID:

Recovery:
1. This alarm clears automatically when the HA daemon is successfully started.
2. If this alarm does not clear after a couple minutes, contact My Oracle Support (MOS).

31226 - HA availability status degraded

HAAlarm Group:

The high availability status is degraded due to raised alarms.Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0Auto Clear Seconds:

comcolHaAvailDegradedNotifyOID:

Recovery:
1. View alarms dashboard for other active alarms on this server.
2. Follow corrective actions for each individual alarm on the server to clear them.
3. If the problem persists, contact My Oracle Support (MOS).

31227 - HA availability status failed

HAAlarm Group:

The high availability status is failed due to raised alarms.Description:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaAvailFailedNotifyOID:

Recovery:
1. View alarms dashboard for other active alarms on this server.
2. Follow corrective actions for each individual alarm on the server to clear them.
3. If the problem persists, contact My Oracle Support (MOS).
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31228 - HA standby offline

HAAlarm Group:

High availability standby server is offline.Description:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

comcolHaStandbyOfflineNotifyOID:

Recovery:
1. If loss of communication between the active and standby servers is caused intentionally by

maintenance activity, alarm can be ignored; it clears automatically when communication is restored
between the two servers.

2. If communication fails at any other time, look for network connectivity issues and/or Contact My
Oracle Support (MOS).

31229 - HA score changed

HAAlarm Group:

High availability health score changedDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaScoreChangeNotifyOID:

Recovery:
Status message - no action required.

31230 - Recent alarm processing fault

SWAlarm Group:

The recent alarm event manager (raclerk) is impaired by a s/w
fault.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:
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300Auto Clear Seconds:

comcolRecAlarmEvProcFaultNotifyOID:

Recovery:
1. Export event history for the given server and raclerk task.
2. Contact My Oracle Support (MOS).

31231 - Platform alarm agent fault

SWAlarm Group:

The platform alarm agent impaired by a s/w faultDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolPlatAlarmAgentNotifyOID:

Recovery:
Contact My Oracle Support (MOS).

31232 - Late heartbeat warning

HAAlarm Group:

High availability server has not received a message on specified
path within the configured interval.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaLateHeartbeatWarningNotifyOID:

Recovery:
No action required; this is a warning and can be due to transient conditions. If there continues to
be no heartbeat from the server, Alarm 31228 - HA standby offline occurs.

31233 - HA Path Down

HAAlarm Group:

High availability path loss of connectivityDescription:
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MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaPathDownNotifyOID:

Recovery:
1. If loss of communication between the active and standby servers over the secondary path is caused

intentionally by maintenance activity, alarm can be ignored; it clears automatically when
communication is restored between the two servers.

2. If communication fails at any other time, look for network connectivity issues on the secondary
network.

3. Contact My Oracle Support (MOS).

31234 - Untrusted Time Upon Initialization

REPLAlarm Group:

Upon system initialization, the system time is not trusted probably
because NTP is misconfigured or the NTP servers are unreachable.

Description:

There are often accompanying Platform alarms to guide correction.
Generally, applications are not started if time is not believed to be correct
on start-up. Recovery will often will require rebooting the server.

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity, and
bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

comcolUtrustedTimeOnInitNotifyOID:

Recovery:
1. Correct NTP configuration.
2. If the problem persists, contact My Oracle Support (MOS).

31235 - Untrusted Time After Initialization

REPLAlarm Group:

After system initialization, the system time has become untrusted
probably because NTP has reconfigured improperly, time has been

Description:

manually changed, the NTP servers are unreachable, etc. There are often
accompanying Platform alarms to guide correction. Generally,
applications remain running, but time-stamped data is likely incorrect,
reports may be negatively affected, some behavior may be improper, etc.
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CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity, and
bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

comcolUtrustedTimePostInitNotifyOID:

Recovery:
1. Correct NTP configuration.
2. If the problem persists, contact My Oracle Support (MOS).

31236 - HA Link Down

HAAlarm Group:

High availability TCP link is down.Description:

CriticalSeverity:

Remote node being connected to plus the path identifierInstance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaLinkDownNotifyOID:

Recovery:
1. If loss of communication between the active and standby servers over the specified path is caused

intentionally by maintenance activity, alarm can be ignored; it clears automatically when
communication is restored between the two servers.

2. If communication fails at any other time, look for network connectivity issues on the primary
network and/or contact My Oracle Support (MOS).

31240 - Measurements collection fault

SWAlarm Group:

The measurements collector (statclerk) is impaired by a s/w
fault.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolMeasCollectorFaultNotifyOID:

Recovery:
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1. Export event history for the given server and statclerk task.
2. Contact My Oracle Support (MOS).

31250 - RE port mapping fault

SWAlarm Group:

The IP service port mapper (re.portmap) is impaired by a s/w
fault

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolRePortMappingFaultNotifyOID:

Recovery:
This typically indicates a DNS Lookup failure. Verify all server hostnames are correct in the GUI
configuration on the server generating the alarm.

31260 - SNMP Agent

SWAlarm Group:

The SNMP agent (cmsnmpa) is impaired by a s/w fault.Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

sdsDbcomcolSnmpAgentNotifyOID:

Recovery:
1. Export event history for the given server and all processes.
2. Contact My Oracle Support (MOS).

31270 - Logging output

SWAlarm Group:

Logging output set to Above NormalDescription:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:
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NormalHA Score:

300Auto Clear Seconds:

comcolLoggingOutputNotifyOID:

Recovery:
Extra diagnostic logs are being collected, potentially degrading system performance. Contact My
Oracle Support (MOS).

31280 - HA Active to Standby transition

HAAlarm Group:

HA active to standby activity transitionDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolActiveToStandbyTransNotifyOID:

Recovery:
1. If this alarm occurs during routine maintenance activity, it may be ignored.
2. Otherwise, contact My Oracle Support (MOS).

31281 - HA Standby to Active transition

HAAlarm Group:

HA standby to active activity transitionDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolStandbyToActiveTransNotifyOID:

Recovery:
1. If this alarm occurs during routine maintenance activity, it may be ignored.
2. Otherwise, contact My Oracle Support (MOS).

31282 - HA Management Fault

HAAlarm Group:
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The HA manager (cmha) is impaired by a software fault.Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaMgmtFaultNotifyOID:

Recovery:
Export event history for the given server and cmha task, then Contact My Oracle Support (MOS).

31283 - Lost Communication with server

HAAlarm Group:

Highly available server failed to receive mate heartbeatsDescription:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

comcolHaServerOfflineNotifyOID:

Recovery:
1. If loss of communication between the active and standby servers is caused intentionally by

maintenance activity, alarm can be ignored; it clears automatically when communication is restored
between the two servers.

2. If communication fails at any other time,look for network connectivity issues and/or Contact My
Oracle Support (MOS).

31284 - HA Remote Subscriber Heartbeat Warning

HAAlarm Group:

High availability remote subscriber has not received a heartbeat
within the configured interval.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaRemoteHeartbeatWarningNotifyOID:
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Recovery:
1. No action required. This is a warning and can be due to transient conditions. The remote subscriber

will move to another server in the cluster.
2. If there continues to be no heartbeat from the server, contact My Oracle Support (MOS).

31285 - HA Node Join Recovery Entry

HAAlarm Group:

High availability node join recovery enteredDescription:

InfoSeverity:

Cluster set key of the DC outputting the eventInstance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaSbrEntryNotifyOID:

Recovery:
No action required; this is a status message generated when one or more unaccounted for nodes
join the designated coordinators group.

31286 - HA Node Join Recovery Plan

HAAlarm Group:

High availability node join recovery planDescription:

InfoSeverity:

Names of HA Policies (as defined in HA policy
configuration)

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaSbrPlanNotifyOID:

Recovery:
No action required; this is a status message output when the designated coordinator generates a
new action plan during node join recovery.

31287 - HA Node Join Recovery Complete

HAAlarm Group:

High availability node join recovery completeDescription:

InfoSeverity:

Names of HA Policies (as defined in HA policy
configuration)

Instance:
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NormalHA Score:

300Auto Clear Seconds:

comcolHaSbrCompleteNotifyOID:

Recovery:
No action required; this is a status message output when the designated coordinator finishes
running an action plan during node join recovery.

31290 - HA Process Status

HAAlarm Group:

HA manager (cmha) statusDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaProcessStatusNotifyOID:

Recovery:
1. If this alarm occurs during routine maintenance activity, it may be ignored.
2. Otherwise, contact My Oracle Support (MOS).

31291 - HA Election Status

HAAlarm Group:

HA DC Election statusDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaElectionStatusNotifyOID:

Recovery:
1. If this alarm occurs during routine maintenance activity, it may be ignored.
2. Otherwise, contact My Oracle Support (MOS).

31292 - HA Policy Status

HAAlarm Group:
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HA Policy plan statusDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaPolicyStatusNotifyOID:

Recovery:
1. If this alarm occurs during routine maintenance activity, it may be ignored.
2. Otherwise, contact My Oracle Support (MOS).

31293 - HA Resource Link Status

HAAlarm Group:

HA ResourceAgent Link statusDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaRaLinkStatusNotifyOID:

Recovery:
1. If this alarm occurs during routine maintenance activity, it may be ignored.
2. Otherwise, contact My Oracle Support (MOS).

31294 - HA Resource Status

HAAlarm Group:

HA Resource registration statusDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaResourceStatusNotifyOID:

Recovery:
1. If this alarm occurs during routine maintenance activity, it may be ignored.
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2. Otherwise, contact My Oracle Support (MOS).

31295 - HA Action Status

HAAlarm Group:

HA Resource action statusDescription:

InfoSeverity:

N/AInstance

NormalHA Score:

300Auto Clear Seconds:

comcolHaActionStatusNotifyOID:

Recovery:
1. If this alarm occurs during routine maintenance activity, it may be ignored.
2. Otherwise, contact My Oracle Support (MOS).

31296 - HA Monitor Status

HAAlarm Group:

HA Monitor action statusDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaMonitorStatusNotifyOID:

Recovery:
1. If this alarm occurs during routine maintenance activity, it may be ignored.
2. Otherwise, contact My Oracle Support (MOS).

31297 - HA Resource Agent Info

HAAlarm Group:

HA Resource Agent InfoDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:
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comcolHaRaInfoNotifyOID:

Recovery:
1. If this alarm occurs during routine maintenance activity, it may be ignored.
2. Otherwise, contact My Oracle Support (MOS).

31298 - HA Resource Agent Detail

HAAlarm Group:

Resource Agent application detailed informationDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaRaDetailNotifyOID:

Recovery:
1. If this alarm occurs during routine maintenance activity, it may be ignored.
2. Otherwise, contact My Oracle Support (MOS).

31299 - HA Notification Status

HAAlarm Group:

HA Notification statusDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaNotificationNotifyOID:

Recovery:
No action required.

31300 - HA Control Status

HAAlarm Group:

HA Control action statusDescription:

InfoSeverity:
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May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

300Auto Clear Seconds:

comcolHaControlNotifyOID:

Recovery:
No action required.

31301 - HA Topology Events

HAAlarm Group:

HA Topology eventsDescription:

InfoSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

eagleXgDsrHaTopologyNotifyOID:

Recovery:
No action required.

32100 - Breaker Panel Feed Unavailable

PLATAlarm Group:

Breaker Panel Breaker UnavailableDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdBrkPnlFeedUnavailableOID:

Recovery:
Contact My Oracle Support (MOS) to request hardware replacement.

32101 - Breaker Panel Breaker Failure

PLATAlarm Group:

Breaker Panel Breaker FailureDescription:
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CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdBrkPnlBreakerFailureOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.

32102 - Breaker Panel Monitoring Failure

PLATAlarm Group:

Breaker Panel Monitoring FailureDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdBrkPnlMntFailureOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.

32103 - Power Feed Unavailable

PLATAlarm Group:

Power Feed UnavailableDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdPowerFeedUnavailOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.

32104 - Power Supply 1 Failure

PLATAlarm Group:

158E73331 Revision 01, August 2016

Alarms and Events



Power Supply 1 FailureDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdPowerSupply1FailureOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.

32105 - Power Supply 2 Failure

PLATAlarm Group:

Power Supply 2 FailureDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdPowerSupply2FailureOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.

32106 - Power Supply 3 Failure

PLATAlarm Group:

Power Supply 3 FailureDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdPowerSupply3FailureOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.
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32107 - Raid Feed Unavailable

PLATAlarm Group:

Raid Feed UnavailableDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdRaidFeedUnavailableOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.

32108 - Raid Power 1 Failure

PLATAlarm Group:

Raid Power 1 FailureDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdRaidPower1FailureOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.

32109 - Raid Power 2 Failure

PLATAlarm Group:

Raid Power 2 FailureDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdRaidPower2FailureOID:

Recovery

160E73331 Revision 01, August 2016

Alarms and Events



Contact My Oracle Support (MOS) to request hardware replacement.

32110 - Raid Power 3 Failure

PLATAlarm Group:

Raid Power 3 FailureDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdRaidPower3FailureOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.

32111 - Device Failure

PLATAlarm Group:

Device FailureDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDeviceFailureOID:

Recovery:
Contact My Oracle Support (MOS) to request hardware replacement.

32112 - Device Interface Failure

PLATAlarm Group:

Device Interface FailureDescription:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDeviceIfFailureOID:
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Recovery:
Contact My Oracle Support (MOS) to request hardware replacement.

32113 - Uncorrectable ECC memory error

PLATAlarm Group:

This alarm indicates that chipset has detected an uncorrectable
(multiple-bit) memory error that the ECC (Error-Correcting Code)
circuitry in the memory is unable to correct.

Description:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdEccUncorrectableErrorOID:

TKSPLATCR14Alarm ID:

Recovery:
Contact My Oracle Support (MOS) to request hardware replacement.

32114 - SNMP get failure

PLATAlarm Group:

The server failed to receive SNMP information from the
switch.

Description:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdSNMPGetFailureOID:

TKSPLATCR15Alarm ID:

Recovery:
1. Use the following command to verify the switch is active: ping switch1A/B (this requires

command line access).
2. If the problem persists, contact My Oracle Support (MOS).

32115 - TPD NTP Daemon Not Synchronized Failure

PLATAlarm Group:
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This alarm indicates that the server's current time precedes the
timestamp of the last known time the servers time was good.

Description:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdNTPDaemonNotSynchronizedFailureOID:

TKSPLATCR16Alarm ID:

Recovery:
1. Verify NTP settings and that NTP sources can be reached.
2. If the problem persists, contact My Oracle Support (MOS).

32116 - TPD Server's Time Has Gone Backwards

PLATAlarm Group:

This alarm indicates that the server's current time precedes the
timestamp of the last known time the servers time was good.

Description:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdNTPTimeGoneBackwardsOID:

TKSPLATCR17Alarm ID:

Recovery:
1. Verify NTP settings and that NTP sources are providing accurate time.
2. If the problem persists, contact My Oracle Support (MOS).

32117 - TPD NTP Offset Check Failure

PLATAlarm Group:

This alarm indicates the NTP offset of the server that is currently
being synced to is greater than the critical threshold.

Description:

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:
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0 (zero)Auto Clear Seconds:

ntpOffsetCheckFailureOID:

TKSPLATCR18Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32300 - Server fan failure

PLATAlarm Group:

This alarm indicates that a fan on the application server is either
failing or has failed completely. In either case, there is a danger
of component failure due to overheating.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdFanErrorOID:

TKSPLATMA1Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32301 - Server internal disk error

PLATAlarm Group:

This alarm indicates the server is experiencing issues replicating
data to one or more of its mirrored disk drives. This could indicate

Description:

that one of the server’s disks has either failed or is approaching
failure.

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdIntDiskErrorOID:

TKSPLATMA2Alarm ID:

Recovery:
Contact My Oracle Support (MOS).
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32302 - Server RAID disk error

PLATAlarm Group:

This alarm indicates that the offboard storage server had a
problem with its hardware disks.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdRaidDiskErrorOID:

TKSPLATMA3Alarm ID:

Recovery
Contact My Oracle Support (MOS).

32303 - Server Platform error

PLATAlarm Group:

This alarm indicates an error such as a corrupt system
configuration or missing files.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdPlatformErrorOID:

TKSPLATMA4Alarm ID:

Recovery:
Contact My Oracle Support (MOS) and provide the system health check output.

32304 - Server file system error

PLATAlarm Group:

This alarm indicates unsuccessful writing to at least one of the
server’s file systems.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:
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NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdFileSystemErrorOID:

TKSPLATMA5Alarm ID:

Recovery:
If the problem persists, contact My Oracle Support (MOS).

32305 - Server Platform process error

PLATAlarm Group:

This alarm indicates that either the minimum number of instances
for a required process are not currently running or too many
instances of a required process are running.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdPlatProcessErrorOID:

TKSPLATMA6Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32306 - Server RAM shortage error

PLATAlarm Group:

Not Implemented.Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdRamShortageErrorOID:

Recovery
Contact My Oracle Support (MOS).
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32307 - Server swap space shortage failure

PLATAlarm Group:

This alarm indicates that the server’s swap space is in danger of
being depleted. This is usually caused by a process that has
allocated a very large amount of memory over time.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdSwapSpaceShortageErrorOID:

TKSPLATMA8Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32308 - Server provisioning network error

PLATAlarm Group:

This alarm indicates that the connection between the server’s
ethernet interface and the customer network is not functioning
properly.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdProvNetworkErrorOID:

TKSPLATMA9Alarm ID:

Recovery:
1. Verify that a customer-supplied cable labeled TO CUSTOMER NETWORK is securely connected

to the appropriate server. Follow the cable to its connection point on the local network and verify
this connection is also secure.

2. Test the customer-supplied cable labeled TO CUSTOMER NETWORK with an Ethernet Line Tester.
If the cable does not test positive, replace it.

3. Have your network administrator verify that the network is functioning properly.
4. If no other nodes on the local network are experiencing problems and the fault has been isolated

to the server or the network administrator is unable to determine the exact origin of the problem,
contact My Oracle Support (MOS).
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32309 - Eagle Network A Error

PLATAlarm Group:

Uncorrectable ECC Memory Error -- This alarm indicates that chipset
has detected an uncorrectable (multiple-bit) memory error that the

Description:

ECC (Error-Correcting Code) circuitry in the memory is unable to
correct.

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdEagleNetworkAErrorOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.

32310 - Eagle Network B Error

PLATAlarm Group:

Uncorrectable ECC Memory Error -- This alarm indicates that chipset
has detected an uncorrectable (multiple-bit) memory error that the

Description:

ECC (Error-Correcting Code) circuitry in the memory is unable to
correct.

CriticalSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdEagleNetworkBErrorOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.

32311 - Sync Network Error

PLATAlarm Group:

Uncorrectable ECC Memory Error -- This alarm indicates that chipset
has detected an uncorrectable (multiple-bit) memory error that the

Description:

ECC (Error-Correcting Code) circuitry in the memory is unable to
correct.

CriticalSeverity:

168E73331 Revision 01, August 2016

Alarms and Events



May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdSyncNetworkErrorOID:

Recovery
Contact My Oracle Support (MOS) to request hardware replacement.

32312 - Server disk space shortage error

PLATAlarm Group:

This alarm indicates that one of the following conditions has occurred:Description:

• A file system has exceeded a failure threshold, which means that
more than 90% of the available disk storage has been used on the
file system.

• More than 90% of the total number of available files have been
allocated on the file system.

• A file system has a different number of blocks than it had when
installed.

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity, and
bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDiskSpaceShortageErrorOID:

TKSPLATMA13Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32313 - Server default route network error

PLATAlarm Group:

This alarm indicates that the default network route of the server is
experiencing a problem.

Description:

Caution:  When changing the network routing configuration
of the server, verify that the modifications will not impact
the method of connectivity for the current login session. The
route information must be entered correctly and set to the
correct values. Incorrectly modifying the routing
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configuration of the server may result in total loss of remote
network access.

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity, and
bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDefaultRouteNetworkErrorOID:

Recovery:
Contact My Oracle Support (MOS).

32314 - Server temperature error

PLATAlarm Group:

The internal temperature within the server is unacceptably
high.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdServerTemperatureErrorOID:

TKSPLATMA15Alarm ID:

Recovery:
1. Ensure that nothing is blocking the fan's intake. Remove any blockage.
2. Verify that the temperature in the room is normal. If it is too hot, lower the temperature in the room

to an acceptable level.

Note:  Be prepared to wait the appropriate period of time before continuing with the next step.
Conditions need to be below alarm thresholds consistently for the alarm to clear. It may take about
ten minutes after the room returns to an acceptable temperature before the alarm cleared.

3. If the problem has not been resolved, contact My Oracle Support (MOS).

32315 - Server mainboard voltage error

PLATAlarm Group:

This alarm indicates that one or more of the monitored voltages
on the server mainboard have been detected to be out of the
normal expected operating range.

Description:
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MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdServerMainboardVoltageErrorOID:

TKSPLATMA16Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32316 - Server power feed error

PLATAlarm Group:

This alarm indicates that one of the power feeds to the server has
failed. If this alarm occurs in conjunction with any Breaker Panel
alarm, there might be a problem with the breaker panel.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdPowerFeedErrorOID:

TKSPLATMA17Alarm ID:

Recovery:
1. Verify that all the server power feed cables to the server that is reporting the error are securely

connected.
2. Check to see if the alarm has cleared

• If the alarm has been cleared, the problem is resolved.
• If the alarm has not been cleared, continue with the next step.

3. Follow the power feed to its connection on the power source. Ensure that the power source is ON
and that the power feed is properly secured.

4. Check to see if the alarm has cleared

• If the alarm has been cleared, the problem is resolved.
• If the alarm has not been cleared, continue with the next step.

5. If the power source is functioning properly and the wires are all secure, have an electrician check
the voltage on the power feed.

6. Check to see if the alarm has cleared

• If the alarm has been cleared, the problem is resolved.

171E73331 Revision 01, August 2016

Alarms and Events



• If the alarm has not been cleared, continue with the next step.

7. If the problem has not been resolved, contact My Oracle Support (MOS).

32317 - Server disk health test error

PLATAlarm Group:

Either the hard drive has failed or failure is imminent.Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDiskHealthErrorOID:

TKSPLATMA18Alarm ID:

Recovery:
1. Perform the recovery procedures for the other alarms that accompany this alarm.
2. If the problem has not been resolved, contact My Oracle Support (MOS).

32318 - Server disk unavailable error

PLATAlarm Group:

The smartd service is not able to read the disk status because the
disk has other problems that are reported by other alarms. This
alarm appears only while a server is booting.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDiskUnavailableErrorOID:

TKSPLATMA19Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32319 - Device error

PLATAlarm Group:
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This alarm indicates that the offboard storage server had
a problem with its disk volume filling up.

Description:

MajorSeverity:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDeviceErrorOID:

TKSPLATMA20Alarm ID:

Recovery
Contact the My Oracle Support (MOS).

32320 - Device interface error

PLATAlarm Group:

This alarm indicates that the IP bond is either not configured
or down.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDeviceIfErrorOID:

TKSPLATMA21Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32321 - Correctable ECC memory error

PLATAlarm Group:

This alarm indicates that chipset has detected a correctable
(single-bit) memory error that has been corrected by the ECC
(Error-Correcting Code) circuitry in the memory.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdEccCorrectableErrorOID:

TKSPLATMA22Alarm ID:
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Recovery:
No recovery necessary. If the condition persists, contact My Oracle Support (MOS) to request
hardware replacement.

32322 - Power Supply A error

PLATAlarm Group:

This alarm indicates that power supply 1 (feed A) has failed.Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdPowerSupply1ErrorOID:

TKSPLATMA23Alarm ID:

Recovery:
1. Verify that nothing is obstructing the airflow to the fans of the power supply.
2. If the problem persists, contact My Oracle Support (MOS).

32323 - Power Supply B error

PLATAlarm Group:

This alarm indicates that power supply 2 (feed B) has failed.Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdPowerSupply2ErrorOID:

TKSPLATMA24Alarm ID:

Recovery:
1. Verify that nothing is obstructing the airflow to the fans of the power supply.
2. If the problem persists, contact My Oracle Support (MOS).

32324 - Breaker panel feed error

PLATAlarm Group:

This alarm indicates that the server is not receiving information
from the breaker panel relays.

Description:
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MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdBrkPnlFeedErrorOID:

TKSPLATMA25Alarm ID:

Recovery:
1. Verify that the same alarm is displayed by multiple servers:

• If this alarm is displayed by only one server, the problem is most likely to be with the cable or
the server itself. Look for other alarms that indicate a problem with the server and perform the
recovery procedures for those alarms first.

• If this alarm is displayed by multiple servers, go to the next step.

2. Verify that the cables that connect the servers to the breaker panel are not damaged and are securely
fastened to both the Alarm Interface ports on the breaker panel and to the serial ports on both
servers.

3. If the problem has not been resolved, contact My Oracle Support (MOS) to request that the breaker
panel be replaced.

32325 - Breaker panel breaker error

PLATAlarm Group:

This alarm indicates that a power fault has been identified by the breaker panel.
The LEDs on the center of the breaker panel (see Figure 15: Breaker Panel LEDs)

Description:

identify whether the fault occurred on the input power or the output power, as
follows:

• A power fault on input power (power from site source to the breaker panel)
is indicated by one of the LEDs in the PWR BUS A or PWR BUS B group
illuminated Red. In general, a fault in the input power means that power has
been lost to the input power circuit.

Note:  LEDs in the PWR BUS A or PWR BUS B group that correspond to
unused feeds are not illuminated; LEDs in these groups that are not
illuminated do not indicate problems.

• A power fault on output power (power from the breaker panel to other frame
equipment) is indicated by either BRK FAIL BUS A or BRK FAIL BUS B
illuminated RED. This type of fault can be caused by a surge or some sort of
power degradation or spike that causes one of the circuit breakers to trip.
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Figure 15: Breaker Panel LEDs

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity, and
bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear
Seconds:

TPDBrkPnlBreakerErrorOID:

TKSPLATMA26Alarm ID:

Recovery:
1. Verify that the same alarm is displayed by multiple servers:

• If this alarm is displayed by only one server, the problem is most likely to be with the cable or
the server itself. Look for other alarms that indicate a problem with the server and perform the
recovery procedures for those alarms first.

• If this alarm is displayed by multiple servers, go to the next step.

2. Look at the breaker panel assignments and verify that the corresponding LED in the PWR BUS A
group and the PWR BUS B group is illuminated Green.
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Figure 16: Breaker Panel Setting

If one of the LEDs in the PWR BUS A group or the PWR BUS B group is illuminated Red, a problem
has been detected with the corresponding input power feed. Contact My Oracle Support (MOS)

3. Check the BRK FAIL LEDs for BUS A and for BUS B.

• If one of the BRK FAIL LEDs is illuminated Red, then one or more of the respective Input
Breakers has tripped. (A tripped breaker is indicated by the toggle located in the center position.)
Perform the following steps to repair this issue:

a) For all tripped breakers, move the breaker down to the open (OFF) position and then back up
to the closed (ON) position.

b) After all the tripped breakers have been reset, check the BRK FAIL LEDs again. If one of the
BRK FAIL LEDs is still illuminated Red, Contact My Oracle Support (MOS)

• If all of the BRK FAIL LEDs and all the LEDs in the PWR BUS A group and the PWR BUS B
group are illuminated Green, continue with the next step.

• If all of the BRK FAIL LEDs and all the LEDs in the PWR BUS A group and the PWR BUS B
group are illuminated Green, there is most likely a problem with the serial connection between
the server and the breaker panel. This connection is used by the system health check to monitor
the breaker panel for failures. Verify that both ends of the labeled serial cables are properly
secured. If any issues are discovered with these cable connections, make the necessary corrections
and continue to the next step to verify that the alarm has been cleared, otherwise Contact My
Oracle Support (MOS)

4. If the problem has not been resolved, contact My Oracle Support (MOS)

32326 - Breaker panel monitoring error

PLATAlarm Group:

This alarm indicates a failure in the hardware and/or software that monitors
the breaker panel. This could mean there is a problem with the file I/O
libraries, the serial device drivers, or the serial hardware itself.

Note:  When this alarm occurs, the system is unable to monitor the breaker
panel for faults. Thus, if this alarm is detected, it is imperative that the

Description:

breaker panel be carefully examined for the existence of faults. The LEDs
on the breaker panel will be the only indication of the occurrence of either
alarm:

• 32324 – Breaker panel feed error
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• 32325 – Breaker panel breaker error

until the Breaker Panel Monitoring Error has been corrected.

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity, and
bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdBrkPnlMntErrorOID:

TKSPLATMA27Alarm ID:

Recovery:
1. Verify that the same alarm is displayed by multiple servers:

• If this alarm is displayed by only one server, the problem is most likely to be with the cable or
the server itself. Look for other alarms that indicate a problem with the server and perform the
recovery procedures for those alarms first.

• If this alarm is displayed by multiple servers, go to the next step.

2. Verify that both ends of the labeled serial cables are secured properly (for locations of serial cables,
see the appropriate hardware manual).

3. If the alarm has not been cleared, contact My Oracle Support (MOS).

32327 - Server HA Keepalive error

PLATAlarm Group:

This alarm indicates that heartbeat process has detected that it
has failed to receive a heartbeat packet within the timeout period.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHaKeepaliveErrorOID:

TKSPLATMA28Alarm ID:

Recovery:
1. Determine if the mate server is currently down and bring it up if possible.
2. Determine if the keepalive interface is down.
3. Determine if heartbeart is running (service TKLCha status).

Note:  This step may require command line ability.

4. Contact My Oracle Support (MOS).
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32328 - DRBD is unavailable

PLATAlarm Group:

This alarm indicates that DRBD is not functioning properly on
the local server. The DRBD state (disk state, node state, and/or
connection state) indicates a problem.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDrbdUnavailableOID:

TKSPLATMA29Alarm ID:

Recovery
Contact My Oracle Support (MOS).

32329 - DRBD is not replicating

PLATAlarm Group:

This alarm indicates that DRBD is not replicating to the peer server.
Usually this indicates that DRBD is not connected to the peer
server. It is possible that a DRBD Split Brain has occurred.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDrbdNotReplicatingOID:

TKSPLATMA30Alarm ID:

Recovery
Contact My Oracle Support (MOS).

32330 - DRBD peer problem

PLATAlarm Group:

This alarm indicates that DRBD is not functioning properly on the
peer server. DRBD is connected to the peer server, but the DRBD
state on the peer server is either unknown or indicates a problem.

Description:

MajorSeverity:
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May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDrbdPeerProblemOID:

TKSPLATMA31Alarm ID:

Recovery
Contact the My Oracle Support (MOS).

32331 - HP disk problem

PLATAlarm Group:

This major alarm indicates that there is an issue with either a
physical or logical disk in the HP disk subsystem. The message

Description:

will include the drive type, location, slot and status of the drive
that has the error.

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHpDiskProblemOID:

TKSPLATMA32Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32332 - HP Smart Array controller problem

PLATAlarm Group:

This major alarm indicates that there is an issue with an HP disk
controller. The message will include the slot location, the component

Description:

on the controller that has failed, and status of the controller that
has the error.

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHpDiskCtrlrProblemOID:
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TKSPLATMA33Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32333 - HP hpacucliStatus utility problem

PLATAlarm Group:

This major alarm indicates that there is an issue with the process
that caches the HP disk subsystem status. This usually means that

Description:

the hpacucliStatus/hpDiskStatus daemon is either not running, or
hung.

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHPACUCLIProblemOID:

TKSPLATMA34Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32334 - Multipath device access link problem

PLATAlarm Group:

One or more "access paths" of a multipath device are failing or
are not healthy, or the multipath device does not exist.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdMpathDeviceProblemOID:

Recovery:
Contact My Oracle Support (MOS).

32335 - Switch link down error

PLATAlarm Group:

The link is down.Description:
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MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdSwitchLinkDownErrorOID:

TKSPLATMA36Alarm ID:

Recovery:
1. Verify the cabling between the port and the remote side.
2. Verify networking on the remote end.
3. If the problem persists, contact My Oracle Support (MOS) who should verify port settings on both

the server and the switch.

32336 - Half Open Socket Limit

PLATAlarm Group:

This alarm indicates that the number of half open TCP sockets has
reached the major threshold. This problem is caused by a remote
system failing to complete the TCP 3-way handshake.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHalfOpenSockLimitOID:

TKSPLATMA37Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32337 - Flash Program Failure

PLATAlarm Group:

This alarm indicates that there was an error while trying to
update the firmware flash on the E5-APP-B cards.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:
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0 (zero)Auto Clear Seconds:

tpdFlashProgramFailureOID:

TKSPLATMA38Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32338 - Serial Mezzanine Unseated

PLATAlarm Group:

This alarm indicates that a connection to the serial mezzanine
board may not be properly seated.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdSerialMezzUnseatedOID:

TKSPLATMA39Alarm ID:

Recovery:
1. Ensure that both ends of both cables connecting the serial mezzanine card to the main board are

properly seated into their connectors.
2. Contact My Oracle Support (MOS) if reseating the cables does not clear the alarm.

32339 - Max pid limit

PLATAlarm Group:

This alarm indicates that the maximum number of running
processes has reached the major threshold.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdMaxPidLimitOID:

TKSPLATMA40Alarm ID:

Recovery:
Contact My Oracle Support (MOS).
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32340 - Server NTP Daemon Lost Synchronization For Extended Time

PLATAlarm Group:

This alarm indicates that the server is not synchronized to an NTP
source and has not been synchronized for an extended number of
hours and has reached the major threshold.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdNTPDaemonNotSynchronizedErrorOID:

TKSPLATMA41Alarm ID:

Recovery:
1. Verify NTP settings and that NTP sources can be reached.
2. Contact My Oracle Support (MOS).

32341 - Server NTP Daemon Never Synchronized Error

PLATAlarm Group:

This alarm indicates that the server is not synchronized to an NTP
source and has never been synchronized since the last
configuration change.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdNTPDaemonNeverSynchronizedOID:

TKSPLATMA42Alarm ID:

Recovery:
1. Verify NTP settings and that NTP sources can be reached.
2. Contact My Oracle Support (MOS).

32342 - NTP Offset Check Error

PLATAlarm Group:

This alarm indicates the NTP offset of the server that is currently
being synced to is greater than the major threshold.

Description:
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MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

ntpOffsetCheckErrorOID:

TKSPLATMA43Alarm ID:

Recovery:
1. Verify NTP settings and that NTP are providing accurate time.
2. Contact My Oracle Support (MOS).

32343 - RAID disk problem

PLATAlarm Group:

This alarms indicates that physical disk or logical volume on
RAID controller is not in optimal state as reported by syscheck.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDiskProblemOID:

TKSPLATMA44Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32344 - RAID controller problem

PLATAlarm Group:

This alarms indicates that RAID controller needs intervention.Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDiskCtrlrProblemOID:

TKSPLATMA45Alarm ID:
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Recovery:
Contact My Oracle Support (MOS).

32345 - Server Upgrade snapshot(s) invalid

PLATAlarm Group:

This alarm indicates that upgrade snapshot(s) are invalid and
backout is no longer possible.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdUpgradeSnapshotInvalidOID:

TKSPLATMA46Alarm ID:

Recovery:
1. Run accept to remove invalid snapshot(s) and clear alarms.
2. Contact My Oracle Support (MOS)

32346 - Server Hardware Problem

PLATAlarm Group:

This alarms indicates that OEM hardware management service
reports an error.

Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdOEMHardwareOID:

TKSPLATMA47Alarm ID:

Recovery:
Contact My Oracle Support (MOS)

32347 - Oracle hwmgmtcliStatus Problem

PLATAlarm Group:

This alarms indicates the hwmgmtcliStatus daemon is not
running or is not responding.

Description:
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MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHWMGMTCLIProblemOID:

TKSPLATMA47Alarm ID:

Recovery:
Contact My Oracle Support (MOS)

32348 - FIPS Subsystem Problem

Alarm Type: PLAT

Description: This alarm indicates that the FIPS subsystem is not running or has encountered errors.

Default Severity: Major

OID: tpdFipsSubsystemProblem

Recovery

1. Run syscheck in verbose mode.
2. Contact My Oracle Support (MOS).

32349 - File Tampering

PLATAlarm Group:

This alarm indicates HIDS has detected file tampering.Description:

MajorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHidsFileTamperingOID:

Recovery:
Contact My Oracle Support (MOS).

32500 - Server disk space shortage warning

PLATAlarm Group:
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This alarm indicates that one of the following conditions has occurred:Description:

• A file system has exceeded a warning threshold, which means that
more than 80% (but less than 90%) of the available disk storage has
been used on the file system.

• More than 80% (but less than 90%) of the total number of available
files have been allocated on the file system.

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDiskSpaceShortageWarningOID:

TKSPLATMI1Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32501 - Server application process error

PLATAlarm Group:

This alarm indicates that either the minimum number of instances
for a required process are not currently running or too many
instances of a required process are running.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdApplicationProcessErrorOID:

TKSPLATMI2Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32502 - Server hardware configuration error

PLATAlarm Group:

This alarm indicates that one or more of the server’s hardware
components are not in compliance with specifications (refer to
the appropriate hardware manual).

Description:

MinorSeverity:
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May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHardwareConfigErrorOID:

TKSPLATMI3Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32503 - Server RAM shortage warning

PLATAlarm Group:

This alarm is generated by the MPS syscheck software package
and is not part of the TPD distribution.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdRamShortageWarningOID:

TKSPLATMI4Alarm ID:

Recovery
1. Refer to MPS-specific documentation for information regarding this alarm.
2. Contact the My Oracle Support (MOS).

32504 - Software Configuration Error

PLATAlarm Group:

This alarm is generated by the MPS syscheck software package
and is not part of the PLAT distribution.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdSoftwareConfigErrorOID:

Recovery
Contact My Oracle Support (MOS).
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32505 - Server swap space shortage warning

PLATAlarm Group:

This alarm indicates that the swap space available on the server is less
than expected. This is usually caused by a process that has allocated a
very large amount of memory over time.

Note:  For this alarm to clear, the underlying failure condition must be
consistently undetected for a number of polling intervals. Therefore, the

Description:

alarm may continue to be reported for several minutes after corrective
actions are completed.

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity, and
bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdSwapSpaceShortageWarningOID:

TKSPLATMI6Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32506 - Server default router not defined

PLATAlarm Group:

This alarm indicates that the default network route is either not configured
or the current configuration contains an invalid IP address or hostname.

Description:

Caution:  When changing the server’s network routing
configuration it is important to verify that the modifications
will not impact the method of connectivity for the current
login session. It is also crucial that this information not be
entered incorrectly or set to improper values. Incorrectly
modifying the server’s routing configuration may result in
total loss of remote network access.

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity, and
bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDefaultRouteNotDefinedOID:

TKSPLATMI7Alarm ID:
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Recovery:
Contact My Oracle Support (MOS).

32507 - Server temperature warning

PLATAlarm Group:

This alarm indicates that the internal temperature within the server
is outside of the normal operating range. A server Fan Failure may
also exist along with the Server Temperature Warning.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdServerTemperatureWarningOID:

TKSPLATMI8Alarm ID:

Recovery:
1. Ensure that nothing is blocking the fan's intake. Remove any blockage.
2. Verify that the temperature in the room is normal. If it is too hot, lower the temperature in the room

to an acceptable level.

Note:  Be prepared to wait the appropriate period of time before continuing with the next step.
Conditions need to be below alarm thresholds consistently for the alarm to clear. It may take about
ten minutes after the room returns to an acceptable temperature before the alarm cleared.

3. Replace the filter (refer to the appropriate hardware manual).

Note:  Be prepared to wait the appropriate period of time before continuing with the next step.
Conditions need to be below alarm thresholds consistently for the alarm to clear. It may take about
ten minutes after the filter is replaced before the alarm cleared.

4. If the problem has not been resolved, contact My Oracle Support (MOS).

32508 - Server core file detected

PLATAlarm Group:

This alarm indicates that an application process has failed and
debug information is available.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:
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tpdServerCoreFileDetectedOID:

TKSPLATMI9Alarm ID:

Recovery:
1. Contact My Oracle Support (MOS) to create a service request.
2. On the affected server, execute this command:

ll /var/TKLC/core

Add the command output to the service request. Include the date of creation found in the command
output.

3. Attach core files to the MOS service request.
4. The user can remove the files to clear the alarm with this command:

rm -f /var/TKLC/core/<coreFileName>

32509 - Server NTP Daemon not synchronized

PLATAlarm Group:

This alarm indicates that the NTP daemon (background process)
has been unable to locate a server to provide an acceptable time
reference for synchronization.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdNTPDeamonNotSynchronizedWarningOID:

TKSPLATMI10Alarm ID:

Recovery:
1. Locate the server's Network Timing Protocol (NTP) source.
2. Determine if the NTP server is reachable.
3. Contact My Oracle Support (MOS) if additional assistance is needed.

32510 - CMOS battery voltage low

PLATAlarm Group:

The presence of this alarm indicates that the CMOS battery voltage
has been detected to be below the expected value. This alarm is an

Description:

early warning indicator of CMOS battery end-of-life failure which
will cause problems in the event the server is powered off.
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MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdCMOSBatteryVoltageLowOID:

TKSPLATMI11Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32511 - Server disk self test warning

PLATAlarm Group:

A non-fatal disk issue (such as a sector cannot be read) exists.Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdSmartTestWarnOID:

TKSPLATMI12Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32512 - Device warning

PLATAlarm Group:

This alarm indicates that either we are unable to perform an
snmpget command on the configured SNMP OID or the value
returned failed the specified comparison operation.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDeviceWarnOID:

TKSPLATMI13Alarm ID:
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Recovery:
Contact My Oracle Support (MOS).

32513 - Device interface warning

PLATAlarm Group:

This alarm can be generated by either an SNMP trap or an IP
bond error.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDeviceIfWarnOID:

TKSPLATMI14Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32514 - Server reboot watchdog initiated

PLATAlarm Group:

This alarm indicates that the hardware watchdog was not strobed
by the software and so the server rebooted the server. This applies

Description:

to only the last reboot and is only supported on a T1100 application
server.

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdWatchdogRebootOID:

TKSPLATMI15Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32515 - Server HA failover inhibited

PLATAlarm Group:

194E73331 Revision 01, August 2016

Alarms and Events



This alarm indicates that the server has been inhibited and
therefore HA failover is prevented from occurring.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHaInhibitedOID:

TKSPLATMI16Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32516 - Server HA Active to Standby transition

PLATAlarm Group:

This alarm indicates that the server is in the process of
transitioning HA state from Active to Standby.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHaActiveToStandbyTransOID:

TKSPLATMI17Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32517 - Server HA Standby to Active transition

PLATAlarm Group:

This alarm indicates that the server is in the process of
transitioning HA state from Standby to Active.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHaStandbyToActiveTransOID:
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TKSPLATMI18Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32518 - Platform Health Check failure

PLATAlarm Group:

This alarm is used to indicate a configuration error.Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHealthCheckFailedOID:

TKSPLATMI19Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32519 - NTP Offset Check failure

PLATAlarm Group:

This minor alarm indicates that time on the server is outside the
acceptable range (or offset) from the NTP server. The Alarm message

Description:

will provide the offset value of the server from the NTP server and
the offset limit that the application has set for the system.

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

ntpOffsetCheckWarningOID:

TKSPLATMI20Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32520 - NTP Stratum Check failure

PLATAlarm Group:
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This alarm indicates that NTP is syncing to a server, but the stratum
level of the NTP server is outside of the acceptable limit. The Alarm

Description:

message will provide the stratum value of the NTP server and the
stratum limit that the application has set for the system.

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

ntpStratumCheckFailedOID:

TKSPLATMI21Alarm ID:

Recovery:
1. Locate the server's Network Timing Protocol (NTP) source.
2. Check the NTP server's stratum level. Stratum level 13 or higher will generate the alarm.
3. Contact My Oracle Support (MOS) if additional assistance is needed.

32521 - SAS Presence Sensor Missing

PLATAlarm Group:

This alarm indicates that the T1200 server drive sensor is not
working.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

sasPresenceSensorMissingOID:

TKSPLATMI22Alarm ID:

Recovery:
Contact My Oracle Support (MOS) to get a replacement server.

32522 - SAS Drive Missing

PLATAlarm Group:

This alarm indicates that the number of drives configured for
this server is not being detected.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:
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NormalHA Score:

0 (zero)Auto Clear Seconds:

sasDriveMissingOID:

TKSPLATMI23Alarm ID:

Recovery:
Contact My Oracle Support (MOS) to determine whether the issue is with a failed drive or failed
configuration.

32523 - DRBD failover busy

PLATAlarm Group:

This alarm indicates that a DRBD sync is in progress from the peer
server to the local server. The local server is not ready to act as the
primary DRBD node, since it’s data is not up to date.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDrbdFailoverBusyOID:

TKSPLATMI24Alarm ID:

Recovery
A DRBD sync should not take more than 15 minutes to complete. Please wait for approximately
20 minutes, and then check if the DRBD sync has completed. If the alarm persists longer than this
time period, contact the My Oracle Support (MOS).

32524 - HP disk resync

PLATAlarm Group:

This minor alarm indicates that the HP disk subsystem is currently
resynchronizing after a failed or replaced drive, or some other change

Description:

in the configuration of the HP disk subsystem. The output of the message
will include the disk that is resynchronizing and the percentage complete.
This alarm should eventually clear once the resync of the disk is
completed. The time it takes for this is dependent on the size of the disk
and the amount of activity on the system.

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity, and
bindVarNamesValueStr

Instance:

NormalHA Score:
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0 (zero)Auto Clear Seconds:

tpdHpDiskResyncOID:

TKSPLATMI25Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32525 - Telco Fan Warning

PLATAlarm Group:

This alarm indicates that the Telco switch has detected an issue
with an internal fan.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdTelcoFanWarningOID:

TKSPLATMI26Alarm ID:

Recovery:
1. Contact My Oracle Support (MOS) to get a replacement switch. Verify the ambient air temperature

around the switch is as low as possible until the switch is replaced.
2. My Oracle Support (MOS) personnel can perform an snmpget command or log into the switch to

get detailed fan status information.

32526 - Telco Temperature Warning

PLATAlarm Group:

This alarm indicates that the Telco switch has detected the
internal temperature has exceeded the threshold.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdTelcoTemperatureWarningOID:

TKSPLATMI27Alarm ID:

Recovery:
1. Lower the ambient air temperature around the switch as low as possible.
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2. If problem persists, contact My Oracle Support (MOS).

32527 - Telco Power Supply Warning

PLATAlarm Group:

This alarm indicates that the Telco switch has detected that one
of the duplicate power supplies has failed.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdTelcoPowerSupplyWarningOID:

TKSPLATMI28Alarm ID:

Recovery:
1. Verify breaker wasn't tripped.
2. If breaker is still good and problem persists, contact My Oracle Support (MOS) who can perform a

snmpget command or log into the switch to determine which power supply is failing. If the power
supply is bad, the switch must be replaced.

32528 - Invalid BIOS value

PLATAlarm Group:

This alarm indicates that the HP server has detected that one of
the setting for either the embedded serial port or the virtual serial
port is incorrect.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdInvalidBiosValueOID:

TKSPLATMI29Alarm ID:

Recovery:
Change the BIOS values to the expected values which involves re-booting the server. Contact My
Oracle Support (MOS) for directions on changing the BIOS.

32529 - Server Kernel Dump File Detected

PLATAlarm Group:
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This alarm indicates that the kernel has crashed and debug
information is available.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdServerKernelDumpFileDetectedOID:

TKSPLATMI30Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32530 - Server Upgrade Fail Detected

PLATAlarm Group:

This alarm indicates that a TPD upgrade has failed.Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

pdServerUpgradeFailedOID:

TKSPLATMI31Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32531 - Half Open Socket Warning

PLATAlarm Group:

This alarm indicates that the number of half open TCP sockets has
reached the major threshold. This problem is caused by a remote
system failing to complete the TCP 3-way handshake.

Description

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdHalfOpenSocketWarningOID:
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TKSPLATMI32Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32532 - Server Upgrade Pending Accept/Reject

PLATAlarm Group:

This alarm indicates that an upgrade occurred but has not been
accepted or rejected yet.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdServerUpgradePendingAcceptOID:

TKSPLATMI33Alarm ID:

Recovery:
Follow the steps in the application's upgrade procedure for accepting or rejecting the upgrade.

32533 - Max pid warning

PLATAlarm Group:

This alarm indicates that the maximum number of running
processes has reached the minor threshold.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdMaxPidWarningOID:

TKSPLATMI34Alarm ID:

Recovery:
Contact My Oracle Support (MOS).

32534 - NTP Source Server Is Not Able To Provide Correct Time

PLATAlarm Group:
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This alarm indicates that an NTP source has been rejected by
the NTP daemon and is not being considered as a time source.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdNTPSourceIsBadOID:

TKSPLATMI35Alarm ID:

Recovery:
1. Verify NTP settings and that NTP sources are providing accurate time.
2. Contact My Oracle Support (MOS).

32535 - RAID disk resync

PLATAlarm Group:

This alarm indicates that the RAID logical volume is currently resyncing
after a failed/replaced drive, or some other change in the configuration.

Description:

The output of the message will include the disk that is resyncing. This
alarm should eventually clear once the resync of the disk is completed.
The time it takes for this is dependent on the size of the disk and the
amount of activity on the system (rebuild of 600G disks without any
load takes about 75min).

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity, and
bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdDiskResyncOID:

TKSPLATMI36Alarm ID:

Recovery:
If this alarm persists for several hours (depending on a load of a server rebuild of array can take
multiple hours to finish), contact My Oracle Support (MOS).

32536 - Server Upgrade snapshot(s) warning

PLATAlarm Group:

This alarm indicates that upgrade snapshot(s) are above configured
threshold and either accept or reject of LVM upgrade has to be run
soon, otherwise snapshots will become full and invalid.

Description:
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MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState, AlarmSeverity,
and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdUpgradeSnapshotWarningOID:

TKSPLATMI37Alarm ID:

Recovery:
1. Run accept or reject of current LVM upgrade before snapshots become invalid.
2. Contact My Oracle Support (MOS)

32537 - FIPS subsystem warning event

PLATAlarm Type:

This alarm indicates that the FIPS subsystem requires a reboot
in order to complete configuration.

Description:

MinorSeverity:

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdFipsSubsystemWarningOID:

Recovery
If alarm doesn't clear on its own, contact My Oracle Support (MOS).

32540 - Power limit mismatch

PLATAlarm Group:

The BIOS setting for CPU Power Limit is different than
expected.

Description:

MinorSeverity:

N/AInstance:

NormalHA Score:

0 (zero)Auto Clear Seconds:

tpdCpuPowerLimitMismatchOID:

TKSPLATMI41Alarm ID:

Recovery:
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Contact My Oracle Support (MOS).

32700 - Telco Switch Notification

PLATAlarm Group:

Telco Switch NotificationDescription

InfoSeverity

May include AlarmLocation, AlarmId, AlarmState,
AlarmSeverity, and bindVarNamesValueStr

Instance

NormalHA Score

86400Auto Clear Seconds

tpdTelcoSwitchNotificationOID

Recovery:
Contact My Oracle Support (MOS).

32701 - HIDS Initialized

PLATAlarm Group:

This alarm indicates HIDS was initialized.Description:

InfoDefault Severity:

tpdHidsBaselineCreatedOID:

Recovery:
Contact My Oracle Support (MOS).

32702 - HIDS Baseline Deleted

PLATAlarm Group:

HIDS baseline was deleted.Description:

InfoDefault Severity:

tpdHidsBaselineDeletedOID:

Recovery:
Contact My Oracle Support (MOS).

32703 - HIDS Enabled

PLATAlarm Group:

HIDS was enabled.Description:

InfoDefault Severity:
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tpdHidsEnabledOID:

Recovery:
Contact My Oracle Support (MOS).

32704 - HIDS Disabled

PLATAlarm Group:

HIDS was disabled.Description:

InfoDefault Severity:

tpdHidsDisabledOID:

Recovery:
Contact My Oracle Support (MOS).

32705 - HIDS Monitoring Suspended

PLATAlarm Group:

HIDS monitoring suspended.Description:

InfoDefault Severity:

tpdHidsSuspendedOID:

Recovery:
Contact My Oracle Support (MOS).

32706 - HIDS Monitoring Resumed

PLATAlarm Group:

HIDS monitoring resumed.Description:

InfoDefault Severity:

tpdHidsResumedOID:

Recovery:
Contact My Oracle Support (MOS).

32707 - HIDS Baseline Updated

PLATAlarm Group:

HIDS baseline updated.Description:

InfoDefault Severity:

tpdHidsBaselineUpdatedOID:
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Recovery:
Contact My Oracle Support (MOS).
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Chapter

5
Key Performance Indicators (KPIs)

This section provides general information about
KPIs and lists the KPIs that can appear on the Status
& Manage > KPIs GUI page.

Topics:

• General KPIs information.....209
• KPIs server elements .....211
• Provisioning KPIs.....212
• Process-based KPIs.....213
• DP KPIs.....214
• Communication Agent (ComAgent) KPIs.....215
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General KPIs information

This section provides general information about KPIs, the Status and Manage > KPI page, and how
to view KPIs.

KPIs overview

Key Performance Indicators (KPIs) allow you to monitor system performance data, including CPU,
memory, swap space, and uptime per server. This performance data is collected from all servers within
the defined topology.

The KPI display function resides on all OAM servers. Servers that provide a GUI connection rely on
KPI information merged to that server. The Network OAMP servers maintain status information for
all servers in the topology. System OAM servers have reliable information only for servers within the
same network element.

The Status and Manage KPIs page displays performance data for the entire system. KPI data for the
entire system is updated every 60 seconds. If data is not currently being collected for a particular
server, the KPI for that server will be shown as N/A.

KPIs

The Status & Manage > KPIs page displays KPIs for the entire system. KPIs for the server and its
applications are displayed on separate tabs. The application KPIs displayed may vary according to
whether you are logged in to an NOAM server or an SOAM server.

Viewing KPIs

Use this procedure to view KPI data.

1. Select Status & Manage > KPIs.
The Status & Manage > KPIs page appears with the Server tab displayed. For details about the
KPIs displayed on this page, see the application documentation.

2. Click to select an application tab to see KPI data relevant to the application.

Note:  The application KPIs displayed may vary according to whether you are logged in to an
NOAM server or an SOAM server. Collection of KPI data is handled solely by NOAM servers in
systems that do not support SOAMs.

KPIs data export elements

This table describes the elements on the KPIs > Export page.
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Table 16: Schedule KPI Data Export Elements

Data Input NotesDescriptionElement

Format: Radio buttonFrequency at which the export
occurs

Export Frequency

Range: Fifteen Minutes, Hourly, Once, Weekly,
or Daily

Default: Once

Format: TextboxName of the scheduled taskTask Name

Range: Maximum length is 40 characters;
alphanumeric (a-z, A-Z, and 0-9) and minus
sign (-). Task Name must begin and end with
an alphanumeric character.

Format: TextboxDescription of the scheduled
task

Description

Range: Maximum length is 255 characters;
alphanumeric (a-z, A-Z, and 0-9) and minus
sign (-). Description must begin with an
alphanumeric character.

Format: Scrolling listIf hourly or fifteen minutes is
selected for Upload Frequency,

Minute

Range: 0 to 59this is the minute of each hour
when the data will be written
to the export directory.

Default: 0

Format: Time textboxTime of day the export occursTime of Day

Range: 15-minute increments

Default: 12:00 AM

Format: Radio buttonDay of week on which the
export occurs

Day of Week

Range: Sunday, Monday, Tuesday, Wednesday,
Thursday, Friday, or Saturday

Default: Sunday

Exporting KPIs

You can schedule periodic exports of security log data from the KPIs page. KPI data can be exported
immediately, or you can schedule exports to occur daily or weekly. If filtering has been applied in the
KPIs page, only filtered data is exported.

During data export, the system automatically creates a CSV file of the filtered data. The file will be
available in the file management area until you manually delete it, or until the file is transfered to an
alternate location using the Export Server feature. For more information about using Export Server,
see Data Export.

Use this procedure to schedule a data export task.
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1. Select Status & Manage > KPIs.
The KPIs page appears.

2. If necessary, specify filter criteria and click Go.
The KPIs are displayed according to the specified criteria.

3. Click Export.
The KPIs [Export] page appears.

4. Enter the Task Name.
For more information about Task Name, or any field on this page, see KPIs data export elements.

5. Select the Export Frequency.
6. If you selected Hourly, specify the Minutes.
7. Select the Time of Day.

Note: Time of Day is not an option for frequencies other than Daily or Weekly.

8. Select the Day of Week.

Note: Day of Week is not an option for frequencies other Weekly.

9. Click OK to initiate the KPI export task.
From the Status & Manage > Files page, you can view a list of files available for download,
including the file you exported during this procedure. For more information, see Displaying the file
list.

Scheduled tasks can be viewed, edited, and deleted, and reports of scheduled tasks can be generated
from Status & Manage > Tasks. For more information see:

• Viewing scheduled tasks
• Editing a scheduled task
• Deleting a scheduled task
• Generating a scheduled task report

KPIs server elements

This table describes KPIs that appear regardless of server role.

Table 17: KPIs Server Elements

DescriptionKPIs Status Element

The network element name (set up on the Configuration >
Network Elements page) associated with each Server Hostname.

Network Element

The server hostname set up on the Configuration > Servers page.
All servers in the system are listed here.

Server Hostname

Server Indicators:

Percentage utilization of all processors on the server by all software
as measured by the operating system.

CPU
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DescriptionKPIs Status Element

Percentage utilization of physical memory on the server by all
software as measured by TPD.

RAM

Percentage utilization of swap space on the server by all software
as measured by TPD.

Swap

The total amount of time the server has been running.Uptime

Provisioning KPIs

Table 18: Provisioning KPIs

DescriptionVariable

The number of provisioning client connections currently
established. A single connection includes a client having

ProvConnections

successfully established a TCP/IP connection, sent a
provisioning connect message, and having received a
successful response.

The number of provisioning messages per second that have
been received from all sources except import files.

ProvMsgsReceived

The number of provisioning messages per second imported
from files.

ProvMsgsImported

The number of provisioning messages per second that have
been successfully processed and a success response sent to
the requestor.

ProvMsgsSuccessful

The number of provisioning messages per second that have
failed to be processed due to errors and a failure response
sent to the requestor.

ProvMsgsFailed

The number of provisioning message responses sent per
second to the requestor.

ProvMsgsSent

The number of provisioning messages discarded per second.
provisioning messages are discarded due to connection

ProvMsgsDiscarded

shutdown, server shutdown, server‘s role switching from
active to standby, or transaction not becoming durable within
the allowed amount of time.

The number of provisioning transactions per second that
have been successfully committed to the database (memory
and on disk) on the active server of the primary SDS cluster.

ProvTxnCommitted

The number of provisioning transactions per second that
have failed to be started, committed, or aborted due to errors.

ProvTxnFailed

The number of provisioning transactions aborted per second.ProvTxnAborted
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DescriptionVariable

The number of provisioning transactions that are currently
active (normal transaction mode only).

ProvTxnActive

The number of transactions that have been committed, but
are not yet durable. Responses for the associated requests are
not sent until the transaction has become durable.

ProvTxnNonDurable

The number of relayed provisioning messages sent per
second.

ProvRelayMsgsSent

The number of relayed provisioning messages per second
that were successful at the HLRR.

ProvRelayMsgsSuccessful

The number of relayed provisioning messages per second
that failed at the HLRR.

ProvRelayMsgsFailed

The number of IMSI and MSISDN records audited per second.ProvRemoteAuditMsgsSent

Time in seconds between timestamps of last record PdbRelay
processed and latest entry in the Command Log.

ProvRelayTimeLag

The number of DB Exception errors per second.ProvDbException

Process-based KPIs

Table 19: Process-based KPIs

DescriptionVariable

CPU usage of provimport processprovimport.Cpu

Heap memory usage of provimport processprovimport.MemHeap

Memory usage of provimport processprovimport.MemBasTotal

Percent memory usage of provimport processprovimport.MemPerTotal

CPU usage of provexport processprovexport.Cpu

Heap memory usage of provexport processprovexport.MemHeap

Memory usage of provexport processprovexport.MemBasTotal

Percent memory usage of provexport processprovexport.MemPerTotal

CPU usage of pdbrelay processpdbrelay.Cpu

Heap memory usage of pdbrelay processpdbrelay.MemHeap

Memory usage of the pdbrelay processpdbrelay.MemBasTotal

Percent memory usage of pdbrelay processpdbrelay.MemPerTotal

CPU usage of pdbaudit processpdbaudit.Cpu
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DescriptionVariable

Heap memory usage of pdbaudit processpdbaudit.MemHeap

Memory usage of the pdbaudit processpdbaudit.MemBasTotal

Percent memory usage of pdbaudit processpdbaudit.MemPerTotal

CPU usage of pdba processpdba.Cpu

Heap memory usage of pdba processpdba.MemHeap

Memory usage of pdba processpdba.MemBasTotal

Percent memory usage of pdba processpdba.MemPerTotal

CPU usage of xds processxds.Cpu

Heap memory usage of xds processxds.MemHeap

Memory usage of xds processxds.MemBasTotal

Percent memory usage of xds processxds.MemPerTotal

CPU usage of dpserver process on DPdpserver.Cpu

Heap memory usage of dpserver process on DPdpserver.MemHeap

Memory usage of the dpserver process on DPdpserver.MemBaseTotal

Percent memory usage of dpserver on DPdpserver.MemPerTotal

CPU usage of era processera.Cpu

Heap memory usage of era processera.MemHeap

Memory usage of era processera.MemBasTotal

Percent memory usage of era processera.MemPerTotal

DP KPIs

Table 20: DP KPIs

DescriptionVariable

Total number of queries received per secondDpsQueryRate

Total number of MSISDN queries received per
second

DpsMsisdnQueryRate

Total number of IMSI queries received per secondDpsImsiQueryRate

Total number of NAI queries received per secondDpsNaiQueryRate

Total number of queries failed per secondDpsFailedQueryRate
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DescriptionVariable

Total number of queries with Not Found
responses per second

DpsNotFoundQueryRate

Total number of MSISDN queries with Not Found
responses per second

DpsMsisdnNotFoundQueryRate

Total number of IMSI queries with Not Found
responses per second

DpsImsiNotFoundQueryRate

Total number of NAI queries with Not Found
responses per second

DpsNaiNotFoundQueryRate

Total number of responses sent per secondDpsResponseSent

DP Ingress Queue percentage fullDpsIngressQueue

Total number of MSISDN Queries with Blacklisted
Responses per second

DpsMsisdnBlacklistedRate

Total number of IMSI Queries with Blacklisted
Responses per second

DpsImsiBlacklistedRate

Communication Agent (ComAgent) KPIs

The KPI values associated with ComAgent are available using Main Menu > Status & Manage >
KPIs.

Table 21: Communication Agent KPIs

DescriptionVariable

The number of User Data Stack Events received
by ComAgent.

User Data Ingress message rate

The overall data broadcast rate on the server.Broadcast Data Rate
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6
Measurements

This section provides general information about
measurements (including measurement procedures),
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measurement reports.• Provisioning interface measurements.....221

• DP Measurements.....234
• Communication Agent (ComAgent) Performance

measurements.....246
• Communication Agent (ComAgent) Exception

measurements.....264
• OAM.ALARM measurements.....294
• OAM.SYSTEM measurements.....295

216E73331 Revision 01, August 2016



General measurements information

This section provides general information about measurements, measurement-related GUI elements,
and measurement report procedures.

Measurements

The measurements framework allows applications to define, update, and produce reports for various
measurements.

• Measurements are ordinary counters that count occurrences of different events within the system,
for example, the number of messages received. Measurement counters are also called pegs.
Additional measurement types provided by the Platform framework are not used in this release.

• Applications simply peg (increment) measurements upon the occurrence of the event that needs
to be measured.

• Measurements are collected and merged at the SOAM and NOAM servers as appropriate.
• The GUI allows reports to be generated from measurements.

Measurements that are being pegged locally are collected from shared memory and stored in a
disk-backed database table every 5 minutes on all servers in the network. Measurements are collected
every 5 minutes on a 5 minute boundary, i.e. at HH:00, HH:05, HH:10, HH:15, and so on. The collection
frequency is set to 5 minutes to minimize the loss of measurement data in case of a server failure, and
also to minimize the impact of measurements collection on system performance.

All servers in the network (NOAM, SOAM, and MP servers) store a minimum of 8 hours of local
measurements data. More than 5 minutes of local measurements data is retained on each server to
minimize loss of measurements data in case of a network connection failure to the server merging
measurements.

Measurements data older than the required retention period are deleted by the measurements
framework.

Measurements are reported in groups. A measurements report group is a collection of measurement
IDs. Each measurement report contains one measurement group. A measurement can be assigned to
one or more existing or new measurement groups so that it is included in a measurement report.
Assigning a measurement ID to a report group ensures that when you select a report group the same
set of measurements is always included in the measurements report.

Note:  Measurements from a server may be missing in a report if the server is down; the server is in
overload; something in the Platform merging framework is not working; or the report is generated
before data is available from the last collection period (there is a 25 to 30 second lag time in availability).

Measurement elements

This table describes the elements on the Measurements > Report page.
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Table 22: Measurements Elements

Data Input NotesDescriptionElement

Format: Pulldown listNetwork Elements, Server Groups,
Resource Domains, Places and

Scope

Range: Network Elements in the topology;
Server Groups in the topology; ResourcePlace Associations for which the

measurements report can be run. Domains in the topology; Places in the
topology; Place Associations in the topologyNote:  Measurements for SOAM

network elements are not available Note:  If no selection is made, the default scope
is Entire Network.in systems that do not support

SOAMs.
Default: Entire Network

Format: Pulldown listA selection of reportsReport

Range: Varies depending on application

Default: Group

Format: Pulldown list

Range: Sub-measurement

The characteristics for filtering the
column display

Column Filter

Sub-measurement Ranges:

• Like: A pattern-matching distinction for
sub-measurement name, for example, 123*
matches any sub-measurement that begins
with 123.

• In: A list-matching distinction for
sub-measurement ID, for example, 3,4,6-10
matches only sub-measurements 3, 4, and
6 through 10.

Default: None

Format: Pulldown listThe interval of time for which the
data is being reported, beginning
or ending on a specified date.

Time Range

Range: Days, Hours, Minutes, Seconds

Interval Reference Point: Ending, Beginning

Default: Days

Generating a measurements report

Use this procedure to generate and view a measurements report.

1. Select Measurements > Report.
2. Select the Scope.

For details about this field, or any field on the Measurements > Report page, see Measurement
elements.

3. Select the Report.
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4. Select the Interval.
5. Select the Time Range.
6. Select Beginning or Ending as the Time Range interval reference point.
7. Select the Beginning or Ending date.
8. Click Go.

The report is generated.

Note:  Data for the selected scope is displayed in the primary report page. Data for any available
sub-scopes are displayed in tabs. For example, if the selected scope is Entire Network, report data
for the entire network appears in the primary report page. The individual network entities within
the entire network are considered sub-scopes.

9. To view report data for a specific sub-scope, click on the tab for that sub-scope.

Measurements data export elements

This table describes the elements on the Measurements > Report [Export] page.

Table 23: Schedule Measurement Data Export Elements

Data Input NotesDescriptionElement

Format: TextboxName of the scheduled taskTask Name

Range: Maximum length is 40 characters;
alphanumeric (a-z, A-Z, and 0-9) and
minus sign (-). Task Name must begin and
end with an alphanumeric character.

Format: TextboxDescription of the scheduled taskDescription

Range: Maximum length is 255 characters;
alphanumeric (a-z, A-Z, and 0-9) and
minus sign (-). Description must begin
with an alphanumeric character.

Format: Radio buttonFrequency at which the export occursExport Frequency

Range: Fifteen Minutes, Hourly, Once,
Weekly, or Daily

Default: Once

Format: Scrolling listIf hourly or fifteen minutes is
selected for Upload Frequency, this

Minute

Range: 0 to 59is the minute of each hour when the
data will be written to the export
directory.

Default: 0

Format: Time textboxTime of day the export occursTime of Day

Range: 15-minute increments

Default: 12:00 AM
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Data Input NotesDescriptionElement

Format: Radio buttonDay of week on which the export
occurs

Day of Week

Range: Sunday, Monday, Tuesday,
Wednesday, Thursday, Friday, or
Saturday

Default: Sunday

Exporting measurements reports

You can schedule periodic exports of data from the Measurements Report page. Measurements data
can be exported immediately, or you can schedule exports to occur daily or weekly. If filtering has
been applied on the Measurements Report page, only filtered data is exported.

During data export, the system automatically creates a CSV file of the filtered data. The file will be
available in the file management area until you manually delete it, or until the file is transferred to an
alternate location using the Export Server feature. For more information about using Export Server,
see Data Export.

Use this procedure to save a measurements report to the file management storage area and to schedule
a data export task.

1. Select Measurements > Report.
The Measurements Report page appears. For a description of each field, see Measurement elements.

2. Generate a measurements report.
For information about how to generate a measurements report, see Generating a measurements report.

3. Click to select the scope or sub-scope measurement report that you want to export.
4. Click Export.

The measurement report is exported to a CSV file. Click the link at the top of the page to go directly
to the Status & Manage > Files page. From the Status & Manage page, you can view a list of files
available for download, including the measurements report you exported during this procedure.
The Schedule Measurement Log Data Export page appears.

5. Check the Report Groups boxes corresponding to any additional measurement reports to be
exported.

Note:  This step is optional, but is available to allow the export of multiple measurement group
reports simultaneously.

6. Select the Export Frequency.

Note:  If the selected Export Frequency is Fifteen Minutes or Hourly, specify the Minutes.

7. Enter the Task Name.
For more information about Task Name, or any field on this page, see Measurements data export
elements.

Note: Task Name is not an option if Export Frequency equals Once.

8. Select the Time of Day.

Note: Time of Day is only an option if Export Frequency equals Daily or Weekly.
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9. Select the Day of Week.

Note: Day of Week is only an option if Export Frequency equals Weekly.

10. Click OK or Apply to initiate the data export task.

The data export task is scheduled. From the Status & Manage > Tasks page, you can view a list
of files available for download, including the file you exported during this procedure. For more
information, see Displaying the file list.

Scheduled tasks can be viewed, edited, and deleted, and reports of scheduled tasks can be generated
from Status & Manage > Tasks. For more information see:

• Viewing scheduled tasks
• Editing a scheduled task
• Deleting a scheduled task
• Generating a scheduled task report

Provisioning interface measurements

The provisioning interface measurement group is a set of measurements associated with the usage of
provisioning Rules. These measurements will allow the user to determine which provisioning Rules
are most commonly used and the percentage of times that messages were successfully (or
unsuccessfully) routed.

Table 24: Application Routing Rule Measurements

Collection IntervalDescriptionMeasurement Tag

5 minThe total number of client initiated connect attempts
to establish a connection with the server.

ProvConnectsAttempted

5 minThe total number of client initiated connect attempts
that have been accepted.

ProvConnectsAccepted

5 minThe total number of client initiated connect attempts
that have been denied due to clients not running on an

ProvConnectsDenied

authorized server, maximum number of allowed
connections already established, or the provisioning
interface is disabled.

5 minThe total number of client initiated connect attempts
that failed due to errors during initialization.

ProvConnectsFailed

5 minThe total number of connections that have timed out
and terminated due to idleness.

ProvConnectionIdleTimeouts

5 minThe total number of provisioning messages that have
been received from all sources (except import files).

ProvMsgsReceived

5 minThe total number of provisioning messages that have
been successfully processed and a success response
sent to the requestor.

ProvMsgsSuccessful
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Collection IntervalDescriptionMeasurement Tag

5 minThe total number of provisioning messages that have
failed to be processed due to errors and a failure
response sent to the requestor.

ProvMsgsFailed

5 minThe total number of provisioning messages for which
a response has been sent to the requestor.

ProvMsgsSent

5 minThe total number of provisioning messages that have
been discarded (instead of sending a reply to the

ProvMsgsDiscarded

requestor) due to the connection being shutdown,
server being shutdown, server‘s role switching from
active to standby, or transaction not becoming durable
within the allowed amount of time.

5 minThe total number of provisioning messages that have
been received from a file import operation.

ProvMsgsImported

5 minThe total number of transactions that have been
successfully committed to the database (memory and
on disk) on the active server of the primary SDS site.

ProvTxnCommitted

5 minThe total number of write transactions that have failed
to be processed due to timing out while waiting to
acquire the write transaction mutex.

ProvTxnWriteMutexTimeouts

5 minThe total number of transactions that have failed to be
started, committed, or aborted due to errors.

ProvTxnFailed

5 minThe total number of transactions that have been
successfully aborted.

ProvTxnAborted

5 minThe total number of transactions that have been
attempted. It is the sum of ProvTxnCommitted,

ProvTxnTotal

ProvTxnTimeouts, ProvTxnAborted, and
ProvTxnFailed counters.

5 minThe total number of committed, non-durable
transaction that have failed to become durable within

ProvTxnDurabilityTimeouts

the amount of time specified by Transaction Durability
Timeout.

5 minThe total number of relayed provisioning messages
sent to the remote system.

ProvRelayMsgsSent

5 minThe total number of relayed provisioning messages
that have been successfully processed on the remote
system.

ProvRelayMsgsSuccessful

5 minThe total number of relayed provisioning messages
that have failed to be processed due to errors on the
remote system.

ProvRelayMsgsFailed

5 minThe number of files imported successfully.ProvImportsSuccessful
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Collection IntervalDescriptionMeasurement Tag

5 minThe number of files that failed to be imported due to
errors.

ProvImportsFailed

5 minThe number of successful file export requests.ProvExportsSuccessful

5 minThe number of file export requests that failed due to
errors.

ProvExportsFailed

5 minNumber of MSISDN records successfully created by a
Split Activation starting its PDP.

ProvDnSplitCreated

5 minNumber of MSISDN records successfully removed by
a Split Completing its PDP.

ProvDnSplitRemoved

5 minNumber of NPA split records successfully starting a
PDP.

ProvNpaSplitStarted

5 minNumber of NPA split records successfully completing
a PDP.

ProvNpaSplitCompleted

5 minNumber of IMSI and MSISDN records audited.ProvRemoteAuditMsgsSent

5 minTime in seconds between timestamps of last record
PdbRelay processed and latest entry in the Command
Log.

ProvRelayTimeLag

5 minNumber of DB Exception errors.ProvDbException

5 minNumber of started remote audit requests.RemoteAuditStarted

5 minNumber of successfully completed remote audit
requests.

RemoteAuditCompleted

ProvConnectsAttempted

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of client initiated connect attempts
to establish a connection with the server.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvConnectsAccepted

Provisioning RulesMeasurement Group
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SimpleMeasurement Type

The total number of client initiated connect attempts
that have been accepted.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvConnectsDenied

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of client initiated connect attempts that have
been denied due to clients not running on an authorized

Description

server, maximum number of allowed connections already
established, or the provisioning interface is disabled.

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvConnectsFailed

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of client initiated connect attempts
that failed due to errors during initialization.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvConnectionIdleTimeouts

Provisioning RulesMeasurement Group
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SimpleMeasurement Type

Total number of connections that have timed out
and terminated due to idleness.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvMsgsReceived

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of PROVISIONING messages that
have been received from all sources (except import
files).

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvMsgsSuccessful

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of PROVISIONING messages that
have been successfully processed and a success response
sent to the requestor.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvMsgsFailed

Provisioning RulesMeasurement Group
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SimpleMeasurement Type

The total number of PROVISIONING messages that have
failed to process due to errors and a failure response
sent to the requestor.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvMsgsSent

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of PROVISIONING messages that
have been sent and a response sent to the requestor.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvMsgsDiscarded

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of PROVISIONING messages that have been
discarded (instead of sending a reply to the requestor) due to

Description

the connection being shutdown, server being shutdown, server‘s
role switching from active to standby, or transaction not
becoming durable within the allowed amount of time.

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.
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ProvMsgsImported

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of PROVISIONING messages that
have been received from a file import operation.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvTxnCommitted

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of transactions that have been
successfully committed to the database (memory and on
disk) on the active server of the primary SDS site.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvTxnWriteMutexTimeouts

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of write transactions that have failed
to be processed due to timing out while waiting to acquire
the write transaction mutex.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.
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ProvTxnFailed

Measurement Group:Provisioning Rules

Measurement Type: Simple

Description: The total number of transactions that have failed to be started, committed, or aborted
due to errors.

Collection Interval: 5 min

Peg Condition:

Measurement Scope: PROV Group

Recovery:

No action required.

ProvTxnAborted

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of transactions that have been
successfully aborted.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvTxnTotal

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of transactions that have been attempted.
It is the sum of ProvTxnCommitted, ProvTxnTimeouts,
ProvTxnAborted, and ProvTxnFailed counters.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.
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ProvTxnDurabilityTimeouts

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of committed, non-durable transaction
that have failed to become durable within the amount of
time specified by Transaction Durability Timeout.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvRelayMsgsSent

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of relayed PROVISIONING
messages sent to the remote system.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvRelayMsgsSuccessful

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of relayed PROVISIONING messages
that have been successfully processed on the remote
system.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.
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ProvRelayMsgsFailed

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The total number of relayed PROVISIONING messages
that have failed to be processed due to errors on the
remote system.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvImportsSuccessful

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The number of files imported successfully.Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvImportsFailed

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The number of files that failed to be imported due
to errors.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.
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ProvExportsSuccessful

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The number of successful CSV/XML file export
requests.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvExportsFailed

Provisioning RulesMeasurement Group

SimpleMeasurement Type

The number of CSV/XML file export requests that
failed due to errors.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvDnSplitCreated

Provisioning RulesMeasurement Group

SimpleMeasurement Type

Number of DN records successfully created by an
Active Split.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.
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ProvDnSplitRemoved

Provisioning RulesMeasurement Group

SimpleMeasurement Type

Number of DN records successfully removed by a
Split Completing its PDP.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvNpaSplitStarted

Provisioning RulesMeasurement Group

SimpleMeasurement Type

Number of NPA split records successfully starting
a PDP.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvNpaSplitCompleted

Provisioning RulesMeasurement Group

SimpleMeasurement Type

Number of NPA split records successfully
completing a PDP.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.
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ProvRemoteAuditMsgsSent

Provisioning RulesMeasurement Group

SimpleMeasurement Type

Number of IMSI and MSISDN records audited.Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvRelayTimeLag

Provisioning RulesMeasurement Group

SimpleMeasurement Type

Time in seconds between timestamps of last record
PdbRelay processed and latest entry in the Command
Log.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

ProvDbException

Provisioning RulesMeasurement Group

SimpleMeasurement Type

Number of DB Exception errors.Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

233E73331 Revision 01, August 2016

Measurements



RemoteAuditCompleted

Provisioning RulesMeasurement Group

SimpleMeasurement Type

Number of successfully completed remote audit
requests.

Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

RemoteAuditStarted

Provisioning RulesMeasurement Group

SimpleMeasurement Type

Number of started remote audit requests.Description

5 minCollection Interval

Peg Condition

PROV GroupMeasurement Scope

Recovery
No action required.

DP Measurements

Table 25: DP Measurements

Collection IntervalDescriptionMeasurement Tag

5 minutesNumber of Queries receivedDpsQueriesReceived

5 minutesNumber of MSISDN Queries receivedDpsMsisdnQueriesReceived

5 minutesNumber of IMSI Queries receivedDpsImsiQueriesReceived

5 minutesNumber of NAI Queries receivedDpsNaiQueriesReceived

5 minutesNumber of Queries failedDpsQueriesFailed

5 minutesNumber of MSISDN Queries with Fail
response

DpsMsisdnQueriesFailed
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Collection IntervalDescriptionMeasurement Tag

5 minutesNumber of IMSI Queries with Fail responseDpsImsiQueriesFailed

5 minutesNumber of NAI Queries with Fail responseDpsNaiQueriesFailed

5 minutesNumber of Queries with Success responseDpsSuccessResponses

5 minutesNumber of MSISDN Queries with Success
response

DpsMsisdnSuccessResponses

5 minutesNumber of IMSI Queries with Success
response

DpsImsiSuccessResponses

5 minutesNumber of NAI Queries with Success
response

DpsNaiSuccessResponses

5 minutesNumber of Queries with Not Found
response

DpsNotFoundReponses

5 minutesNumber of MSISDN Queries with Not
Found response

DpsMsisdnNotFoundResponses

5 minutesNumber of IMSI Queries with Not Found
response

DpsImsiNotFoundResponses

5 minutesNumber of NAI Queries with Not Found
response

DpsNaiNotFoundResponses

5 minutesTotal number of responses sentDpsRespSent

5 minutesPeak DPS Ingress Queue utilization during
collection period

DpsIngressQueuePeak

5 minutesAverage DPS Ingress Queue utilization
during the collection period

DpsIngressQueueAvg

5 minutesNumber of DPS Ingress Queue StackTask
messages discarded during the collection

DpsIngressQueueFull

period because the number of message
queued exceeded the maximum capacity

5 minutesPeak Ingress Message Rate in messages per
second during the collection period

DpsQueryRatePeak

5 minutesAverage Ingress Message Rate in messages
per second during the collection period

DpsQueryRateAvg

5 minutesDistribution of times (in microseconds)
taken by dpserver to process each query
and send its reply.

DpsQueryProcessingTime

5 minutesThe average query processing time (in
microseconds) taken by dpserver to process
each query and sent its reply.

DpsQueryProcessingTimeAvg

5 minutesNumber of MSISDN Queries with
Blacklisted response

DpsMsisdnBlacklistedResponses
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Collection IntervalDescriptionMeasurement Tag

5 minutesNumber of IMSI Queries with Blacklisted
response

DpsImsiBlacklistedResponses

5 minutesNumber of MSISDN Queries that were
found by matching a prefix

DpsMsisdnPrefixFound

5 minutesNumber of IMSI Queries that were found
by matching a prefix

DpsImsiPrefixFound

5 minutesNumber of MSISDN Blacklist Lookups
performed

DpsMsisdnBlacklistLookups

5 minutesNumber of IMSI Blacklist Lookups
performed

DpsImsiBlacklistLookups

5 minutesNumber of MSISDN Prefix Lookups
performed

DpsMsisdnPrefixLookups

5 minutesNumber of IMSI Prefix Lookups performedDpsImsiPrefixLookups

DpsQueriesReceived

DPMeasurement Group

SimpleMeasurement Type

Number of Queries receivedDescription

5 minCollection Interval

Peg Condition

DP GroupMeasurement Scope

Recovery
No action required.

DpsMsisdnQueriesReceived

DPMeasurement Group

SimpleMeasurement Type

Number of MSISDN Queries receivedDescription

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.
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DpsImsiQueriesReceived

DPMeasurement Group

SimpleMeasurement Type

Number of IMSI Queries receivedDescription

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsNaiQueriesReceived

DPMeasurement Group

SimpleMeasurement Type

Number of NAI Queries receivedDescription

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsQueriesFailed

DPMeasurement Group

SimpleMeasurement Type

Number of Queries failedDescription

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsMsisdnQueriesFailed

DPMeasurement Group

SimpleMeasurement Type
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Number of MSISDN Queries with Fail
response

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsImsiQueriesFailed

DPMeasurement Group

SimpleMeasurement Type

Number of IMSI Queries with Fail responseDescription

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsNaiQueriesFailed

DPMeasurement Group

SimpleMeasurement Type

Number of NAI Queries with Fail responseDescription

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsSuccessResponses

DPMeasurement Group

SimpleMeasurement Type

Number of Queries with Success responseDescription

5 minCollection Interval

Peg Condition
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Data ProcessorMeasurement Scope

Recovery
No action required.

DpsMsisdnSuccessResponses

DPMeasurement Group

SimpleMeasurement Type

Number of MSISDN Queries with Success
response

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsImsiSuccessResponses

DPMeasurement Group

SimpleMeasurement Type

Number of IMSI Queries with Success
response

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsNaiSuccessResponses

DPMeasurement Group

SimpleMeasurement Type

Number of NAI Queries with Success
response

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope
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Recovery
No action required.

DpsNotFoundResponses

DPMeasurement Group

SimpleMeasurement Type

Number of Queries with Not Found responseDescription

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsMsisdnNotFoundResponses

DPMeasurement Group

SimpleMeasurement Type

Number of MSISDN Queries with Not Found
response

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsImsiNotFoundResponses

DPMeasurement Group

SimpleMeasurement Type

Number of IMSI Queries with Not Found
response

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.
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DpsNaiNotFoundResponses

DPMeasurement Group

SimpleMeasurement Type

Number of NAI Queries with Not Found
response

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsRespSent

DPMeasurement Group

SimpleMeasurement Type

Total number of responses sentDescription

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsIngressQueuePeak

DPMeasurement Group

SimpleMeasurement Type

Peak DPS Ingress Queue utilization during
collection period

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.
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DpsIngressQueueAvg

DPMeasurement Group

SimpleMeasurement Type

Average DPS Ingress Queue utilization during
collection period

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsIngressQueueFull

DPMeasurement Group

SimpleMeasurement Type

Number of DPS Ingress Queue Stack Task messages
discarded during the collection period because the number
of messages queued exceeded the maximum capacity

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsQueryRatePeak

DPMeasurement Group

SimpleMeasurement Type

Peak Ingress Message Rate in messages per second
during the collection period

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.
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DpsQueryRateAvg

DPMeasurement Group

SimpleMeasurement Type

Average Ingress Message Rate in messages per
second during the collection period

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsQueryProcessingTime

DPMeasurement Group

SimpleMeasurement Type

Distribution of times (in microseconds) taken by
dpserver to process each query and send its reply

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsQueryProcessingTimeAvg

DPMeasurement Group

SimpleMeasurement Type

The average query processing time (in microseconds)
taken by dpserver to process each query and send its
reply

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.
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DpsMsisdnBlacklistedResponses

DPMeasurement Group

SimpleMeasurement Type

Number of MSISDN Queries with Blacklisted
response

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsImsiBlacklistedResponses

DPMeasurement Group

SimpleMeasurement Type

Number of IMSI Queries with Blacklisted
response

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsMsisdnPrefixFound

DPMeasurement Group

SimpleMeasurement Type

Number of MSISDN Queries that were found by
matching a prefix

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.
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DpsImsiPrefixFound

DPMeasurement Group

SimpleMeasurement Type

Number of IMSI Queries that were found by
matching a prefix

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsMsisdnBlacklistLookups

DPMeasurement Group

SimpleMeasurement Type

Number of MSISDN Blacklist Lookups
performed

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsImsiBlacklistLookups

DPMeasurement Group

SimpleMeasurement Type

Number of IMSI Blacklist Lookups performedDescription

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.
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DpsMsisdnPrefixLookups

DPMeasurement Group

SimpleMeasurement Type

Number of MSISDN Prefix Lookups
performed

Description

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

DpsImsiPrefixLookups

DPMeasurement Group

SimpleMeasurement Type

Number of IMSI Prefix Lookups performedDescription

5 minCollection Interval

Peg Condition

Data ProcessorMeasurement Scope

Recovery
No action required.

Communication Agent (ComAgent) Performance measurements

The Communication Agent Performance measurement group is a set of measurements that provide
performance information that is specific to the Communication Agent protocol. These measurements
will allow the user to determine how many messages are successfully forwarded and received to and
from each DSR Application.

Table 26: Communication Agent Performance Measurement Report Fields

Collection IntervalDescriptionMeasurement Tag

30 minAverage percentage of ComAgent
DataFIFO Queue Utilization

CAAvgDataFIFOQueueUtil

30 minAverage percentage of ComAgent
MxFIFO Queue Utilization

CAAvgMxFIFOQueueUtil

30 minAverage percentage of Queue Utilization.CAAvgQueueUtil
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Collection IntervalDescriptionMeasurement Tag

30 minAverage percentage of internal resource
pool utilization

CAAvgRsrcPoolUtil

30 minAverage Number of User Data ingress
events received.

CAAvgRxStackEvents

30 minAverage Number of User Data egress
events received from stacks to deliver it
to remote.

CAAvgTxStackEvents

30 minNumber of User Data egress events
specifically for the default Direct Service.

CADSTx

30 minNumber of egress stack events that were
routed to a known Resource.

CAHSTxRsrc

30 minAverage rate per second of egress stack
events routed to a known Resource.

CAHSTxRsrcRateAvg

30 minMaximum rate per second of egress stack
events routed to a known Resource

CAHSTxRsrcRateMax

30 minMaximum percentage of ComAgent
DataFIFO Queue Utilization

CAPeakDataFIF0QueueUtil

30 minMaximum percentage of ComAgent
MxFIFO Queue Utilization

CAPeakMxFIFOQueueUtil

30 minMaximum percentage of Queue
Utilization.

CAPeakQueueUtil

30minMaximum percentage of internal
resource pool utilization

CAPeakRsrcPoolUtil

30 minMaximum Number of User Data ingress
events received.

CAPeakRxStackEvents

30 minMaximum Number of User Data egress
events received from stacks to deliver it
to remote.

CAPeakTxStackEvents

30 minNumber of egress stack events
successfully routed to a known Peer
Group.

CAPSTxGrpSuccess

30 minNumber of egress stack events submitted
to the PG Service to be routed to a known
Peer Group.

CAPSTxGrp

30 minNumber of stack events submitted to a
Routed Service for routing.

CARSTx

30 minNumber of User Data ingress events
received from a peer server.

CARx

30 minNumber of User Data ingress events
successfully routed to local layers.

CARxSuccess
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Collection IntervalDescriptionMeasurement Tag

30 minNumber of reliable transactions that
terminated abnormally.

CATransEndAbnorm

30 minAverage rate per second that ComAgent
transactions ended abnormally during
the collection interval.

CATransEndAbnormRateAvg

30 minMaximum rate per second that
ComAgent transactions ended
abnormally during the collection interval.

CATransEndAbnormRateMax

30 minNumber of reliable transactions initiated
by local User Layers that ended normally

CATransEndNorm

with a response from a destination
server.

30 minAverage number of allocated pending
transaction records over the collection
interval.

CATransPendingAvg

30 minMaximum number of allocated pending
transaction records.

CATransPendingMax

30 minAverage rate per second that ComAgent
transactions were started during the
collection interval.

CATransRateAvg

30 minMaximum rate per second that
ComAgent transactions were started
during the collection interval.

CATransRateMax

30 minNumber of reliable transactions initiated
by local User Layers.

CATransStarted

30 minAverage transaction life-time in
milliseconds.

CATransTimeAvg

30 minMaximum transaction life-time in
milliseconds.

CATransTimeMax

30 minNumber of User Data egress events
received on Communication Agent task

CATx

queue from local stacks to deliver it to a
peer server.

30 minNumber of User Data egress events
successfully delivered to a peer server.

CATxSuccess

CAAvgDataFIFOQueueUtil

ComAgent PerformanceMeasurement Group

AverageMeasurement Type
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ArrayedMeasurement Dimension

Average percentage of ComAgent DataFIFO Queue
Utilization.

Description

30 minCollection Interval

The average ComAgent connection DataFIFO Queue
utilization sample taken during the collection interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
1. This measurement is primarily intended to assist in evaluating any issues with ComAgent User

Data StackEvent processing and thread scheduling.

If both the peak and average measurement for multiple MPs within a Network Element are
consistently near the recommended maximum engineered capacity of an MP over several collection
intervals, then the queue depth may need to be tuned.

If the peak and average for an individual MP is significantly different than other MPs in the same
Network Element then an MP-specific hardware, software, or configuration problem may exist.

2. Contact My Oracle Support (MOS) for assistance.

CAAvgMxFIFOQueueUtil

ComAgent PerformanceMeasurement Group

AverageMeasurement Type

ArrayedMeasurement Dimension

Average percentage of ComAgent MxFIFO Queue
Utilization.

Description

30 minCollection Interval

The average ComAgent connection MxFIFO Queue
utilization sample taken during the collection interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
1. This measurement is primarily intended to assist in evaluating any issues with internal StackEvent

processing and thread scheduling.

If both the peak and average measurement for multiple MPs within a Network Element are
consistently near the recommended maximum engineered capacity of an MP over several collection
intervals, then the queue depth may need to be tuned.

If the peak and average for an individual MP is significantly different than other MPs in the same
Network Element then an MP-specific hardware, software, or configuration problem may exist.

2. Contact My Oracle Support (MOS) for assistance.
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CAAvgQueueUtil

ComAgent PerformanceMeasurement Group

AverageMeasurement Type

ArrayedMeasurement Dimension

Average percentage of Queue Utilization.Description

30 minCollection Interval

The average ComAgent Egress Task Queue utilization
sample taken during the collection interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
1. If both the peak and average measurement for multiple MPs within a Network Element are

consistently near the recommended maximum engineered capacity of an MP over several collection
intervals, then the number of MPs in the Network Element may need to be increased.

2. If the peak and average for an individual MP is significantly different than other MPs in the same
Network Element then an MP-specific hardware, software, or configuration problem may exist.

3. Contact My Oracle Support (MOS) for assistance.

CAAvgRsrcPoolUtil

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Average percentage of internal resource pool utilization.Description

30 minCollection Interval

This is to track the measure of average usage of the
internal resource (Ex: CommMessage Resource pool) for
a given interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
This measurement is primarily intended to assist in evaluating the need for additional processing
or performance capacity tuning on a node.

If both the peak and average measurement for multiple MPs within a Network Element are
consistently near the recommended maximum engineered capacity of a node over several collection
intervals, then the internal engineering resource pool capacity or other dependent parameters may
need to be tuned, so that it does not result in unaccounted latency.
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CAAvgRxStackEvents

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Average Number of User Data ingress events received.Description

30 minCollection Interval

The average User Data ingress StackEvent sample taken
during the collection interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of Average Value during the interval, for number of User Data
messages received from remote.

CAAvgTxStackEvents

ComAgent PerformanceMeasurement Group

AverageMeasurement Type

SingleMeasurement Dimension

Average Number of User Data egress events received
from stacks to deliver it to remote.

Description

30 minCollection Interval

The average User Data egress StackEvent sample taken
during the collection interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of Average Value during the interval, for number of User Data
messages transmitted to remote.

CADSTx

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension
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Number of User Data egress events specifically for the
default Direct Service.

Description

30 minCollection Interval

For each User Data egress StackEvent received specifically
for the default Direct Service and processed by ComAgent
Stack.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many User Data egress messages are received by ComAgent
to be transmitted from hosting server to destined remote server using default Direct “EventTransfer”
Service.

CAHSTxRsrc

ComAgent Performance, ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Resource ID)Measurement Dimension

Number of egress stack events that were routed to a
known Resource.

Description

30 minCollection Interval

User Layer submits to ComAgent an egress stack event
destined to a known Resource.

Peg Condition

ServerMeasurement Scope

Recovery
No action required.

CAHSTxRsrcRateAvg

ComAgent PerformanceMeasurement Group

AverageMeasurement Type

Arrayed (by Resource ID)Measurement Dimension

Average rate per second of egress stack events routed
to a known Resource.

Description

30 minCollection Interval

Based upon the SysMetric.Peg Condition

ServerMeasurement Scope

Recovery
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No action required.

CAHSTxRsrcRateMax

ComAgent PerformanceMeasurement Group

MaxMeasurement Type

Arrayed (by Resource ID)Measurement Dimension

Maximum rate per second of egress stack events
routed to a known Resource.

Description

30 minCollection Interval

Based upon the SysMetric.Peg Condition

ServerMeasurement Scope

Recovery
No action required.

CAPeakDataFIFOQueueUtil

ComAgent PerformanceMeasurement Group

MaxMeasurement Type

ArrayedMeasurement Dimension

Maximum percentage of ComAgent DataFIFO Queue
Utilization.

Description

30 minCollection Interval

The maximum ComAgent DataFIFO Queue utilization
sample taken during the collection interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
1. This measurement is primarily intended to assist in evaluating any issues with ComAgent User

Data StackEvent processing and thread scheduling.

If both the peak and average measurement for multiple MPs within a Network Element are
consistently near the recommended maximum engineered capacity of an MP over several collection
intervals, then the queue depth may need to be tuned.

If the peak and average for an individual MP is significantly different than other MPs in the same
Network Element then an MP-specific hardware, software, or configuration problem may exist.

2. Contact My Oracle Support (MOS) for assistance.

CAPeakMxFIFOQueueUtil

ComAgent PerformanceMeasurement Group
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MaxMeasurement Type

ArrayedMeasurement Dimension

Maximum percentage of ComAgent MxFIFO Queue
Utilization.

Description

30 minCollection Interval

The maximum ComAgent connection MxFIFO Queue
utilization sample taken during the collection interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
1. This measurement is primarily intended to assist in evaluating any issues with internal StackEvent

processing and thread scheduling.

If both the peak and average measurement for multiple MPs within a Network Element are
consistently near the recommended maximum engineered capacity of an MP over several collection
intervals, then the queue depth may need to be tuned.

If the peak and average for an individual MP is significantly different than other MPs in the same
Network Element then an MP-specific hardware, software, or configuration problem may exist.

2. Contact My Oracle Support (MOS) for assistance.

CAPeakQueueUtil

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

ArrayedMeasurement Dimension

Maximum percentage of Queue Utilization.Description

30 minCollection Interval

The maximum ComAgent Egress Task Queue
utilization sample taken during the collection interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
1. If both the peak and average measurement for multiple MPs within a Network Element are

consistently near the recommended maximum engineered capacity of an MP over several collection
intervals, then the number of MPs in the Network Element may need to be increased.

2. If the peak and average for an individual MP is significantly different than other MPs in the same
Network Element then an MP-specific hardware, software, or configuration problem may exist.

3. Contact My Oracle Support (MOS) for assistance.

CAPeakRsrcPoolUtil

ComAgent PerformanceMeasurement Group
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SimpleMeasurement Type

SingleMeasurement Dimension

Maximum percentage of internal resource pool utilization.Description

30 minCollection Interval

This is to track the measure of maximum usage of the
internal resource (Ex: CommMessage Resource pool) for
a given interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
This measurement is primarily intended to assist in evaluating the need for additional processing
or performance capacity tuning on a node.

If both the peak and average measurement for multiple MPs within a Network Element are
consistently near the recommended maximum engineered capacity of a node over several collection
intervals, then the internal engineering resource pool capacity or other dependent parameters may
need to be tuned, so that it does not result in unaccounted latency.

CAPeakRxStackEvents

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Maximum Number of User Data ingress events
received.

Description

30 minCollection Interval

The maximum User Data ingress StackEvent sample
taken during the collection interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of Peak Value during the interval, for number of User Data messages
received from remote.

CAPeakTxStackEvents

ComAgent PerformanceMeasurement Group

MaxMeasurement Type

SingleMeasurement Dimension
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Maximum Number of User Data egress events received
from stacks to deliver it to remote.

Description

30 minCollection Interval

The maximum User Data egress StackEvent sample taken
during the collection interval.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of Peak Value during the interval, for number of User Data messages
transmitted to remote.

CAPSTxGrp

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

Arrayed (by Peer Group ID)Measurement Dimension

The number of egress stack events submitted to the Peer
Group Service to be routed to a known Peer Group.

Description

30 minCollection Interval

For each stack event submitted to ComAgent Peer Group
Service by a local User Layer

Peg Condition

ServerMeasurement Scope

Recovery
No action required. This measurement is useful when compared with other Peer Group Service
measurements.

CAPSTxGrpSuccess

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

Arrayed (by Peer Group ID)Measurement Dimension

The number of egress stack events successfully routed to
a known Peer Group.

Description

30 minCollection Interval

For each stack event submitted to ComAgent Peer Group
Service by a local User Layer and successfully routed

Peg Condition

ServerMeasurement Scope

Recovery
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No action required. This measurement is useful when compared with other Peer Group Service
measurements.

CARSTx

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of stack events submitted to a Routed Service
for routing.

Description

30 minCollection Interval

Stack event submitted to ComAgent Routed Service by
a local User Layer

Peg Condition

ServerMeasurement Scope

Recovery
No action necessary

CARx

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of User Data ingress events received from a peer
server.

Description

30 minCollection Interval

For each User Data StackEvent received from one of the
configured peer and processed by Communication Agent
Stack.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many User Data ingress messages are received by
Communication Agent to be transmitted to local hosting stack. This measurement count should
be equal to the summation of User Data ingress events success and all User Data ingress events
discards measurement counts

CARxSuccess

ComAgent PerformanceMeasurement Group

257E73331 Revision 01, August 2016

Measurements



SimpleMeasurement Type

SingleMeasurement Dimension

Number of User Data ingress events successfully routed
to local layers.

Description

30 minCollection Interval

For each User Data StackEvent received from a peer
server and successfully transmitted to the local stack.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many User Data ingress messages are received by
Communication Agent and are successfully transmitted to local hosting stack.

CATransEndAbnorm

ComAgent Exception, ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of reliable transactions that terminated abnormally.Description

30 minCollection Interval

Peg Condition • Transaction times-out waiting for a response, and the maximum
number of transmits has been reached.

• Transaction time-to-live limit is exceeded.
• Transaction terminated due to lack of resources.

Note:  This measurement is NOT pegged for these conditions:

• Transaction involves an unknown service.
• Transaction involves an unregistered Routed Service.

ServerMeasurement Scope

Recovery
1. Check the ComAgent Exception report to further diagnose the reasons why transactions are failing.
2. Contact My Oracle Support (MOS) for assistance.

CATransEndAbnormRateAvg

ComAgent PerformanceMeasurement Group

AverageMeasurement Type

Arrayed (by Service ID)Measurement Dimension
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Average rate per second that ComAgent transactions ended
abnormally during the collection interval.

Description

30 minCollection Interval

Rate of transaction failures due to final timeouts. Failed Transaction
Rate monitoring is an average rate using an exponential smoothing

Peg Condition

algorithm. The average transaction failure rate is a running average,
smoothed over approximately 10 seconds. This measurement
provides the average rate per second that ComAgent transactions
were started. This measurement is useful during trouble shooting
when compared to other measurements.

ServerMeasurement Scope

Recovery
No action necessary.

CATransEndAbnormRateMax

ComAgent PerformanceMeasurement Group

MaxMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Maximum rate per second that ComAgent transactions ended
abnormally during the collection interval.

Description

30 minCollection Interval

Rate of transaction failures due to final timeouts. Failed Transaction
Rate monitoring is an average rate using an exponential smoothing

Peg Condition

algorithm. The average transaction failure rate is a running average,
smoothed over approximately 10 seconds. This measurement
provides the maximum rate per second that ComAgent transactions
were started. This measurement is useful during trouble shooting
when compared to other measurements.

ServerMeasurement Scope

Recovery
No action necessary.

CATransEndNorm

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of reliable transactions initiated by local User Layers
that ended normally with a response from a destination
server.

Description
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30 minCollection Interval

When a valid reliable response stack event (G=1, A=1) is
received that corresponds to a pending transaction record.

Peg Condition

ServerMeasurement Scope

Recovery
No action necessary.

This measurement has value when compared against other measurements. If no new transactions
are started, then during normal operation, this measurement should match CATransStarted .

CATransPendingAvg

ComAgent PerformanceMeasurement Group

AverageMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Average number of allocated pending transaction records
over the collection interval.

Description

30 minCollection Interval

Average number of allocated pending transaction records
during the collection interval.

Peg Condition

ServerMeasurement Scope

Recovery
No action necessary.

CATransPendingMax

ComAgent PerformanceMeasurement Group

MaxMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Maximum number of allocated pending transaction
records.

Description

30 minCollection Interval

When a pending transaction record is allocated, and the
total count of allocated pending transaction records exceeds
the current peak.

Peg Condition

ServerMeasurement Scope

Recovery
No action necessary.
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CATransRateAvg

ComAgent PerformanceMeasurement Group

AverageMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Average rate per second that ComAgent transactions were started
during the collection interval.

Description

30 minCollection Interval

Transaction rate monitoring is an average rate using an exponential
smoothing algorithm. The average transaction rate is a running

Peg Condition

average, smoothed over approximately 10 seconds. This
measurement provides the average rate per second that ComAgent
transactions were started. This measurement is useful during
trouble shooting when compared to other measurements.

ServerMeasurement Scope

Recovery
No action necessary.

CATransRateMax

ComAgent PerformanceMeasurement Group

MaxMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Maximum rate per second that ComAgent transactions were started
during the collection interval.

Description

30 minCollection Interval

Transaction rate monitoring is an average rate using an exponential
smoothing algorithm. The average transaction rate is a running

Peg Condition

average, smoothed over approximately 10 seconds. This
measurement provides the maximum rate per second that
ComAgent transactions were started. This measurement is useful
during trouble shooting when compared to other measurements.

ServerMeasurement Scope

Recovery
No action necessary.

CATransStarted

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type
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Arrayed (by Service ID)Measurement Dimension

Number of reliable transactions initiated by local User
Layers.

Description

30 minCollection Interval

When a valid reliable request stack event (G=1, R=1) is
received from a local User Layer.

Peg Condition

ServerMeasurement Scope

Recovery
No action necessary.

CATransTimeAvg

ComAgent PerformanceMeasurement Group

AverageMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Average transaction life-time in milliseconds.Description

30 minCollection Interval

Transaction ends either normally or abnormally.Peg Condition

ServerMeasurement Scope

Recovery
No action necessary.

CATransTimeMax

ComAgent PerformanceMeasurement Group

MaxMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Maximum transaction life-time in milliseconds.Description

30 minCollection Interval

Transaction ends either normally or abnormally.Peg Condition

ServerMeasurement Scope

Recovery
No action necessary.

CATx

ComAgent PerformanceMeasurement Group
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SimpleMeasurement Type

SingleMeasurement Dimension

Number of User Data egress events received on
Communication Agent task queue from local stacks to
deliver it to a peer server.

Description

30 minCollection Interval

For each User Data egress StackEvent received and
processed by Communication Agent Stack.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many User Data egress messages are received by
Communication Agent for direct or indirect routing service.

This measurement count should be equal to the summation of User Data egress events success and
all User Data egress events discards measurement counts.

This measurement count should be equal to the summation of User Data egress events received
by Communication Agent for each (Direct, Routed and HA) routing service.

CATxSuccess

ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of User Data egress events successfully
delivered to a peer server.

Description

30 minCollection Interval

For each User Data egress StackEvent transmitted to
the peer server.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many User Data messages are successfully transmitted from
hosting server to destined remote server over “event transfer” static connection.
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Communication Agent (ComAgent) Exception measurements

The Communication Agent Exception measurement group is a set of measurements that provide
information about exceptions and unexpected messages and events that are specific to the
Communication Agent protocol.

Table 27: Communication Agent Exception Measurement Report Fields

Collection IntervalDescriptionMeasurement Tag

30 minStackEvents discarded due to ComAgent
DataFIFO queue full condition.

CADataFIFOQueueFul

30 minNumber of egress stack events discarded
because the congestion level of the

CADSTxDscrdCong

connection exceeded the stack events’
priority level.

30 minNumber of times that ComAgent receives in
a heartbeat stack event status concerning a

CAHSRsrcErr

known Resource but an unknown
Sub-Resource.

30 minNumber of stack events discarded due to HA
Service Sub-Resource congestion.

CAHSTxDscrdCongSR

30 minNumber of egress stack events destined to a
known Sub-Resource that were discarded
due to a ComAgent internal error.

CAHSTxDscrdIntErrSR

30 minNumber of stack events discarded because
they were submitted to an Unavailable
Sub-Resource of a given Resource.

CAHSTxDscrdUnavailSR

30 minNumber of egress stack events discarded
because they referred to a known Resource
and an unknown Sub-Resource.

CAHSTxDscrdUnknownSR

30 minNumber of egress stack events discarded
because they referred to an unknown
Resource.

CAHSTxDscrdUnkwnRsrc

30 minNumber of egress stack events that were
routed to a known Resource.

CAHSTxRsrc

30 minStackEvents discarded due to ComAgent
MxFIFO queue full condition.

CAMxFIFOQueueFul

30 minNumber of egress events discarded because
Peer congestion.

CAPSTxDscrdCongPeer

30 minNumber of egress stack events discarded
because they referred to a Peer Group which
was unavailable.

CAPSTxDscrdUnavailGrp
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Collection IntervalDescriptionMeasurement Tag

30 minNumber of egress stack events discarded
because they referred to a Peer Group which
was unknown.

CAPSTxDscrdUnkwnGrp

30 minComAgent internal resource pool exhaustion
condition

CARsrcPoolFul

30 minNumber of stack events discarded due to
Routed Service congestion.

CARSTxDscrdCong

30 minNumber of stack events discarded because
they were submitted to an Unavailable
Routed Service.

CARSTxDscrdSvcUnavail

30 minNumber of ingress events discarded because
it was unexpected in the connection
operational state.

CARxDiscUnexpEvent

30 minNumber of ingress bundled event discarded
during de-serialization

CARxDscrdBundle

30 minNumber of User Data ingress events
discarded because connection was not
in-service.

CARxDscrdConnUnavail

30 minNumber of ingress events discarded because
failed to deserialize (event not part of stack
service language).

CARxDscrdDecodeFailed

30 minNumber of ingress events discarded because
an Incompatible header version is received.

CARxDscrdIncompat

30 minNumber of ingress events discarded because
of other unexpected internal processing
error.

CARxDscrdInternalErr

30 minNumber of User Data ingress events
discarded because layer’s sendTo failed.

CARxDscrdLayerSendFail

30 minNumber of ingress events discarded as it
doesn’t contain enough bytes (less than event
header bytes).

CARxDscrdMsgLenErr

30 minNumber of ingress events discarded because
the origination server was unknown/not
configured.

CARxDscrdUnkServer

30 minNumber of User Data ingress events
discarded because stack layer is not known.

CARxDscrdUnkStkLyr

30 minNumber of ingress events discarded because
stack event was unknown.

CARxMsgUnknown

30 minStackEvents discarded due to ComAgent
task queue full condition.

CAStackQueueFul
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Collection IntervalDescriptionMeasurement Tag

30 minNumber of received stack events that were
received and discarded because they did not
correlate with a pending transaction.

CATransDscrdInvCorrId

30 minNumber of times that an error response was
discarded because it contained a valid

CATransDscrdStaleErrRsp

correlation ID value but its originating server
was not the last server to which the request
was sent.

30 minNumber of reliable transactions that
terminated abnormally.

CATransEndAbnorm

30 minAverage rate per second that ComAgent
transactions ended abnormally during the
collection interval.

CATransEndAbnormRateAvg

30 minMaximum rate per second that ComAgent
transactions ended abnormally during the
collection interval.

CATransEndAbnormRateMax

30 minNumber of reliable transactions initiated by
local User Layers that ended with an error
response from a destination server.

CATransEndAnsErr

30 minNumber of reliable transactions initiated by
local User Layers that ended abnormally

CATransEndErr

with an error response from a destination
server.

30 minNumber of reliable transactions initiated by
local User Layers that ended abnormally due
to lack of resources.

CATransEndNoResources

30 minNumber of reliable transactions initiated by
local User Layers that ended abnormally due
to a timeout waiting for a response.

CATransEndNoResponse

30 minNumber of reliable transactions initiated by
local User Layers that ended abnormally
because they referred to an unknown service.

CATransEndUnkwnSvc

30 minNumber of reliable transactions initiated by
local User Layers that ended abnormally

CATransEndUnregSvc

because they referred to a known service that
lacked a registered User Layer.

30 minNumber of reliable transactions abnormally
ended because of Max Time to live exceeded
without any retransmits.

CATransNoReTxMaxTTL

30 minNumber of times stack events were
retransmitted.

CATransRetx

266E73331 Revision 01, August 2016

Measurements



Collection IntervalDescriptionMeasurement Tag

30 minNumber of reliable transactions abnormally
ended because of Max number of Retries
exceeded.

CATransReTxExceeded

30 minNumber of times that a success response was
received from an unexpected server and was
accepted to end a transaction.

CATransStaleSuccessRsp

30 minNumber of reliable transactions abnormally
ended because of Max Time to live exceeded.

CATransTTLExceeded

30 minNumber of User Data egress events
discarded because connection was not
in-service(down/blocked/not aligned).

CATxDscrdConnUnAvail

30 minNumber of User Data egress events
discarded because the remote doesn’t

CATxDscrdDestUserIncmpat

support requested capabilities (either it
doesn’t support stack or event library or
event library version is incompatible)

30 minNumber of User Data egress events
discarded because of serialization failures

CATxDscrdEncodeFail

30 minNumber of egress events discarded because
of other unexpected internal processing
error.

CATxDscrdInternalErr

30 minNumber of User Data egress events
discarded because of failure reported by
MxEndpoint

CATxDscrdMxSendFail

30 minNumber of non-reliable and non-request
(G=0 or R=0) egress stack events discarded
because they refer to an unknown service.

CATxDscrdUnknownSvc

30 minNumber of egress events discarded because
the destination server was unknown/not
configured.

CATxDscrdUnkServer

30 minNumber of egress stack events discarded
because they reference a known service that
has no registered User Layer.

CATxDscrdUnregSvc

CADataFIFOQueueFul

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

StackEvents discarded due to ComAgent DataFIFO queue full
condition. This value provides a measure of how many messages

Description
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are discarded by ComAgent due to ComAgent User Data FIFO
Queue full condition.

30 minCollection Interval

For each User Data StackEvent that is discarded by ComAgent
Stack, due to failure in attempting to put the messages in
ComAgent User Data FIFO queue.

Peg Condition

NE, ServerMeasurement Scope

Recovery
1. This measurement is primarily intended to assist in evaluating the need for additional queue depth

tuning or increase in processing capacity at a Network Element.

If both the peak and average measurement for multiple MPs within a Network Element are
consistently near the recommended maximum engineered capacity of an MP over several collection
intervals, then the queue depth may need to be tuned.

If the peak and average for an individual MP is significantly different than other MPs in the same
Network Element then an MP-specific hardware, software, or configuration problem may exist.

2. Contact My Oracle Support (MOS) for assistance.

CADSTxDscrdCong

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of egress stack events discarded because the congestion
level of the connection exceeded the stack events’ priority level.

Description

30 minCollection Interval

When ComAgent receives a stack event from a local User Layer
to be transferred via the direct service and the selected

Peg Condition

connection has a congestion level greater than the priority level
of the stack event.

ServerMeasurement Scope

Recovery
1. When this measurement is increasing, it is an indication that the product is experiencing overload.

Use Main Menu > Communication Agent > Maintenance > Routed Services Status and Main
Menu > Communication Agent > Maintenance > Connection Status to determine if the offered
load is expected and exceeds the product’s capacity.

If the load is expected and exceeds the product’s capacity, then the capacity should be increased
so that the overload condition does not persist or reoccur.

2. Contact My Oracle Support (MOS) for assistance.
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CAHSRsrcErr

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Resource ID)Measurement Dimension

Number of times that ComAgent receives in a heartbeat stack event
status concerning a known Resource but an unknown Sub-Resource.

Description

30 minCollection Interval

When ComAgent stores an unexpected Sub-Resource entry in the
local Resource Provider Table. An unexpected Sub-Resource involves

Peg Condition

a known Resource but an unknown Sub-Resource ID (SRID). This
condition is associated with Alarm-ID 19848, and only the first
instance of an unexpected Sub-Resource is counted, not the repeats
caused by multiple unknown Sub-Resources and the periodic
heartbeats containing the same information.

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Maintenance to determine configuration problems.
2. Contact My Oracle Support (MOS) for assistance.

CAHSTxDscrdIntErrSR

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Resource ID)Measurement Dimension

Number of egress stack events destined to a known
Sub-Resource that were discarded due to a ComAgent internal
error.

Description

30 minCollection Interval

User Layer submits to ComAgent an egress stack event
destined to a known Sub-Resource and that is discarded due
to a ComAgent internal error

Peg Condition

ServerMeasurement Scope

Recovery
1. Check other ComAgent measurements, alarms, and events to determine the source of the

abnormality causing this measurement to arise.
2. If the problem persists, contact My Oracle Support (MOS).
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CAHSTxDscrdCongSR

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Resource ID)Measurement Dimension

Number of stack events discarded due to HA Service Sub-Resource
congestion. During normal operation, this measurement should

Description

not be increasing. When this measurement is increasing, it is an
indication that the product is experiencing overload.

30 minCollection Interval

Stack event submitted to ComAgent by a local User Layer, and the
stack event references an HA Service Sub-Resource that has a
congestion level greater than the priority level of the stack event.

Peg Condition

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Maintenance > Routed Services Status and Main

Menu > Communication Agent > Maintenance > Connection Status to determine if the offered
load is expected and exceeds the product’s capacity.

If the load is expected and exceeds the product’s capacity, then the capacity should be increased
so that the overload condition does not persist or reoccur. If the load does not exceed the pproduct’s
capacity, then check the status of the servers hosting the Resource Providers to trouble-shoot the
cause of the overload.

This measurement may not indicate an error if the discarded stack event was a reliable request,
the Reliable Transfer Function was able to re-attempt, and the subsequent attempt got through.

2. Contact My Oracle Support (MOS) for assistance.

CAHSTxDscrdIntErrSR

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Resource ID)Measurement Dimension

Number of egress stack events destined to a known
Sub-Resource that were discarded due to a ComAgent internal
error.

Description

30 minCollection Interval

User Layer submits to ComAgent an egress stack event
destined to a known Sub-Resource and that is discarded due
to a ComAgent internal error

Peg Condition

ServerMeasurement Scope

Recovery

270E73331 Revision 01, August 2016

Measurements



1. Check other ComAgent measurements, alarms, and events to determine the source of the
abnormality causing this measurement to arise.

2. If the problem persists, contact My Oracle Support (MOS).

CAHSTxDscrdUnavailSR

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Resource ID)Measurement Dimension

Number of stack events discarded because they were submitted to
an Unavailable Sub-Resource of a given Resource. During normal

Description

operation, this measurement should not be increasing. Each count
of this measurement indicates that a local application attempted to
send a stack event to another server using an HA Service
Sub-Resource, but the event was discarded due to the Sub-Resource
being unavailable.

30 minCollection Interval

Stack event submitted to ComAgent by a local User Layer, and the
stack event references an Unavailable Sub-Resource.

Peg Condition

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Maintenance > HA Services Status to diagnose the

cause of routing failures.

If a discarded stack event was a request from a reliable transaction and the routing failure was due
to a temporary condition, then it is possible that the transaction completed successfully using one
or more retransmit attempts.

This measurement may not indicate an error if the discarded stack event was a reliable request,
the Reliable Transfer Function was able to re-attempt, and the subsequent attempt got through.

2. Contact My Oracle Support (MOS) for assistance.

CAHSTxDscrdUnknownSR

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Resource ID)Measurement Dimension

Number of egress stack events discarded because they referred
to a known Resource and an unknown Sub-Resource. During

Description

normal operation this measurement should be 0. A non-zero value
for this measurement indicates that ComAgent is improperly
configured to support a local application.

30 minCollection Interval
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User Layer submits to ComAgent an egress stack event that refers
to an unknown Sub-Resource.

Peg Condition

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Maintenance > HA Services Status to verify that all

HA Service Sub-Resources expected by local applications are present and operating.
2. Contact My Oracle Support (MOS) for assistance.

CAHSTxDscrdUnkwnRsrc

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of egress stack events discarded because they
referred to an unknown Resource.

Description

30 minCollection Interval

User Layer submits to ComAgent an egress stack event
that refers to an unknown Resource.

Peg Condition

ServerMeasurement Scope

Recovery
1.
2. Use Main Menu > Communication Agent > Maintenance > HA Services Status to verify that all

HA Service Sub-Resources expected by local applications are present and operating.
3. Contact My Oracle Support (MOS) for assistance.

CAHSTxRsrc

ComAgent Performance, ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Resource ID)Measurement Dimension

Number of egress stack events that were routed to a
known Resource.

Description

30 minCollection Interval

User Layer submits to ComAgent an egress stack event
destined to a known Resource.

Peg Condition

ServerMeasurement Scope

Recovery
No action required.
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CAMxFIFOQueueFul

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

StackEvents discarded due to ComAgent MxFIFO queue full
condition. This value provides a measure of how many messages

Description

are discarded by ComAgent due to ComAgent internal connection
MxFIFO Queue full condition.

30 minCollection Interval

For each User Data StackEvent that is discarded by ComAgent
Stack, due to failure in attempting to put the messages in
ComAgent internal connection MxFIFO queue.

Peg Condition

NE, ServerMeasurement Scope

Recovery
1. This measurement is primarily intended to assist in evaluating the need for additional queue depth

tuning or increase in processing capacity at a Network Element.

If both the peak and average measurement for multiple MPs within a Network Element are
consistently near the recommended maximum engineered capacity of an MP over several collection
intervals, then the queue depth may need to be tuned.

If the peak and average for an individual MP is significantly different than other MPs in the same
Network Element then an MP-specific hardware, software, or configuration problem may exist.

2. Contact My Oracle Support (MOS) for assistance.

CAPSTxDscrdUnkwnGrp

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

The number of egress stack events discarded because they
referred to a Peer Group which was unknown

Description

30 minCollection Interval

For each stack event submitted to ComAgent by a local
User Layer and the stack event reference an Unknown Peer
Group

Peg Condition

ServerMeasurement Scope

Recovery
1. A non-zero value of this measurement indicates that a local User Layer is malfunctioning and is

attempting to use a Peer Group which it has not configured.
2. Contact My Oracle Support (MOS) for assistance.
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CAPSTxDscrdUnavailGrp

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Peer Group ID)Measurement Dimension

The number of egress stack events discarded because they
referred to a Peer Group which was unavailable

Description

30 minCollection Interval

For each stack event submitted to ComAgent by a local User
Layer and the stack event reference an Unavailable Peer
Group

Peg Condition

ServerMeasurement Scope

Recovery
1. Each count of this measurement indicates that a local User Layer attempted to send a stack event

to a remote server using ComAgent Peer Group Service, but the event was discarded due to the
specified Peer Group being unavailable. The Peer Group may become unavailable due to:

• Local User Layer performed maintenance action on the Peer Group that result in a loss of
communication between servers.

• Network problems that result in a loss of communication between servers.

2. Contact My Oracle Support (MOS) for assistance.

CAPSTxDscrdCongPeer

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Peer Group ID)Measurement Dimension

The number of egress stack events discarded because of Peer
congestion.

Description

30 minCollection Interval

For each stack event submitted to ComAgent by a local User
Layer and the active Peer in the Peer Group has a congestion
level greater than the priority level of the stack event.

Peg Condition

ServerMeasurement Scope

Recovery
1. Check the Main Menu > Communication Agent > Maintenance > Routed Services Status and

Main Menu > Communication Agent > Maintenance > Connection Status screens to determine
if the offered load is expected and exceeds the product’s capacity.

If the load is expected and exceeds the product’s capacity, then the capacity should be increased
so that the overload condition does not persist or reoccur.
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2. Contact My Oracle Support (MOS) for assistance.

CARsrcPoolFul

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

ComAgent internal resource pool exhaustion condition.Description

30 minCollection Interval

This is to track the measure of the internal resource (Ex:
CommMessage Resource pool) exhaustion condition for a given

Peg Condition

interval. For each resource allocation/access attempt that result in
resource pool manager returning an indication that the maximum
resources reserved are allocated and are in-use. When this condition
occurs ComAgent tries to allocate a new resource from heap and
relists it after its life cycle (Ex: CommMessage objects required for
user data traffic for MxEndpoint interface).

NE, ServerMeasurement Scope

Recovery
This value provides a measure of how many times pre-allocated resources are exhausted in
ComAgent interfaces.

This measurement is primarily intended for performance analysis and to assist in evaluating the
need for any additional engineering processing capacity or tuning.

CARSTxDscrdCong

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of stack events discarded due to Routed Service
congestion.

Description

30 minCollection Interval

Stack event submitted to ComAgent by a local User Layer,
and the stack event references a Routed Service that has a

Peg Condition

congestion level greater than the priority level of the stack
event.

ServerMeasurement Scope

Recovery
1. Check the Main Menu > Communication Agent > Maintenance > Routed Services Status and

Main Menu > Communication Agent > Maintenance > Connection Status screens to determine
if the offered load is expected and exceeds the product’s capacity.
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If the load is expected and exceeds the product’s capacity, then the capacity should be increased
so that the overload condition does not persist or reoccur.

2. Contact My Oracle Support (MOS) for assistance.

CARSTxDscrdInternalErr

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of egress events discarded because of another
Routed Service internal error

Description

30 minCollection Interval

Each time an egress event is discarded because of another
Router Service internal error

Peg Condition

ServerMeasurement Scope

Recovery
Contact My Oracle Support (MOS) for assistance.

CARSTxDscrdSvcUnavail

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of stack events discarded because they were submitted to an
Unavailable Routed Service.

Description

30 minCollection Interval

Stack event submitted to ComAgent by a local User Layer, and the
stack event references an Unavailable Routed Service.

Note:  Each count of this measurement indicates that a local application
attempted to send a stack event to another server using a Routed

Peg Condition

Service, but the event was discarded due to the Routed Service being
unavailable. Routing failures can occur due to:

• Maintenance actions are performed that result in a loss of
communication between servers.

• Network problems result in a loss of communication between
servers.

• Server overload can result in routes becoming unavailable for some
stack events.

ServerMeasurement Scope

Recovery
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1. Check the Main Menu > Communication Agent > Maintenance > Routed Services Status and
Main Menu > Communication Agent > Maintenance > Connection Status screens to further
diagnose the cause of routing failures.

If a discarded stack event was a request from a reliable transaction and the routing failure was due
to a temporary condition, then it is possible that the transaction completed successfully using one
or more retransmit attempts.

2. Contact My Oracle Support (MOS) for assistance.

CARxDiscUnexpEvent

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of ingress events discarded because it was
unexpected in the connection operational state

Description

30 minCollection Interval

For each ingress StackEvent that is discarded by ComAgent
Stack, due to StackEvent received in unexpected connection
state.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many ingress messages are discarded by ComAgent due to
message received in unexpected connection state.

CARxDscrdBundle

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of ingress bundled event discarded during
routing.

Description

30 minCollection Interval

Each time an ingress bundled event is discarded
during routing

Peg Condition

SiteMeasurement Scope

Recovery
No action required
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CARxDscrdConnUnavail

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Measurement Dimension

Number of User Data ingress events discarded because
connection was not in-service.

Description

30 minCollection Interval

For each User Data ingress StackEvent received from
configured service peer server with connection status not
“in-service”.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many User Data ingress messages are discarded by ComAgent
for the data messages received in connection not in “in-service” state.

CARxDscrdDecodeFailed

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of ingress events discarded because failed to
deserialize (event not part of stack service language).

Description

30 minCollection Interval

For each StackEvent received from a configured peer server
that resulted in any decode failures within ComAgent Stack.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many ingress messages are discarded by ComAgent due to
internal decode error condition.

CARxDscrdIncompat

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension
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Number of ingress events discarded because an
Incompatible header version is received.

Description

30 minCollection Interval

For each ingress StackEvent that is discarded by ComAgent
Stack, due to unsupported base header version, as indicated
in StackEvent.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many ingress messages are discarded by ComAgent due to
incompatible base header version of base software event library.

CARxDscrdInternalErr

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of ingress events discarded because of other
unexpected internal processing error.

Description

30 minCollection Interval

For each ingress StackEvent that is discarded by ComAgent
Stack, due to internal processing errors for conditions not
covered by other meas-pegs.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many ingress messages are discarded by ComAgent due to
internal software processing errors for conditions not covered by other measurement pegs.

CARxDscrdLayerSendFail

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of User Data ingress events discarded because
layer’s sendTo failed.

Description

30 minCollection Interval
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For each User Data StackEvent received from a configured
service peer server and resulted in send failure to the
destination stack layer.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many User Data ingress messages are discarded by ComAgent
due to internal send failure to destination stack layer.

CARxDscrdMsgLenErr

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of ingress events discarded as it doesn’t contain
enough bytes (less than event header bytes).

Description

30 minCollection Interval

For each StackEvent received from configured peer with
message size less than the minimum required Header.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many ingress messages are discarded by Communication
Agent due to message size error.

CARxDscrdUnkServer

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of ingress events discarded because the origination
server was unknown/not configured.

Description

30 minCollection Interval

For each ingress StackEvent that is discarded by ComAgent
Stack, due to unknown origination IP address contents in
StackEvent.

Peg Condition

NE, ServerMeasurement Scope

Recovery
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No action required.

This value provides a measure of how many ingress messages are discarded by ComAgent due to
unknown origination IP address in StackEvent.

CARxDscrdUnkStkLyr

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of User Data ingress events discarded because
stack layer is not known.

Description

30 minCollection Interval

For each User Data ingress StackEvent received by
Communication Agent Stack, for an unknown destination
stack.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many ingress messages are discarded by Communication
Agent , as the destination stack is not registered/known.

CARxMsgUnknown

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of ingress events discarded because stack event
was unknown.

Description

30 minCollection Interval

For each undefined StackEvent received from one of
the configured peer server.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many ingress messages are discarded by ComAgent as the
message is not defined/known to ComAgent Stack.
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CAStackQueueFul

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

ArrayedMeasurement Dimension

StackEvents discarded due to ComAgent task queue full
condition.

Description

30 minCollection Interval

For each User Data egress StackEvent that is discarded by
ComAgent Stack, due to failure in attempting to put the
messages in ComAgent Egress Task Queue.

Peg Condition

NE, ServerMeasurement Scope

Recovery
1. If both the peak and average measurement for multiple MPs within a Network Element are

consistently near the recommended maximum engineered capacity of an MP over several collection
intervals, then the number of MPs in the Network Element may need to be increased.

2. If the peak and average for an individual MP is significantly different than other MPs in the same
Network Element then an MP-specific hardware, software, or configuration problem may exist.

3. Contact My Oracle Support (MOS) for assistance.

CATransDscrdInvCorrId

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of received stack events that were received and
discarded because they did not correlate with a pending
transaction.

Description

30 minCollection Interval

ComAgent receives a response stack event that contains a
correlation ID that does not match a pending transaction
record.

Peg Condition

ServerMeasurement Scope

Recovery
This measurement indicates that one or more destination servers are either responding to requests
after a transaction has ended or are sending invalid responses. Contact My Oracle Support (MOS)
for assistance.
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CATransDscrdStaleErrRsp

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of times that an error response was discarded because it
contained a valid correlation ID value but its originating server was
not the last server to which the request was sent.

Description

30 minCollection Interval

ComAgent receives an error response stack event that has a correlation
ID for an existing pending transaction record but that is originated

Peg Condition

from a different server than to which the request was last sent. This
measurement indicates that one or more servers are responding with
errors to requests after the local ComAgent has retransmitted the
requests to other destination servers. This could occur due to:

• Network problems result in intermittent loss of communication
between servers.

• Server overload results in delayed responses

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Maintenance > Routed Services Status and Main

Menu > Communication Agent > Maintenance > Connection Status to check the status of the
far-end servers and look for signs of overload.

2. Contact My Oracle Support (MOS) for assistance.

CATransEndAbnorm

ComAgent Exception, ComAgent PerformanceMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of reliable transactions that terminated abnormally.Description

30 minCollection Interval

Peg Condition • Transaction times-out waiting for a response, and the maximum
number of transmits has been reached.

• Transaction time-to-live limit is exceeded.
• Transaction terminated due to lack of resources.

Note:  This measurement is NOT pegged for these conditions:

• Transaction involves an unknown service.
• Transaction involves an unregistered Routed Service.

ServerMeasurement Scope
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Recovery
1. Check the ComAgent Exception report to further diagnose the reasons why transactions are failing.
2. Contact My Oracle Support (MOS) for assistance.

CATransEndAbnormRateAvg

ComAgent PerformanceMeasurement Group

AverageMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Average rate per second that ComAgent transactions ended
abnormally during the collection interval.

Description

30 minCollection Interval

Rate of transaction failures due to final timeouts. Failed Transaction
Rate monitoring is an average rate using an exponential smoothing

Peg Condition

algorithm. The average transaction failure rate is a running average,
smoothed over approximately 10 seconds. This measurement
provides the average rate per second that ComAgent transactions
were started. This measurement is useful during trouble shooting
when compared to other measurements.

ServerMeasurement Scope

Recovery
No action necessary.

CATransEndAbnormRateMax

ComAgent PerformanceMeasurement Group

MaxMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Maximum rate per second that ComAgent transactions ended
abnormally during the collection interval.

Description

30 minCollection Interval

Rate of transaction failures due to final timeouts. Failed Transaction
Rate monitoring is an average rate using an exponential smoothing

Peg Condition

algorithm. The average transaction failure rate is a running average,
smoothed over approximately 10 seconds. This measurement
provides the maximum rate per second that ComAgent transactions
were started. This measurement is useful during trouble shooting
when compared to other measurements.

ServerMeasurement Scope

Recovery
No action necessary.

284E73331 Revision 01, August 2016

Measurements



CATransEndAnsErr

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of reliable transactions initiated by local User Layers
that ended with an error response from a destination server.

Description

30 minCollection Interval

When a reliable response stack event (G=1, A=1, E=1) is
received from a server to which a request was sent, and the
response corresponds to a pending transaction record.

Peg Condition

ServerMeasurement Scope

Recovery
No action necessary.

This measurement has value when compared against other measurements. Server applications
may respond with errors as part of normal operations, as seen by ComAgent.

CATransEndErr

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of reliable transactions initiated by local User Layers that
ended abnormally with an error response from a destination server.

Description

30 minCollection Interval

When a valid reliable response stack event (G=1, A=0, E=1) is
received from a server to which a request was sent, and the response

Peg Condition

corresponds to a pending transaction record. This measurement
indicates that one or more destination servers are unable to process
reliable requests received from the local server. This can be caused
due to maintenance actions, server overload, and unexpected
conditions in software.

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Maintenance > Routed Services Status and Main

Menu > Communication Agent > Maintenance > Connection Status to determine network and
server communications.

2. Contact My Oracle Support (MOS) for assistance.
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CATransEndNoResources

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of reliable transactions initiated by local User Layers that
ended abnormally due to lack of resources.

Description

30 minCollection Interval

ComAgent receives a reliable request (G=1, R=1) from a local User
Layer and ComAgent is unable to allocate resources to process the

Peg Condition

transaction. This measurement indicates that the local server is
exhausting its resources for processing reliable transactions. This can
result when the combination of transaction rate and response delays
exceeds engineered limits. High transaction rates can result from local
server overload. Excess response delays can result from overloaded
destination servers and problems in the network between servers.

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Maintenance > Routed Services Status and Main

Menu > Communication Agent > Maintenance > Connection Status to determine network and
server communications.

2. Contact My Oracle Support (MOS) for assistance.

CATransEndNoResponse

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of reliable transactions initiated by local User Layers that
ended abnormally due to a timeout waiting for a response.

Description

30 minCollection Interval

Limit on the number of retransmits is reached with no response
and limit on the transaction time-to-live is exceeded. This

Peg Condition

measurement indicates that one or more destination servers are
unable to process reliable requests received from the local server.
This can be caused due to maintenance actions, server overload,
and unexpected conditions in software.

ServerMeasurement Scope

Recovery
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1. Use Main Menu > Communication Agent > Maintenance > Routed Services Status and Main
Menu > Communication Agent > Maintenance > Connection Status to determine network and
server communications.

2. Contact My Oracle Support (MOS) for assistance.

CATransEndUnkwnSvc

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of reliable transactions initiated by local User Layers
that ended abnormally because they referred to an unknown
service.

Description

30 minCollection Interval

ComAgent receives a reliable request (G=1, R=1) from a local
User Layer that refers to an unknown service. This measurement

Peg Condition

indicates improper configuration of ComAgent and/or a User
Layer application.

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Configuration > Routed Services  to confirm that

all services expected by local applications are present.
2. Contact My Oracle Support (MOS) for assistance.

CATransEndUnregSvc

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of reliable transactions initiated by local User Layers
that ended abnormally because they referred to a known
service that lacked a registered User Layer.

Description

30 minCollection Interval

ComAgent receives a reliable request (G=1, R=1) from a local
User Layer that refers to a known service that has no registered
User Layer.

Peg Condition

ServerMeasurement Scope

Recovery
A non-zero value in this measurement indicates a software malfunction. Contact My Oracle Support
(MOS) for assistance.
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CATransNoReTxMaxTTL

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of reliable transactions abnormally ended because of Max
Time to live exceeded without any retransmits.

Description

30 minCollection Interval

Maximum Time To Live period exceeded with no retransmission
attempts and no response received for the transaction. This

Peg Condition

measurement provides a measure of abnormal transactions due to
maximum time to live period exceeded condition (Without any
retransmits) and no response is received from remote. Such abnormal
transactions can be due to:

• Server overload that can result in delayed responses.
• Unexpected conditions in software.

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Maintenance > Routed Services Status and Main

Menu > Communication Agent > Maintenance > Connection Status to determine network and
server communications.

2. Contact My Oracle Support (MOS) if assistance is needed

CATransRetx

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of times stack events were retransmitted.Description

30 minCollection Interval

ComAgent reliable transaction retransmit timer expires and the limit
on the number of retransmits has not been reached. When this

Peg Condition

measurement is increasing, it indicates that communication between
servers is experiencing unexpectedly high latency and/or packet
loss. Retransmissions can occur due to:

• Maintenance actions are performed that result in a loss of
communication between servers.

• Network problems result in a loss of communication between
servers.

• Server overload can result in delayed responses.

ServerMeasurement Scope
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Recovery
1. Use Main Menu > Communication Agent > Maintenance > Routed Services Status and Main

Menu > Communication Agent > Maintenance > Connection Status to determine network and
server communications.

2. Contact My Oracle Support (MOS) for assistance.

CATransReTxExceeded

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of reliable transactions abnormally ended because of Max
number of Retries exceeded.

Description

30 minCollection Interval

Number of retransmits limit is reached with no response received
for the transaction. This measurement provides a measure of

Peg Condition

abnormal transactions due to maximum number of retransmission
exceeded condition awaiting response from remote. Such abnormal
transactions can be due to:

• Maintenance actions performed that result in a loss of
communication between servers.

• Server overload that can result in delayed responses.
• Unexpected conditions in software.

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Maintenance > Routed Services Status and Main

Menu > Communication Agent > Maintenance > Connection Status to determine network and
server communications.

2. Contact My Oracle Support (MOS) if assistance is needed

CATransStaleSuccessRsp

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of times that a success response was received from an
unexpected server and was accepted to end a transaction.

Description

30 minCollection Interval

ComAgent receives a success response stack event (G=1, A=1, E=1)
that has a correlation ID for an existing pending transaction record

Peg Condition

but that is originated from a different server than to which the request
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was last sent. This measurement indicates that a Routed Service
received a success response from an unexpected server. This most
commonly occurs if a server is slow to respond, ComAgent retransmits
a request to another server, and then the original server finally
responds to the request.

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Maintenance > Routed Services Status and Main

Menu > Communication Agent > Maintenance > Connection Status to diagnose stale responses.
2. Contact My Oracle Support (MOS) for assistance.

CATransTTLExceeded

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of reliable transactions abnormally ended because of Max
Time to live exceeded.

Description

30 minCollection Interval

Maximum Time To Live period exceeded with at least one
retransmission attempted and no response received for the transaction.

Peg Condition

This measurement provides a measure of abnormal transactions due
to maximum time to live period exceeded condition (Where at least
one retransmission was also attempted) and no response is received
from remote. Such abnormal transactions can be due to:

• Maintenance actions performed that result in a loss of
communication between servers.

• Server overload that can result in delayed responses.
• Unexpected conditions in software.

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Maintenance > Routed Services Status and Main

Menu > Communication Agent > Maintenance > Connection Status to determine network and
server communications.

2. Contact My Oracle Support (MOS) if assistance is needed

CATxDscrdBundle

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension
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Number of egress bundled event discarded during
routing.

Description

30 minCollection Interval

Each time an egress bundled event is discarded
during routing

Peg Condition

SiteMeasurement Scope

Recovery
No action required

CATxDscrdConnUnAvail

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of User Data egress events discarded because
connection was not in-service(down/blocked/not aligned).

Description

30 minCollection Interval

For each User Data egress StackEvent that is discarded by
ComAgent Stack, due to connection status not being
in-service.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many User Data egress messages are discarded by ComAgent
due to connection unavailability reasons.

CATxDscrdDestUserIncmpat

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of User Data egress events discarded because the remote
doesn’t support requested capabilities (either it doesn’t support
stack or event library or event library version is incompatible).

Description

30 minCollection Interval

For each User Data egress StackEvent that is discarded by
Communication Agent Stack, due to incompatibility in requested
library id/version and the one known by Communication Agent.

Peg Condition

NE, ServerMeasurement Scope
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Recovery
No action required.

This value provides a measure of how many User Data egress messages are discarded by
Communication Agent due to remote not supporting requested capabilities.

CATxDscrdEncodeFail

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of User Data egress events discarded because of
serialization failures.

Description

30 minCollection Interval

For each User Data egress StackEvent that is discarded by
Communication Agent Stack, due to any local encode
failures.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many User Data egress messages are discarded by
Communication Agent due to local encode failure.

CATxDscrdInternalErr

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of egress events discarded because of other
unexpected internal processing error.

Description

30 minCollection Interval

For each egress StackEvent that is discarded by ComAgent
Stack, due to internal processing errors for conditions not
covered by other meas-pegs.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many egress messages are discarded by ComAgent due to
internal software processing errors for conditions not covered by other measurement pegs.
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CATxDscrdMxSendFail

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of User Data egress events discarded because of
failure reported by MxEndpoint.

Description

30 minCollection Interval

For each User Data egress StackEvent that is discarded by
Communication Agent Stack, due to send failure as
indicated by underlying transport.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many User Data egress messages are discarded by
Communication Agent due to transport reported error condition.

CATxDscrdUnknownSvc

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

SingleMeasurement Dimension

Number of non-reliable and non-request (G=0 or R=0) egress
stack events discarded because they refer to an unknown

Description

service.This measurement indicates that ComAgent is
improperly configured to support a local application.

30 minCollection Interval

User Layer submits to ComAgent a non-reliable or non-request
(G=0 or R=0) egress stack event that refers to an unknown
service.

Peg Condition

ServerMeasurement Scope

Recovery
1. Use Main Menu > Communication Agent > Configuration > Routed Services screen to verify

that all Routed Services expected by local applications are properly configured.
2. Contact My Oracle Support (MOS) for assistance.

CATxDscrdUnkServer

ComAgent ExceptionMeasurement Group
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SimpleMeasurement Type

SingleMeasurement Dimension

Number of egress events discarded because the destination
server was unknown/not configured.

Description

30 minCollection Interval

For each egress StackEvent that is discarded by ComAgent
Stack, due to unknown destination IP address contents in
StackEvent.

Peg Condition

NE, ServerMeasurement Scope

Recovery
No action required.

This value provides a measure of how many egress messages are discarded by ComAgent due to
unknown destination IP address in StackEvent.

CATxDscrdUnregSvc

ComAgent ExceptionMeasurement Group

SimpleMeasurement Type

Arrayed (by Service ID)Measurement Dimension

Number of egress stack events discarded because they
reference a known service that has no registered User Layer.

Description

30 minCollection Interval

User Layer submits to ComAgent an egress stack event that
refers to a known service that lacks a registered User Layer.

Peg Condition

ServerMeasurement Scope

Recovery
A non-zero measurement indicates that a local application is malfunctioning and is attempting to
use a service for which it has not registered. Contact My Oracle Support (MOS) for assistance.

OAM.ALARM measurements

Table 28: OAM Alarm Measurements

Collection IntervalDescriptionMeasurement Tag

5 minutesThe number of critical alarms.Alarm.Crit

5 minutesThe number of major alarms.Alarm.Major

5 minutesThe number of minor alarmsAlarm.Minor
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Collection IntervalDescriptionMeasurement Tag

5 minutesThe alarm state.Alarm.State

OAM.SYSTEM measurements

Table 29: OAM System Measurements

Collection IntervalDescriptionMeasurement Tag

5 minutesThe average CPU usage from 0 to 100%
(100% indicates that all cores are
completely busy).

System.CPU_UtilPct_Average

5 minutesThe peak CPU usage from 0 to 100% (100%
indicates that all cores are completely
busy).

System.CPU_UtilPct_Peak

5 minutesThe average disk usage for the partition
on which the COMCOL database resides.

System.Disk_UtilPct_Average

5 minutesThe peak disk usage for the partition on
which the COMCOL database resides.

System.Disk_UtilPct_Peak

5 minutesThe average committed RAM usage as a
percentage of the total physical RAM. This

System.RAM_UtilPct_Average

measurement is based on the
Committed_AS measurement from
Linux/proc/meminfo. This measurement
can exceed 100% if the kernel has
committed more resources than provided
by physical RAM, in which case, swapping
will occur.

5 minutesThe peak committed RAM usage as a
percentage of the total physical RAM. This

System.RAM_UtilPct_Peak

measurement is based on the
Committed_AS measurement from
Linux/proc/meminfo. This measurement
can exceed 100% if the kernel has
committed more resources than provided
by physical RAM, in which case, swapping
will occur.

5 minutesThe average shared memory usage as a
percentage of the limit configured by
shl.set.

System.ShMem_UtilPct_Average

5 minutesThe peak shared memory usage as a
percentage of the limit configured by
shl.set.

System.ShMem_UtilPct_Peak
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Collection IntervalDescriptionMeasurement Tag

5 minutesThe average number of memory pages
swapped in to memory from disk per
second.

System.SwapIn_Rate_Average

5 minutesThe peak number of memory pages
swapped in to memory from disk per
second.

System.SwapIn_Rate_Peak

5 minutesThe average number of memory pages
swapped out of memory from disk per
second.

System.SwapOut_Rate_Average

5 minutesThe peak number of memory pages
swapped out of memory from disk per
second.

System.SwapOut_Rate_Peak

5 minutesThe average usage of swap space as a
percentage of the total configured swap
space.

System.Swap_UtilPct_Average

5 minutesThe peak usage of swap space as a
percentage of the total configured swap
space.

System.Swap_UtilPct_Peak

5 minutesThe average CPU usage for each core. On
an eight-core system, there will be eight

System.CPU_CoreUtilPct_Average

sub-metrics showing the utilization of each
core.

5 minutesThe peak CPU usage for each core. On an
eight-core system, there will be eight

System.CPU_CoreUtilPct_Peak

sub-metrics showing the utilization of each
core.
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Glossary

B

Basic Input-Output SystemBIOS

Firmware on the CPU blade that is
executed prior to executing an OS.

C

Computer-aided policy makingCAPM

Complementary Metal Oxide
Semiconductor

CMOS

CMOS semiconductors use both
NMOS (negative polarity) and
PMOS (positive polarity) circuits.
Since only one of the circuit types
is on at any given time, CMOS
chips require less power than chips
using just one type of transistor.

Communication AgentComAgent

A common infrastructure
component delivered as part of a
common plug-in, which provides
services to enable communication
of message between application
processes on different servers.

See ComAgent.Communication Agent

Comma-Separated ValuesCSV

The comma-separated value file
format is a delimited data format
that has fields separated by the
comma character and records
separated by newlines (a newline
is a special character or sequence
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C

of characters signifying the end of
a line of text).

D

DatabaseDB

Domain Name SystemDNS

A system for converting Internet
host and domain names into IP
addresses.

Data ProcessorDP

The repository of subscriber data
on the individual node elements.
The DP hosts the full address
resolution database.

F

Full Address Based ResolutionFABR

Provides an enhanced DSR routing
capability to enable network
operators to resolve the designated
Diameter server addresses based
on individual user identity
addresses in the incoming
Diameter request messages.

See FABR.Full Address Based Resolution

G

Gateway Location Application A
DSR Application that provides a

GLA

Diameter interface to subscriber
data stored in the DSR’s Policy
Session Binding Repository (pSBR).
Subscriber data concerning binding
and session information is
populated in the pSBR-B by the
Policy Diameter Routing Agent
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G

(Policy DRA). GLA provides
methods for a Diameter node to
query binding information stored
in the pSBR-B. The query can be by
either IMSI or MSISDN. GLA
processes Diameter Requests and
generates Diameter Answers.

Graphical User InterfaceGUI

The term given to that set of items
and facilities which provides you
with a graphic means for
manipulating screen data rather
than being limited to character
based commands.

H

High AvailabilityHA

High Availability refers to a system
or component that operates on a
continuous basis by utilizing
redundant connectivity, thereby
circumventing unplanned outages.

Host Intrusion Detection SystemHIDS

Hewlett-PackardHP

I

International Mobile Station
Identity

IMSI

A unique internal network ID
identifying a mobile subscriber.

IP Front EndIPFE

A traffic distributor that routes TCP
traffic sent to a target set address
by application clients across a set
of application servers. The IPFE
minimizes the number of externally
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I

routable IP addresses required for
application clients to contact
application servers.

K

Key Performance IndicatorKPI

M

Message Processor - The role of the
Message Processor is to provide the

MP

application messaging protocol
interfaces and processing.
However, these servers also have
OAM components. All Message
Processors replicate from their
Signaling OAM's database and
generate faults to a Fault
Management System.

Multi-Purpose ServerMPS

The Multi-Purpose Server provides
database/reload functionality and
a variety of high capacity/high
speed offboard database functions
for applications. The MPS resides
in the General Purpose Frame.

Mobile Subscriber Integrated
Services Digital Network [Number]

MSISDN

The MSISDN is the network
specific subscriber number of a
mobile communications subscriber.
This is normally the phone number
that is used to reach the subscriber.
Mobile Station International
Subscriber Directory Number. The
unique, network-specific subscriber
number of a mobile
communications subscriber.
MSISDN follows the E.164
numbering plan; that is, normally
the MSISDN is the phone number
that is used to reach the subscriber.
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N

Network Access IdentifierNAI

The user identity submitted by the
client during network
authentication.

Number Plan AreaNPA

The North American “Area
Codes.” (3 digits: 2- to-9, 0 or 1,
0-to-9. Middle digit to expand
soon).

Network Time ProtocolNTP

Network Time Protocol daemon –
NTP process that runs in the
background.

NTP daemon

O

Operations, Administration, and
Maintenance. These functions are

OAM

generally managed by individual
applications and not managed by
a platform management
application, such as PM&C.

Operations – Monitoring the
environment, detecting and
determining faults, and alerting
administrators.

Administration – Typically
involves collecting performance
statistics, accounting data for the
purpose of billing, capacity
planning, using usage data, and
maintaining system reliability.

Maintenance – Provides such
functions as upgrades, fixes, new
feature enablement, backup and
restore tasks, and monitoring
media health (for example,
diagnostics).
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O

Object IdentifierOID

An identifier for a managed object
in a Management Information Base
(MIB) hierarchy. This can be
depicted as a tree, the levels of
which are assigned by different
organizations. Top level MIB OIDs
belong to different standard
organizations. Vendors define
private branches that include
managed objects for their own
products.

P

An object-oriented, event-driven
programming language.

Perl

R

Range Based Address ResolutionRBAR

A DSR enhanced routing
application which allows you to
route Diameter end-to-end
transactions based on Application
ID, Command Code, Routing
Entity Type, and Routing Entity
address ranges.

S

Subscriber Database ServerSDS

Subscriber Database Server (SDS)
provides the central provisioning
of the Full-Address Based
Resolution (FABR) data. The SDS,
which is deployed geo-redundantly
at a Primary and Disaster recovery
site, connects with the Query
Server and the Data Processor
System Operations,
Administration, and Maintenance
( DP SOAM) servers at each
Diameter Signaling Router (DSR)
site or a standalone DP site to
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S

replicate and recover provisioned
data to the associated components.

Simple Network Management
Protocol.

SNMP

An industry-wide standard
protocol used for network
management. The SNMP agent
maintains data variables that
represent aspects of the network.
These variables are called managed
objects and are stored in a
management information base
(MIB). The SNMP protocol
arranges managed objects into
groups.

System Operations,
Administration, and Maintenance

SOAM

Simple Object Access ProtocolSOAP

SoftwareSW
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