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Errors made during these procedures may critically impact product operational
readiness! These procedures should only be executed by highly skilled personnel who are very
familiar with HLR Router Administration and Maintenance.

It is also recommended that My Oracle Support (MOS) be notified in advance of executing these
procedures on a Production network. Refer to Appendix J - Accessing My Oracle Support (MOS),
for more information on contacting Oracle Customer Service.
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1. INTRODUCTION

1.1 Purpose and Scope

This document describes methods and procedures to perform an application software upgrade on in-service servers of a Tekelec
HLR Router network from software release 4.0.0-40.x.0 to a 4.1.0-41.y.0 or release 4.1.0-41.x.0 to 4.1.0-41.y.0. The audience for
this document includes Oracle’s customers as well as the Tekelec HLR Router personnel and Global Software Delivery. This
document provides step-by-step instructions to execute any Release 4.1.x software upgrade.

The Tekelec HLR Router software includes Oracle’s Tekelec Platform Distribution (TPD) software. Any TPD upgrade that is
necessary is automatically performed as part of the Tekelec HLR Router software upgrade. The execution of this procedure
assumes that all Firmware, TVOE and PM&C upgrade have been completed as required prior to upgrading the HLR Router
Application. This procedure also assumes that the Tekelec HLR Router Application software ISO file has been previously
downloaded from Oracle Software Delivery Cloud (OSDC).

The new HLRR 4.1 release introduces the following new upgrade features:
e Server Group-Based automated upgrade (19114416)

This feature allows the user to perform the auto-upgrade of all servers within the same Server Group. If the “serial” mode is
chosen during the auto-upgrade, then the standby server will be upgraded first, and the active server will be upgraded last.

1.2 References

[1] HLRR 4.1 Initial Installation and Configuration Guide for HP, E56461

[2] HLRR 4.1 Initial Installation and Configuration Guide for T1200, E56462

[3] T1200 Solutions Firmware Upgrade Pack, Release Notes, 909-6084-001 or latest approved

[4] T1200 Solutions Firmware Upgrade Pack, Upgrade Procedures, 909-1618-001 or latest approved
[5] HP Solutions Firmware Upgrade Pack, Release Notes, E64919 or latest approved

[6] HP Solutions Firmware Upgrade Pack, Upgrade Procedures, E64920 or latest approved
[7] Platform 7.0 Configuration Guide, E53486

[8] PMAC Incremental Upgrade Procedure, E54387

[9] TVOE 3.0.0.0.0 Software Upgrade Procedure, E53018

E74583-02 6 of 126



HLR Router 4.1 Software Upgrade

1.3 Acroynms

Acronym Meaning

CGBU Communications Global Business unit

CSv Comma-separated Values

DB Database

DP Database Processor

DR Disaster Recovery

EXHR Tekelec HLR Router

GA General Availability

GUI Graphical User Interface

HA High Availability

MI Internal Management Interface

IPM Initial Product Manufacture

ISO ISO 9660 file system (when used in the context of this document)
LA Limited Availability

MOP Method of Procedure

MP Message Processing or Message Processor
NE Network Element

NO Network OAM&P

NOAM Network OAM&P

OAM Operations, Administration and Maintenance
OAM&P Operations, Administration, Maintenance and Provisioning
SO System OAM

SOAM System OAM

TPD Tekelec Platform Distribution

Ul User Interface

VIP Virtual IP

VPN Virtual Private Network

XMI External Management Interface

XSI External Signaling Interface

Table 1 - Acronyms
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1.4 Terminology

HLR Router 4.1 Software Upgrade

This section describes terminology as it is used within this document.

Term Meaning
Upgrade The process of converting an application from its current release on a System to a newer release.

. An upgrade from a current major release to a newer major release. An example of a major upgrade is:
Major Upgrade Pg J J p Jor upg

SOME_APPLICATION 4.0.0 40.1.0 to 4.1.0_41.1.0

Incremental Upgrade

An upgrade from a current build to a newer build within the same major release. An example of an
incremental upgrade is: SOME_APPLICATION 4.1.0 41.1.0to 4.1.0 41.2.0.

Software Only
Upgrade

An upgrade that does not require a Database Schema change, only the software is changed.

Single Server

The process of converting an HLRR server from its current release on a single server to a newer

Upgrade release.

The process of converting a single HLRR server to a prior version. This could be performed due to
Backout . o

failure in Single Server Upgrade.
Rollback Automatic recovery procedure that puts a server into its pre-upgrade status. This procedure occurs

automatically during upgrade if there is a failure.

Source Release

Software release to upgrade from.

Target Release

Software release to upgrade to.

Health Check

Procedure used to determine the health and status of the network. This includes statuses displayed
from the GUI. This can be observed Pre-Server Upgrade, In-Progress Server Upgrade, and Post-
Server Upgrade.

State that allows for graceful upgrade of a server without degradation of service. It is a state that a
server is required to be in before it can be upgraded. The state is defined by the following attributes:

Upgrade Ready e Server is Forced Standby
e Server is Application Disabled (Signaling servers will not process any traffic)
Ul User interface. “Platcfg UI” refers specifically to the Platform Configuration Utility User Interface,

which is a text-based user interface.

Table 2 - Terminology

1.5 How to use this Document

When executing this document, there are a few key points which help to ensure that the user understands the author’s intent.
These points are as follows;

1) Before beginning a procedure, completely read the instructional text (it will appear immediately after the Section
heading for each procedure) and all associated procedural WARNINGS or NOTES.

2) Before execution of a STEP within a procedure, completely read the left and right columns including any STEP specific
WARNINGS or NOTES.

3) Ifaprocedural STEP fails to execute successfully or fails to receive the desired output, STOP and refer to
Appendix J: Accessing My Oracle Support (MOS) for assistance before attempting to continue.

E74583-02
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1.6 Executing Procedures

The user should be familiar with the structure and conventions used within these procedures before attempting execution.
Table 3 and the details below provide an example of how procedural steps might be displayed within this document.

Column 1: Step

e Table 3, Column 1, contains the Step number and also a checkbox if the step requires action by the user.
e  Sub-steps within a given Step X are referred to as Step X.Y. (See example: Step 1 has sub-steps Steps 1.1 to 1.2).
e Each checkbox should be checked-off in order to keep track of the progress during execution of the procedure.

Column 2: Procedure

e Table 3, column 2, contains a heading which indicates the server/IP being accessed as well as text instructions and/or

notes to the user. This column may also describe the operations to be performed or observed during the step.

Column 3: Result

e Table 3, column 3, generally displays the results of executing the instructions (shown in column 2) to the user.
e The Result column may also display any of the following:

o Inputs (commands or responses) required by the user.

o Outputs which should be displayed on the terminal.

o Illustrations or graphic figures related to the step instruction.

o Screen captures from the product GUI related to the step instruction.

Procedure X: Verifying the Time in GMT

Step Procedure Result

Active Provisioning Site VIP: | login: admusr

i P d: <admusr password>
Log into the server as the asswor usr_p w

“admusr’ user.

Active Provisioning Site VIP: | 4 5 TRUNCATED OUTPUT ***

Output ?Imlla'ﬁ to that shown VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpcom
on the right will appear as the R L
t ¢ d mon: /usr/TKLC/comagent-gui:/usr/TKLC/comagent-
servertre urns 1o a comman gui:/usr/TKLC/comagent:/usr/TKLC/sds
prompt. PROMPATH=/opt/comcol/prod
RUNID=00
$

DN D.-‘

Active Provisioning Site VIP: | $ date -u

3. .34 -
|:| Verify that the correct Date & Mon Jan 26 16:34:38 UTC 2015

Time are displayed in GMT
(+/- 4 min.).

THIS PROCEDURE HAS BEEN COMPLETED

Table 3 - Sample Procedure

E74583-02 9 of 126
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1.7 Activity Logging

All activity while connected to the system should be logged using a convention which notates the Customer Name, Site/Node

location, Server Hostname and the Date. All logs should be provided to “My Oracle Support” (MOS) for archiving post
upgrade.

1.8 Use of Health Checks

The user may execute the Perform Health Check or View Logs steps freely or repeat as many times as desired in between

procedures during the upgrade process. It is not recommended to do this in between steps within a procedure, unless there is a
failure to troubleshoot.

1.9 Large Installation Support

For large systems containing multiple Signaling Network Elements, it may not be feasible to apply the software upgrade to every
Network Element within a single maintenance window. However, the Primary HLRR site and DR HLRR site network elements
are always required to be upgraded within the same maintenance window.

E74583-02 10 of 126
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2. GENERAL DESCRIPTION

This document defines the step-by-step actions performed to execute a software upgrade of an in-service HLR Router from the
“source” release to the “target” release.

2.1 Supported Upgrade Paths

The supported HLR Router upgrade paths are shown below in Figure 1.

Major
EXHR Upgrade EXHR
4.0.0-40.w.x 4.1.0-41.y.z
(source) (target)
Incremental
EXHR Upgrade EXHR

4.1.0.-41.w.x
(source)

4.1.0-41.y.z
(target)

Figure 1: Supported Upgrade Paths

NOTE: Initial Installation is not within the scope of this upgrade document. For more information about Initial Installation refer
to reference [1].

E74583-02 11 of 126
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3. UPGRADE OVERVIEW

This section lists the required materials and information needed to execute an upgrade. It also provides a brief timing overview of
the activities needed to upgrade the source release software that is installed and running on an HLR Router server to the Target
Release software. The approximate time required is outlined in Sections 3.3- 3.7. These tables are used to plan and estimate the
time necessary to complete your upgrade.

Timing values are estimates only. They estimate the completion time of a step or group of steps for an experienced user. These
tables are not to be used to execute procedures. Detailed steps for each procedure begin are provided in Section S.

3.1 Upgrade Requirements
The following levels of access, materials and information are needed to execute an HLRR upgrade:
e  Target-release ISO image file (example: 8§72-2696-101-4.1.0_41.4.0-EXHR-x86 64.is0)
e  Firmware for T1200 servers (71200 only)
e Target-release TVOE ISO image file (HP only)
e Target-release PM&C ISO image file (HP only)
e Firmware HP Rack-Mount Servers (HP only)
e Cisco Firmware for 4848E-F Switches (HP only)
e VPN access to the customer’s network.
e  GUI access to the HLR Router NOAM VIP with Administrator privileges.

e  SSH/SFTP access to the HLR Router NOAM VIP (XMI) as the “admusr” user.

NOTE: All logins into the HLRR Active and DR NOAM site servers are made via the External Management Interface VIP
(XMI) unless otherwise stated.

e User logins, passwords, IP addresses and other administration information. See Section 3.1.2.

e Direct access to server IMI IP addresses from the user’s local workstation is allowable in the case of T1200 MP servers.

NOTE: If direct access to the IMI IP addresses isn’t available, then access to target server can be made via a tandem
connection through the Active OAM server (i.e. an SSH connection is made to the Active SOAM server's XMI IP address
first, then a 2" SSH connection can be made from that server to the target server’'s IMI IP address).

3.1.1 ISO Image File

You must obtain a copy of the target release ISO image file. This file is necessary to perform the upgrade.

The HLRR ISO image filename will be in the following format:
Example: 872-2696-101-4.1.0_41.4.0-EXHR-x86_64.iso
NOTE: Actual number values may vary between releases.

Prior to the execution of this upgrade procedure it is assumed that the HLRR ISO image file has already been delivered to the
customer’s system. The delivery of the ISO image requires that the file be placed on the disk of a local workstation with GUI
access to the HLRR Primary NOAM VIP address. It is assumed that the ISO file has already been transferred to the Active
Primary HLRR NOAM server prior to starting this upgrade procedure.
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3.1.2 Logins, Passwords and Site Information

Obtain all the information requested in the following table. This ensures that the necessary administration information is available
prior to an upgrade. Consider the confidential nature of the information recorded in this table. While all of the information in the
table is required to complete the upgrade, there may be security policies in place that require secure disposal once the upgrade has
been completed.

NE Type NE Name'

Primary HLRR NOAM Site

DR HLRR NOAM Site

Software Values

Source Release Level

Target Release Level

Target Release ISO file name

Access Information Values

Primary NOAM Site XMI VIP (GUI)

DR NOAM Site XMI VIP

HLRR GUI Admin Username and Password

HLRR “root” user Password

HLRR “admusr” user Password

HLRR “platcfg” user Password

Server iLO Admin Username and Password (HP only)

PM&C GUI Admin Username and Password (HP only)

PM&C user “root” Password (HP only)

PM&C user “admusr” Password (HP only)

PM&C user “PM&Cftpusr” Password (HP only)

RMM Admin Username and Password (771200 only)

Table 4 - Logins, Passwords and Site Information
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3.2 Upgrade Maintenance Windows

I WARNING !!

It is recommended that SOAM NE sites containing mated Message Processors (MP)
be upgraded in separate maintenance windows if at all possible.

Table 5 - Upgrade Maintenance Windows

Maintenance Window: 1

Date:

Record the names of the
Primary HLRR NE site, DR
HLRR NE site, and server’s
hostnames to be upgraded
during Maintenance Window
1 in the space provided on
the right:

Primary HLRR NOAM NE site name:

[] Primary NOAM Active Server:

[1 Primary NOAM Standby Server:

] Primary NOAM NE Query Server (if equipped):

DR HLRR NOAM NE site name:

[l DR NOAM Active Server:

[0 DR NOAM Standby Server:

[] DR NOAM NE Query Server (if equipped):

e  Check-off [X] the associated check box as the upgrade is completed for each
server

Maintenance Window:

Date:

Record the name of SOAM

SOAM NE site name:

[ Active SOAM Server:

[] standby SOAM Server:

4 k ) ] MP 1 Server: [] MP 6 Server:
NE site and its server’s
hostnames to be upgraded ] MP 2 Server: ] MP 7 Server:
during the Maintenance
Window 2 in the spaces ] MP 3 Server: ] MP 8 Server:
provided on the right.
[ 1 MP 4 Server: [ 1 MP 9 Server:
[ 1 MP 5 Server: [ 1 MP 10 Server:
e Check-off [X] the associated check box as the upgrade is completed for each
server
E74583-02 14 of 126
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SOAM NE site name:

Maintenance Window:
[0 Active SOAM Server:

Date:
[] standby SOAM Server:
Record the name of SOAM . .
NE site and its server's L1 MP 1 Server: L1 MP 6 Server:
hostnames to be upgraded ] MP 2 Server: ] MP 7 Server:
during the Maintenance
Window 2 in the spaces [ 1 MP 3 Server: [ 1 MP 8 Server:
provided on the right.
[ 1 MP 4 Server: [ 1 MP 9 Server:
[ 1 MP 5 Server: [ 1 MP 10 Server:

e  Check-off [X] the associated check box as the upgrade is completed for each
server

SOAM NE site name:

Maintenance Window:
[] Active SOAM Server:

Date:

[] standby SOAM Server:

Record the name of SOAM

. . ' [] MP 1 Server: [] MP 6 Server:
NE site and its server’s
hostnames to be upgraded ] MP 2 Server: ] MP 7 Server:
during the Maintenance
Window 2 in the spaces ] MP 3 Server: ] MP 8 Server:
provided on the right.
] MP 4 Server: ] MP 9 Server:
[] MP 5 Server: [] MP 10 Server:

e Check-off [X] the associated check box as the upgrade is completed for each
server

SOAM NE site name:

Maintenance Window:
[ Active SOAM Server:

Date:
[] standby SOAM Server:
Record the name of SOAM ] MP 1 Server: ] MP 6 Server:
NE site and its server’s ’ '
hostnames to be upgraded ] MP 2 Server: ] MP 7 Server:
during the Maintenance
Window 2 in the spaces ] MP 3 Server: ] MP 8 Server:
provided on the right.
] MP 4 Server: ] MP 9 Server:
[] MP 5 Server: [] MP 10 Server:

e Check-off [X] the associated check box as the upgrade is completed for each
server

NOTE: Make copies of this sheet as needed for more additional SOAM NE sites
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3.3 Upgrade Preparation Overview

The pre-upgrade procedures shown in the following table should be executed prior to the upgrade maintenance window and may
be executed outside a maintenance window if desired.

BraC e ) Elapsed Time (Hrs:Min)
Procedure Title
Number This Step | Cumulative
1 Requirements Check 00:15 00:15
2 ISO Administration * *
3 Full Database Backup (PROV & COMCOL ENYV for All Servers) 01:1 5Jr T

Table 6 - Upgrade Preparation Procedures

*NOTE: ISO transfers to the target systems cannot be estimated since times will vary significantly depending on the number of
systems and the speed of the network. The ISO transfers to the target systems should be performed prior to the scheduled

maintenance window. The user should schedule the required maintenance windows accordingly.

1.

NOTE: The length of time required to complete the backup of the HLRR Provisioning Database will vary based on the size of the

customer database. The user should allow up to 45 minutes for this step to complete.

3.4 Primary HLRR NOAM / DR HLRR NOAM Upgrade Execution Overview

The procedures shown in the following table are executed inside a maintenance window.

BICEEnre Procedure Title Elapsed Time (Hrs:Min)
Number This Step Cumulative
. 02:20 (Major Upgr.) 02:20 (Major Upgr.)
4 Upgrade Primary NOAM NE 01:10 (Incremental Upgr.) | 01:10 (Incremental Upgr.)
02:20 (Major Upgr.) 04:40 (Major Upgr.)
5 Upgrade DR NOAM NE 01:10 (Incremental Upgr.) | 02:20 (Incremental Upgr.)

Table 7 - Primary HLRR / DR HLRR Upgrade Procedures

3.5 SOAM Upgrade Execution Overview

The procedures shown in the following table should be executed inside a separate maintenance window.

Sy ) Elapsed Time (Hrs:Min)
Procedure Title
Number This Step Cumulative
04:40 (Major Upgr.) 04:40 (Major Upgr.)
6 Upgrade SOAM NE 02:20 (Incremental Upgr.) | 02:20 (Incremental Upgr.)

Table 8 - SOAM Upgrade Procedures
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3.6 Post Upgrade Execution Overview

These procedures are performed only after all sites on network have been upgraded.

User's Guide

Procedure ] Elapsed Time (Hrs:Min)
Procedure Title
Number This Step | Cumulative
7 Upgrade Acceptance 00:30 00:30

Table 9 - Post Upgrade Procedures

3.7 Recovery Procedures Overview

These procedures are customized to the specific situation encountered and therefore do not have well established timeframes.

The best time estimates are shown below:

e Backout of NOAMNE = (Upgrade NOAM NE estimate + 20 minutes)
e Backoutof SOAMNE = (Upgrade SOAM NE estimate + 40 minutes)
BraC e ] Elapsed Time (Hrs:Min)
Procedure Title
Number This Step Cumulative
05:20 (Major Upgr.) 05:20 (Major Upgr.)
8 Backout of a SOAM NE 03:00 (Incremental Upgr.) | 03:00 (Incremental Upgr.)
9 02:40 (Major Upgr.) 02:40 (Major Upgr.)
Backout of the DR NOAM NE 01:30 (Incremental Upgr.) | 01:30 (Incremental Upgr.)
10 02:40 (Major Upgr.) 05:20 (Major Upgr.) ¥
Backout of the Primary NOAM NE | 01:30 (Incremental Upgr.) | 03:00 (Incremental Upgr.) *

Table 10 - Backout Procedures

¥ NOTE: This cumulative value includes on the Primary & DR NOAM sites as SOAM activity is typically handled in a separate
Maintenance Window.
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4. HLR ROUTER UPGRADE MATRIX

Upgrading the HLR Router product in the customer network is a task which requires multiple procedures of varying types.

The matrix shown below provides a guide to the user as to which procedures are to be performed on which site types.

As always, the user should contact Oracle’s Tekelec Customer Care Center for the assistance if experiencing difficulties with the

interpretation or execution of any of the procedures listed.

NOTE: Primary HLRR and DR HLRR sites must be upgraded in the same maintenance window.

HLR Router Upgrade Matrix

Procedure

Network Element Type 1 | 22t | 3| 4| 5t |t | 7

Primary NOAM NE

(] Tonvoanne | | o | | o % |

(NOAM / Query Server)

D (ssgfny/r:fp) / X X X X / /

Table 11 - HLRR Upgrade Matrix

* Appendix B (Health Check Procedures) is executed before starting this procedure.
Appendix B (Health Check Procedures) is executed after completing this procedure.

HLR Router Upgrade: List of Procedures

Procedure | Title Page
1 Requirements Check 19
2 ISO Administration 21
3 Full Database Backup (PROV & COMCOL ENV for All Servers) 27
4 Upgrade Primary NOAM NE 36
5 Upgrade DR NOAM NE 52
6 Upgrade SOAM NE 57
7 Upgrade Acceptance 60

Table 12 - HLR Router Upgrade: List of Procedures
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5. UPGRADE PREPARATION

This section provides detailed procedures to prepare a system for upgrade execution. These procedures may be executed outside
of a maintenance window.

5.1 Requirements Check

This procedure verifies that all required materials needed to perform an upgrade have been collected and recorded.

Procedure 1: Requirements Check

Step | Procedure Result
1 Verify that all Upgrade

. requirements have e Requirements are listed in Section 3.1: (Upgrade Requirements). Verify that all
I:' been met. Upgrade requirements have been met.
2 Verify all

. administration data e Verify that all information in Section 3.1.2 (Logins, Passwords and Site
I:' needed during Information) has been entered and is accurate.

upgrade.

5.2 Review Release Notes

Before starting the upgrade, you must review the Release Notes for the new HLRR target release to understand the functional
differences (if any) and possible impacts to the upgrade. When upgrading HLR Router to the target release, the list of alarms that
may be reported on the GUI during the period of time when the Primary HLRR NOAM NE is at the new software level and the
DR NOAM HLRR NE is at the old software level may include but are not limited to the following:

e 31124: A DB replication audit command detected errors
e 31105: The DB merge process (inetmerge) is impaired by a s/w fault

These alarms are only seen in transition and should cease to be raised once the DR NOAM NE is upgraded to the same software
level as the Primary NOAM NE.
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5.3 Prerequisite Procedures for HLRR Application Upgrade

5.3.1 Perform Firmware Verification (77200 / HP)

This procedure is part of Software Upgrade Preparation and is used to determine the whether a firmware update is required. Ifa
new Firmware revision has been approved for release, follow its instructions to verify that the firmware on the HLRR servers has

been upgraded to the target release. The user is instructed to execute Firmware upgrade procedures to target release as required
prior to starting the HLR Router Application Upgrade.

I:' HP only: 1) Verify target Firmware release in accordance with reference [5].

2) Execute Firmware upgrade as required in accordance with reference [6].

|:| T1200 only: 1) Verify target Firmware release in accordance with reference [3].

2) Execute Firmware upgrade as required in accordance with reference [4].

5.3.2 Perform TVOE Upgrades (HP only)

I:' Execute TVOE upgrades for all HLRR Rack-Mount Servers in accordance with reference [9] prior to starting the HLR
Router Application Upgrade.

5.3.3 Perform PMAC Upgrades (HP only)

I:' Execute PMAC upgrades for all HLRR NOAM-A Rack-Mount Servers in accordance with reference [8] prior to
starting the HLR Router Application Upgrade.
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5.4 Perform Health Check (Upgrade Preparation)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the HLR Router network
and servers. This may be executed multiple times but must also be executed at least once within the timeframe of 24-36 hours
prior to the start of a maintenance window.

I:' Execute Health Check procedures as specified in Appendix B.

5.5 ISO Administration

ISO transfers to the target servers may require a significant amount of time depending on the number of systems and the speed of
the network. Therefore, it is highly reccommended that the ISO transfers to the target servers be completed prior to the first
scheduled maintenance window.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD ANY STEP IN THIS PROCEDURE FAIL, STOP AND CONTACT “MY ORACLE SUPPORT” (MOS) FOR
ASSISTANCE BEFORE CONTINUING!

[ e Appendix H: Adding the HLRR ISO to the PM&C SW Repository (HP only) may be executed at
— anytime after Procedure 2: (ISO Administration) has been completed.

Procedure 2: ISO Administration

Step Procedure Result

Using the VIP address,
access the Primary
HLRR NOAM GUI.

e Using the VIP address, access the Primary HLRR NOAM GUI as described in
Appendix A.

g

Primary NOAM VIP e ——————————— e ettt
(GUI): Connected u<ing VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
B £ Main Menu - ]
1) Select... & B Administration Main Menu: Status & Manage -> Files
Main Menu )
> Status & Manage B M Configuration __Fllter =
- Files g M Alarms & Events

g1 M Security Log
B & Status & Manage
& Network Elements

exhrNO-righnc-b

2) If necessary, select the
hostname of the Active
Primary NOAM server

File Name

from the tabs list. Il server 872-2696-101-4.0.0_40.15.0-EXHR-x86_64.is0

I HA o
3) Click on the “Upload” Il Database audivaudi gz
button. . KPIs backup/Backup.exhr.exhrNO-mrsvnc-b.Configuration. NETWO
NOTE: The Active ; . Processes backup/Backup.exhr.exhrNO-mrsvnc-b.Configuration NETWO
Primary NOAM server B M Tasks backuprackup,exhr.exhrNO-mrsvng,Prowsioning_NETWOF
will be displayed in the e Wriles)

S

GUI banner as being
connected to the VIP with

B B Measurements

g M EAGLE XG Database

'_Upload :

a state of ACTIVE 52.2 GBused (18.55%) 0 B available | System utilizati
NETWORK OAM&P. &1 B Tekelec HLR Router
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Procedure 2: ISO Administration

HLR Router 4.1 Software Upgrade

Step Procedure

Result

Primary NOAM VIP:

1) Click on the
“Browse...” dialogue
button

3.

[]

2) Select the Drive and
directory location of the
ISO file for the target
release. Select the ISO
file and click on the
“Open” dialogue button.

3) Click on the “Upload a
File” dialogue button.

4) Monitor the upload until
the file transfer completes
reaches with 100%.

NOTE: If transfering the
ISO file to the server
manually (scp), the iso
must be placed in the
/var/TKLC/db/filemgmt/
directory with 664
permissions and
awadmin:awadm

File:

Cancel |

£ Mitchell, Chns
‘& Computer
&L 0SDisk (C:)
ity Local Disk (D:)

&* 5_public (\\ncn

« Local Disk (D:) » EXHR 41 = ! &4 || Search e -l
Organize New folder ~ [ 8
) - Jame Date modified Type
{ Favorites :
| B Desktop & | EXHR-4.1.0_41.4.0-x86 64.is0
& Downloads 4t | PMAC-6.0.30.0_60.25.0-x86_64.iso 12/2
. Recent Places &4 | TPD.install-7.0.3.0,0_86.41.0-OracleLinu... 1/30/201
¢ Documents L & | TVOE-3.0.3.0.0_86.41.0-x86_64.is0
%% Dropbox
BB Desktop
wa Libranes

File name: EXHR-4.1.0_41.4.0-x86_64.is0

] "

Cancel |
ownership. )
File:
Y \TPD'\prod\SDSV7 1\iso\ [CHiowse.
(=
| Cancel |
Uploading..
1%
44 minutes, 5 seconds remaining 4 293.5 KB/s
Cancel
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Procedure 2: ISO Administration

Step

Procedure

Result

4,

[]

Primary NOAM VIP:

In the top right side of the
right panel, click the
“Timestamp” heading
twice so that the arrow to
the right points down (this
will bring the most recent
files the top of the
screen).

The ISO file uploaded in
Step 3 of this procedure
should now appear at the
top most position in the
“File Name” column.

Main Menu: Status & Manage -> Files

- exhrNO-righnc-b

exhrNO-righnc-a qs-mrsvnc

File Name Size Type ETimestamp
/ Al -
( EXHR-4.1.0_41.4.0-x86_64.is0 MB ' iso 2016-04-19 10:32:28 EDT
\
backup/Backup.exhrexhrNO-mrsvnc-b.P1 36 GB  tar 2016-04-19 03:20:38 EDT
backup/Backup.exhrexhrNO-mrsvnc-b.C 45MB  tar 2016-04-19 02:15:06 EDT
export/exhrNO-mrsvnc-b/Alarms/Alarms_ 274 B gz 2016-04-18 14:05:09 EDT

e If source release is HLRR 4.0, then SKIP to Step 9 of this procedure.

e If source release is HLRR 4.1, then continue with Step 5 of this procedure.

HLRR 4.1 only
Primary NOAM VIP:

Deploy ISO file to all
HLRR servers in the
entire topology.

1) Using the cursor, select
the I1SO file uploaded in
Step 3 of this procedure.

2) Click ‘Deploy ISO’
dialogue button.

3) Click ‘OK’ to confirm
the 1ISO deployment.

Main Menu: Status & Manage -> Files

[ Fiter ~][ info | Tasks ¥
exhrNO-mrsvnc-a exhrNC-mrsvne-b qs-mrsvne exhrNO-righnc-a exhrNO-righnc-b qs-righne exhrg
File Name Size
backup/Backup.exhr.exhrNO-mrsvnc-a.Configuration NETWORK_OAMP.20160421_021511.AUTOtar 68 MB
backup/Backup.exhrexhrNO-mrsvnc-a.Configuration NETWORK_OAMP.20160422_021511AUTOtar 68 MB
CKup.exhr. c-a.Configuration NETWORK_OAMP20160423_021510 AUTOtar 68 MB
( EXHR-4.1,0_41.5.0-x86_64.is0 8842 MB
5 1 13KB
upgrade.log 2 737.3KB
Delete ' View ISO Deployment Report | Upload .| Download | DeployEO_H)lalidate 150 '

18.9 GB used (8.42%) of 224.4 GB available | System utilization; 11.5 GB (5.11 : zploys/Undeploys an SO file. i

Are you sure you want to deploy EXHR-4.1.0_41.5.0-x86_64.is0?

3

| OK%J [ Cancel

Primary NOAM VIP:

The user should be
presented with a Status
banner message
indicating that the ISO
deployment has statrted.

Main Menu: Status & Manage -> Files

exhrNO-m
File Name
backup/Ba

exhriN

* |ISO deployment started.
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HLR Router 4.1 Software Upgrade

Procedure 2: ISO Administration

Step

Procedure

Result

7.

[]

Primary NOAM VIP:

Monitor the ISO
deployment status.

1) Using the cursor, select
the ISO file uploaded in
Step 3 of this procedure.

2) Click the “View ISO
Deployment Report”
dialogue button.

Main Menu: Status & Manage -> Files

Filter +« Tasks ~

exhrNO-mrsvnc-a exhrNO-mrsvnc-b qs-mrsvnc exhrNO-righnc-a exhrNO-righnc-b

File Name

backup/Backup.exhr.exhrNO-mrsvnc-a.Configuration. NETWORK_OAMP.20160421_021511. AUTO tar
backup/Backup.exhr.exhrNO-mrsvnc-a.Configuration NETWORK_OAMP.20160422_021511.AUTO tar
ba wvnc-a.Configuration NETWORK_OAMP.20160423_021510.AUTO tar

0T
upgrade.log

| Delfte || View ISO Depl_ogzent Report ] ' Upload || Download ‘ [ Undeploy ISO | Val

18.9 GB usedTe: 5 Vie';v tha Seied"m; zation: 11.5 GB (5.11%) of 224.4 GB available.

Primary NOAM VIP:

The user is presented
with the ISO Deployment
Report indicating the
current status of
deployment to all servers
in the topology.

Refresh the report by
clicking the “Back”
dialogue button and
repeating Step 7 of this
procedure until the ISO
has been “Deployed” to
all servers in the topology.

NOTE: This completes
the ISO Administration
procedures for source
release 4.1, SKIP the
remaining steps of this
procedure and exit at this
time.

Main Menu: Status & Manage -> Files [View]

Main Menu: Status & H&ndﬁe - ?11e3'[?iew]
Mon Apr 25 22:45:44 2016 EDT

Deployment report for EXHR-4.1.0 41.5.0-x86_64.iso:
Deployed on 10/14 servers.

exhrNO-mrsvnc-a: Deployed
exhrNO-mrsvnc-b: Deployed
gs-mrsvnc: Deployed
exhrNO-rlghnc-a: Deployed
exhrHO-rlghnc-b: Deployed
gs-rlghnc: Deployed

exhrSO-carync-a: Deployed
exhrSO-carync-b: Not Deployed
mpl-carync: Not Deployed
mp2-carync: Not Deployed
exhrSO-drhmnc-a: Deployed
exhrS0-drhmnc-b: Deployed

mpl-drhmnc: Deployed
| mp2-drhmnc: Not Deployed

THIS PROCEDURE HAS BEEN COMPLETED (for Upgrade from HLRR 4.1 Source)

Upgrade from HLRR
4.0 Source only:

Primary NOAM VIP:

Upload ISO file to the
Standby HLRR server.

e Repeat Steps 2 - 4 of this procedure to upload ISO file to the “Standby”
Primary NOAM server.
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Procedure 2: ISO Administration

User's Guide

Step Procedure Result
Primary NOAM VIP:
10. Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
1) Select... e
I:' B £ Main Menu . I .
Main Menu B & Administration Main Menu: Administration -> ISO
éign;::’is"ation B General Options
oftware . ~ Display Filter - None - -
Management B Mm Access Control

- ISO Deployment

2) Click on the
[Transfer ISO] link
located in the bottom left
quadrant of the right
panel.

B & Software Management

. |l Versions

| '§ISO Deployment]

i

® No ISO Validate or Transfer in Progress

- B Upgrade
B B Remote Servers
M Configuration
M Alarms & Events
M Security Log
M Status & Manage
i Measurements
M EAGLE XG Database

Displaying Records 1-14 of
System Name / Hostname
exhrNO-mrsvnc-a
exhrNO-mrsvnc-b
exhrNO-righnc-a
exhrNO-righnc-b
exhrSO-carync-a
exhrSO-carync-b
exhrSO-drhmnc-a
exhrSO-drhmnc-b
mp1-carync

mp1-drhmnc

mp2-carync

mp2-drhmnc

qs-mrsvnc

qs-righnc

Displaying Records 1-14 of

tanx:f-ﬁ' ISO

i Tekelec HLR Router
& Help
B Logout

Table description: List of Systems for 1SO transfer.

14 total | | | |
ISO
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
No transfer in progress N/A
14 total | | | |

Transfer Status

Primary NOAM VIP:

The user is presented
with the [Transfer 1ISO]
screen.

1) Using the pull-down
menu, select the ISO file
uploaded in Step 3 of this
procedure.

2) Click “Select All” or
hold the [CTRL] key to
multi-select individual
servers to be upgraded.

3) Click on the “Perform
Media Validation before
transfer” check box.

4) Click on the “Ok”
dialogue button.

Select ISO to Transfer:
EXHR-4.1.0_41.4.0-x86_64.is0

1

Perfc 4 idia Validation before TIGHS@ 3

q Ok Cancel |

Select Target System(s):

- EEns

Deselect AI

2

S

m
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Procedure 2: ISO Administration

Step Procedure Result
12, | Primary NOAM VIP: Main Menu: Administration -> ISO
If “[Error Code 252] -
I:' Validation failed.” was
received, then execute Display Filter: | - None - v
Appendix F (Manually
Performing ISO
Validation) and then There was an error:
continue with Step 13. A [Error Code 252] - Validation falled
ISO: EXHR-4.1.0_41.4.0-x86_64.is0.

If no error was received,
SKIP to Step 14.

13. Primary NOAM VIP: Select ISO to Transfer:
The user is presented

I:' with the [Transfer 1SO] EXHR-4.1.0_41.4.0-x86_64.iso
screen.
1) Using the pull-down 1 exhrNO-mrsvnc-b
menu, select the I1SO file
uploaded in Step 3 of this exhrNO-rlghnc-a
procedure. exhrNO-righnc-b

exhrSO-carync-a

2) Click “Select All” or exhrSO-carync-b

hold the [CTRL] key to exhrSO-drhmnc-a

multi-select individual
servers to be upgraded. exhrSO-drhmnc-b

3) DO NOT click on the Perfc 4 vdia Validation before Trans 3

“Perform Media
Validation before [ ok RJ[ Cancel ]

transfer” check box.

4) Click on the “Ok”
dialogue button.
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Procedure 2: ISO Administration

User's Guide

Step Procedure Result
14 Primary NOAM VIP:

. 1) The user ispresented ® Transfer ISO In Progress. [Clicifto Refresh
I:' with the 1ISO 1SO: EXHR-4.1.0_41.4.0-x86_6%js0 é '}

Administration screen.

2) The progress of the
individual file transfers
may be monitored by
periodically clicking on the
[Click to Refresh] link in
the information banner
message.

3) Continue to monitor the
file transfer progress until
a “Transfer Status” of
“Complete” is received
for all selected servers.

3 of 14 Transfers Successful
0 of 14 Transfers Failed.

Table description: List of Systems for ISO transfer.

Displaying Records 1-14 of 14 total | | | | |

System Name / Hostname 1SO Transfer Status
exhrNO-mrsvnc-a EXHR-4.1.0_41.4.0-x86_64.iso Complete
exhrNO-mrsvnc-b EXHR-4.1.0_41.4.0-x86_64.iso Complete
exhrNO-righnc-a EXHR-4.1.0_41.4.0-x86_64.is0 In Progress

exhrNO-righnc-b EXHR-4.1.0_41.4.0-x86_64.is0 Complete

exhrSO-carync-a EXHR-4.1.0_41.4.0-x86_64.is0 In Progress
exhrSO-carync-b EXHR-4.1.0_41.4.0-x86_64.is0 In Progress
exhrSO-drhmnc-a EXHR-4.1.0_41.4.0-x86_64.is0 In Progress
exhrSO-drhmnc-b EXHR-4.1.0_41.4.0-x86_64.is0 In Progress
mp1-carync EXHR-4.1.0_41.4.0-x86_64.is0 In Progress
mp1-drhmnc EXHR-4.1.0_41.4.0-x86_64.is0 In Progress
mp2-carync EXHR-4.1.0_41.4.0-x86_64.is0 In Progress
mp2-drhmnc EXHR-4.1.0_41.4.0-x86_64.is0 In Progress
gs-mrsvnc EXHR-4.1.0_41.4.0-x86_64.is0 In Progress
qs-righnc EXHR-4.1.0_41.4.0-x86_64.is0 In Progress

Displaying Records 1-14 of 14 total | | | | |

THIS PROCEDURE HAS BEEN COMPLETED (for Upgrade from HLRR 4.0 Source)

5.6 Perform Health Check (Post ISO Administration)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the entire HLR Router
network and servers. This may be executed multiple times but must also be executed at least once within the time frame of 24-36
hours prior to the start of a maintenance window.

I:' Execute HLR Router Health Check procedures as specified in Appendix B.
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5.7 Full Database Backup (PROV & COMCOL ENV for All Servers)

This procedure is part of Software Upgrade Preparation and is used to conduct a full backup of the COMCOL run environment on
every server, to be used in the event of a backout/rollback of the new software release.

Procedure 3: Full Database Backup (PROV & COMCOL ENYV for All Servers)

Step Procedure Result

1. ;J;u}r;gsstr;ﬁe\/ Lli’-"a':iadrr;ss, o Use the VIP address to access the Primary HLRR NOAM GUI as specified

D HLRR NOAM GUI. in Appendix A.

Primary NOAM VIP:

2. VIP '« exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P
Select... ;
|:| B £ Main Menu N
Main Menu B Adainictration Main Menu: Status & Mana|
- Status & Manage & e Configuration .
[ Fiter «|[ Info |
- Database B M Alarms & Events
) g e Security Log
...as shown on the right. B & Status & Manage Network Element Server
B Network Elements
‘ Server NO_RLGHNC exhrNO-righ
‘ HA NO_RLGHNC exhrNO-right
4] m NO_RLGHNC gs-fighnc
B PIs NO_MRSVNC exhrNO-mrs
: E Processes NO_MRSVNC exhrNO-mrs
L+ Tasks
; ) NO_MRSVNC qs-mrsvnc
i | Files
g M Measurements 0 CARYNG RS- )

Primary NOAM VIP:

The name of the Primary ORACLE" Tekelec HLR Router
I:' Active NOAM HLRR 4.0.0-40.15.0

server may be easily ‘

verifed from the GUI
banner.

vVIP exhrNO-mrsvnc-b ACTIVE NETWORK OAM&P
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Procedure 3: Full Database Backup (PROV & COMCOL ENV for All Servers)

Step Procedure Result
4. Primary NOAM VIP: Main Menu: Status & Manage -> Database
I:' 1) Using the cursor, select -
the Primary Active NOAM | || Fitter ~|| info  ~|
HLRR server on the
[Status & Manage > OAM Max
Database] screen. Network Element Server Role HA Role
2) Then click the NO_RLGHNC exhrNO-righnc-b Network OAM&P Active
Backup...” dialogue NO_RLGHNC exhrNO-righnc-a Network OAM&P  Standby
button in the bottom of the
NO_MRSVNC { exhrNO-mrsvnec-b N Network OAM&P Active
NO_MRSVNC exhrNO-mrsvnc-a —Tetwork OANEP Standby
brt  Inhibit Replication _Ba%p; Compare..  Rest
Primary NOAM VIP:

The user will be present
I:' with the backup form.

Main Menu: Status & Manage -> Database [Backup]

Database Backup

Field Value
Server: exhrNO-mrsvnc-b
¥ Provisioning

Select data for backup V\Configuration

gzip
Compression 9/pzip2

none *
Archive Name Backup.EXHR.exhrNO-mrsvnc-b.ProvisioningAndConfiguration.NETWORK_(
Comment

(06 (Gancel
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Procedure 3: Full Database Backup (PROV & COMCOL ENV for All Servers)

Step

Procedure

Result

6.

[]

Primary NOAM VIP:

1) Uncheck the
“Configuration”
checkbox so that only
“Provisioning” data is
backed up.

2) Select “none” for the
Compression setting.

3) Enter a comment
(required) and then left
click the cursor outside
the comment field.

Main Menu: Status & Manage -> Database [Backup]

Database Backup

Field Value

Server: exhrNO-mrsvnc-b

. Provisioning

Select data for backup -'_IConﬁguration

gzip
bzip2

2 9none *

Compression

Archive Name Backup.EXHR.exhrNO-mrsvnc-b.Provisioning.NETWORK_OAMP.2016041
Comment IPreUpgrade 4140 3 ‘

| C}_kJ Cancel

Primary NOAM VIP:

1) Click the “Info” tab to
verify that the changes
have passed Pre-
Validation.

2) Click “Ok” dialogue
button in the bottom of the
right panel.

Main Menu: Status & Manage -> Database [Backup]

InfoIhL 1

Info

(i)

VT, TANTIVU=ITIT IVITL=IF

* Pre-Validation passed - Data NOT committed ...

Backup.EXHR.exhrNO-mrsvnc-b.Provisioning. NETWORK_OAMP.20160419_140 *
PreUpgrade 41.4.0

2 (9 (cancel
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Procedure 3: Full Database Backup (PROV & COMCOL ENV for All Servers)

Step Procedure Result
8 Primary NOAM VIP: Main Menu: Status & Manage -> Database
Wait for the screen to
. Filter - Info
I:' refresh (= 1-2 minutes) JnZ
then click the “Info” tab to info
verify that the Network Ele + DB Binha  204a-tsettrr eI EST =
Provisioning Backup » Su€Qess: Provisioning Backup on exhrNC-mrsvnc-b status MAINT_CMD_SUCCESS. Success
shows a status of NO_RLGHN * Success: Co Lstalie LT S @es-Slccess
MAINT CMD SUCCESS NO_RLGHN « Durability Admin Status is: NO Disk
- - ’ — « Durability Operational Status is: NO DRNO
NO_RLGHN

If a status of
MAINT_IN_PROGRESS
is received, then
periodically refresh the
Info message by
reselecting...

Main Menu
- Status & Manage
- Database

...then click the “Info” tab
again.

NOTE: This step
completes the backup of
the HLRR Provisioning
Database.

NOTE: The length of time required to complete the backup of the HLRR Provisioning
Database will vary based on the size of the customer database. The user should allow up to

60 minutes for this step to complete.

o If source release is HLRR 4.1, then SKIP to Step 15 of this procedure.

o If source release is HLRR 4.0, then continue with Step 9 of this procedure.

9. HLRR 4.0 only Main Menu: Administration -> Software Management -> Upgrade
Primary NOAM VIP:
L] 4y sete.. Tosts -
. Server Status Server Role Function  Upgrade State St
%strati on Hostidms OAM Max HA Role  Network Element Start Time Fif
> ?n(:x;;;ent hopleens Application Version Upgrade 1SO
- Upgrade Norm Network OAM&P  OAM&P
exhrNO-mrsvnc-a Standby NO_MRSVNC
Active 4.0.0-40.15.0
Norm Network OAM&P  OAM&P
exhrNO-mrsvnc-b Active NO_MRSVNC
Active 4.0.0-40.15.0
Norm Query Server Qs
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Procedure 3: Full Database Backup (PROV & COMCOL ENV for All Servers)

Step Procedure Result
10. Primary NOAM VIP: Server Status Server Role Function  Upgrade State 9
|:| ; ():'\I{\Ilthll]ekt:;/l,dQSIttitj:elec . s OAM Max HA Role Network Element Start Time F
the rows containing the ”:’:! :::’“’ed Appiication Version Upgrade 1SO
hostnames of the servers
in the Network Element Norm Network OAM&P OAM&P
(NE) to be upgraded. exhiNO-mrsvnc-a Standby NO_MRSVNC
2) Verify that the Upgrade Gl 400:20.150
State shows “Backup Norm Network OAM&P  OAM&P
Needed” for each server. exhrNO-mrsvnc-b Active NO_MRSVNC
Active 4.0.0-40.15.0
““““““““““““““““ ‘ Norm Query Server Qs
{qs-mrsvnc ! Observer NO_MRSVNC
4.0.0-40.15.0
Norm Network OAM&P OAM&P
exhrNO-righnc-a Standby NO_RLGHNC
Active 4.0.0-40.15.0

Primary NOAM VIP:

Click the “Backup”
dialogue button located
across the bottom left of
the right panel.

| Backup |

NLUYT

ISO Cleanup || Prepare

S U T JU.LO.U

Initiate

Complete || Accept

ﬁuil backup of COMCOL run environment on the selected server(s). |

Report

Primary NOAM VIP:

Wait for the screen to
refresh once again then
click the “Tasks” tab to
view the individual backup
task progress.

Main Menu: Administration -> Software Management -> Upgrade

Tasks'~

D
Hostname

2

2z
exhrNO-mrswi] 2

-
exhrNO-mrswii

exhrNO-righnc-a
gs-fighnc
exhrNO-righne-b

exhrNO-mrswnc-b

Hostname Name

Pre-upgrade full backup
Pre-upgrade full backup

Pre-upgrade full backup

Pre-upgrade full backup

Task State
unning
running
running

completed

Details

Full backup on exhrNO-
righnc-a

Full backup on gs-righnc

Full backup on exhrNO-
rghnc-b

Full backup on exhrNO-
mrsvnc-b
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Procedure 3: Full Database Backup (PROV & COMCOL ENV for All Servers)

Step Procedure Result
13. Primary NOAM VIP: Server Status Server Role Function  Upgrade State 9
The “Upgrade” screen =
|:| e o OAM Max HA Role Network Element Start Time f
Progress bar will auto- Max Allowed e e Uparade 1SO
refresh at this point. HA Role e -
Norm Network OAM&P OAM&P
Monitor all servers backed exhrNO-mrsvnc-a Standby NO_MRSVNC
up in Step 10 of this Active 4.0.0-40.15.0
E{?:gs:éz lért]gltgle Norm Network OAM&P OAMEF Not Ready
Changes from “Backup exhrNO-mrsvnc-b Active NO_MRSVNC
Needed” to “Not Ready”. Active 4.0.0-40.15.0
Norm Query Server Qs
NOTE: The COMCOL qs-mrsvnc Observer NO_MRSVNC
enviorment backups may 4.0.0-40.15.0
take s/e;/era’lp /minute7/ to t i— Network OAM&P OAMEP
;:;'Zf 3906,;7,.””?229 alowat 11 ovhNO-righnc-a Standby NO_RLGHNC
Active 4.0.0-40.15.0

Primary NOAM VIP:

Execute COMCOL
enviorment backups for
the next NE

o Repeat Steps 10 - 13 of this procedure (one Network Element at a time), until

all servers in the topology display an “Upgrade State” of “Not Ready”.

NOTE: This completes the COMCOL environment Backup procedures for source release

4.0, SKIP the remaining steps of this procedure and exit at this time.

THIS PROCEDURE HAS BEEN COMPLETED (Upgrade from HLRR 4.0 Source)

Upgrade from HLRR 4.1 Source only:

Primary NOAM VIP:

Main Menu: Administration -> Software Management -> Upgrade

15.
1) Select...
[] Tasts
Main Menu
- Adminustration NO_mrsvnc_grp NO_righnc_grp  SO_carnync_grp  SO_drhmnc_grp  mpi_carync._grp  mp
- Software
Management Upgrade State  OAM Max HA Role Server Role Function  /
> Upgrade Hostname
Server Status Appl Max HA Role Network Element [l
The server “Upgrade Standby Network OAM&P  OAM&P 2
State” will show “Backup SR RRED Morm N/A NO_MRSVNC
Needed" at this point. Active Network OAM&P  OAM&P 4
exhrNO-mrsvnc-a
2) In the bottom of the Norm N/A NO_MRSVNC
right panel, click the e Observer Query Server Qs 4
Backup All” button. Norm NIA NO_MRSVNC
[ BackuR_| I Backup All _| heckup neckup All || Auto Upgrade |
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Procedure 3: Full Database Backup (PROV & COMCOL ENV for All Servers)

Step

Procedure

Result

16.

[]

Primary NOAM VIP:

The user is presented with
the Upgrade [Backup
All] screen.

1) Verify that the
“Exclude” radial button is
selected.

2) Click “Ok” button to
begin the backup(s).

NOTE: All servers in the
topology which are in a
state from which upgrade
can be initiated will be
visible on this screen (i.e.
servers in “Forced
Standby” or “O0S” will not
present).

Main Menu: Administration -> Software Management -> Upgra

Network element
NO_MRSVNC

NO_RLGHNC
SO_CARYNC

SO_DRHMNC
Full backup options

Database parts exdusion* clude Select "Do not exclude” to perform a full backup of the

VAction

[ViBack up
[VBack up
[VBack up

[VIBack up

Server(s) in the proper state for backup

| exhrNO-mrsvnc-a | exhrNO-mrsvnc-b| gs-mrsvnc|

{exhrNO-righnc-a | exhrNO-righnc-b | gs-righnc |

|exhrSO-drhmnc-a|; exhrSO-drhmnc-bii mp1-drhmnc

Select "Exclude” to perform a full backup of the COM(
lusrTKLCl/appworks/etc/exclude_parts.d/.

take longer and produce larger backup files in Mar/TH

(o] (Qencel]

Primary NOAM VIP:

The user is returned to the
Active Primary HLRR
server tab on the
Administration >
Software > Upgrade
screen where the server
“Upgrade State” should
now show “Backup in
Progress” for all servers
on that tab.

Main Menu: Administration -> Software Management -> Upgrade

Tasks

NO_mrsvnc_grp

Hostname

exhrNO-mrsvnc-b
exhrNO-mrsvnc-a

gs-mrsvnc

NO_righnc_grp SO_carync_grp SO_drhmnc_grp mp1_carync_grp

Upgrade State

Backup In
Progress

Norm

Backup In
Progress

Norm

Backup In
Progress

OAM Max HA Role Server Role Function
Appl Max HA Role Network Element

Standby Network OAM&P OAME&P

NO_MRSVNC
ive Network OAM&P OAM&P
NO_MRSVNC
Observer Query Server Qs
NIA NO_MRSVNC
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Procedure 3: Full Database Backup (PROV & COMCOL ENV for All Servers)

Step

Procedure

Result

18.

[]

Primary NOAM VIP:

The screen will auto-
refresh at this point.

Monitor the Backups until
the server “Upgrade
State” shows “Ready”
for all servers on that tab.

NOTE: It can take up to
20 minutes for for
COMCOL backup to
complete.

Main Menu: Administration -> Software Management -> Upgrade

| Fiter ~|| Tasks =|

NO_mrsvnc_grp  NO_righnc_grp  SO_carync_grp  SO_drhmnc_grp mpi_carnc_grp  m

Upgrade State
Hostname

Serveg Status

Ready
exhrNO-mrsvnc-b

Ready
exhrNO-mrsvnc-a

Norm

Ready
qs-mrsvnc

Norm

OAM Max HA Role Server Role
Appl Max HA Role Network Element

Standby Network OAM&P
N/A NO_MRSVNC
Active Network OAM&P
N/A NO_MRSVNC
Observer Query Server
N/A NO_MRSVNC

Function

OAM&P

OAM&P

Qs

Primary NOAM VIP:

Click on the each tab and
monitor the Backups until
the server “Upgrade
State” shows “Ready”
for all servers on all tabs.

I IMPORTANT !!

Starting with HLRR 4.1,
the Appl Max HA Role is
now displayed in the
Administration >
Software > Upgrade
screen.

This state is expected to
be [¢JeF] for HLRR MP
servers.

Main Menu: Administration -> Software Management -> Upgrade

| Fiter ~|| Tasks =|

NO_mrswnc_grp  NO_righnc_grp  SO_carync_grp  SO_drhmnc_grp mp1_carync_grp

Upgrade State
Hostname

Server Status

Ready
mp1-carync

Norm

OAM Max HA Role Server Role
Appl Max HA Role  Network Element

Active MP

o o

Function

EAGLE XG
HLR Router

Primary NOAM VIP:

Monitor the remaining
tabs under the
Administration >
Software = Upgrade
screen until all servers on
each tab display a server
“Upgrade State” value of
“Ready”.

Repeat Step 19 of this procedure until all servers in the topology display a server

“Upgrade State” value of “Ready”.

THIS PROCEDURE HAS BEEN COMPLETED (Upgrade from HLRR 4.1 Source)
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6. PRIMARY / DR HLRR NOAM UPGRADE EXECUTION

Call My Oracle Support (MOS) and inform them of your plans to upgrade this system prior to executing this upgrade.
Refer to Appendix J: Accessing My Oracle Support (MOS) for information on contacting MOS.
Before upgrade, users must perform the system Health Check (Appendix B). This check ensures that the system to be

upgraded is in an upgrade-ready state. Performing the system health check determines which alarms are present in the
system and if upgrade can proceed with alarms.

wiexk WARNING % %%
If there are servers in the system, which are not in Normal state, these servers should be brought to the Normal or the
Application Disabled state before the upgrade process is started. The sequence of upgrade is such that servers
providing support services to other servers will be upgraded first.

kkkk WARNING kkkkk

Please read the following notes on this procedure:

If a procedural STEP fails to execute successfully or fails to receive the desired output, STOP and contact MOS for
assistance before attempting to continue.

Procedure completion times shown here are estimates. Times may vary due to differences in database size, user
experience, and user preparation.

Where possible, command response outputs are shown as accurately as possible. EXCEPTIONS are as follows:
e Session banner information such as time and date.
e System-specific configuration information such as hardware locations, IP addresses and hostnames.

e ANY information marked with “XXXX” or “YYYY.” Where appropriate, instructions are provided to
determine what output should be expected in place of “XXXX or YYYY”

e Aecsthetic differences unrelated to functionality such as browser attributes: window size, colors, toolbars and
button layouts.

After completing each step and at each point where data is recorded from the screen, the technician performing the
upgrade must mark the provided Checkbox.

For procedures which are executed multiple times, a mark can be made below the Checkbox (in the same column) for
each additional iteration that the step is executed.

Retention of Captured data is required as a future support reference if this procedure is executed by someone other than
Oracle’s Tekelec Customer Care Center.

NOTE: /n order to minimize possible impacts due to database schema changes, Primary and DR HLRR NOAM
Network Elements must be upgraded within the same maintenance window.

6.1 Perform Health Check (Primary/DR NOAM Pre Upgrade)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the entire HLR Router
network and servers. This may be executed multiple times but must also be executed at least once within the time frame of 24-36
hours prior to the start of a maintenance window.

I:' Execute HLR Router Health Check procedures as specified in Appendix B.
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6.2 Upgrade Primary NOAM NE
Procedure 4: Upgrade Primary NOAM NE

Step Procedure Result
Using the VIP
1. address, access the e Using the VIP address, access the Primary HLRR NOAM GUI as described in
D Primary HLRR Appendix A.
NOAM GUI.
Primary NOAM VIP:
2, Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
1) Select... ‘
I:' B £ Main Menu . |
Main Menu o @8 Administration Main Menu: Status & Mang
- Status & Manage [ M Configuration =
1t -
- Database £ Mm Alarms & Events

2) The name of the
Primary Active
NOAM server may be
easily verifed from
the GUI banner.

3) Using the Primary
Active NOAM server
as a reference point,
we can now identify
the name of the
Primary NOAM NE.

g1 Mm Security Log

OAM
B & Status & Manage Hostname 1 HA Rd
& Network Elements
. Server exhrNO-righnc-b Activel
& Z‘E exhrNO-righnc-a Stang
§ Database
. qs-righnc Obse

I kris

Tekelec HLR Router
4.0.0-40.15.0

ORACLE’

2

exhrNO-mrsvnc-b ACTIVE NETWORK OAM&P D
[

vIiP

B £ Main Menu

OAM M Application Max
Hostname 3% Max HA Allowed HA Mate Hostname List  Network Elemer Server Role
HA Role
Role Role
exhrNO-righne-b  Active 00s Aclive exhrNO-righnc-a NO_RLGHNC Network OAM&P
exhrNO-righnc-a  Standby 00S Active exhrNO-righnc-b NO_RLGHNC Network OAM&P
exhrNO-righnc-a
gs-righnc Observer 0O0S Observer o 0wl ghnc-b NO_RLGHNC Query Server
< exhrNO-mrsvnc-b  Active 00s Active exhrNO-mrsvnc-a Network OAM&P
exh - ndby 00s Active exhrNO-mrsvnc-b O_WRSV etwork CAM&P
exhrNO-mrsvnc-a 3
gs-mrsvne Observer 00S Obsenver o nO-mrsvnc-b NO_MRSVh uery Server

Record the name of
the Primary HLRR
NOAM NE in the
space provided.

Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information) record
the name of the Primary HLRR NE site in the space provided below:

Primary HLRR NOAM NE:
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Step

Procedure

Result

4,

[]

Primary NOAM VIP:

1) Click the “Filter”
tab in the top left of
the right panel.

2) Under “Scope”
select the Network
Element name for
the Primary HLRR
NOAM NE.

2) Click on the “Go”
dialogue button.

Main Menu: Status & Manage -> HA

N<Eilter -2~

Scope: | . Network Element - ¥ - Ser]

Filter

Server Role: |_ All -

Display Filter: | - None -

~_
5. Primary NOAM VIP: Main Menu: Status & Manage -> HA (Filtered)
The user should be
|:| presented with the list
of servers associated —
. - Application Max
nt&g‘%g‘:ﬂa& Hostname f::: ::‘ MaxHA  Allowed HA Mate Hostname List Network Element  Server Role
Role Role
Identif h exhiNO-mrsvnc-b  Active 00s Active exhrNO-mrswnc-a NO_MRSVNC Network OAM&P
“Heonsltr?ll aen;;‘:” its exhiNO-mrsvnc-a  Standby 00s Active exhrNO-mrsvnc-b NO_MRSVNC Network OAMEP
:g(;rl‘\;leltliclgz’l,e?’nd gs-mrswnc Observer  00S Observer :ﬁmgmgﬁ:g NO_MRSVNC Query Server
6 Primary NOAM VIP:
. Record the names of | L] Primary NOAM “Active”:
|:| Primary HLRR
NOAM NE serversin | [] Primary NOAM “Standby”:
the space provided to
the right. [ ] Primary Query Server (if equipped):
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Step Procedure Result
Primary NOAM VIP
7. (GU'): Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
I:' B £ Main Menu R
Select... B B8 Administration Main Menu: EAGLE XG Database -> Cor
Main Menu @ Configuration
i M Alarms & Events
D%atEa?)SIS-eE XG B2 M Security Log
9 Configuration [+ ] M Status & Manage Variable Value
> PDBI B B Measurements g = 7
> Options B & EAGLE XG Database DR DR O L
B #8 Configusation TCP Listening Port 7
...as shown on the ~ | Network Entity P 7
right. & ON
B vsI SSL Listening Port 5874
B & PDBI
S Yoptions| Allow Connections v
: glon]r{nluc:ions Max Connections 16
i aCKIS
8. Primary NOAM VIP: Transaction Durability Timeout 5 seconds
Locate the “Remote
I:' Import Enabled”
checkbox and record
the pre-upgrade Remote Import Enabled
state.
Remote Import Mode Non-Blocking ¥
Remote Import Enabled (pre-upgrade state):
[ ] CHECKED
[ ] NOT CHECKED
9. Primary NOAMVIP: | | 1 nsaction Durability Timeout 5 seconds
If the “Remote |
I:' Import Enabled”
checkbox was Remote Import Enabled |
checked in the
FI;VEVMi%lJ;EStﬁP, heck Remote Import Mode Blocking ¥
e chec
mark.
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Procedure 4: Upgrade Primary NOAM NE

Step Procedure Result

10 Primary NOAM VIP:
. If the Check mark
I:' was REMOVED from

the “Remote Import [ Applyn | 1
Enabled” checkbox PRIy

Main Menu: EAGLE XG Database -> Configuration -> PDBI -> Options

in the previous step,

then execute the " - .
following: Main Menu: EAGLE XG Database -> Configuration -> PDBI -> Options

1) Click the “Apply”

dialogue box in the 2

top left of the right Success!
panel. Update successful

2) Verify that a
“Success!”

response is received
in the banner.

Primary NOAM VIP: —_—
11. Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
|:| Select... B 5 Main Menu :
Main Menu @ @ Administration Main Menu: Status & Ma
i Configuration
- Status & Manage : -~ marr:s& Cvants [ Fiter ~]|[ Info |
- Database ' :
B I Security Log
...as shown on the B & Status & Manage Network Element
right. [l Network Elements
Il Server NO_RLGHNC
& HA SO_DRHMNC
& Eng['ig SO_DRHMNC
& xeis SO_CARYNC
‘ Processes NO_MRSVNC
12 Primary NOAM VIP:
~ | 1) Click the “Disable
I:' Provisioning” Disable Proyjsioning |
dialogue button at the {b
bottom of the right
panel.
2) Click the “OK” ) %
button on the 10.240.40.6 says:
confirmation pop-up
box.

Disable provisioning

Are you sure?

0K [}_ Cancel
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Procedure 4: Upgrade Primary NOAM NE

Step Procedure Result
13, | Primary NOAMVIP: | | main Menu: Status & Manage -> Database
1) Verify that a

[]

Warning message
indicating that
“Global
provisioning has
been manually
disabled” will appear
in the banner.

2) Verify that the text
on the dialogue
button at the bottom
of the right panel
changes to state
“Enable
Provisioning”.

NOTE: Event ID
10008 (Provisioning
Manually Disabled)
will appear at this
time and can be
safely ignored.

wWarming ~

Network Elen !

NO_RLGHNdm q

Enable Provisioning Report nhibit/Allow Rej

e |If source release is HLRR 4.1, then SKIP to Step 37 of this procedure.

o |If source release is HLRR 4.0, then continue with Step 14 of this procedure.

14. HLRR 4.0 only e Upgrade the Primary NOAM “Standby”server (as identified and recorded in Step 6 of this
|:| Primary NOAM VIP: procedure) using Appendix C (Upgrade Server on HLRR 4.0).
Upgrade the ) ) .
“Standby” Primary e In Step 6 of this procedure, check-off [X] the associated checkbox as the upgrade is
NOAM server. completed for the upgraded Primary NOAM “Active” server.
Primary NOAM VIP CentOS release 6.7
15. (CLI): Kernel 2.6.18-274.4.1.el5prerel5.0.0 72.32.0 on an x86_ 64
I:' Using the VIP

address, login to the
“Active” Primary
HLRR NOAM with
the admusr account.

exhrNO-mrsvnc-b login: admusr
Password: <admusr_password>

Primary NOAM VIP:

The user will be
presented with output
similar to that shown
to the right.

*** TRUNCATED OUTPUT ***

RELEASE=6.4

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpcommon: /usr/TKLC/c
omagent-gui:/usr/TKLC/comagent-gui:/usr/TKLC/comagent:/usr/TKLC/sds
PROMPATH=/opt/comcol/prod

RUNID=00

[admusr@exhrNO-mrsvnc-b ~1$
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Procedure 4: Upgrade Primary NOAM NE

Step Procedure Result
Primary NOAM VIP: [admusr@exhrNO-mrsvnc-b ~]$ sudo irepstat -w
17. Verify that the -—- Policy 0 ActStb [DbReplication]
|:| DbRZ lieation status | 22 T° ; e 0 0.00 1%R 3%S 0.04%cpu 22B/s
< ';’. ot AA To 0 0.00 1%R 0.05%cpu 21B/s
';t ;b“’ep 1o the AA To , 0 0.00 1%R 33%S 0.05%cpu 22B/s
Néle yhjunary AB To exhrSO-carync-a Active 0 0.00 1%R 3%S 0.05%cpu 22B/s
which was AB To  exhrSO-drhmnc-b Active 0 0.00 13R 3%S 0.043%cpu 22B/s
upgraded in Step 14
of this procedure. irepstat ( 7 lines) (h)elp
[admusr@exhrNO-mrsvnc-b ~]$

Primary NOAM VIP:
I' IMPORTANT !!

DO NOT proceed to
the next step until a
DbReplication status
of “Active” is
returned for the
Standby Primary
NOAM server.

o If a DbReplication status of “Audit” was received for the Standby Primary NOAM server in
the previous step, then REPEAT Step 17 of this procedure until a status of “Active” is
returned.

Primary NOAM VIP:

Exit the CLI for the
“Active” Primary
NOAM server.

[admusr@exhrNO-mrsvnc-b filemgmt]$ exit
Logout

Using the VIP
address, access the
Primary NOAM GUI.

e Using the VIP address, access the Primary NOAM GUI as described in
Appendix A.
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Procedure 4: Upgrade Primary NOAM NE

Step Procedure Result
Primary NOAM VIP: _—
21. Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P) - Global Provisioning disabled
|:| 1) Select... B 0 Main Menu ) o )
Main Menu B & Administration Main Menu: Administration -> Software Management -> Upgr
- General Options
= Administration a : pr c‘,::,d e
~>Software B & Software Management
Management [ Versions Server Status  Server Role Function  Upgrade State
= Upgrade | 150 Deployment Hostnamio OAM Max HA Role Network Element Start Time
2) Using the vertical . :ﬁ:ﬁ:asd:wm Max Atowed  Application Version Upgrade 1SO
scroll bar in the right M Configuration Network OAM&P  OAMSP  NotReady
panel, scroll to the i Alarms & Events exhiNO-mrsvnc-a Standby  NO_MRSVNC
row containing the i Security Log Active 41.0-4140
hostrame of the e _ : — omsp
“Active” Primary i Measurements NO_MRSVNC
HLRR NOAM (as M EAGLE XG Database ' iA 4.0.0-40.15.0
identified and i Tekelec HLR Router EAGLE XG
recorded in Step 6 of & Help i " ki S ReRd
this procedure). §8 Logout
Backup || ISO Clean Prepqre tiat Accept | Report
3) Verify that the @

Upgrade State
shows “Not Ready”.

4) Click the
“Prepare” dialogue
button located in the
bottom left of the right
panel.

Primary NOAM VIP:

The user should be
presented with the
Upgrade [Make
Ready] screen.

Click on “Ok”
dialogue button.

Main Menu: Administration -> Software Management -> Upgrade [Prepare]

Info vt
Hostname Action HA Status
o p Max HA Role Active Mates Standby Mates Spare Mates
{ - ¥
SXUINO A¥ame U ke Active None exhrNO-mrsvnc-a None

Primary NOAM VIP:

As the “Active”
Primary HLRR
NOAM server is
placed in the
“Prepare” Upgrade
state, an HA
Switchover will
occur.

e The user will be disconnected from the GUI session as the “Active” Primary NOAM
Server goes through HA Switchover and becomes the “Standby” server.
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Procedure 4: Upgrade Primary NOAM NE

Step

Procedure

Result

24,

[]

Primary NOAM VIP:

If not automatically
logged out of the
GUI, use the
[Logout] link in the
top right of the
browser to logout of
the Primary HLRR

Welcome guiadmin [Loqouf]

U

NOAM GUI.
25 Primary NOAM VIP JavaScript libraries, images and other objects are often modified in the upgrade. Browsers can
(GUI): sometimes cause GUI problems by holding on to the old objects in the built-in cache. To prevent

Clear the browser
cache.

I IMPORTANT !!

DO NOT proceed to
the next step until the
browser cache has
been cleared.

these problems always clear the browser cache before logging into an OAM GUI which has just
been upgraded:

1) Simultaneously hold down the [Ctrl], [Shift] and [Delete] keys (most Web browsers).
2) Select the appropriate object types to delete from the cache via the pop-up dialog. (e.g.

“Temporary Internet Files”, “Cache” or “Cached images and files”, etc.). Other
browsers may label these objects differently.

3) Clear the cached data.

26 Using the VIP

|:| Ia;rj'ldn:e:ril I?Ii?sl:s the e Using the VIP address, access the Primary HLRR NOAM GUI as described in Appendix A.
NOAM GUI.
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Procedure 4: Upgrade Primary NOAM NE

Step Procedure Result
Primary NOAM VIP: | |
27. 1) Select Connected using VIP to exhrNO-mrsvnc-a (ACTIVE NETWORK OAM&P)
I:' B S Main Menu | ]
Main Menu 8 Administration Main Menu: Status & Manage -> HA
- Status & Manage B @ Configuration :
> HA m Alarms & Events
. . i Security Log
2) Click on the “Edit”
) B & Status & Manage Hostname

dialogue button.

[l Network Elements exhrNO-mrsvnc-a
I server exhrNO-mrsvnc-b
R
%] D%tabase -
I KPIs exhrNO-righnc-a
- | Processes exhrNO-righnc-b
o im Tasks
| B Files qs-rlghnc
B e Measurements exhrSO-carync-a
M EAGLE XG Database exhrSO-carync-b
[ Lel;:elec HLR Router mp1-carync
s, Hel
<& help mp2-carync

.- | Legal Notices

B Logout

avhr@Nudrhmne.a
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HLR Router 4.1 Software Upgrade

Step

Procedure

Result

28.

[]

Primary NOAM VIP:

1) Select the
“Standby” Primary
HLRR NOAM server
and change a Max
Allowed HA Role
value from
“Standby” to
“Active”.

2) Press the “Ok”
button at the bottom
of the right panel.

Hostname
exhrNO-mrsvnc-a

exhrNO-mrsvnc-b

qs-mrsvnc

Main Menu: Status & Manage -> HA [Edit]

Max Allowed HA Role
Active v

Obse

Hostname
exhrNO-mrsvnc-a

exhrNO-mrsvnc-b
gs-mrsvnc

exhrNO-righnc-a

Max Allowed HA Role

Active v

Active v

2 (g

The maximum desired HA Rol

Primary NOAM VIP:

Application HA

— | Verify that the Max Hostname OAM HA Role Role Role
I:' Allowed HA Role
value has been exhr nc-a Active 00Ss Active
updated to “Active” 4~
for the “Standby” <\ exhl'NO-ml'S\mC-b Stal'ldby Stal'ldb)’
Primary NOAM
server. gs-mrsvnc Observer Observer Observer
30 P rimary N O AM V1P ;| |
. Select. .. Connected using VIP to exhrNO-mrsvnc-a (ACTIVE NETWORK OAM&P)
I:' . B £ Main Menu ‘
Main Menu Main Menu: Status & Ma

- Status & Manage
-> Server

...as shown on the
right.

i Administration
i Configuration

[ +]
[ +]
B e Security Log
=

Seryer]

b

i ‘HA

- [Jj Database

m Alarms & Events

& Status & Manage
[ Network Elements

Server Hostname
exhrNO-mrsvnc-a
exhrNO-mrsvnc-b
exhrNO-righnc-a
exhrNO-righnc-b
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Step

Procedure

Result

31.

[]

Primary NOAM VIP:

Using the vertical
scroll bar in the right
panel, scroll to the

Main Menu: Status & Manage -> Server

Filter ~

row con taining the Server Hostname Network Element Appl State Alm DB Reporting Status  Proc
hostname of exhrNO-mrsvnc-a NO_MRSVNC Enabled Warn Norm Norm Norm
«Standby” (fomerly exhiNO-mrsvnc-b  |NO_MRSVNC N BT Wam Nom  Nom
Active) Primary exhrNO-righnc-a NO_RLGHNC Enabled Norm Norm Norm Norm
NOAM server. exhrNO-righnc-b NO_RLGHNC Enabled Norm Norm Norm Norm
NOTE: Although
currently“Standby”,
this is the same
server that was
identified and
recorded as “Active”
in Step 6 of this
procedure.
32 Primary NOAM VIP: B _
= | 1) Click the Stop || Restart || Reboot | NTP Sync | Report
I:' “Restart” dialogue
buttom at the bottom :l LF*‘.f_—start selected server(s). }
of the right panel.
2) Click the “Ok” -
button on the pop-up 10.240.40.6 says:
confirmation box.
wish to restart application software
erver(s
exhrNO-mrsvnc-b 2
0K E\\f ‘ Cancel
33, | Primary NOAMVIP: Server Hostname  Network Element  Appl State  Alm DB Reporting Status  Proc
|:| Fortth_e.ro"‘ih exhrNO-mrsvnc-a  NO_MRSVNC vk Warn  Norm  Norm pror
containing the S e N
“Standby” (fomerly exhrNO-righnc-a NO_RLGHNC e Norm Norm Norm 1o

Active) Primary
NOAM server.

1) Verify that the
“Appl State”
changes to
“Enabled”.

2) Verify that the
“Proc” value
changes to “Norm”.

NOTE: Steps 34 and 35 of this procedure may be executed in parallel.
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Procedure 4: Upgrade Primary NOAM NE

Step

Procedure

Result

34.

[]

Primary NOAM VIP:

Initiate upgrade for
the current
“Standby” Primary
NOAM server.

1. Upgrade the “Standby” (fomerly Active) Primary NOAM server using Appendix D (Server
Upgrade Administration on HLRR 4.1)

NOTE: Although currently*“Standby?, this is the same server that was identified and recorded as
“Active” in Step 6 of this procedure.

2. In Step 6 of this procedure, check-off X the associated check box as the upgrade is
completed for the upgraded Primary NOAM “Active” server.

Primary NOAM VIP:

Initiate upgrade for
the Primary Query
Server.

1. Upgrade the Primary Query Server (as identified and recorded in Step 6 of this procedure)
using Appendix D (Server Upgrade Administration on HLRR 4.1)

2. In Step 6 of this procedure, check-off [X] the associated check box as the upgrade is
completed for the upgraded Primary Query Server.

Primary NOAM VIP:
1 IMPORTANT !!

DO NOT proceed
until both upgrades
for the current
“Standby” Primary
NOAM server and
the Primary Query
Server have been
successfully
completed.

1. Verify that both upgrades specified in Steps 34 and 35 have been successfully completed.

2. For upgrade from source release HLRR 4.0, SKIP to Step 51 of this procedure.

Upgrade from HLRR 4.1 source only:

Primary NOAM VIP:

Initiate upgrade for
the “Standby”
Primary NOAM
server.

1. Upgrade the Primary NOAM “Standby” server (as identified and recorded in Step 6 of this
procedure) using Appendix D (Server Upgrade Administration on HLRR 4.1).

2. In Step 6 of this procedure, check-off X the associated checkbox as the upgrade is
completed for the upgraded Primary NOAM “Standby” server.

Primary NOAM VIP
(CLI):

Using the VIP
address, login to the
“Active” Primary
NOAM server with
the admusr account.

CentOS release 6.7
Kernel 2.6.32-573.18.1.elb6prerel7.0.3.0.0 86.43.0.x86 on an x86 64

exhrNO-mrsvnc-b login: admusr
Password: <admusr_password>

Primary NOAM VIP:

The user will be
presented with output
similar to that shown
to the right.

*%*%* TRUNCATED OUTPUT **x*

RELEASE=6.4

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpcommon: /usr/TKLC/c
omagent-gui:/usr/TKLC/comagent-gui:/usr/TKLC/comagent:/usr/TKLC/sds
PROMPATH=/opt/comcol/prod

RUNID=00

[admusr@exhrNO-mrsvnc-b ~]1$
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Procedure 4: Upgrade Primary NOAM NE

Step Procedure Result
Primary NOAM VIP: [admusr@exhrNO-mrsvnc-b ~]$ sudo irepstat -w
40. Verify that the -—- Policy 0 ActStb [DbReplication]
|:| Dbéy lication status | 22 T° ; e 0 0.00 1%R 3%S 0.04%cpu 22B/s
, “Ae':.'c‘,’, 't°r:hsaus AA To 0 0.00 1%R 0.05%cpu 21B/s
IS “Active " lo Ine AA To , 0 0.00 1%R 33%S 0.05%cpu 22B/s
Standby Primary AB T hrso- 2 Acti 0 0.00 1R 335 0.05%cpu 22B/
NOAM WhICh was O exnr carync-a C }ve . ] ] . sCpu S
. AB To exhrSO-drhmnc-b Active 0 0.00 1%R 3%S 0.04%cpu 22B/s
upgraded in Step 37
of this procedure. irepstat ( 7 lines) (h)elp
[admusr@exhrNO-mrsvnc-b ~]$
41 Primary NOAM VIP:
D' Il IMPORTANT !!
DO NOT proceed to
the next step until a If a DbReplication status of “Audit” was received for the Standby Primary NOAM server in the
DbReplication status | previous step, then REPEAT Step 40 of this procedure until a status of “Active” is returned.
of “Active” is
returned for the
Standby Primary
NOAM server.
42 Primary NOAM VIP: [admusr@exhrNO-mrsvnc-b filemgmt]$ exit
" | Exitthe CLIforthe | 1°9°ut
I:' “Active” Primary
NOAM server.
—
2 NOTE: Steps 43 and 44 of this procedure may be executed in parallel.
43 Primary NOAM VIP:
: Initiate upgrade for
I:' the “Active” Primary
NOAM server. 1. Upgrade the Primary NOAM “Active” server (as identified and recorded in Step 6 of this

procedure) using Appendix D (Server Upgrade Administration on HLRR 4.1)

11 IMPORTANT !!

Thi§ yvill cause an HA | 2. In Step 6 of this procedure, check-off |Z| the associated check box as the upgrade is
activity Switchover to completed for the upgraded Primary NOAM “Active” server.

the mate Primary

HLRR NOAM server.

This will occur within
a few minutes of
initiating the upgrade.

Primary NOAM VIP: | 1. Upgrade the Primary Query Server (as identified and recorded in Step 6 of this procedure)
Initiate upgrade for using Appendix D (Server Upgrade Administration on HLRR 4.1)

the Primary Query

Server 2. In Step 6 of this procedure, check-off [X] the associated checkbox as the upgrade is

completed for the upgraded Primary Query Server.
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Procedure

Result

45.

[]

Primary NOAM VIP
(CLI):

I IMPORTANT !!

DO NOT execute this
step until the
upgrades specified in
Steps 43 and 44 of
this procedure have
both completed
successfully.

Using the VIP
address, login to the
“Active” Primary
NOAM server with
the admusr account.

CentOS release 6.7
Kernel 2.6.32-573.18.1.elbprerel7.0.3.0.0 86.43.0.x86 on an x86 64

exhrNO-mrsvnc-b login: admusr
Password: <admusr_password>

Primary NOAM VIP:

The user will be
presented with output
similar to that shown

*%** TRUNCATED OUTPUT ***

RELEASE=6.4
RUNID=00
VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpcommon: /usr/TKLC/c

to the right. omagent-gui:/usr/TKLC/comagent-gui: /usr/TKLC/comagent:/usr/TKLC/sds
PROMPATH=/opt/comcol/prod
RUNID=00
[admusr@exhrNO-mrsvnc-b ~]$
47 Primary NOAM VIP: [admusr@exhrNO-mrsvnc-a ~]$ ivi ServiceCategory
Edit the
I:' ServiceCategory
table using the “ivi”
utility.
Primary NOAM VIP: #!/bin/sh
48. : . iload -ha -xU -frecNum -fname -fintraSitePath -finterSitePath
Using the VI Editor ServiceCategory \
I:' command set,adda | __,
line for ComAgen.t to 0|Unspecified|NodeInfoPath|NodeInfoPath
the bottom of the list | || 5| INTERNALIMI | INTERNALXMI
using the values and | 5 115 cation| INTERNALTMT | INTERNALXMT
syntax exac“y_ as 31Signaling|NodeInfoPath|NodeInfoPath
shown to the right. 5|HA Secondary| INTERNALIMI | INTERNALXMT
7|HA MP Secondary| INTERNALIMI | INTERNALXMI
. _B4RepTication MP|INTERNALIMI [T MI
NOTE: Numenc‘?/ ( 20| ComAgenthSdeInfoPath |NodeInfoPath
values for other line [~ T
entries in the listmay | .
vary from what is -
shown to the right. ~
E74583-02 50 of 126




HLR Router 4.1 Software Upgrade

User's Guide

Procedure 4: Upgrade Primary NOAM NE
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Procedure

Result

49.

[]

Primary NOAM VIP:

1) Using the VI
Editor command set,
save the file (hit the
[ESC] key to exit Edit
mode, then type
“:wq!” and hit the
[ENTER] key to write
the change).

2) Answer “y” whenn
prompted to apply the
changes.

twq!

"/tmp/IvI18490" 12L, 411C written

APPLY THE CHANGES [yn]? y
LOADED OK
[admusr@exhrNO-mrsvnc-a ~]$

Primary NOAM VIP:

Verify that the
ServiceCategory
table now displays
the ComAgent line
exactly as shown to
the right.

[admusr@exhrNO-mrsvnc-a ~]$ iqt ServiceCategory |grep ComAgent
20 ComAgent NodeInfoPath NodeInfoPath
[admusr@exhrNO-mrsvnc-a ~]$

Proceed to
Procedure 5.

e Execute Procedure 5 at this time.

NOTE: In order to minimize possible impacts due to database schema changes, Primary and DR
NOAM NE sites must be upgraded within the same maintenance window.

THIS PROCEDURE HAS BEEN COMPLETED.
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6.3 Upgrade DR NOAM NE
Procedure 5: Upgrade DR NOAM NE

HLR Router 4.1 Software Upgrade

Step Procedure Result
Using the VIP
1. address, access the e Using the VIP address, access the Primary HLRR NOAM GUI as described in
|:| Primary HLRR Appendix A.
NOAM GUL.
2. Primary NOAMVIP: | | Main Menu: Administration -> Software Management -> Upgrade
|:| 1) Select...
Main Menu Tasks ~
- Administration
>Software NO_mrsvnc_grp NO_righnc_grp SO_carync_grp SO_drhmnc_grp mp1_carync_grp mi
Management
- Upgrade ade State OAM Max HA Role Server Role Function i
Hosinme S Stat Network El t 1
2) Click on the tab b = oy
associated with the Ready Network OAM&P DR OAME&P
exhrNO-righnc-b
gR NOAM Server 9 Noim NO_RLGHNC
roup.
Ready Standb Network OAM&P DR OAM&P
exhrNO-righnc-a — it
3) From the “OAM Norm NO_RLGHNC
Max HA Role” field
’ Ready Ob: Q S Qs
identify the HA state gs-righnc S — En e
Norm NO_RLGHNC

of each server in the
Server Group.

Primary NOAM VIP:

Record the names of
DR HLRR NE site
servers appropriately
in the space provided
to the right.

e Record the names of DR NOAM NE site servers

[0 DR NOAM Active Server:

[0 DR NOAM Standby Server:

] DR Query Server (Observer):

e Steps 4 - 6 of this procedure may be automated using the Server Group “Auto Upgrade” option

— (recommended).

—

—_ -or-

-

e Steps 4 and 5 of this procedure may be executed in parallel using the “Upgrade Server” option, and
then after the completion of both upgrades, Step 6 may also be executed using the “Upgrade Server”
NOTES: option.
Primary NOAM VIP: | 1. Upgrade “Standby” DR NOAM server (as identified and recorded in Step 3 of this

Upgrade “Standby”
DR NOAM server.

procedure) using Appendix D (Server Upgrade Administration on HLRR 4.1).

2. In Step 3 of this procedure, check-off [X] the associated checkbox as the upgrade is
completed for the upgraded “Standby” DR NOAM server.

5 Primary NOAM VIP: 1. Upgrade DR Query Server (as identified and recorded in Step 3 of this procedure) using
. Upgrade DR Query Appendix D (Server Upgrade Administration on HLRR 4.1).
|:| Server
2. In Step 3 of this procedure, check-off [X] the associated checkbox as the upgrade is
completed for the upgraded DR Query Server.
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Step Procedure Result
6. Primary NOAM VIP:
|:| I IMPORTANT !!

If upgrading the DR

NOAM Server Group

using the “Upgrade
Server” option, DO
NOT execute this
step until the upgrade
of the “Standby” DR
NOAM and the DR
Query Server have
both completed
successfully.

Upgrade the
“Active” DR HLRR
NOAM server.

NOTE: This will
cause an HA activity
failover to the mate

Upgrade the “Active” DR NOAM server (as identified and recorded in Step 3 of this

procedure) using Appendix D (Server Upgrade Administration on HLRR 4.1).

completed for the upgraded “Active” DR NOAM server.

In Step 3 of this procedure, check-off X the associated checkbox as the upgrade is

DR HLRR NOAM

server.

Primary NOAM VIP:
£ Select Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
I:' B £ Main Menu

Main Menu @ M Administration Main Menu: Status & Ma

- Status & Manage 3 e Configuration

> Database [ Fiter ~|[ o ~]

...as shown on the
right.

o Mm Alarms & Events

3 B Security Log

B & Status & Manage
[ Network Elements

- |l Server
I HA
ostates
& KPis

- [l Processes

Network Element

NO_RLGHNC
SO_DRHMNC
SO_DRHMNC
SO_CARYNC
NO_MRSVNC
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Procedure 5: Upgrade DR NOAM NE

HLR Router 4.1 Software Upgrade

Step Procedure

Result

8 Primary NOAM VIP:

1) Click the “Enable
|:| Provisioning”
dialogue button at the
bottom of the right
panel.

2) Click the “OK”
button on the
confirmation pop-up

Enable Pr{%\;smmng

Verify that the text on
|:| the dialogue button at
the bottom of the
right panel changes
to state “Disable
Provisioning”.

box. Enable provisioning.
Are you sure?
OK N | [ cancel
Primary NOAM VIP:

Disable Provisioning

Primary NOAM VIP:

Re-Enable
I:' Provisioning Remote
Import (if applicable).

e If the value for the “Remote Import Enabled” checkbox recorded in Procedure 4,

Step 8 was CHECKED, then continue with Step 11 of this procedure.

e If the value for the “Remote Import Enabled” checkbox recorded in Procedure 4,
Step 8 was NOT CHECKED, then Procedure 5 (Upgrade DR NOAM NE) has been

COMPLETED. SKIP the remaining steps of this procedure.

Primary NOAM VIP
11. . Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
(GUI):
I:' Select B £ Main Menu _
O B Administration Main Menu: EAGLE XG Database -> Cor
Main Menu M Configuration
B Mm Alarms & Events
DéatEa?)(a;‘ls-(aE X6 B M Security Log
> Configuration I I Status & Mansge Variable Value
> PDBI g B Measurements S T >
> Options B @& EAGLE XG Database =Ry pu
& Configuration
- i TCP Listening Port 5873
...as shown on the - I Network Entity
right. i onN
B msI SSL Listening Port 5874
B & PDBI
= Woptions Allow Connections v
) Consiictions Max Connections 16
I Blacklist
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Step Procedure Result

12. Primary NOAM VIP: Transaction Durability Timeout 5 seconds
Locate the “Remote

|:| Import Enabled”
checkbox and make
sure that it is checked | | Remote import Enabled
(ADD the check mark
if necessary). Remote Import Mode Non-Blocking ¥

43, | Primary NOAM VIP: Main Menu: EAGLE XG Database -> Configuration -> PDBI -> Options
If the Check mark

I:' was ADDED to the

“Remote Import
Enabled” checkbox
in the previous step,
then execute the
following:

1) Click the “Apply”
dialogue box in the
top left of the right
panel.

2) Verify that a
“Success!”
response is received
in the banner.

| Applyt}; 1

Main Menu: EAGLE XG Database -> Configuration -> PDBI -> Options

i

Success! 2

Update successful

THIS PROCEDURE HAS BEEN COMPLETED

6.4 Perform Health Check (Primary/DR NOAM Post Upgrade)

This procedure is used to determine the health and status of the entire HLR Router network and servers after Primary and DR
NOAM upgrade has been completed.

I:' Execute HLR Router Health Check procedures as specified in Appendix B.
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7. SOAM UPGRADE EXECUTION

Call My Oracle Support (MOS) and inform them of your plans to upgrade this system prior to executing this upgrade.
Refer to Appendix J: Accessing My Oracle Support (MOS) for information on contacting MOS.
Before upgrade, users must perform the system Health Check Appendix B. This check ensures that the system to be upgraded is

in an upgrade-ready state. Performing the system health check determines which alarms are present in the system and if upgrade
can proceed with alarms.

kkkk WARNING kkkkk

If there are servers in the system, which are not in Normal state, these servers should be brought to the Normal or the Application
Disabled state before the upgrade process is started. The sequence of upgrade is such that servers providing support services to
other servers will be upgraded first.

kkkk WARNING kkkkk

Please read the following notes on this procedure:

If a procedural STEP fails to execute successfully or fails to receive the desired output, STOP and contact MOS for assistance
before attempting to continue.

Procedure completion times shown here are estimates. Times may vary due to differences in database size, user experience, and
user preparation.

[There possible, command response outputs are shown as accurately as possible. EXCEPTIONS are as follows:
e Session banner information such as time and date.
e System-specific configuration information such as hardware locations, IP addresses and hostnames.

e ANY information marked with “XXXX” or “YYYY.” Where appropriate, instructions are provided to determine what
output should be expected in place of “XXXX or YYYY”

e Aecsthetic differences unrelated to functionality such as browser attributes: window size, colors, toolbars and button
layouts.

After completing each step and at each point where data is recorded from the screen, the technician performing the upgrade must
mark the provided Check Box.

For procedures which are executed multiple times, a mark can be made below the Check Box (in the same column) for each
additional iteration the step is executed.

Retention of Captured data is required as a future support reference if this procedure is executed by someone other than Oracle’s
Tekelec Customer Care Center.

NOTE: For large systems containing multiple Signaling Network Elements, it may not be feasible to apply the software
upgrade to every Network Element within a single maintenance window.

7.1 Perform Health Check (SOAM Pre Upgrade)

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the entire HLR Router
network and servers. This may be executed multiple times but must also be executed at least once within the time frame of 24-36
hours prior to the start of a maintenance window.

I:' Execute HLR Router Health Check procedures as specified in Appendix B.
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NOTE: When upgrading an HLR Router topology, it is permissible to upgrade multiple SOAM

sites in parallel.

However, every attempt should be made to AVOID upgrading Mated SOAM sites in the same

maintenace window.

Procedure 6: Upgrade SOAM NE

Step Procedure Result

Using the VIP
1. address, access the e Using the VIP address, access the Primary HLRR NOAM GUI as described in
D Primary HLRR Appendix A.

NOAM GUI.

I:I.N

Record the name of
the SOAM NE site in
the space provided to
the right.

Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information) record

the name of the SOAM NE site in the space provided below:

SOAM NE site:

Primary NOAM VIP
(GUI):

Select...

Main Menu

- Status & Manage
> HA

...as shown on the
right.

Connected using VIP to exhrNO-mrsvnc-a (ACTIVE NETWORK OAM&P)

B £ Main Menu
g1 Bm Administration
p1 e Configuration
1 Bm Alarms & Events
g3 Bm Security Log
B & Status & Manage

R Network Elements

I Server
[
[ Database

I P1s

Hostname

exhrNO-mrsvnc-a
exhrNO-mrsvnc-b

gs-mrsvnc

exhrNO-righnc-a

Main Menu: Status & Mani

Primary NOAM VIP:

1) From the “Scope”
filter pull-down, select
the Network
Element name for
the SOAM NE site

2) Click on the “Go”
dialogue button

Filter

SCope: |50 CARYNC

Reset |

Server Role: | - All -

None -

Jisplay Filter: I _

ODSEIver

Uls
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Procedure 6: Upgrade SOAM NE

HLR Router 4.1 Software Upgrade

Step Procedure Result
5. Primary NOAM VIP: S OAMHA  Application Max Allowed Mate Hostname Network e
|:| The user should be Role HA Role HA Role List Element
presented with the list | | oyns0-cannca  Active 00s Active exhrSO-cannc-b  SO_CARYNC  System OAM
of servers associated -
with the SOAM NE exhrSO-carync-b  Standby ~ Standoy  Aclive exhrSO-caync-a  SO_CARYNC  System OAM
site mp1-carync Active Active Active SO_CARYNC MP
. mp2-cal Active 00s Active SO_CARYNC MP
Identify “Hostname”, Decame =

its “Server Role”
and “OAM HA Role”

Primary NOAM VIP:

Record the names of
the SOAM NE site
servers in the space
provided.

] Active SOAM Server:

[ ] Standby SOAM Server:

] MP-1 Server:

] MP-5 Server:

] MP-2 Server:

] MP-6 Server:

] MP-3 Server:

] MP-7 Server:

] MP-4 Server:

] MP-8 Server:

e Steps 7 - 8 of this procedure may be automated using the Server Group “Auto Upgrade” option

— (recommended).
—
e -or-
e Step 7 of this procedure may be executed using the “Upgrade Server” option, and then after the
NOTES: “Standby” SOAM server upgrade completes, Step 7 may also be executed using the “Upgrade Server”
’ option.
7 Primary NOAM VIP:
Upgrade the

“Standby” SOAM
server.

NOTE: If using the
“Auto Upgrade” option,
SOAM servers shall
be upgraded serially
(Standby then Active).

e Upgrade the “Standby” SOAM server (as identified and recorded in Step 6 of this

procedure) using Appendix D (Server Upgrade Administration on HLRR 4.1).

e In Step 6 of this procedure, check-off [X] the associated checkbox as the upgrade is
completed for the upgraded “Standby” SOAM server.
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Procedure 6: Upgrade SOAM NE

Step

Procedure

Result

8.

[]

Primary NOAM VIP:
I IMPORTANT !!

If upgrading the SOAM
Server Group using
the “Upgrade Server”
option, DO NOT
execute this step until
the upgrade of the
“Standby” SOAM
server has completed
successfully.

Upgrade the “Active”

e Upgrade the “Active” SOAM server (as identified and recorded in Step 6 of this procedure)
using Appendix D (Server Upgrade Administration on HLRR 4.1).

e In Step 6 of this procedure, check-off [X] the associated checkbox as the upgrade is
completed for the upgraded “Active” SOAM server.

SOAM server.
e 1 , , , .
e NOTE: Up to 12 of the installed MP servers at a SOAM site may be upgraded in parallel using the
— “Upgrade Server” option for each individual MP server.

Primary NOAM VIP:
' IMPORTANT !!

DO NOT execute this
step until the upgrade
of BOTH SOAM
servers has been
completed
successfully.

Upgrade up to %2 of
the installed MP
servers in parallel
(e.g. 10of 2, 20f 4,
efc.).

e Upgrade up to Y2 of the MP server(s) (as identified and recorded in Step 6 of this procedure)
in parallel usng the “Upgrade Server” option for each MP server as described in Appendix
D (Server Upgrade Administration on HLRR 4.1).

In Step 6 of this procedure, check-off [X] the associated checkbox as the upgrade is completed

for the upgraded MP server(s).

I IMPORTANT !!

Starting with HLRR 4.1 (i.e. post upgrade), the Appl Max HA Role will be displayed in the
Administration - Software - Upgrade screen.

This state is expected to be [B@8 for HLRR MP servers and can be safely ignored.

Primary NOAM VIP:

Upgrade all
remaining MP
Servers in the SOAM
NE site.

e Upgrade all remaining MP Servers (as identified and recorded in Step 6 of this procedure) in
parallel usng the “Upgrade Server” option for each MP server as described in Appendix D
(Server Upgrade Administration on HLRR 4.1).

e In Step 6 of this procedure, check-off [X] the associated checkbox as the upgrade is
completed for the upgraded MP server(s)

THIS PROCEDURE HAS BEEN COMPLETED

7.3 Perform Health Check (SOAM Post Upgrade)

This procedure is used to determine the health and status of the HLR Router network and servers after the completion of SOAM
upgrade.

I:' Execute HLR Router Health Check procedures as specified in Appendix B.
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HLR Router 4.1 Software Upgrade

8. UPGRADE ACCEPTANCE

The upgrade needs either to be accepted or rejected before any subsequent upgrades may be performed in the future.
Event ID: 32532 (Server Upgrade Pending Accept/Reject) will be displayed for each server until one of these two actions

(Accept or Reject) is performed.

STOP!

An upgrade should be Accepted only after all servers in the HLR Router topology have successfully
completed upgrade to the target release.

The user should also be aware that Upgrade Acceptance prevents any possibility of backout to the

previous release!!!

Procedure 7: Upgrade Acceptance

Step Procedure Result
1 Using the VIP
' address, access the . . . . .
|:| Primary HLRR e Using the VIP address, access the Primary HLRR NOAM GUI as described in Appendix A.
NOAM GUL.
2 Primary NOAM VIP -
: (GUI): Connected using VIP to exhrNO-mrsvnc-a (ACTIVE NETWORK OAM&P)
I:' Select... B £ Main Menu
Main Menu B & Administration Main Menu: Administratio
- Administration B General Options
->Software Filter « Tasks ~
Management B B Access Control
- Upgrade B & Software Management

...as shown on the
right.

NO_mrsvnc_grp NO_righnc_grp

— | Versions

| qrade Upgrade St
: & m Hostname
1 B Remote Servers Server Sta|1

Primary NOAM VIP:

1) Select the Server
Group tab containing
the server(s) to
“Accept” upgrade.

2) Hold down the
[CTRL] key to multi-
select the server(s)
all server(s) in the
Server Group.

3) Click the “Accept”
button.

Main Menu: Administration -> Software Management -> Upgrade
NO_mrsvnc_grp 1 wnc_grp  SO_carync_grp  SO_drhmnc_grp  mpi_carync_grp  mp1_drhmnc]
ot -pgrade State OAM Max HA Role Server Role Function Application

ostname

Server Status Appl Max HA Role Network Element Upgrade 1S(

Accept or Reject Standby Network OAM&P QAM&P 4.1.0-41.4.0
exhrNO-mrsvnc-b

| B WA NO_MRSVNC EXHR-4.1.0]

Accept or Reject Active Network OAM&P OAMEP 41.0-4140
exhrNO-mrsvnc-a

N/A NO_MRSVNC

Accept or Reject Observer Query Server Qs 4.1.0-41.4.0
gs-mrsvnc - . ¢ :

N/A NO_MRSVNC 3 i EXHR-4.1.0]

Backup || Backup All _i Checkup Checkup Al Upgrade Serve | JReport _.' Report All |
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Procedure 7: Upgrade Acceptance

User's Guide

Step

Procedure

Result

4,

[]

Primary NOAM VIP:

1) A Click the “OK”
dialogue button in the
pop-up confirmation
box.

2) The screen will
now refresh and the
“Upgrade State” will

WARNING: Selecting OK will resultin the selected servers being set to ACCEPT for their uparade modes.
Once accepted, the servers will NOT be able to revert back to their previous image states.

Accept the upgrade for the following servers?

exhrNO-mrsvnc-b (10.240.40.5), exhrNO-mrsvnc-a (10.240.40.20), gs-mrsvnc (10.240.40.7)

[ OKﬁ Cancel ]

change to
« Acc%pting”. NO_mrsvnc_grp NO_righnc_grp  SO_carync_grp  SO_drhmnc_grp  mpi_carync_grp mp1
3) The pull-down it Upgrade State OAM Max HA Role Server Role Function Al
“Info” message in Appl Max HA Role  Network Element Uy
the banner will Standby  NetworkOAM&P  OAM&P 4.
indicate that exhrNO-mrsvnc-b
“Upgrade has been N/A NO_MRSVNC E
accepted” on each Active Network OAM&P  OAM&P 4.
server exhrNO-mrsvnc-a
) N/A NO_MRSVNC
Observer Query Server Qs 4.
qs-mrswnc
N/A NO_MRSVNC E)
Main Menu: Administration -> Software Management ->,
infog, ~| Tasks ~
A
Info
NO_righnc | =
» Upgrade has been accepted on server ‘exhrNO-righnc-b’
« Upgrade has been accepted on server ‘exhrNO-righnc-a’
Hostname ) =
» Upgrade has been accepted on server ‘qs-righnc
A 43 o - | OTY — Blnbsenele MANION
Primary NOAM VIP:
5. NO_mrsvnc_grp  NO_righnc_grp  SO_carync_grp ~ SO_drhmnc_grp mpi_carync_grp  mg
Within a few minutes,
|:| the screen will Hostaame Upgrade State OAM Max HA Role Server Role Function A
refresh and display N
an “Upgrade State” Appl Max HA Role Network Element U
of “Backup Standby Network OAM&P OAM&P E
v exhrNO-mrsvnc-b
Needed”. NO_MRSVNC
Network OAM&P OAM&P 4
I IMPORTANT !! exhrNO-mrsvnc-a SEpe
The “Backup =
Needed” Upgrade Observer Query Server Qs 4
State is expected to ool NO_MRSVNC
remain until the next
Software Upgrade is
performed.
DO NOT re-run
COMCOL backups
except when directed
to do so during the
next Upgrade
process.
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Procedure 7: Upgrade Acceptance

Step Procedure Result
Primary NOAM VIP: ) . .
6. w ) e Repeat Steps 3 - 5 of this procedure for each additional Server Group tab until Upgrade has
I:' Accept” Upgrade been Accepted on all servers in the HLR Router topology.
on each remaining
Server Group.
Primary NOAM VIP: ;
7. Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAM&P)
|:| Select... 8 3 Main Menu _ )
gain Menu @ @ Administration Main Menu: Alarms & Events -> View A
Alarms & Events .
Configuration
>View Active S cen Tasks

...as shown on the
right.

B & Alarms & Events
: m I:I'st ’ NO_mrsvnc_grp  NO_righnc_grp ~ SO_florence_grp
iew History
g EventlD  Timestamp
|§ View Trap Log Seq #
i Security Log Alarm Text
i Status & Manage
fm Measurements

Primary NOAM VIP:

Verify Upgrade
Acceptance.

Verify that the following Alarm is no longer present for any server in the HLR Router topology.

e EventID (s): 32532 (Server Upgrade Pending Accept/Reject)

THIS PROCEDURE HAS BEEN COMPLETED
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9. BACKOUT PROCEDURES

9.1 Backout Overview

Since software upgrade is a complex operation, the exact circumstances surrounding a failed upgrade cannot be predetermined.

Therefore, the user is always directed to contact My Oracle Support (MOS) for assistance before executing any upgrade backout

procedures (refer to Appendix J: Accessing My Oracle Support (MOS) for information on contacting MOS).

The procedures that follow assume that the entire HLR Router topology will backed out (i.e. all SOAM sites followed by the DR
& Primary NOAM sites). If backout is required for an individual server rather than the entire topology, the user is directled to use

Appendix E (Backout of a Single Server).

e Do not attempt to perform these backout procedures without first contacting My
Oracle Support (MOS).

Il WARNING 1 °® Backout procedures may cause traffic loss!

—_ NOTE: These recovery procedures are provided for the Backout of a Software Upgrade
e only! (i.e. for the Backout from a target release to the previously installed source
e

release). Backout of an initial installation is not supported!

9.2 Backout Setup

Identify the IP addresses of all servers that require backout.

1.

NOTE:

From the Primary NOAM GUI, select the [Main Menu: Administration > Software Management >
Upgrade] screen.

Under each Server Group tab, view the “Application Version” Column and identify the hostnames of all
servers that require backout.

Select the [Main Menu: Configuration - Servers] screen.

a. Click the “Report” dialogue button.

b. Click the “Save” dialogue button and save the Servers report to a local workstation.
Identify the XMI IP address (IMI IP address for T1200 MP servers) for each hostname identified in Step 2
above.

These IP addresses are required to access the server CLI during backout.

Verify that the (2) COMCOL backup files created using Procedure 3 - Full Database Backup (PROV &

COMCOL ENV for All Servers) must be present on every server that is to be backed-out. These backup files are
located in the /var/TKLC/db/filemgmt directory and have the following naming convention:

Backup.<application>.<server>.FullDBParts.<role>.<date_time>.UPG. tar.bz2

Backup. <application>.<server>.FullRunEnv.<role>.<date_ time>.UPG.tar.bz2
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9.3 Perform Backout

Procedures used to perform upgrade backout should only be executed once all steps specified under Secition 9.2 (Backout Setup)

have been completed.

9.3.1 Backout of a SOAM NE

HLR Router 4.1 Software Upgrade

The following procedure details how to perform upgrade backout for all servers associated with the SOAM NE.

Procedure 8: Backout of a SOAM NE

Step Procedure

Result

1 Using the VIP
' address, access the

D Primary HLRR
NOAM GUI.

e Using the VIP address, access the Primary HLRR NOAM GUI as described in Appendix A.

Record the name of
the SOAM NE site in
the space provided to

I:I.N

Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information) record

the name of the SOAM NE site in the space provided below:

the right.
SOAM NE site:
3 Primary NOAM VIP
: (GUI): Connected using VIP to exhrNO-mrsvnc-a (ACTIVE NETWORK OAM&P)
I:' Select... B £ Main Menu
- Status & Manage s Configuration
a1 |

...as shown on the

gy Mm Alarms & Events
i Securnty Log

1) From the “Scope”
|:| filter pull-down, select
the Network
Element name for
the SOAM NE site

2) Click on the “Go”
dialogue button

Filter

right. B & Status & Manage SoEENRe
I Network Elements exhrNO-mrsvnc-a
I Server exhrNO-mrsvnc-b
| JHA
[l D3tabase LRl
I KPIs exhrNO-righnc-a
Primary NOAM VIP:

Scope: | 50 CARYNC

Reset |

Server Role: I - All -

None -

Jisplay Filter: | _

uUo

E74583-02

64 of 126




HLR Router 4.1 Software Upgrade

Procedure 8: Backout of a SOAM NE

User's Guide

Step Procedure Result
5. Primary NOAM VIP: o OAMHA  Application Max Allowed Mate Hostname  Network e
The user should be Role HA Role HA Role List Element
|:| presented with the list | | exhrSo-canc-a  Active 00S Active exhrSO-carync-b  SO_CARYNC  System OAM
of servers associated
with the SOAM NE exhrSO-carync-b  Standby Standby Active exhrSO-carync-a  SO_CARYNC System OAM
site mp1-carync Active Active Active SO_CARYNC  MP
o mp2-carync Active 00s Active SO_CARYNC  MP
Identify “Hostname”,

its “Server Role”
and “OAM HA Role”

Primary NOAM VIP:

Record hostnames of
the SOAM NE site
servers in the spaces
provided to the right.

O 0o0o0gdao

Record the names of SOAM NE site servers:

Active SOAM Server:

Standby SOAM Server:
MP-1 Server:
MP-2 Server:
MP-3 Server:
MP-4 Server:

MP-5 Server:

] MP-6 Server:

] MP-7 Server:

] MP-8 Server:

] MP-9 Server:

] MP-10 Server:

Primary NOAM VIP:

Backout the MP-1
server.

Backout the MP-1 server (as identified and recorded in Step 6 of this procedure) using
Appendix E (Backout of a Single Server).

In Step 6 of this procedure, check-off Izl the associated check box as the backout is
completed for the MP-1 server.

Primary NOAM VIP:

Backout all remaining
MP servers in the
associated SOAM
NE.

NOTE: /f the
backouts of the
remaining MP
servers are to be
staggered, repeat this
step until all MP
servers within the
SOAM NE have
completed Appendix
E (Backout of a
Single Server).

Backout the remaining MP servers (as identified and recorded in Step 6 of this procedure)
using Appendix E (Backout of a Single Server).

In Step 6 of this procedure, check-off Izl the associated check box as the backout is
completed for each MP server.
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Procedure 8: Backout of a SOAM NE

Step Procedure Result

9 Primary NOAM VIP:
'D 1! IMPORTANT !!

DO NOT execute this
step until the backout
of all MP servers
associated with the

SOAM NE have been ) , .
completed e In Step 6 of this procedure, check-off [X] the associated check box as the backout is

successfully. completed for the “Standby” SOAM server.

e Backout the “Standby” SOAM server (as identified and recorded in Step 6 of this
procedure) using Appendix E (Backout of a Single Server).

Backout the
“Standby” SOAM
server.

DO NOT proceed with the next step until Steps 7 - 9 of this procedure have been successfully
completed.

10 Primary NOAM VIP: e Backout the “Active” SOAM server (as identified and recorded in Step 6 of this procedure)
: Backout the “Active” using Appendix E (Backout of a Single Server)
|:| SOAM server.
e In Step 6 of this procedure, check-off X the associated check box as the backout is
completed for the “Active” SOAM server.
1 Using the VIP
Ij gcé;jliewslséaclzcess the e Using the VIP address, access the SOAM GUI as described in Appendix A.
SOAM VIP (GUI): :
12 Connected using VIP to exhrS0-carync-b (ACTIVE SYSTEM DAM)
B & Main Menu
I:‘ Select... :. AdminEbation Main Menu: Status & Manage -> Database
Main Menu e waming » [IIRBINE] Tesks
- Status & Manage B M Security Log
- Dstabase s & Manage i '
SO_CARYNC * n
...as shown on the SO_CARYNC mp2-cannc MP
right. SO_CARYNC mp1-canyne WP
SO_CARYNC exhrSO-canmnc-b
SOAM VIP:
13.
|:| 1) Click the “Enable _Enable S|%Frowsronmg _
Site Provisioning”
button in the lower left
of the right panel.
2) Click the “OK” Enable provisioning
button on the pop-up e
confirmation dialogue
box. 3
oK [} | Cancel
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Procedure 8: Backout of a SOAM NE

Step

Procedure |

Result

SOAM VIP:

Use the [Logout] link
in the top right of the
browser to logout of

the SOAM GUI.
Welcome guiadmin M\b uf]
15 Using the VIP
. address, access the e Using the VIP address, access the Primary HLRR NOAM GUI as described in Appendix
D Primary HLRR NOAM A
GUI.
16 Primary NOAM VIP e Repeat Steps 1 - 16 of this procedure for each remaining SOAM NE site(s) requiring
(GUI): backout.

Execute backout for
the remaining SOAM
NE site(s).

NOTE: If backout of the remaining SOAM NE site(s) cannot be completed in a single
Maintenance Window, the user should be aware that it is not recommended to leave servers
within the same NE on different software releases for normal operation (i.e DO NOT start
backout procedures on a NE unless all servers within the NE can be completed within the given
Maintenance Window).

Execute a post SOAM
backout Health Check
at this time.

o Execute a Health Check as specified in Appendix B (Health Check Procedures), if no
other SOAM NE sites require backout in the given Maintenance Window.

THIS PROCEDURE HAS BEEN COMPLETED
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9.3.2 Backout of the DR NOAM NE

The following procedure details how to perform software backout for servers in the DR NOAM NE.

Procedure 9: Backout of the DR NOAM NE

Step Procedure Result
1 Using the VIP

. address, access the e Using the VIP address, access the Primary HLRR NOAM GUI as described in Appendix
D Primary HLRR NOAM A

GULI.

I:I.N

Record the name of
the DR NOAM NE site
in the space provided

Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information) record

the name of the DR NOAM NE site in the space provided below:

each server in the
Server Group.

to the right. DR NOAM NE site:
3. Primary NOAM VIP: Main Menu: Administration -> Software Management -> Upgrade
|:| 1) Select...
Main Menu Tasks ~
- Administration
>Software NO_mrsvnc_grp NO_righnc_grp SO_carync_grp SO_drhmnc_grp mp1_carync_grp mi
Management
- Upgrade Host dde State OAM Max HA Role Server Role Function
ostname
2) Click on the tab Server Status A Role Network Element
associated with the Ready Network OAM&P DR OAM&P
exhrNO-righnc-b
gR NOAM Server 2 Norm NO_RLGHNC
roup.
Ready Stand Network OAM&P DR OAM&P
exhrNO-righnc-a S RabY
3) From the “OAM Norm N/A NO_RLGHNC
Max HA Role” field, Ready Observer Query Server Qs
identify the HA state of gs-righnc 8 i
Norm 5|

Primary NOAM VIP:

Record the names of DR HLRR NE site servers

. Record the names of : .
I:' DR HLRR NE <ito [0 DR NOAM Active Server:
servers appropriately | 7] pR NOAM Standby Server:
in the space provided
to the right. (] DR Query Server (Observer):
Primary NOAM VIP: | e ——
5. Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
Select... : :
|:| = £ Main Menu N
Main Menu @ Administration Main Menu: Status & Ma

- Status & Manage
- Database

...as shown on the
right.

g1 B Configuration
im Alarms & Events
1 B Security Log
B & Status & Manage
& Network Elements

[ Fiter ~][ nfo  «+]

Network Element

I server NO_RLGHNC
B HA SO_DRHMNC
5] :-EERE SO_DRHMNC
I KPIs SO_CARYNC
Il Processes NO_MRSVNC
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Procedure 9: Backout of the DR NOAM NE

Step

Procedure

Result

6.

[]

Primary NOAM VIP:

1) Click the “Disable
Provisioning”
dialogue button at the
bottom of the right
panel.

2) Click the “OK”
button on the
confirmation pop-up
box.

Disable Fro‘\]:glonmg

10.240.40.6 says:

0K h-_ Cancel

Primary NOAM VIP:

1) Verify that a
Warning message
indicating that “Global
provisioning has
been manually
disabled” will appear
in the banner.

2) Verify that the text
on the dialogue button
at the bottom of the
right panel changes to
state “Enable
Provisioning”.

NOTE: Event ID
10008 (Provisioning
Manually Disabled) will
appear at this time and
can be safely ignored.

Main Menu: Status & Manage -> Database

Filter | Waming «

Network Elen

N O R L GH N G N O T T ok

Enable Provisioning

Primary NOAM VIP
(GUI):

Select...

Main Menu

- EAGLE XG
Database
- Configuration
- PDBI
- Options

...as shown on the
right.

Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
B £ Main Menu

e Administration
im Configuration
s Alarms & Events
i Security Log

M Status & Manage Variable Value
i Measurements

Main Menu: EAGLE XG Database -> Corj

& EAGLE XG Database Display PDBI Output v
& Configuration
o ea TCP Listening Port 5873
- | Network Entity
B on
B vsI SSL Listening Port 5874
B & PDBI
S Yootions| Allow Connections v
i Cantifictions Max Connections 16

- B Blacklist
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Procedure 9: Backout of the DR NOAM NE

HLR Router 4.1 Software Upgrade

Step Procedure Result

9. Primary NOAM VIP: Transaction Durability Timeout 5 seconds
Locate the “Remote

I:' Import Enabled”

checkbox and record
the pre-upgrade state.

Remote Import Enabled

Remote Import Mode

Non-Blocking ¥

Remote Import Enabled (pre-upgrade state):

[ ] CHECKED
[ ] NOT CHECKED

Primary NOAM VIP:

If the “Remote Import
Enabled” checkbox
was checked in the
previous step,
REMOVE the check
mark.

Transaction Durability Timeout

Remote Import Enabled

Remote Import Mode

5 seconds 1

k|
ocking v )

Primary NOAM VIP:

If the Check mark
was REMOVED from
the “Remote Import
Enabled” checkbox in
the previous step, then
execute the following:

1) Click the “Apply”
dialogue box in the top
left of the right panel.

2) Verify that a
“Success!” response
is received in the

Apply |}~ 1

Main Menu: EAGLE XG Database -> Configuration -> PDBI -> Options

Main Menu: EAGLE XG Database -> Configuration -> PDBI -> Options

Success! 2
Update successful

banner.
3
—
—_— NOTE: Steps 12 and 13 of this procedure may be executed in parallel.
-
12 Primary NOAM VIP: e Backout the DR NOAM “Standby” server (as identified and recorded in Step 4 of this

Backout the DR
NOAM “Standby”
server.

procedure) using in Appendix E (Backout of a Single Server)

e In Step 4 of this procedure, check-off |X| the associated check box as the backout is
completed for the DR NOAM “Standby” server.
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Procedure 9: Backout of the DR NOAM NE

Step

Procedure

Result

13.

[]

Primary NOAM VIP:

Backout the DR Query
Server.

e Backout the DR Query Server (as identified and recorded in Step 4 of this procedure)
using in Appendix E (Backout of a Single Server).

e In Step 4 of this procedure, check-off X the associated check box as the backout is
completed for the DR Query Server.

[]

Primary NOAM VIP:
' IMPORTANT !!

DO NOT execute this
step until the backouts
specified in DR NOAM
“Standby” server and
the DR Query Server
have both completed
successfully.

Backout the DR
“Active” server.

e Backout DR NOAM “Active” server (as identified and recorded in Step 4 of this
procedure) using in Appendix E (Backout of a Single Server)

NOTE: This will cause an HA activity failover to the mate DR NOAM server. This should occur
within minutes of initiating the upgrade.

e In Step 4 of this procedure, check-off [X] the associated check box as the backout is
completed for the DR NOAM “Active” server.

I IMPORTANT !!

DO NOT execute
Procedure 10 until the
backouts for all DR
NOAM NE servers (as
identified and recorded
in

Step 4 of this
procedure) have
completed
successfully.

Proceed to
Procedure 10.

e Execute Procedure 10 at this time.

NOTE: In order to minimize possible impacts due to database schema changes, Primary and
DR NOAM NE sites must be backed out within the same maintenance window.

THIS PROCEDURE HAS BEEN COMPLETED
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9.3.3 Backout of the Primary NOAM NE

The following procedure details how to perform software Backout for servers in the Primary NOAM NE.

Procedure 10: Backout of the Primary NOAM NE

Step Procedure Result

1 Using the VIP

I:' gdrid;)asr?/, I?IE(I;Qe;S the e Using the VIP address, access the Primary HLRR NOAM GUI as described in Appendix A.
NOAM GUI.

I:I.N

Record the name of
the Primary NOAM

NE site in the space
provided to the right.

Using the information provided in Section 3.1.2 (Logins, Passwords and Site Information) record
the name of the Primary NOAM NE site in the space provided below:

Primary NOAM NE site:

I:I.""

Primary NOAM VIP:

1) From the “Scope”
filter pull-down, select
the Network Element
name for the Primary
HLRR NE site

2) Click on the “Go”
dialogue button
located on the right
end of the filter bar.

Filter
Scope: v Reset
Server Role: _ All - v I
Display Filter: _ None - I [ |
| —
=

Primary NOAM VIP:
1) Select...
Main Menu

- Administration
>Software
Management
- Upgrade

2) Click on the tab
associated with the
Primary NOAM
Server Group.

3) From the “OAM
Max HA Role” field,
identify the HA state
of each server in the
Server Group.

Main Menu: Administration -> Software Management -> Upgrade

No_mrsv%:_grp

Tasks ~

NO_rlghnc_grp SO_carync_grp SO_drhmnc_grp mp1_carync_grp my

Upgrade State OAM Max HA Role Server Role Function |
Hostname

Server Status App Role Network Element !

: Stand Network OAM&P OAM&P

exhrNO-mrsvnc-b Aty < |

Norm N/A NO_MRSVNC

I : Active Network OAM&P OAM&P 4
exhrNO-mrsvnc-a G

Norm N/A NO_MRSVNC

Ready Query Server Qs 4
qs-mrsvnc

Norm NIA NO_MRSVNC

Primary NOAM VIP:

Record the names of
the Primary NOAM
NE site servers
appropriately in the
space provided to the
right.

e Record the names of Primary HLRR NE site servers

[J Primary NOAM Active Server:

[J Primary NOAM Standby Server:

] Primary Query Server (Observer):
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Step Procedure

Result

— NOTE: Steps 6 and 7 of this procedure may be executed in parallel.

Primary NOAM VIP:

Backout the Primary
I:' NOAM “Standby”
server.

e Backout the Primary NOAM “Standby” server (as identified and recorded in Step 5 of this
procedure) using in Appendix E (Backout of a Single Server)

e In Step 5 of this procedure, check-off [X] the associated check box as the backout is
completed for the Primary NOAM “Standby” server.

Primary NOAM VIP:

Backout the Primary
I:' Query Server.

e  Backout the Primary Query Server (as identified and recorded in Step 5 of this procedure)
using in Appendix E (Backout of a Single Server).

e In Step 5 of this procedure, check-off [X] the associated check box as the backout is
completed for the Primary Query Server.

Primary NOAM VIP
8. | (cLy:

I:' Using the VIP

address, login to the
“Active” Primary
NOAM server with
the admusr account.

CentOS release 6.7
Kernel 2.6.32-573.18.1.el6prerel7.0.3.0.0 86.43.0.x86 on an x86 64

exhrNO-mrsvnc-a login: admusr
Password: <admusr_password>

Primary NOAM VIP:

The user will be
|:| presented with output
similar to that shown
to the right.

*%*%* TRUNCATED OUTPUT **x*

RELEASE=6.4

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpcommon: /usr/TKLC/c
omagent-gui:/usr/TKLC/comagent-gui:/usr/TKLC/comagent:/usr/TKLC/sds
PROMPATH=/opt/comcol/prod

RUNID=00

[admusr@exhrNO-mrsvnc-a ~]$

Primary NOAM VIP:

Verify that the
I:' DbReplication status
is “Active” to the
Standby Primary
NOAM server which
was backed out in
Step 6 of this
procedure.

[admusr@exhrNO-mrsvnc-a ~]$ sudo irepstat -w
-— Policy 0 ActStb [DbReplication]

AA To 0 0.00 1%R 3%S 0.04%cpu 22B/s
AA To 0 0.00 1%R 0.05%cpu 21B/s

AA To g 0 0.00 1%R 3%S 0.05%cpu 22B/s
AB To exhrSO-carync-a Active 0 0.00 1%R 3%S 0.05%cpu 22B/s
AB To exhrSO-drhmnc-b Active 0 0.00 1%R 3%S 0.04%cpu 22B/s
irepstat ( 7 lines) (h)elp

[admusr@exhrNO-mrsvnc-a ~]$

Primary NOAM VIP:
D' 1! IMPORTANT !!

DO NOT proceed to
the next step until a
DbReplication status
of “Active” is
returned for the
Standby Primary
NOAM server.

If a DbReplication status of “Audit” was received for the Standby Primary NOAM server in the
previous step, then REPEAT Step 10 of this procedure until a status of “Active” is returned.
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Step Procedure Result
Primary NOAM VIP: [admusr@exhrNO-mrsvnc-b filemgmt]$ exit
12. . Logout
Exit the CLI for the
|:| “Active” Primary
NOAM server.
Primary NOAM VIP
13. | (Gul):
I:' Backout Primary
NOAM “Active” e Backout Primary NOAM “Active” server (as identified and recorded in Step 5 of this
server. procedure) using in Appendix E (Backout of a Single Server)
I IMPORTANT !! e In Step 5 of this procedure, check-off [X] the associated check box as the backout is

This will cause an HA
activity Switchover to
the mate Primary

HLRR NOAM server.

completed for the backed out Primary NOAM “Active” server.

Allow system to auto-
clear temporary
alarm states.

NOTE: Event ID
10008 (Provisioning
Manually Disabled)
will remain present at
this time but can be

e Wait up to 15 minutes for Alarms associated with server backout to auto-clear before
continuing to Section 9.4.

safely ignored.
15 Primary NOAM VIP: | ¢ |f the value for the “Remote Import Enabled” checkbox recorded in Procedure 9,
Re-Enable Step 9 was CHECKED, then proceed with Step 16 of this procedure.

Provisioning Remote

Import (if applicable).

e If the value for the “Remote Import Enabled” checkbox recorded in Procedure 9,
Step 9 was NOT CHECKED, then SKIP to Step 19 of this procedure.

Primary NOAM VIP
(GUI):

Select...

Main Menu

- EAGLE XG
Database
- Configuration
- PDBI
- Options

...as shown on the
right.

Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
B £ Main Menu

B B Administration
M Configuration
g e Alarms & Events
& @ Security Log

B M Status & Manage Variable Value
B B Measurements

Main Menu: EAGLE XG Database -> Cor]

B @& EAGLE XG Database Dtspiay POBI Ot 4
& Configuration
= 5 Ne_twork oty TCP Listening Port 5873
E on
B msi SSL Listening Port 5874
B & PDBI
[ Yoptions| Allow Connections v
R
A Conrituctions Max Connections 16

I Blacklist
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Step Procedure Result

17. Primary NOAM VIP: Transaction Durability Timeout 5 seconds
Locate the “Remote

|:| Import Enabled”
checkbox and make
sure that it is checked | | Remote Import Enabled
(ADD the check mark
if necessary). Remote Import Mode Non-Blocking ¥

18, | Primary NOAM VIP: Main Menu: EAGLE XG Database -> Configuration -> PDBI -> Options
If the Check mark

|:| was ADDED to the

“Remote Import
Enabled” checkbox
in the previous step,
then execute the
following:

1) Click the “Apply”
dialogue box in the
top left of the right
panel.

2) Verify that a
“Success!”
response is received
in the banner.

[ Apply{:}_‘ 1

Main Menu: EAGLE XG Database -> Configuration -> PDBI -> Options

Success! 2
Update successful

Primary NOAM VIP:
Select...

Main Menu

- Status & Manage
- Database

...as shown on the
right.

e e ettt
Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)

B £ Main Menu i
fa Administration Main Menu: Status & Ma
1 i Configuration
fm Alarms & Events
B M Security Log
B & Status & Manage

- [lj Network Elements

B HA SO_DRHMNC
o mEiE SO_DRHMNC
I KPis SO_CARYNC
- [ Processes NO_MRSVNC

[ Fiter «|[ Info ~]|

Network Element
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Step

Procedure

Result

20.

[]

Primary NOAM VIP:

1) Click the “Enable
Provisioning”
dialogue button at the
bottom of the right
panel.

2) Click the “OK”
button on the
confirmation pop-up
box.

Enable Prle:'lsmnmg

AW

Enable provisioning.
Are you sure?

OK-«[} Cancel

Primary NOAM VIP:

Verify that the text on
the dialogue button at
the bottom of the
right panel changes
to state “Disable
Provisioning”.

Disable Provisioning

THIS PROCEDURE HAS BEEN COMPLETED

9.4 Perform Health Check (Post NOAM Backout)

This procedure is used to determine the health and status of the HLR Router network and servers.

I:' Execute HLR Router Health Check procedures as specified in Appendix B.
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APPENDIX A. ACCESSING THE OAM GUI USING THE VIP (NOAM / SOAM)

Appendix A: Accessing the OAM GUI using the VIP (NOAM / SOAM)

Step

Procedure

Result

-

OAM VIP (GUI):

1) Launch the
approved Web
browser Internet
Explorer 8.0, 9.0 or
10.0 and connect to
the XMl Virtual IP
Address (VIP)
assigned to OAM
site (Primary HLRR
site or SOAM site) -
see

Table 4

2) If a certificate
error is received,
click on the link
which states...

“Continue to this
website (not
recommended).”

OO - [Bmwin

v |&] https://10.240.251.68/
W & | @ certificate Error: Navigation Blocked

There is a problem with this website's security certificate.
The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercg
server.

We recommend that you close this webpage and do not continue to
@ Click here to close this webpage.

& Continue to this website (not recommended).

® More information

OAM VIP (GUI):

The user should be
presented a login
screen similar to the
one shown on the
right.

Login to the GUI
using the default
user and password.

ORACLE

Oracle System Login

Fri Feb 28 16:53:37 2014 EST

Login
Enter your username and password to log in

Username: guiadmin]
e

Password: |seseeess

Change password

Login

Welcome to the Oracle System Login

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 7.0, 8.0,

or 9.0 with support for JavaScript and cookies

Oracle and logo are registered senvice marks of Oracle Corporation.
Copyright © 2013 Oracle Corporation All Rights Reserved,
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Step

Procedure

Result

3.

[]

OAM VIP (GUI):

The user should be
presented the Main
Menu as shown on
the right.

Verify that the
message shown
across the top of the
right panel indicates
that the browser is
using the “VIP”
connected to the
Active OAM server.

ORACLE Tekelec HLR Router
4.0.0-40.15.0
- =AMain Men
- = " Main Menu: [Main]
+ D abase

NOTE: The message may show connection to either a “NETWORK OAM&P” or a “SYSTEM

OAM” depending on the selected NE.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX B. HEALTH CHECK PROCEDURES

This procedure is part of Software Upgrade Preparation and is used to determine the health and status of the HLR Router network
and servers.

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step number.

SHOULD ANY STEP IN THIS PROCEDURE FAIL, STOP AND CONTACT “MY ORACLE SUPPORT” (MOS) FOR ASSISTANCE
BEFORE CONTINUING!

Refer to Appendix J - Accessing My Oracle Support (MOS), for more information on contacting Oracle Customer Service.

Appendix B: Health Check Procedures

Step Procedure Result
1 Using the VIP address, ) . ) ) .
. access the Primary »  Using the VIP address, access the Primary HLRR NOAM GUI as described in Appendix
D HLRR NOAM GUI. A
2 Primary NOAM VIP A J
: (GUI): Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
|:| Select... =] g‘ Main Menu .
Main Menu & M Administration Main Menu: Status & Manag
- Status & Manage B M Configuration :
Filter ~
- Server g B Alarms & Events
...as shown on the right. & M Security Log Network Element
B & Status & Manage
R Network Elements NO_MRSVNC
| Jserver] NO_MRSVNC
B HA NO_MRSVNC
Database
& NO_RLGHNC
B kris
- |lj Processes NOCRECENG
o B Tasks NO_RLGHNC
3 Primary NOAM VIP e 2 P
. (GUI): i Network Element | Server Hostname Appl Stat; Sf:t?: = " proc
|:| Verify that all server , NO_MRSVNC """ ] exhrNO-mrsvnc-b Enabled Norm Norm
statuses show “Norm’
for Alarm (Alm), NO_MRSVNC exhrO-mrsvnc-a Enabled Mol orm
Database (DB), NO_MRSVNC gs-mrsvnc Enabled Norm Norm  Norm Norm
Reporting Status, and NO_RLGHNC exhrNO-righnc-b Enabled Norm Norm  Norm Norm
Processes (Proc) as
shown on the right. NO_RLGHNC exhrNO-righnc-a Enabled Norm Norm Norm Norm
NO_RLGHNC qs-righnc Enabled Norm Norm  Norm Norm
If any other server
tsr:atusglf are pre§ent, NOTE: Post-Upgrade, upgraded servers will have an “Alm” status of “Err” due to the
ey will appear in a following expected alarm.
colored box as shown on
the right. e FEventID (s): 32532 (Server Upgrade Pending Accept/Reject)
NOTE: Other server This alarm will remain present until the Upgrade is accepted and may be ignored at this time.
states include Err, Warn,
Man and Unk.
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Step Procedure Result
4 Primary NOAM VIP
' (GUI): Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
I:' Select... B £ Main Menu .
Main Menu @ Administration Main Menu: Alarms & Event
- Alarm & Events m Configuration -
> View Active Tasks ~

...as shown on the right.

B & Alarms & Events

N Yview Active

EventiD Timestamp

Seq#
Alarm Text

. J§ View History
. |} View Trap Log
M Security Log

Primary NOAM VIP
(GUI):

View Alarm Status in the
right panel.

When viewing Pre-Upgrade Status:

If any Alarms are present, STOP and contact “My Oracle Support” (MOS) for assistance
before attempting to continue. Refer to Appendix J - Accessing My Oracle Support (MOS),

for more information on contacting Oracle Customer Service.

When viewing Post-Upgrade Status:

Active NO server may have the following expected alarms:
Alarm ID = 10075 (Application processes have been manually stopped)
Alarm ID = 10008 (Provisioning Manually Disabled)

Servers that still have replication disabled will have the following expected alarm:
Alarm ID = 31113 (Replication Manually Disabled)

You may also see alarms:
Alarm ID = 10010 (Stateful database not yet synchronized with mate database)
Alarm ID = 32532 (Server Upgrade Pending Accept/Reject)

Primary NOAM VIP
(GUI):

Select the “Export”
dialogue button from the

bottom left corner of the
screen.

|  Export %J [ Repot |
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Step

Procedure

Result

7.

[]

Primary NOAM VIP
(GUI):

Click the “Ok” button at
the bottom of the screen.

Main Menu: Alarms & Events -> View Active [Export]

Attribute Value
® Once
Fifteen Minutes
Export Frequency ' 'Hourly
Daily
Weekly
Task Name |IAPDE Alarm Export
Description |
Minute 0 <
Time of Day 00 -
“ Sunday
Monday
Tuesday
Day of Week Wednesday
Thursday
Friday
Saturday

Description

Select how often the data will be wri
immediately. Note that the Fifteen Mi
when provisioning is enabled. [Defay

Periodic export task name. [Required|
alphanumeric, minus sign, and spacq
character must not be a minus sign.]

Periodic export task description. [Opt
alphanumeric, minus sign, and spacH
character must not be a minus sign.]

Select the minute of each hour when
hourly or fiteen minutes. [Default=0

Select the time of day when the data
weekly. Select from 15-minute incren|
ANM/PM ]

Select the day of week when the datd
[Default Sunday.]

Primary NOAM VIP
(GUI):

The name of the
exported Alarms CSV file
will appear in the
“Tasks” tab in the
banner at the top of the
right panel.

Main Menu: Alarms & Events -> View Active

T
Seq# ID Hostname Name Task State Dela Progress

6  exhrNO-mrswnc-b APDE Alarm Export  complet@d

Alarms_20160418-140506-

EDT_6.csvgz e
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9. (P(;'S:)arv NOAM VIP Example: Alarms<yyyymmdd>_<hhmmss>.csv
Record the filename of . .
D Alarms CSV file Primary NOAM Alarm Status:
generated in the space
provided to the right. » Pre ISO Administration:
Alarms - .CSv.gz
NOTE: Copies of this > Post ISO Administration:
page may be made as
needed for additional Alarms - .CSv.gz
AM NE Maint
DOAM NE Maintenance | 5. pre Primary NOAM Upgrade (MW1):
Alarms - .CSV.gz
» Post DR NOAM Upgrade (MW1):
Alarms - .CSV.gz
> Pre SOAM Upgrade (MW2):
Alarms - .CSv.gz
> Post SOAM Upgrade (MW2):
Alarms - .CSv.gz
> Pre SOAM Upgrade (MW3):
Alarms - .CSV.gz
» Post SOAM Upgrade (MW3):
Alarms - .CSV.gz
> Pre SOAM Upgrade (MW4):
Alarms - .CSv.gz
» Post SOAM Upgrade (MW4):
Alarms - .CSv.gz
>» Pre SOAM Upgrade (MW5):
Alarms - .CSV.gz
> Post SOAM Upgrade (MWS5):
Alarms - .CSV.gz
> Pre SOAM Upgrade (MWG6):
Alarms - .CSv.gz
> Post SOAM Upgrade (MWE6):
Alarms - .CSv.gz
Primary NOAM VIP
10. | (Gu):
Select the “Report”
|:| dialogue button from the Expot || Report [kj
bottom left corner of the
screen.
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11. :’(;IJ;)ary NOAM VIP Main Menu: Alarms & Events -> View Active [Report]
An Active “Alarms &
” H
Events Report.W|II be Main Menu: Alarms & Events -> View Active [Report]
generated and displayed Mon Apr 18 14:12:10 2016 EDT
in the right panel.
TIMESTAMP: 2016-04-18 14:12:02.344 EDT
NETWORK_ELEMENT: NO_MRSVNC
SERVER: exhrNO-mrsvnc-b
SEQ NUM: 2435
EVENT_NUI‘IBER: 14101
SEVERITY: MAJOR
PRODUCT: EXHR
PROCESS: pdba
TYPE: PDBI
INSTANCE:
NAME: No Remote Connections
DESCR: No remote provisioning clients are connected.
ERR INFO:
12 :’éllrj';)ary NOAM VIP File Download X

1) Select the “Save”
dialogue button from the
bottom/middle of the
right panel.

2) Click the “Save”
dialogue button on the
File Download pop-up
box.

3) Select a directory on
the local disk drive to
store the Active “Alarms
& Events” Report file and
click the “Save”
dialogue button.

~ 1
Gy

Do you want to open or save this file?

Name: ActiveAlarmsReport_2010Jull4_161008_UTC.txt
Type: TextDocument, 1.41KB
: 10.240.251.70

Coom ) (oo ) (ot

3 I While files from the intemet can be useful, some files can potentially
a ham your computer. ¥ you do not trust the source, do not open or
save this file. What's the risk?

I5

)

@Qv"ﬂ, » Computer » OSDisk (C:) »

X | b4 || Search 05Dk

£ Dropbox

|| 4B Deskiop
-4 Libraries
A Mitchell, Chris
4 8 Computer
- &%, 0SDisk (C:)
Wy Local Disk (D)

Organize » New folder
4.7 Favorites - . Dell
BE Desktop Drivers
& Downloads Intel
£ Recent Places | _ Logs
*| Documents 1 Perflogs

Program Files
Program Files (x86)
Tekelec

Users

Windows

« m

Save as type: _Text Document (".txt)

File name: ActiveAlarmsReport_2016Aprl8_143958_EDT.bxt

= Hide Folders

3[ save | [ Cancel
N

E74583-02

83 of 126




User's Guide

HLR Router 4.1 Software Upgrade

Appendix B: Health Check Procedures

Step Procedure Result
Primary NOAM VIP T i e
13. (GUI): Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK O
|:| Select... B £ Main Menu .
M Administration Main Menu: Config
Main Menu

- Configuration
- Network Elements

...as shown on the right.

B & Configuration

Yetuork Elements

B Services

Network Element
1 NO_MRSVNC

i Resource Domains
B Servers
Il Server Groups

_] NO_RLGHNC

Primary NOAM VIP
(GUI):

Select the “Report”
dialogue button from the
bottom left corner of the
screen.

To create a new Network Element, upload a valid configuration file:

| Browse... |

i Reporl[ !

Primary NOAM VIP
(GUI):

A “Network Element
Report” will be
generated and displayed
in the right panel.

Main Menu: Configuration -> Network Elements [Report]

XHR Network Element Report

Report Generated: Mon Apr 18 14:47:45 2016 EDT
From: Active NETWORK OAMP on host exhrNO-mrsvnc-b
Report Version: 4.0.0-40.15.0

User: guiadmin

Network Elements Summary

NE Name: NO MRSVNC
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Step

Procedure

Result

16.

[]

Primary NOAM VIP
(GUI):

1) Select the “Save”
dialogue button from the
bottom/middle of the
right panel.

2) Click the “Save”
dialogue button on the
File Download pop-up
box.

3) Select a directory on
the local disk drive to
store the “Network
Elements Report” file
and click the “Save”
dialogue button.

File Download @

Do you want to open or save this file?

o Name: NEConfig_2010Jul14_163556_UTC. txt
=] Type: TextDocument

From: 10.240.251.70 2
[ Open ]I Save L\\{J[ Cancel ]
AV 1
‘ SavE | ,  Whie files from the Intemet can be useful. some files can potentially

ham your computer. If you do not trust the source, do not open or
save this file. What's the risk?

Save As @

Savein; | <e Local Disk (C) v - ¥ o [
() Documents and Settings
_,J () Documentum
Recent ) DRIVERS
) Program Files
— ) Python26
) WINDOWS
Desktop [£] ActiveAlarmsReport_2010Jul14_162752_UTC.txt
My Documents
[
59
My Computer 3
l) File name: INEConfig 20100ul14_163556 UTC be v Save |\
2
My Network Save as type: Text Document v

Primary NOAM VIP
(GUI):

Select...
Main Menu

- Configuration
- Servers

...as shown on the right.

Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)

H £ Main Menu R R
g @ Administration Main Menu: Configuratlo

B & Configuration -
Filter «
B Network Elements
I Services Hostname Role
B Resource Domains
. Server Groups exhrNO-mrsvnc-a Networ

B Places

Primary NOAM VIP
(GUI):

Select the “Report”
dialogue button from the
bottom left corner of the
screen.

[ Repget |
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19.

[]

Primary NOAM VIP
(GUI):

A “Server Report” will
be generated and
displayed in the right
panel.

Main Menu: Configuration -> Servers [Report]

Main Menu: Configuration -> Servers [Report]
Mon Apr 18 14:51:11 2016 EDT

id:
serverGroupld:
serverGroupiName:
networkElementId:
networkElementName:
profileName:
hostname:
placeld:
placeName:
location:

role:

systemiId:
ntpServers:

0

o

NO mrsvnc grp

1]

RO MRSVKC
fv;r!IKLCfappwcrks#pxofllesfHLRR_le00.xml
exhrNO-mrasvwnc-a

o

teks9081601
Network ORM&P

20.

Primary NOAM VIP
(GUI):

1) Select the “Save”
dialogue button from the
bottom/middle of the
right panel.

2) Click the “Save”
dialogue button on the
File Download pop-up
box.

3) Select a directory on
the local disk drive to
store the “Server Group
Report” file and click the
“Save” dialogue button.

File Download

Do you want to open or save this file?

tﬂ;}

Type: Text Document, 3.88¢B
From: 10.240.251.70

Name: ServerGroupConfig_2010Jul14_164021_UTC.txt

_—
Gy

[ Open || Savekjlcml

save this file. What's the risk?

While fies from the Intemet can be useful, some files can potentially
ham your computer. ¥ you do not trust the source, do not open or

Save As
Savein: | <e Local Disk (C) v/ 2 2 2 B
(L) Documents and Settings
,J =) Documentum
Recent C)DRIVERS
() Program Files
-— ) Python26
La ) WINDOWS
Desktop [E] ActiveAlarmsReport_2010Jul14_162752_UTC.bd

[£) NEConfig_2010Jul14_164159_UTC.txt

2

My Documents
My Computer
Y File name:
My Network Save as type: Text Document v

|3
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Primary NOAM VIP
21. (GUI): Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
B £ Main Menu ; )
|:| Select... @ @ Administration Main Menu: Configuratior
Main Menu B & Configuration

- Configuration
- Server Groups

...as shown on the right.

i Network Elements

i Services

i Resource Domains

| Servers

eeercrous Nomsmegp A NO
B Places

B Place Assodiations

Server Group Name  Level Pai

22,

Primary NOAM VIP
(GUI):

Select the “Report”
dialogue button from the

bottom left corner of the
screen.

S0_carync_grp

e AT, .

<

S0_carync

i Repor‘cl |

23.

Primary NOAM VIP
(GUI):

A “Server Group
Report” will be
generated and displayed
in the right panel.

Main Menu: Configuration -> Server Groups [Report]

Main Menu: Configuration ->» Server Groug
Mon Apr 18 14:54:13 2016 EDT

Name:

Level:

Connection Count:
Parent:

Function:
Servers:

NC _mrsvnc_grp
2
S

1
NONE
EAGLE XG HLR Router

exhrNO-mrsvnc-a: [ HA Role Pref: DEFAULT, NE: NO MRSVNC )
exhrNO-mrsvnc-b: [ HA Role Pref: DEFAULT, NE: NC MRSVNC ]
gs-mrsvnc: [ HA Role Pref: DEFAULT, NE: NO MRSVNC ]

Vips

[ NE: NO_MRSVNC ]
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Primary NOAM VIP
24. | (Gul):

I:' 1) Select the “Save”
dialogue button from the
bottom/middle of the
right panel.

2) Click the “Save”
dialogue button on the
File Download pop-up
box.

3) Select a directory on
the local disk drive to
store the “Server Group
Report” file and click the
“Save” dialogue button.

File Download X
Do you want to open or save this file?

:I Name: ServerGroupConfig_2010Jul14_164021_UTC.bxt
= Type: TextDocument, 3.88KB
From: 10.240.251.70 2

| While files from the Intemet can be useful, some files can potentially
a ham your computer. If you do not trust the source, do not open or

Av1 [Ooen Il Save%J[Cancei]

save this file. What's the risk?

Save As

,J |2 Documentum
Recent ) DRIVERS

o ) Python26
] ) WINDOWS
Desktop [z ActiveAlarmsReport_2010Jul14_162752_UTC.bat

)

My Documents

. A 3

\3} Fie name: - 2010014 164209 UTCtilRg
My Network Save as type: Text Document v

Savein: | <e Local Disk (C:) v/ ) (F £ -

|_)Documents and Settings

() Program Files

[£] NEConfig_2010Jul14_164159_UTC.td

2 Provide the saved files to
5. “My Oracle Support”
I:' (MOS) for Health Check

If executing this procedure as a pre or post Upgrade Health Check (HC1/HC2/HC3),
provide the following saved files to “My Oracle Support” (MOS) for Health Check
Analysis:

Analysis.
o Active “Alarms & Events” Report [Appendix B, Step 12]
o Network Elements Report [Appendix B, Step 16]
o Server Report [Appendix B, Step 20]
o Server Group Report [Appendix B, Step 24]
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Primary NOAM VIP
26. (GUI): Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
E £ Main Menu }
|:| Select... B M Administration Main Menu: Status & Ma
Main Menu M Configuration =
_~— Filter «
- Status & Manage 3 M Alarms & Events
2> HA g @ Security Log OA
. B & Status & Manage Hosthmne HA
...as shown on the right. e
. exhrNO-righnc-b Act]
‘ el exhrNO-righnc Staj
X - -a
| JHA]
& D.kabase gs-righnc Ob
I KPIs exhrNO-mrsvnc-b Act
P
. e exhrNO-mrsvnc-a Sta

T REES

27.

Primary NOAM VIP
(GUI):

1) Verify that the “OAM
Max HA Role” for all
servers shows either
“Active” or “Standby”
as shown to the right.

NOTE: An “HA Status”
of “Observer” is allowed
when Server Role is
“Query Server”.

Main Menu: Status & Manage -> HA

Applicatio Max
Hostname Max HA  Allowed Mate Host List
Role HA Role
exhrNO-righnc-b S Active exhrNO-righnc-a
exhrNO-righnc-a S Active exhrNO-righnc-b
gsrgme s owsener SRS omc
exhrNO-mrsvnc: S Active exhrNO-mrsvnc-a
exhrNO-mrsvnc S Active exhrNO-mrsvnc-b
gs-mrsvnc s Observer mg’m"mi
exhrSO-carync-| S Active exhrSO-carync-a
exhrSO-carync- S Active exhrS0O-caryne-b
exhrSO-drhmnc S Active exnrSO-drhmnc-a
exhrSO-drhmnc S Active exhrSO-drhmnc-b
mp2-drhmnc S Active
mp2-carync S Active
mpi-carync 00s Active
mpi-drhmnc 00s Active

Network Element

NO_RLGHNC
NO_RLGHNC

NO_RLGHNC

NO_MRSVNC
NO_MRSVNC

NO_MRSVNC

SO_CARYNC
S0 _CARYNC
SO DRHMNG
SC_DRHMNC
SO_DRHMNC
SO_CARYNC

S0O_CARYNC

SO_DRHMNC

Server Role

Network OAMAP
Network OAM&P

Query Server

Network OAM&P
Network OAM&P
Query Server
Sysiem OA!
System OAM
System OAM
System OAM
MP

MP

MP

MP

Active VIPs

10.240.40.70

10.240.40.6

102404038
10.240.226.22

28.

Primary NOAM VIP
(GUI):

Verify the “OAM HA
Max Role” for all
remaining servers on the
[Main Menu: Status &
Manage > HA] screen.

Scroll thru each page of the [Main Menu: Status & Manage = HA] screen until the
“OAM HA Role” for has been verified for all servers in the topology.

o |If executing this Health Check procedure during NOAM NE upgrade, then SKIP the remainder
of this procedure and return to the referring Section of the document.

o |f executing this Health Check procedure during SOAM NE upgrade, then CONTINUE with
Step 29 of this procedure.
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29 Using the VIP address,

|:| ZCJFSS the HLRR SOAM Using the VIP address, access the HLRR SOAM GUI as described in Appendix A
SOAM VIP (GUI):

30. (GUl)

[]

Select...

Main Menu

- Alarm & Events
- View Active

...as shown on the right.

Connected using VIP to exhrS0O-carync-a (ACTIVE SYSTEM OAM)

B £ Main Menu
M Administration
B M Configuration
B & Alarms & Events

Yiew Active

Main Menu: Alarms & F

Tasks +

EventlD Timestar|

: B view History eqe Alarm Text
- [l View Trap Log 19240  2016-03-
B M Security Log 2669

31.

SOAM VIP (GUI):

View Alarm Status in the
right panel.

When viewing Pre-Upgrade Status:

Since HLR Router alarms at the SOAM reflect SS7 activity, it is common for alarms to be
present during normal operation. Therefore, this Health Check will only capture current
alarms thru the “Export” function (pre-upgrade) so that they may be compared to the post-
upgrade alarm activity if needed.

If any Alarms are unexpected and require assistance, then STOP and contact “My Oracle
Support” (MOS) before attempting to continue. Refer to Appendix J - Accessing My Oracle
Support (MOS), for more information on contacting Oracle Customer Service.

When viewing Post-Upgrade Status:

Active NO server may have the following expected alarms:
Alarm ID = 10075 (Application processes have been manually stopped)
Alarm ID = 10008 (Provisioning Manually Disabled)

Servers that still have replication disabled will have the following expected alarm:
Alarm ID = 31113 (Replication Manually Disabled)

You may also see alarms:
Alarm ID = 10010 (Stateful database not yet synchronized with mate database)
Alarm ID = 32532 (Server Upgrade Pending Accept/Reject)

32.

SOAM VIP (GUI):

Select the “Export”
dialogue button from the
bottom left corner of the
screen.

Repot |

l Export f\_| |
3
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33.

[]

SOAM VIP (GUI):

Leave all fields at the
default value and click
the “Ok” button at the
bottom of the screen.

Main Menu: Alarms & Events -> View Active [Export]

Attribute Value
* Once
Fifteen Minutes
Export Frequency ' Hourly
Daily
Weekly
Task Name IAPDE Alarm Export
Description |
Minute ( =
Time of Day AM v
* Sunday
Monday
Tuesday
Day of Week Wednesday
Thursday
Friday
Saturday

* alphanumeric, minus sign, and spacq

Description

Select how often the data will be wri
immediately. Note that the Fifteen Mi
when provisioning is enabled. [Defay

Periodic export task name. [Required|

character must not be a minus sign.]

Periodic export task description. [Opt
alphanumeric, minus sign, and spacy
character must not be a minus sign.]

Select the minute of each hour when
hourly or fifteen minutes. [Default=0

Select the time of day when the data
weekly, Select from 15-minute increny
AMPM]

Select the day of week when the datg
[Default Sunday.]

34.

SOAM VIP (GUI):

The name of the

Main Menu: Alarms & Events -> View Active

[ ] | exported Atarms Csv file T
will appear in the 5o Tasks' _
“Tasks” tab in the & Hostname Name Task State__Doteifs Progress
banner at the top of the 2 exhrSO-carync-a  APDE Alarm Export com 100%
right panel.
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35, | SOAMVIP (GUI): Example: Alarms<yyyymmdd>_<hhmmss>.csv
Record the filename of

[_] | Aarms csv e SOAM Alarm Status:

generated in the space
provided to the right.
SOAM Site 1 (Name)

NOTE: This procedure > Pre SOAM Site 1 Upgrade:

assumes that no more

than (4) SOAM NE(s) will Alarms - .CSV.gz
be upgraded in a single | > Post SOAM Site 1 Upgrade:

maintenance window.
Alarms - .Csv.gz

Copies of this page may
be made as needed if

additional SOAM NE(s) SOAM Site 2 (Name)
are to be upgraded in the

same Maintenance » Pre SOAM Site 1 Upgrade:
Windows. Alarms ) csv.qz
> Post SOAM Site 1 Upgrade:
Alarms - .CSV.gz

SOAM Site 3 (Name)
> Pre SOAM Site 1 Upgrade:

Alarms - .Csv.gz
> Post SOAM Site 1 Upgrade:
Alarms - .Csv.gz

SOAM Site 4 (Name)
» Pre SOAM Site 1 Upgrade:

Alarms - .CSV.gz
> Post SOAM Site 1 Upgrade:
Alarms - .CSV.gz

Export the SOAM

36. alarms for each SOAM

I:' NE to be upgraded in
this Maintenance

Window.

e Repeat Steps 29 - 35 of this procedure for each SOAM NE to be upgraded in
this Maintenance Window.

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix C: Upgrade Server on HLRR 4.0

Step Procedure Result
1 HLRR 4.0 only
Using the VIP e Using the VIP address, access the Primary HLRR NOAM GUI as described in
address, access the Appendix A.
Primary HLRR
NOAM GUI.
Primary NOAM VIP: -
2. Connected using VIP to exhrNO-mrsvnc-b (ACTIVE NETWORK OAM&P)
1) Select... & 2 Main Menu - o )
Main Menu B & Administration Main Menu: Administration -> Software Management -> Up
> Administration I General Options !
Filts - Tasks =
>Software & M Access Control ——
Management o & Software Management
- Upgrade I Versions Server Status Server Role Function  Upgrade Sta
I 1SO Deployment Hosiname OAM Max HA Role Network Element Start Time
2) Using the vertical | prade Max Allowed Application Version Upgrade ISO
scroll bar in the right i Remote Servers A HA Role
panel, scroll to the @ Configuration i  Norm Network OAM&P UAM&P
row containing the s Alarms & Events | exhrNO-mrsvnc-a Standby NO_MRSVNC
hostname of the M Security Log D—— I L= 4.0.040.15.0
server to be im Status & Manage Norm Network OAM&P  OAM&P  NotReady
upgraded. i Measurements exhiNO-mrsvnc-b Active NO_MRSVNC
M EAGLE XG Database Active 4.0.0-40.15.0
3) Verify that the i Tekelec HLR Router
Upgrade State & Help
shows “Not Ready”_ B Logout Backup || ISO Clean Pre[tgre || Ppitiate Accept | Report
'3

4) Click the
“Prepare” dialogue
button located in the
bottom left of the right

panel.
Primary NOAM VIP: s 5 3 5
3. v Main Menu: Administration -> Software Management -> Upgrade [Prepare]
The user should be
I:' presented with the
Upgrade [Make
Ready] screen. Hostname Action HA Status
Max HA Role Active Mates Standby Mates Spare Mates
exhrNO-mrsvnc-a | Prepare v ey e
Click on “Ok” Standby exhrNO-mrsvnc-b None None
dialogue button. ’Oh}C ncel
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4. Primary NOAMVIP: | [Main Menu: Administration -> Software Management -> Upgrade
1) Select...
[] Tasks +
Main Menu
- Administration
_)ISVIOftware . Server Status Server Role Function Upgrade State S
anagemen .
> Upgrade Hostname OAM Max HA Role Network Element Start Time Fi
”X‘Rﬁf“d Application Version Upgrade I1SO
2) Using the Vertilcal —__"““"“—“"“""“E— Network CAM&P QAMEP
scroll bar in the right i exhrNO-mrsvnc-a ! Standby NO_MRSVNC
panel, scroll to the ! |
row containing the 4.0.0-40.15.0
hostname of the Network OAM&P  OAM&P Not Ready
server to be exhiNO-mrsvnc-b Active NO_MRSVNC
upgraded. Active 4.0.0-40.15.0
3) Verify that the Norm Query Server Qs Not Ready
Upgrade State qs-mrsvnc Observer NO_MRSVNC
shows “Ready”. 4.0.0-40.15.0
EAGLE XG
NOTE: If the Norm MP HIR Not Readv
Upgrade State fails
to show “Ready”, the
user may need to Backup || 1SO Cleanup || Preparf || Initi Qomplete || Accept || Report
repeat above sub- B ot noe epar ilw" F — B
steps

3) Click the
“Initiate” dialogue
button

Primary NOAM VIP:

1) Verify that the
Application Version
shows the
<source_release>

2) Using the pull-
down menu, select
the <target_release>

3) Click the “Start
Upgrade” dialogue
button

Main Menu: Administration -> Software Management -> Upgrade [Initiate]

Application Version
o0

Hostname Network Element
exhrNO-mrsvnc-a NO_MRSVNC

L
(| [EXHR4.1.0_41.4.0x86_64.is0 )

Server Group
NO_mrsvnc_grp
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6. Primary NOAM VIP: Main Menu: Administration -> Software Management -> Upgrade
The user is returned
L] | tote.. Tasks +
Main Menu Server Status Server Role Function Upgrade State Status Message
S Administration S OAM Max HA Role Network Element Start Time Finish Time
>Software Max Allowed Application Version u
pgrade 1SO
Management HA Role
= Upgrade Network OAM&P  OAMGP Upagrading :.553 ;Il"‘%gquopgrade o
...screen as shown Standby NO_MRSVNC 5-04-20 16:01:25
on the right. 4.0.0-40.15.0 EXHR-4.1.0_41.4.0-x86_64.is0
Network OAM&P  OAM&P  NotReady
1) Scroll to the row exhrNO-mrsvnc-b  Active NO_MRSVNC
containing the Active 4.0.0-40.15.0
hostname of the

server to be
upgraded. ) )
NOTE: As a result of the server undergoing upgrade, several alarms may appear and remain
2) Verify that the present until the upgrade has been completed. These alarms include but are not limited to
Upgrade State Event ID(s): 10073, 31101, 31102, 31106, 31107, 31114 and 31283.
shows “Upgrading”.
7 Primary NOAM VIP: Server Status Server Role Function  Upgrade State Status Message
|:| 1) Select... Hosmnme OAM Max HA Role Network Element Start Time Finish Time
Main Menu e ed  application Version Upgrade 15O
> Administration Upgrade: retrieved TPD task
—)ISwoftware ; Network OAMSP  0AM&P(  Uparading state for IP: 10.240.40.4 is ’
5 %ﬂagefgen i IN_PROGRESS_STATE
pgrade Standby NO_MRSVNC 20TE-04-20 16:01:25
4.0.0-40.15.0 EXHR-4.1.0_41.4.0-x86_64.iso
?t;';eﬁg.ﬂgsrﬁfj dbe EENNCTENNN Netvok OAMSP  OAMSP  NotReady
Upgradin exhrNO-mrsvnc-b Active NO_MRSVNC
Pg 9 Active 4.0.0-4015.0
3) The Status
Message field should
contain status
“IN_PROGRESS_
STATE”.
8 Primary NOAM VIP: Server Status Server Role Function  Upgrade State Status Message
|:| At the completion of Hostnaine OAM Max HA Role Network Element Start Time Finish Time
the upgrade, the Max Allowed ]
serve?%vill riod FA Rt Application Version Upgrade 1SO
post-upgrade Upgrade: Warn: failed to get
boot Unk Network OAMGF  OAMSP  Upgradin TPD task stata for |P:
reboot. 5 9 10.240.40 4, server could be
. . exhrNO-mrsvnc-a rebooting.
t[r)]‘;”g?a:rl‘l': Ir\:gg:;' . B NO_MRSVNG 2016-04-20 16:01:25 -
field will displa thg EXHR-4.1.0_41.4.0-x86_64.is0
following ex‘; o o Network OAMSP  OAMSP  NotReady
message: exhiNO-mrsvnc-b  Active NO_MRSVNC
: Active 4.0.0-40.15.0

“Warn: failed to get
TPD task state for
IP: <server_IP>,
server could be
rebooting.”
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9 grtlm\a/:?; HLRR 4.0 Server Status  Server Role Function Upgrade State Status Message
: ite VIP: —
|:| Hodtars OAM Max HA Role Network Element Start Time Finish Time
After the post- H;‘Rﬁw“""“ Application Version Upgrade ISO
upgrade reboot has - -
= Upgrade: Task result for IP:
been completed, the T etwork OAM&P O'W& 10.240.40.4, SUCCESS
Upgrade State field exhrNO-mrsvnc-a Standby NO_MRSVNC 2016-04-20 16:0125  2016-04-20 17:10:43
should show a value 4104140 EXHR-4.1.0_41.4.0-x85_64.is0
113 ”
of “Success”. Network OAMGP  OAMSP  NotReady
exhiNO-mrsvne-b  Active NO_MRSVNC
Active 4.0.0-40.15.0

Primary NOAM VIP: Main Menu: Administration -> Software Management -> Upgrade
10.
1) Select...
I:' | Filter «|| Tasks =|
Main Menu
= Administration : : Server Status Server Role Function  Upgrade State Status Message
_)ISVI(;T;;:nen ¢ i, | OAM Max HA Role Network Element Start Time Finish Time
> Upgrade EH"":"R‘:;'GM“ Application Version Upgrade 1SO
2) Select the row Network OAM&P  OAMSP  Success 10240.40.4, SUCCESS.
containing the exhiNO-mrsvnc-a Standby NO_MRSVNC 2016-04-20 16:01:25  2016-04-20 17:10:43
hostn:n:je of the 410-41.40 EXHR-4.1.0_41.4.0-x85_64.is0
upgraded server Network OAMBP  OAMSP  NotReady
3) Click the exhrNO-mrsvnc-b Active NO_MRSVNC
“Complete” dialogue . RIS
button FAGIF X6
} ac ( pa al¢ || Complete | Accept || Report
1. Primary NOAM VIP: Main Menu: Administration -> Software Management -> Upgrade [Complete]
The user presented
I:' with the Upgrade R
Complete] screen.
[ P ] Hostname Action HA Status
Click an “Ok” TRl | Complote Max HA Role Active Mates Standby Mates Spare Mates
. Standby xhrNO-mrsvnc-
dlalogue button. Standby exhrNO-mrsvnc-b  None None
ancel
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Primary NOAM VIP: :
12. Server Status Server Role Function Upgrade State
The user presented -
|:| with the Upgrade Hosinoms OAM Max HA Role Network Element Start Time
screen.
Han Asowws Application Version Upgrade ISO
1) Verify that the
Application Version Network OAM&P  OAM&P (_ NotReady
now shows the exhrNO-mrsvnc-a Standby NO_MRSVNC
“target” release.
Active 4.1.0-4140
2) Verify that the Norm Network OAM&P  OAM&P  NotReady
Upgrade State now
shows “Not Ready”. exhrNO-mrsvnc-b Active NO_MRSVNC
Active 4.0.0-40.15.0

THIS PROCEDURE HAS BEEN COMPLETED

E74583-02 97 of 126




User's Guide

HLR Router 4.1 Software Upgrade

APPENDIX D. SERVER UPGRADE ADMINISTRATION ON HLRR 4.1
Appendix D: Server Upgrade Administration on HLRR 4.1

Step

Procedure

Result

|1_—.|

Using the VIP address,
access the Primary
HLRR NOAM GUI.

e Using the VIP address, access the Primary HLRR NOAM GUI as described in
Appendix A.

Iﬁ

Primary NOAM VIP
(GUI):

1) Select...

Main Menu

- Administration
->Software
Management
- Upgrade

2) Select the tab
associated with the
Server Group
containing the server(s)
to be upgraded.

Connected using VIP to exhrNO-mrsvnc-a (ACTIVE NETWORK OAM&P)
B £ Main Menu '
B & Administration
. | General Options
i Access Control
B & Software Management

Main Menu: Administratij
NO_righnc_grg

Tasks =

I Versions 1
HUparade Upgrade

. m Hostname 2 PO
B Remote Servers Server §

3) Verify that the” Main Menu: Administration -> Software Management -> Upgrade
Upgrade State
shows “Ready” for the Tasks ~
server(s) to be
upgraded. NO_mrsvnc_grp ~ NO_righnc_grp ~ SO_carync_grp ~ SO_drhmnc_grp ~ mp1_carync_grp ~ mp1_drhmnc_grp
. Upgrade State OAM Max HA Role Server Role Function Application Version
4) Verify the Houmme s stat Appl Max HA Role Network Element Upgrade ISO
Application Version erver Status ppl Max etwor! men pgrade
vaF:Se for server(s) is ehINO-mrsvned 7 Sndby | BEES YR ) e
X !
@ NIA NO_MRSVNG
the source software 3 AL TSR ASaE
. aLCe Active etwo A -,
release version exhiNO-mrsvnc-a kel U A8 eci 4
N/A NO_MRSVNC
Ready Observer Query Server Qs 4.0.0-40.15.0
qs-mrsvnc
Norm NIA NO_MRSVNC
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, o If executing Server Group “Auto Upgrade” option, then SKIP to Step 4 of this procedure.

o Allowed for DR NOAM & SOAM Server Groups only!

o |If executing the “Upgrade Server” option (single or multi-selected), then proceed to Step 3

of this procedure.

o

Required for Primary NOAM & MP Server Groups.

Appendix D: Server Upgrade Administration on HLRR 4.1

Step Procedure Result
3. Primary NOAM VIP: Main Menu: Administration -> Software Management -> Upgrade
This Step:

[]

Single Server
Upgrade (or multi-
selected) only!

NOTE: Always use this
option when upgrading
the Primary NOAM or
MP Server Groups.

1) Use cursor to select
the server or use the
[CTRL] key to multi-
select individually
server(s) for upgrade.

2) Ensure the
“Upgrade Server”
dialogue button is
enabled.

3) Click the “Upgrade
Server” dialogue
button.

4) The user should be
presented with the
Upgrade [Initiate]
screen

5) Select the Upgrade
ISO file to be used in
the server upgrade.

6) Click the “Ok”
dialogue button to start
rthe upgrade.

7) SKIP to Step 5 of
this procedure.

NO_mrsvnc_grp

Tasks ~

NO_righnc_arp SO_carync_grp SO_drhmnc_grp mp1_carync_grp mp1_drhmnc_grp|

Heata Upgrade State OAM Max HA Role Server Role Function Application Ver
ostname
Server Status Appl Max HA Role Network Element Upgrade 1SO
Ready Standby Network OAMS&P OAMEP 4.0.0-40.15.0
exhrNO-mrsvnc-b
Norm N/A NO_MRSVNC
Accept or Reject  Active Network OAMEP  OAMSP 4104140
exhrNO-mrsvnc-a
N/A NO_MRSVNC
T  Ready Observer Query Server Qs 4.0.0-40.15.0
| gs-mrsvnc |
\ { Norm 3 NIA NO_MRSVNC
Backup || Backup All heckup All || Upgre Report || Report All

Main Menu: Administration -> Software Management -> Upgrade [Initiate]

Hostname Action Status
; T = OAM Max HA Role Network Element Application Ver
SXNLEEIRCD Poca Standby NO_MRSVNC 4.0.0-40.15.0
3 OAM Max HA Role Network Element Application Ver|
SO Upgrade Observer NO_MRSVNC 4.0.0-40.15.0

Upgrade Settings

Upgrade ISO EXHR-4.1.0_414.0-x86 _6diso v

Select the desigad upgrade ISO media file.
6 @ ncel
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4. Primary NOAM VIP: Main Menu: Administration -> Software Management -> Upgrade

|:| This Step:

Server Group “Auto Tasks v
” ,
Up grade only : NO_mrswnc_grp  NO_righnc_grp  SO_cannc_grp  SO_drhmnc_grp mpi_canmc_grp  mpl1_drhmnc_grp
1! WARNING !! o i Upagrade State OAM Max HA Role Server Role Function Application Verd
ostname
The “Auto Upgrade” Server Status Appl Max HA Role  Network Element Upgrade 1SO
option is valid for DR ShNO-ighncD Ready Active Network OAM&P DR OAM&P  4.0.0-40.15.0
NOAM and SOAM Norm NIA NO_RLGHNC
Server Groups only! Ready Standby Network OAM&P DR OAM&P  4.0.0-40.15.0
exhrNC-righnc-a
DO NOT use the “Auto oD NA NO_RLGHNC
” H R h 4. X ; g

Upgraqe opt|on- when S rioine eady Observer Query Server Qs 0.0-40.15.0
upgrading the Primary Norm NIA NO_RLGHNC
NOAM or MP Server
Groups. Backup :_ Backup All I Checkup Checkup @I ccep Report _ Report All __:

1) DO NOT select any
individual servers using
the cursor.

2) Ensure the “Auto
Upgrade” dialogue
button is enabled.

3) Click the “Auto
Upgrade” dialogue
button.

4) The user should be
presented with the
Upgrade [Initiate]
screen

5) Select “Bulk” mode.

6) Leave the
“Availability” value at
default (50%).

7) Select the Upgrade
ISO file to be used in
the server upgrade.

8) Click the “Ok”
dialogue button to start
rthe upgrade.

NOTE: When Auto
Upgrade “Bulk” mode
is selected, all non-
Active servers will be
upgraded first (e.g.
Standby, Query Server,
efc.).

Main Menu: Administration -> Software Manageme

Hostname Status

OAM Max HA Ro

hctive

Action

chitnchirrmp02 |Auto upgrade

Upgrade Settings
Server group upg

5 Select "Bulk™ to uj

@ Select "Serial” to
Mode Enial Select "Grouped |
Grouped Bulk In all modes, any

HA groups are crj
The HA role ordes

Select the desirey

P
[50% ~ | (NPME - 3]l servy

Availability

Upgrade ISO EXHR-4.1.0_41.7.0-x86_64.is0 v| Sl 8 1 desire

I4 &3

ncel ‘
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e If upgrading the formerly “Active” Primary NOAM server (i.e. the 2nd NOAM to be upgraded),
then continue with Step 5 of this procedure.

o For all other server upgrades, SKIP to Step 10 of this procedure.

Appendix D: Server Upgrade Administration on HLRR 4.1

Step

Procedure

Result

5.

[]

Primary NOAM VIP:

When upgrade is
initiated on the
“Active” Primary
NOAM server, an HA
Switchover will occur.

The user will be disconnected from the GUI session as the “Active” Primary NOAM server
goes through HA Switchover and becomes the “Standby” server.

Primary NOAM VIP:

If not automatically
logged out of the GUI,
use the [Logout] link in
the top right of the
browser to logout of the
Primary NOAM GUL.

Welcome guiadmin [Loqouf]

U

Primary NOAM VIP
(GUI):

Clear the browser
cache.

I IMPORTANT !!

DO NOT proceed to the
next step until the
browser cache has
been cleared.

JavaScript libraries, images and other objects are often modified in the upgrade. Browsers can
sometimes cause GUI problems by holding on to the old objects in the built-in cache. To
prevent these problems always clear the browser cache before logging into an OAM GUI which
has just been upgraded:

4) Simultaneously hold down the [Ctrl], [Shift] and [Delete] keys (most Web browsers).

5) Select the appropriate object types to delete from the cache via the pop-up dialog. (e.g.
“Temporary Internet Files”, “Cache” or “Cached images and files”, etc.). Other
browsers may label these objects differently.

Clear the cached data.

Once again, use the
VIP address to access
the Primary NOAM
GUL.

e Using the VIP address, access the Primary HLRR NOAM GUI as described in
Appendix A.

mk

Primary NOAM VIP
(GUI):

1) Select...

Main Menu
- Administration
->Software
Management
- Upgrade

2) Select the tab
associated with the
Server Group
containing the server(s)
to be upgraded.

Connected using VIP to exhrNO-mrsvnc-a (ACTIVE NETWORK OAM&P)
B £ Main Menu ‘
B & Administration
- | General Options
g Bm Access Control
B & Software Management

Main Menu: Administrati
NO_mrsvnc_grp NO_righnc_grg

Tasks

I Versions 1
W Inaradel Upgrade
(Yuporade s 2 b

8 Remote Servers Server §
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HLR Router 4.1 Software

Upgrade

Step

Procedure

Result

10.

[]

Primary NOAM VIP:

The user should now
monitor the “Upgrade
State” and the “Status
Message” entries for
the servers being
upgraded.

As Upgrade executes
for each server, the
user should observe
the states shown to the
right.

NOTE: Some states
may transition faster
than the screen refresh
rate and appear to skip.

NOTE: During server
upgrade, multiple
alarms are expected
and can be safely
ignored. These include
but are not limited to
the following:

Event ID: 10073,
10075, 31101, 31102,
31106, 31107, 31114 &
31283

Upgrade State OAM Max HA Role Server Role Function Application Version §
e< >
5 Appl Max HA Role Network Element Upgrade ISO Status Mess&gej >
TSS——

Sequence | Upgrade State | Status Message
Upgrade task started (Upgrade Serveroption)
1. Pending
PendingUpgrade (Auto Upgradeoption)
& Validating ISO validation started - Server: <hostname>, 150: <iso_image>
Upgrading Upgrade isin Progress
Rebooting Warn: failed to get TPD task state, server could be rebooting.
5. ?l::‘:::ea iy Upgraded Server to new I1SO
6. Accept or Reject | Success: Serverupgrade is complete

11! IMPORTANT !!!

e Unless executing parallel upgrades, DO NOT PROCEED until an “Upgrade State” of
“Accept or Reject” is received.

o If an Upgrade failure is experienced (i.e. Upgrade State = Failed), refer to
Appendix I: Recovering from a Failed Upgrade.

Primary NOAM VIP:

Post-upgrade, alarms
shown to the right are
expected and should be
ignored.

Event ID(s): 32532 (Server Upgrade Pending Accept/Reject)

e Once the “Accept or Reject” Upgrade State is reached, the following alarm(s) will be
raised for each upgraded server:

Return to the referring
Procedure.

e The user should now return to the Procedure/Step which referred them to
Appendix D (Server Upgrade Administration on HLRR 4.1).

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX E. BACKOUT OF A SINGLE SERVER

Every attempt should be made to correct any actionable post upgrade issue prior to executing a backout. Therefore,
the user should always contact “My Oracle Support” if troubleshooting assistance is needed. Refer to Appendix J -
Accessing My Oracle Support (MOS), for more information on contacting Oracle Customer Service.

NOTE: The user is expected to already be familiar with all aspects of the GUI required for backout since the backout

procedure re-uses many of the same GUI screens as the upgrade process. Therefore, the following backout
procedure has been stream-lined by focusing on written instruction rather than screen captures.

Appendix E: Backout of a Single Server

Step Procedure Result
Using the VIP address,
1. access the Primary e Using the VIP address, access the Primary HLRR NOAM GUI as described in
D HLRR NOAM GUI. Appendix A.
2 Primary NOAM VIP: 1. Select the [Main Menu: Administration - Software Management - Upgrade] screen.
' E that th
|:| tonsgrgackaed Oeufiesr\i/re]r 2. Select the tab containing the server(s) to be backed out.

the “Accept or Reject”
state. P ! 3. Verify its Upgrade State is “Accept or Reject”.

Primary NOAM VIP: 1. Select the [Main Menu: Status & Manage >HA] screen.

Set the Max Allowed . e ier
D HA Role to “Standby”. | 2 Click the “Edit” button.

3. Select the server(s) to be backed out and choose a Max Allowed HA Role value of
“Standby” (unless it is a Query server, in which case the value should remain set to
Observer).

4. Click the “Ok” button (the HA status screen displays).

5. Verify that the Max Allowed HA Role is set to the values specified above for each server
to be backed out.

o If performing backout on the Primary NOAM “Active” server, then continue with Step 4 of this
procedure.

e For all other server backouts, SKIP to Step 8 of this procedure.

Primary NOAM VIP:

When upgrade is
I:' initiated on the e The user will be disconnected from the GUI session as the “Active” Primary NOAM

“Active” Primary server goes through HA Switchover and becomes the “Standby” server.
NOAM server, an HA
Switchover will occur.

Primary NOAM VIP:

If not automatically
I:' logged out of the GUI,

use the [Logout] link in
the top right of the
browser to logout of the

Primary NOAM GUI. Welcome guiadmin [Logqouf]

U

E74583-02 103 of 126




User's Guide

HLR Router 4.1 Software Upgrade

Appendix E: Backout of a Single Server

Step Procedure Result
6 Primary NOAM VIP JavaScript libraries, images and other objects are often modified in the upgrade. Browsers can
. (GUI): sometimes cause GUI problems by holding on to the old objects in the built-in cache. To

[]

Clear the browser
cache.

I IMPORTANT !!

DO NOT proceed to the
next step until the
browser cache has
been cleared.

prevent these problems always clear the browser cache before logging into an OAM GUI which
has just been upgraded:

1) Simultaneously hold down the [Ctrl], [Shift] and [Delete] keys (most Web browsers).

2) Select the appropriate object types to delete from the cache via the pop-up dialog. (e.g.
“Temporary Internet Files”, “Cache” or “Cached images and files”, etc.). Other
browsers may label these objects differently.

Clear the cached data.

Once again, use the
VIP address to access
the Primary NOAM
GUI.

e Using the VIP address, access the Primary HLRR NOAM GUI as described in
Appendix A.

Primary NOAM VIP
(GUI):

Stop the software.

1. Select the [Main Menu: Status & Manage = Server] screen.
2. Select the server(s) to be backed out and click the “Stop” button.

NOTE: If multiple servers are to be selected, holding down the [CTRL] key allows the
cursor to multi-select servers on the [Main Menu: Status & Manage = Server] screen.

3. Click the “OK” button on the confirmation pop-up box.

4. Verify that the value for the “Appl State” changes to “Disabled”.

Primary NOAM VIP:

Verify that the server(s)
are Backout Ready.

1. Select the [Main Menu: Administration > Software Management = Upgrade] screen.
2. Select the tab of the server group containing the server(s) to be backed out.

3. Verify that the server(s) to be backed out display the correct value for the “Upgrade
State” field.

e If the Primary NOAM “Active” server is at Release 4.1, then verify that the Upgrade State for
the server(s) to be backed out display a value of “Backout Ready”.

o If the Primary NOAM “Active” server is at Release 4.0, then verify its Upgrade State for the
server(s) to be backed out display a value of “Ready”.

Server CLI:

SSH to the CLI of the
server(s) to be backed
out and login with the
admusr account.

CentOS release 6.7
Kernel 2.6.32-573.18.1.elé6prerel7.0.3.0.0 86.43.0.x86 on an x86 64

exhrNO-mrsvnc-b login: admusr
Password: <admusr_password>

Server CLI:

The user will be
presented with output
similar to that shown to
the right.

*%*%* TRUNCATED OUTPUT ***

RELEASE=6.4
RUNID=00
VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpcommon: /usr/TKLC
/comagent-gui:/usr/TKLC/comagent-gui:/usr/TKLC/comagent: /usr/TKLC/sds
PROMPATH=/opt/comcol/prod
RUNID=00

[admusr@exhrNO-mrsvnc-b ~1$
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Appendix E: Backout of a Single Server

Step

Procedure

Result

12.

[]

Server CLI:

Execute the backout
script.

Execute the backout using the reject script:

$ sudo /var/TKLC/backout/reject

Output similar to that shown below will appear on the screen.
Answer “y” to continue the backout.

*%% TRUNCATED OUTPUT *%*

Executing.. /var/TKLC/backout/backout server --check
Verifying that backout is possible.

Checking for stale RPM DB locks...

Current platform version: 7.0.2.0.0-86.30.0
Continue backout? [y/N]: y

Server CLI:

The backout script will
be followed by an
automated reboot at
its completion.

Many informational messages will come across the terminal screen as the backout proceeds:

Finally, after the backout script is complete, the server will automatically reboot and the user
will be logged out.

Server CLI:

After the reboot has
completed, use SSH to
reconnect to the
server(s) to be backed
out and login with the
admusr account.

CentOS release 6.7
Kernel 2.6.32-573.18.1.el6prerel7.0.3.0.0 86.43.0.x86 on an x86 64

exhrNO-mrsvnc-b login: admusr
Password: <admusr_password>

Server CLI:

The user will be
presented with output
similar to that shown to
the right.

*%** TRUNCATED OUTPUT ***

RELEASE=6.4

RUNID=00

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks: /usr/TKLC/awpcommon: /usr/TKLC
/comagent—-gui:/usr/TKLC/comagent-gui:/usr/TKLC/comagent:/usr/TKLC/sds
PROMPATH=/opt/comcol/prod

RUNID=00

[admusr@exhrNO-mrsvnc-b ~1$

Server CLI:
Verify the Backout.

Examine the upgrade logs in the directory /var/TKLC/log/upgrade and verify that no errors were
reported:

$ grep ERROR /var/TKLC/log/upgrade/upgrade.log

1. Examine the output of the above commands to determine if any errors were reported.

Example output:

1461771238:: 19235 SS7 Received M3UA ERROR

None EH .. Normal
0 10 B NoCount 0 0

PR b I I I I I b b I b b b b b b b g Received MBUA ERROR

$

NOTE: Output such as that shown above can be safely ignored.
2. If the backout was not successful because other errors were recorded in the logs, then
contact “My Oracle Support” (MOS) for further instructions.

3. If the backout was successful (no actionable errors or failures), then continue with the
remaining steps.
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Step Procedure Result

17 Server CLI: Execute the backout_restore utility to restore the full database run environment.
— | Restore the COMCOL

[:] Full DB/Run $ sudo /var/tmp/backout_ restore

environment.

NOTE: The COMCOL
restore process may
take several minutes to
complete.

Output similar to that shown below will appear on the screen.
Answer “y” to continue the restore.

*%%* TRUNCATED OUTPUT ***

This process will totally destroy the existing DB on this server.
This should only be done to recover a server when an upgrade has
been backed-out/rolled-back.

Are you sure you want to proceed? (y|n): y

If the restore was successful, the following will be displayed:

Success: Full restore of COMCOL run env has completed.
Return to the backout procedure document for further instruction.

If an error is encountered and reported by the utility, then work with Oracle Customer Care
Center for further instructions.

Server CLI:

Reboot the server.

NOTE: This step will
take several minutes to
complete. As the
server reboots, the
user will be logged out
of the SSH session.

Enter the following commands to reboot the server.

$ sudo -i init 6

*%** TRUNCATED OUTPUT ***

RELEASE=6.4

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks: /usr/TKLC/awpcommon: /u
sr/TKLC/awptransportmgr: /usr/TKLC/comagent—
gui:/usr/TKLC/comagent:/usr/TKLC/awpss7:/usr/TKLC/exhr
PRODPATH=/opt/comcol/prod

RUNID=00

$

Server CLI:

After the reboot has
completed, use SSH to
reconnect to the
server(s) to be backed
out and login with the
admusr account.

CentOS release 6.7
Kernel 2.6.32-573.18.1.el6prerel7.0.3.0.0 86.43.0.x86 on an x86 64

exhrNO-mrsvnc-b login: admusr
Password: <admusr_password>

Server CLI:

The user will be
presented with output
similar to that shown to
the right.

*%** TRUNCATED OUTPUT ***

RELEASE=6.4

RUNID=00
VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpcommon: /usr/TKLC
/comagent—-gui:/usr/TKLC/comagent-gui:/usr/TKLC/comagent:/usr/TKLC/sds
PROMPATH=/opt/comcol/prod

RUNID=00

[admusr@exhrNO-mrsvnc-b ~1$
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Procedure

Result

21.

[]

Server CLI:

Verify that the “httpd”
service has restarted.

NOTE: If httpd is still
not running after 3
minutes, then services
have failed to restart.
Contact “My Oracle
Support” (MOS) for
further instructions.

Verify services are have restarted:

1.

If this is an NOAM or SOAM, verify httpd service is running.

$ sudo -i service httpd status

Verify expected output displays httpd is running (the process IDs are variable so the actual
number value can be ignored):

*** TRUNCATED OUTPUT ***

PRODPATH=/opt/comcol/prod

N
@(pid 12800) is running)

$

If httpd is not running, wait for a few minutes and retry the above command.

Using the VIP address,
access the Primary
HLRR NOAM GUL.

Using the VIP address, access the Primary HLRR NOAM GUI as described in
Appendix A.

BERRE

Verify the release level
of the Primary NOAM
“Active” server from
the information
presented in the GUI
banner and record it in
the space provided to
the right.

elec HLR Router

@ 1.4.0

ORACLE

——————————— — ———————————————————————————

Connected using VIP 1o exhrNO-mrsvnc-a (ACTIVE NETWORK OAM&P)

Primary NOAM “Active” server Release Level:

Primary NOAM VIP
(GUI):

Verify the server(s)
Application Version
and Upgrade State.

1.

2.

Select the [Main Menu: Administration - Software Management - Upgrade] screen.
Select the tab containing the server(s) which were backed out.

Verify the Application Version value for this server has been backed out to the source
release version.

Verify the Upgrade State.
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For Primary NOAM “Active” server at release 4.1:

YIELD

For Primary NOAM “Active” server at release 4.0:

If the Upgrade State is “Ready”, SKIP to Step 30 of this procedure.
If the Upgrade State is “Not Ready”, then proceed to Step 25 of this procedure.

(i.e after backout of the entire topology)

If the Upgrade State is “Not Ready”, then SKIP to Step 30 of this procedure.

If the Upgrade State is “Ready”, then SKIP to Step 28 of this procedure.

Appendix E: Backout of a Single Server

Step

Procedure

Result

25.

[]

Primary NOAM VIP:

(Primary NOAM
“Active” server
release at 4.1)

Set the Max Allowed
HA Role to “Active”.

Due to backout being initiated from the command line instead of through the GUI, you will have
to modify the backed out server so its Upgrade State moves to Ready.

1. Select the [Main Menu: Status & Manage > HA] screen.
2. Click the “Edit” button.

3. Select the backed out server(s) and choose a Max Allowed HA Role value of Active
(unless it is a Query server, in which case the value should be set to Observer).

4. Click the “Ok” button; the HA status screen displays.

5. Verify that the Max Allowed HA Role is set to the values specified above for each backed
out server.

Primary NOAM VIP:
Restart the software.

1. Select [Main Menu: Status & Manage 2> Server] screen.

2. If the server(s) which were backed out show an Appl State state of “Enabled”, SKIP to
the Step 27.

3. If the server(s) which were backed out show an Appl State state of “Disabled”, select the
server(s) and click the “Restart” button.

4. Click “OK?” button on the pop-up confirmation box.

5. Verify that the Appl State has changed to “Enabled”.

Primary NOAM VIP:

Verify the Upgrade
State.

1. Select [Main Menu: Administration - Software Management > Upgrade] screen.
2. Select the tab of the server group containing the server(s) which were backed out.

3. Verify that the Upgrade State is now “Ready” (it may take several seconds for the grid to
update).

4. SKIP to Step 30 of this procedure.

Primary NOAM VIP:

(Primary NOAM
“Active” server
release at 4.0)

Stop the software (if
necessary).

Due to backout being initiated from the command line instead of through the GUI, you may
have to modify the Upgrade State of the backed out server(s) to achieve a state of “Not
Ready”.

1. Select [Main Menu: Status & Manage > Server] screen.

2. If the server(s) which were backed out show an Appl State of “Enabled”, then select the
server(s) and click the Stop button.
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Appendix E: Backout of a Single Server

Step | Procedure Result

Primary NOAM VIP:

29 1. Select [Main Menu: Administration - Software Management - Upgrade] screen.
|:| \lje”?atc;f ;:}ar;/:;r(s) 2. If the server(s) which were backed out show an Upgrade State of “Not Ready”, SKIP to
P9 ) Step 30 of this procedure.
30 Backout has been
Ij completed. e Return to the referring procedure.
THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX F. MANUALLY PERFORMING ISO VALIDATION

NOTE: This a procedure assumes that the ISO file to be validated has already been uploaded to the server in question and is
present in the /var/TKLC/db/filemgmt/, /var/TKLC/db/filemgmt/isos/ or /var/TKLC/upgrade/ directory.

Appendix F: Manually Performing ISO Validation

Step Procedure Result

Primary NOAM VIP CentOS release 6.7
1. (CLI): Kernel 2.6.18-274.4.1.el5prerel5.0.0 72.32.0 on an x86_ 64

I:I Using the VIP address,
login to the “Active”
Primary HLRR NOAM
with the admusr account.

exhrNO-rlghnc-a login: admusr
Password: <admusr_password>

Primary NOAM VIP: RELEASE=6.4
R b 4 | RoNTD=00
I:' ne user witl ?presente VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpcommon: /u
with output similar to that ..
hown to the right. sr(TKLC/comagent—gul :/usr/TKLC/comagent-
S 9 gui:/usr/TKLC/comagent:/usr/TKLC/sds
PROMPATH=/opt/comcol/prod
RUNID=00
[admusr@exhrNO-rlghnc-a ~]$

Primary NOAM VIP: [admusr@exhrNO-rlghnc-a ~1$ 1ls /var/TKLC/upgrade/
HLR Router-4.1.0.0.0 71.11.0-x86_64.1iso

|:| Verify that the ISO file is [admusr@exhrNO-rlghnc-a ~] 8

present in the
Ivar/TKLC/upgrade/
directory.

If the 1ISO file to be
validated is present in the
output then SKIP to

Step 5 of this procedure.

Otherwise, continue to the

next step.
4 Primary NOAM VIP: [admusr@exhrNO-rlghnc-a ~]$ cp -p /var/TKLC/db/filemgmt/HLR
. Copy the ISO file to the ?:ziiz;geihgl\lg_gzginzia0:T§6_64 .iso /var/TKLC/upgrade/
I:' Ivar[TKLC/upgrade/
directory.
5 Primary NOAM VIP: [admusr@exhrNO-rlghnc-a ~]$ su - platcfg

Become the “platcfg” Password: <platcfg password>

user using the “su”
command.

For password information,
refer to Table 4 (Logins,
Passwords and Site
Information) if necessary.
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Appendix F: Manually Performing ISO Validation

Step Procedure

Result

Primary NOAM VIP:

1) From the platcfg [Main
I:' Menu], select the

“Maintenance” menu
option and press the
[ENTER] key.

2) From the platcfg
[Maintenance Menu],
select the “Upgrade”
menu option and press
the [ENTER] key.

1 Maintenance Menu

Diagnostics Backup and Restore
Server Configuration 1 Halt Server
Security Uiew Mail Queues 2
Network Configuration Restart Server

Remote Consoles E ject CDROM

NetBackup Configuration Save Platform Debug Logs
Exit Exit

Primary NOAM VIP:

1) From the platcfg
I:' [Upgrade Menu], select

the “Validate Media”
menu option and press
the [ENTER] key.

2) From the platcfg
[Choose Upgrade Media
Menu], select the target
ISO file and press the
[ENTER] key.

Upgrade Menu |——

Validate Media

Early Upgrade Checks
Initiate Upgrade

Copy USB Upgrade Image

Non Tekelec RPM Management
ficcept Upgrade

Re ject Upgrade 1
Exit

] Choose Upgrade Media Menu |

3DS-7.1.8.8.8_71.7.8-x86_64.is0 ~ TodsB 08 _f1,78

Exit

Primary NOAM VIP:
1) Verify that the ISO
|:| Media is “Valid”.

2) Press the [ENTER] key
to return to the platcfg

R ERRR R R R RRR AR R RN
HEBHRRHRRERRHR R R RR RN R HRR R RRRRRERRHER BB HBRRRSRY
CERERRR R R R AR R RR AR R RN
CERRRR R RN R R R AR R R R
CERRRR AR RR R R R R
CERRRR AR R AR R RN AR AR AR R R
HERHRRHURERRHRRRRRRBRRRERRHURRRRHBRRRHRBRRRERRHRBRRRHBRRRSRY

menu. CERRRRE R R R AR AR ER

JMUT Validate Utility v2.3.4, (c)Tekelec, May 2814
alidating svar/TKLC/db/filemgmt/isos/SDS-7.1.8.8.8_71.7.8-x86_64.iso
ate&Time: 20815-87-16 15:38:083
olume ID: 7.1.8.6.8_71.7.8
art Number: N/A
ersion: 7.1.6.8.8_71.7.8
Disc Label: SDS
isc description: SDS
The ia validation is complete, the result is
PRESS ANY KEY TO RETURN TO THE PLATCFG MENU.
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Step

Procedure

Result

9.

[]

Primary NOAM VIP:

From the platcfg
[Choose Upgrade Media
Menul], select the “Exit”
menu option and press
the [ENTER] key.

Primary NOAM VIP:

1) From the platcfg [Main
Menu], select the “Exit”
menu option and press
the [ENTER] key.

2) From the platcfg
[Maintenance Menu],
select the “Exit” menu
option and press the
[ENTER] key.

3) From the platcfg [Main
Menu], select the “Exit”
menu option and press
the [ENTER] key.

1 Primary NOAM VIP: [admusr@exhrNO-rlghnc-a ~]$ exit
- | Exit the CLI to the Active
I:' Primary HLRR NOAM.
Return to the referring
12 .

Procedure.

The user should now return to the Procedure/Step which referred them to

Appendix F (Manually Performing ISO Validation).

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX G. UNDEPLOYING AN ISO FILE (POST UPGRADE ACCEPTANCE)

This procedure should only be executed post Upgrade Acceptance and removes a deployed ISO file from all servers in the HLR
Router topology except the “Active” Primary NOAM server. At the end of the procedure the ISO will still be present in the
/var/TKLC/db/filemgmt/isos/ directory on the “Active” Primary NOAM server.

Once this procedure is completed, the file may then be manually deleted (if desired) from the HLRR NOAM GUI (VIP) under the
[Main Menu: Status & Manage -> Files] screen.

Appendix G: Undeploying an ISO file (Post Upgrade Acceptance)

Step Procedure Result

1 Using the VIP address, . . . .
. access the Primary e Using the VIP address, access the Primary HLRR NOAM GUI as described in

I:I HLRR NOAM GUI. Appendix A.

Primary NOAM VIP

2. (GUI): Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAM&P)
I:' Select B £ Main Menu
g B Administration Main Menu: Status & Manage -> Files
Main Menu g s Configuration
S Ctatiic R Filter Tasks =
- Status & Manage g1 M Alarms & Events
- Files i
B @8 Security Log sds-righnc-a sds-righnc-b qs-righnc sds-mr{
) B & Status & Manage 5
...as shown on the right. I Network Elements ile Name

‘ e Active_SDS_20150624200623.pcap

B HA Active_SDS_20150624200623 txt

' Database backup/Backup.sds.sds-righnc-a.Configuration NETWORK_

Il KPls backup/Backup.sds.sds-rlghnc-a.Configuration. NETWORK_

‘ Processes backup/Backup.sds.sds-righnc-a.Configuration.NETWORK_!
| "RESS backup/Backup.sds.sds-righnc-a.Configuration NETWORK_

B Files backup/Backup.sds.sds-righnc-a.Configuration. NETWORK_

B @8 Measurements backup/Backup.sds.sds-righnc-a.Configuration. NETWORK
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Step Procedure Result
3. Primary NOAM VIP: Main Menu: Status & Manage -> Files
1) Select the ISO file for Tiam: Mk 24
I:' the target release. U
2) Click the “Undeploy S| sds-righnc-a  RadsHIGNNe | iieTeuic ) SEANIBVC Y] ANERSORS0)] MG HEITY Iiwieert 02
ISO” dialogue button. 00 NEOW S, SCAR TiRe R TRREURAR
provimportimport_Rebuild3_msisdn,csv 630B csv  2015-06-19 17:56:25 UTC
3) Click “OK” on the provimportimport_Rebuild4_subscriber.csv 785B csv 2015-06-19 17:55:25 UTC
confirmation pop-up provimportimport_Rebuild5_imsiPrefix.csv 1678  csv 2015-06-19 17:55:26 UTC
window. i508/SDS-7.1.0.0.0_71.7.0-x86_64.iso N 1 8°21 iso  2015-06-2414:2342UTC
Active_SDS_20150624200623 pcap 26KB pcap  2015-06-24 20.08:57 UTC
Active_SDS_20150624200623 txt 462 KB tt 2015-06-24 20:10:08 UTC
TKLCConfigData turks-sds-SO-a.sh 49KB sh 2015-06-25 19:16:38 UTC
TKLCConfigData turks-sds-SO-b.sh 49KB sh 2015-06-25 19:16:38 UTC
TKLCConfigData.turks-DP-02 sh 53KB sh 2015-06-25 19:16:38 UTC
Report Upload || Download alidate 1ISO

hilable | System utilization: 27.5 GB (5.09%

) 7 ndeptcys an IS0 file. k
2 Col

i The page at https://10.240.241.66 says:
t Are you sure you want to undeploy isos/
SDS-7.1.0.0.0_71.7.0-x86_64.is0?

3 ‘ Ok | | Concel

I

Primary NOAM VIP:

The “Status” tab in the
banner will display a
confirmation message
stating “ISO
undeployment started”.

Main Menu: Status & Manage -> Files

L sds-rig
File Name
Active_SDS,
Active_SDS_20150624200623.txt

backup/Backup.sds.sds-righnc-a.Configuration. NETWORK_OAMP.20150707_021510. AUTO tar
backup/Backup.sds.sds-righnc-a.Configuration NETWORK_OAMP.20150708_021510. AUTO tar

Tasks =

c-a sds-mrsvnc-b qs-mrsvnc

« ISO undeployment started.
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Step Procedure

Result

Primary NOAM VIP
(GUI):

Monitor the 1ISO
undeployment status.

5.

[]

1) Using the cursor,
reselect the ISO file for
the target 4.1 release.

2) Click the “View ISO
Deployment Report”
dialogue button.

Main Menu: Status & Manage -> Files

Sttus v Tasks
sds-righnc-a sds-righnc-b qs—rlghnc sds-mrsvnc-a sds-mrsvnc-b

File Name
provimportimport_Rebuild4_subscriber.csv

provimportimport_Rebuild5_imsiPrefix.csv
rsync.log

TKLCConfigData fiorence-DP-01.sh
TKLCConfigData florence-DP-02.sh
TKLCConfigData florence-sds-S0-a.sh

View ISO Deploy n)-_e_rjl_l_'\_‘fggr_t" Upload || Download Deploy

6.1 GB used (1.12%) 0

qs-mrsvnc turks

ISO || Validate ISO

sailablal Sustam utilization: 27.5 GB (5.09%) of 540.8 GB available

Primary NOAM VIP
(GUI):

The user is presented with
the Deployment Report
indicating the current
status of undeployment to
all servers in the topology.

Refresh the report by
clicking the “Back”
dialogue button and
repeating Step 5 of this
procedure until the ISO
shows “Not Deployed” to
all servers in the topology.

Deployment report for SDS5-7.1.0.0.0 71.7.0-x86 64.iso:
Deployed on 0/18 servers
Not Deployed
= Derleoved
- MEpLLYEW
eployed
t Deployed
t Deployed
)eployed
Not Deployed
H Deployed
yed
turks-DE-02: } ved
kauai-sds-3 ployed
j=z-5 oyed

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX H. ADDING THE HLRR ISO TO THE PM&C SW REPOSITORY (HP ONLY)

This procedure must be done once for the PM&C located on the TVOE hosts of each HLR Router NOAM-A server.

Appendix H: Adding the HLRR ISO to the PM&C SW Repository (HP only) (HP only)

Step

Procedure

Result

1.

[]

Primary NOAM VIP
(CLI):

Using the VIP address,
login to the “Active”

Primary HLRR NOAM
with the admusr account.

CentOS release 6.7
Kernel 2.6.32-573.18.1.el6prerel7.0.3.0.0 86.43.0.x86 on an
x86 64

exhrNO-rlghnc-a login: admusr
Password: <admusr_password>

Primary NOAM VIP:

The user will be presented
with output similar to that
shown to the right.

*** TRUNCATED OUTPUT ***

RELEASE=6.4

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpcommon: /u
sr/TKLC/comagent-gui: /usr/TKLC/comagent-
gui:/usr/TKLC/comagent:/usr/TKLC/sds

PROMPATH=/opt/comcol/prod

RUNID=00

[admusr@exhrNO-rlghnc-a ~]$

Primary NOAM VIP: [admusr@exhrNO-rlghnc-a ~]$ cd /var/TKLC/db/filemgmt/
3. Access the “filemgmt” [admusr@exhrNO-rlghnc-a filemgmt]$
|:| directory where the target

ISO file was uploaded to.
4 Primary NOAM VIP: [admusr@exhrNO-rlghnc-a filemgmt]$ 1ls -1 *.iso

Identify the exact name of
the target ISO file.

-rw-rw-r-- 1 awadmin awadm 893536256 Jun 24 14:23 872-2696-101-
4.1.0_41.4.0-EXHR-x86_64.iso
[admusr@exhrNO-rlghnc-a filemgmt]$

Primary NOAM VIP:

Use Secure Copy (scp)
to copy the target ISO file
to the
Ivar/TKLC/upgrade/
directory of the remote
PM&C server as the
“admusr” user.

$ scp -p 872-2696-101-4.1.0_41.4.0-EXHR-x86_64.iso
admusr@10.240.246.7:/var/TKLC/upgrade/

FIPS integrity verification test failed.

The authenticity of host '10.240.246.7 (10.240.246.7)"
established. RSA key fingerprint is
23:a2a:7e:12:40:d6:20:d6:19:62:c0:07:9d:20:30:35.

Are you sure you want to continue connecting (yes/no)? yes

can't be

Warning: Permanently added '10.240.246.7' (RSA) to the list of
known hosts.

Password: <admusr_password>

872-2696-101-4.1.0 41.4.0-EXHR-x86_ 64.1is0 100% 852MB

11.2MB/s 01:16
[admusr@exhrNO-rlghnc-a filemgmt]s$

Primary NOAM VIP:

Exit the CLI for the
“Active” Primary HLRR
NOAM.

[admusr@exhrNO-rlghnc-a filemgmt]$ exit
logout
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Step

Procedure

Result

7.

[]

PM&C Server: (GUI):

1) Launch approved Web
browser Internet
Explorer 8.0, 9.0 or 10.0
and connect to the
Management IP Address
assigned to PM&C Server
associated with the HLRR
NOAM NE.

2) If a certificate error is
received, click on the link
which states...

“Continue to this website
(not recommended).”

. . Aln——— |

10.240.246.1/ D~ ci [=) Certificate Error: Navigation... * |

|@0@ g

ek CLM = CUSTOMERS ~ TEKELEC = ORACLE -

@ There is a problem with this website’s security certificate.

The security certificate presented by this website was not issued by a trusted certificate authority.

The security certificate presented by this website was issued for a different website's address.
Security certificate problems may indicate an attempt to fool you or intercept any data you send to the
server

We recommend that you close this webpage and do not continue to this website.
™ Click here to close this w

ebpage.

% Continue to this website (not recommended).

» More information

PM&C Server:

The user should be
presented a PM&C login
screen similar to the one
shown on the right.

Login to the GUI using the
default user and

ORACLE

Orade System Login
Fri Jul 24 07:40:31 2015 EDT

password. Login
Enter your username and password to log in
Username: |pmacadmin |
Password:
[[] Change password

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0,

or 10.0 with support for JavaScript and cookies.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates
Other names may be trademarks of their respective owners.
Copyright @ 2010, 2015, Oracle and/or its affiliates. Al rights reserved.
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Step Procedure Result

PM&C Server: -
9. ORACLE Platform Management & Configuration
|:| 1) Select... 6.0.3.0.1-60.27.0

Main Menu '

- Software

- Manage Software
Images

...as shown on the right.

2) Select the “Add
Image” button

o £ Main Menu
M Hardware
B & Software

Manage Software Images

i~ | Software Inventory
B VM Management e Type
M Storage 872-2470-104-3.1.0_31.14.0-EXHR-x86_64 Upgrade
B M Administration 872-2525-101-2.5.2_82.31.0-TVOE-x86_64 Bootable
B M Status and Manag 872-2696-101-4.0.0_40.15.0-EXHR-x86_64 Upgrade
I Task Monitoring EXHR-4.1.0_41.2.0-x86_54 Upgrade
B Legal Notices EXHR-4.1.0_41.4.0-486_64 Upgrade
; r:::”t_ FW2_SPP-2.29.0.0_10.440 Bootable
PMAC-6.0.3.0.0_60.23.0-x86_64 Upgrade
TPD.install-6.5.2_82.31.0-CentOS6.5-x86_64 Bootable
TPD.install-7.0.3.0.0_86.37.0-OracleLinux6.7-x86_64 Bootable
TPD.install-7.0.3.0.0_86.43.0-OracleLinuxb.7-x86_64 Bootable
TVOE-3.0.3.0.0_86.37.0-x86_64 Bootable

Pause Update
_Add Image || Eg)t Image

PM&C Server:

1) If the ISO does not
automatically appear in
the Path: field, click the
Path: pull-down and
select the target I1SO file
from the list.

2) Input the HLR Router
release information in
the “Description:” field.

3) Select “Add New
Image” button.

Add Software Image

Images may be added from any of these sources:

* QOracle-provided media in the PM&C host's CD/DVD drive (Refer to Note)
* USB media attached to the PM&C’s host (Refer to Note)
* External mounts. Prefix the directory with “extfile:/".
* These local search paths:
o NarTKLClupgrade/*.iso
o NarTKLC/smacfimagefisoimages/homel/smacftpusr/*.iso

Note: CD and USB images mounted on PM&C's VM host must first be made accessible to th

VM Management. 1

Path: har/TKLClupgrade/EXHR-4.1.0_41.4.0-x86_64.is0

EXHR 41.4.0

Description: 2
| Add Ne\ﬁél_mage: 3
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Step Procedure Result

1. PM&C Server: rMessage from webpage —

Click “OK” on the pop-up .
|:| confirmation box to allow

the target ISO file to be
deleted after it has been
successfully added to the
PM&C Software
Repository.

Click OK to remove the image from /var/TKLC/upgrade directory after ;
it is added to the repository. Click Cancel to leave it there.

oK %_ Cancel

12 PM&C Server: Manage Software Images

An info message will be
I:' raised to show a new
background task. o
o » Software image NarTKLClupgrade/EXHR-4.1.0_41.4.0-x86_64 iso will be added in the background.
* The ID number for this task is: 552

Info r}}n:' Tasks ~

T W T T _ U o T T VL AUU_ o o AU

13 PM&C Server: Manage Software Images
The user may monitor the
. Info = Taski}m'

progress using the N

“Tasks” tab in the banner Info Task

on the same screen. o o D Task Target Status State Start Time

E’ _] 552 Addimage Done; EXHR-4.1.0_41.4.0-x86_64 COMPLETE fggﬁl
Done: TPD.install-7.0.3.0.0_86.43.0- 2016-04.
) 537 Addimage OracleLinux6.7-x86_64 COMPLERE 13:58:23
PM&C Server: - =
14. Image Name Type Architecture Description

When the task is 872-2470-104-3.1.0_31.14.0-EXHRx86_64 Upgrade  x86_64

complete, the new

software image will be 872-2525-101-2.5.2_82.31.0-TVOE-x86_64 Bootable x86_64

displayed in the Image 872-2696-101-4.0.0_40.15.0-EXHR-x86_64 Upgrade x86_64

list. EXHI 6 64 Upgrade xB86_64

( EXHR-4.1.0_41.4.0-x86_64 Upgrade x86_64 EXHR 41.4.0
 SPP-Z.2300_10.440 Bootable noarch

PMAC-6.0.3.0.0_60.23.0-x86_64 Upgrade x86_64
TPD.install-6.5.2_82.31.0-Cent0S6.5-x86_64 Bootable x86_64
TPD.install-7.0.3.0.0_86.27.0-OracleLinux6.7-x86_64 Bootable x86_64
TPD.install-7.0.3.0.0_86.43.0-OracleLinux6.7-x86_64 Bootable x86_64
TVOE-3.0.3.0.0_86.37.0-x86_64 Bootable x86_64

PM&C Server: w

Welcome pmacadmin [Loqout]

N\
@_Help

Fri Jul 24 08:17:30 2015 EDT

Click the “Logout” link on
I:' the PM&C server GUI.

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix I: Recovering from a Failed Upgrade

Step

Procedure

Result

Using the VIP address,
access the Primary
HLRR NOAM GUL.

Using the VIP address, access the Primary HLRR NOAM GUI as described in
Appendix A.

Haa e

Primary NOAM VIP
(GUI):

1) Select...

Main Menu
- Administration
->Software
Management
- Upgrade

2) Select Server Group
tab for the server(s) being
upgraded.

Connected using VIP to sds-rlghnc-b (ACTIVE NETWORK OAM&P)

B 5 Main Menu
& & Administration Main Menu: Administration -> Software Manag
i General Options
- ks =
1 M Access Control Tasks
B @& Software Managemen DP_freeport DP_02 ofp  NO_mrs{ac_grp S florence_grp
I Vversions y
rade Upgrate-Sta OAM Max HA Role Serv
=] m Hostname o
i Remote Servers Server Status Appl Max HA Role  Netw
M Configuration o5 e Accept or Reject Observer Querl
M Alarms & Events MNIA NO_|
B Security Log s Standby  Netv]
M Status & Manage SCs T A NO_
M Measurements . Accept or Reject Active Netw]
8 Communication Agent SR NIA NO._
s SDS

Primary NOAM VIP:

Verify the “Upgrade
State” for each server
undergoing SW upgrade.

Identify any Server(s) with
an “Upgrade State” of
“Failed”.

Main Menu: Administration -> Software Management -

NO_mrsvnc_grp DP_florence_DP_01_grp DP_florence_DP_02_grp DH

Upgrade State OAM Max HA Role Server Role

Hostname
Server Status Appl Max HA Role Network Element]
Accept or Reject Observer Query Server
qs-mrsvnc
NIA NO_MRSVNC
Standby  Network OAM&P
sds-mrsvnc-a
EIT N/A NO_MRSVNC
Accept or Reject Active Network OAM&P
sds-mrsvnc-b
N/A NO_MRSVNC

e |[f the Failed Server was upgraded using the “Upgrade Server” option, then SKIP to Step
11 of this procedure.

o |[f the Failed Server was upgraded using the “Auto Upgrade” option (i.e. Auto Server
Group Upgrade), then CONTINUE to Step 4 of this procedure.
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Step Procedure Result

4 Primary NOAM VIP: Connected using VIP to sds-righnc-b (ACTIVE NETWORK OAM&P)
Select... B S Main Menu )

I:' g @ Administration Main Menu: Status & Manage -> Tasks ->
Main Menu

- Status & Manage
>Tasks
- Active Tasks

...as shown on the right.

1 i Configuration
i Alarms & Events
1 M Security Log

e sds-righnc-a sds-righnc-b  gs-righnc  sds-mrsvnc
-] Status & Manage
D Name Status
R Network Elements
[ server 347 APDE Remote Server Copy completed
& HA sds-mrsvnc-a Server Upgrade (in
[l Database 346 NO_mrsvnc_grp Server Group exception
. KPIs Upgrade)
. Processes 345 RLGHNC PROV Export completed
344 RLGHNC OAM.SYSTEM Export completed

g1 B Measurements

5 DS :

Primary NOAM VIP:

Filter the “Active Tasks”
screen setting the
parameters as shown.

Display Filter Values:

1) Name
2) Like

3) *Upgrade N

Main Menu: Status & Manage -> Tasks -> Active Tasks

Filter +

Filter

Network Element: [ All -

Display Fitter: ['\; e l»| [Upgrade*

Reset

(=] [Like

-\wé}l—m:ﬂnmom
[s114

COMPIEEd ZUT0-Uo-£0

Primary NOAM VIP:

Verify the hostname of
the Primary Active HLRR
NOAM server from the

ORACLE

Communications Diameter Signal Router
7.1.0.0.0-71.11.0

GUI banner. TS UV W NN WSS
Connected usin VIP to sds-rilghnc-b (ACTIVE NETWORK OAM&P)
N & Mah et e ]
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Step Procedure Result

7. | Primary NOAM VIP: Main Menu: Status & Manage -> Tasks -> Active Tasks
1) If not auto-selected,

I:' select the tab displaying

the hostname of the
Primary Active HLRR

NOAM server identified in ' sds-righnc sds-mrsvnc-a  sds-mrsvnc-b
the previous step. ID Name Status Start Time
2) Locate the task for the sds-mrsvnc-a Server Upgrade (in
“Server Group 346 NO_mrsvnc_grp Server Group exception 2015-08-26 15:02:0+
Upgrade”. It will show a Upgrade)
tat f« d”.
Status of “pause sds-mrsvnc-b Server Upgrade (in
343 NO_mrsvnc_grp Server Group completed 2015-08-26 14:46:0]
Upgrade)
qs-mrsvnc Server Upgrade (in
342 NO_mrsvnc_grp Server Group completed 2015-08-26 14.:46:0]
Upgra
341 NO_mrsvnc_arp Server Group Upgrade paused 2015-08-26 14:45:59
337 qs-righnc Server Upgrade completed 2015-08-26 13:55:5¢
336 sds-righnc-a Server Upgrade completed 2015-08-26 13:54:41
309 sds-righnc-a Server Upgrade completed 2015-08-25 14:04:31
8. Primary NOAM VIP: gs-mrsvnc Server Upgrade (in
1) Select the “Server 342 NO_mrsvnc_grp Server Group completed 2015-08-26 14:46:03 UTC
I:' Group Upgrade” task Upgrade)
with the cursor. It will E e H L
become highlighted on 341 NO_mrsvnc_grp Server Group Upgradej paused 2015-08-26 14:45:55 UTC
thescreen. || oo
337 gs-righnc Server Upgrade completed 2015-08-26 13:55:59 UTC

2) Click the “Cancel”
dialogue button to cancel
the task.

Pause l Restart | Canc&lj Delete ,j.Repart.] | Delete All Completed H Delete All E

| Cancel the selected active Task. |

Primary NOAM VIP:

Click the “OK?” button on
the confirmation box.

Are you sure you want to cancel task "NO_mrsvnc_grp Server Group Upgrade” with ID 3417

OK !}J | Cancel |
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Step

Procedure

Result

10.

[]

Primary NOAM VIP:

For the “Server Group
Upgrade” task...

1) Verify that the Status
has changed from
“paused” to
“completed”.

2) Verify that the Result
Details column now
states “SG upgrade task
cancelled by user.”

341 NO_mrsvnc_grp Server Group Upgrad€ completed »015-08-26 14:45:55

P015-08-26 15:27:25 UTC @’9’“9 task cancelled by 65%

Failed Server (CLI):

Using the XMI address,
login to the Failed Server
with the admusr account.

CentOS release 6.7
Kernel 2.6.32-573.18.1.elé6prerel7.0.3.0.0 86.43.0.x86 on an
x86_ 64

exhrNO-mrsvnc-a login: admusr
Password: <admusr_password>

Failed Server (CLI):

The user will be
presented with output
similar to that shown to
the right.

*** TRUNCATED OUTPUT **¥*

RELEASE=6.4

RUNID=00
VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpcommon: /u
sr/TKLC/comagent-gui:/usr/TKLC/comagent-
gui:/usr/TKLC/comagent:/usr/TKLC/sds

PROMPATH=/opt/comcol/prod

RUNID=00
[admusr@exhrNO-mrsvnc-a ~1$
Failed Server (CLI): [admusr@exhrNO-mrsvnc-a ~]$ tail

Inspect the
“upgrade.log” file to
identify the reason for the
failure.

/var/TKLC/log/upgrade/upgrade.log

1439256874:: INFO: Removing '/etc/my.cnf' from RCS repository
1439256874:: INFO: Removing '/etc/pam.d/password-auth' from RCS
repository

1439256874:: INFO: Removing '/etc/pam.d/system-auth' from RCS
repository

1439256874:: INFO: Removing '/etc/sysconfig/network-
scripts/ifcfg-eth0' from RCS repository

1439256874:: INFO: Removing '/var/lib/prelink/force' from RCS
repository

1439256874 ::Marking task 1439256861.0 as finished.
1439256874::

1440613685: :Early Checks failed for the next upgrade
1440613691: :Look at earlyChecks.log for more info
1440613691 ::

[admusr@exhrNO-mrsvnc-a ~1$
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Failed Server (CLI): [admusr@exhrNO-mrsvnc-a upgrade]$ grep ERROR

14. /var/TKLC/log/upgrade/earlyChecks. log

If the “earlyChecks.log”
|:| file is identified as the
source, look for the Errors
contained in that file.

ERROR: There are alarms on the system!

ERROR: <<< OUTPUT >>>

ERROR: SEQ: 15 UPTIME: 2070747 BIRTH: 1438969736 TYPE: SET
ALARM:

TKSPLATMI1O0 | tpdNTPDaemonNotSynchronizedWarning|1.3.6.1.4.1.323.
5.3.18.3.1.3.10|32509|Communications|Communications Subsystem
Failure

ERROR: <<< END OUTPUT >>>

ERROR: earlyUpgradeChecks () code failed for

Upgrade: :EarlyPolicy: :TPDEarlyChecks

ERROR: Failed running earlyUpgradeChecks () code

ERROR: Early Upgrade Checks Failed!

[admusr@exhrNO-mrsvnc-a upgrade]$

e Although outside of the scope of this document, the user is expected to use standard
troubleshooting techniques to clear the alarm condition from the Failed Server.

e If troubleshooting assistance is needed, refer to Appendix J: Accessing My Oracle
Support (MOS) for information on contacting MOS.

e DO NOT PROCEED TO STEP 15 OF THIS PROCEDURE UNTIL THE ALARM
CONDITION HAS BEEN CLEARED!

Failed Server (CLI): [admusr@exhrNO-mrsvnc-b ~]$ alarmMgr —alarmStatus
[admusr@exhrNO-mrsvnc-b ~]$

Use the alarmMgr utility
I:' to verify that all Platform
alarms have been cleared
from the system.

Failed Server (CLI): [admusr@exhrNO-mrsvnc-a ~]$ exit

Exit the CLI for the Failed | 1°©9°U¢
Server.

Primary NOAM VIP
(GUI):

Re-execute the Server
Upgrade.

BERE

e Return to the referring Upgrade procedure and re-execute SW

) Upgrade for the Failed Server using the “Upgrade Server” option
NOTE: Once failed, the Only!

Auto Server Group
Upgrade (i.e. Auto
Upgrade) option should
not be repeated for that
Server Group.

THIS PROCEDURE HAS BEEN COMPLETED
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APPENDIX J. ACCESSING MY ORACLE SUPPORT (MOS)

My Oracle Support

My Oracle Support (MOS) (https.//support.oracle.com) is your initial point of contact for all product support and training
needs. A representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for your local country from
the list at http.//www.oracle.com/us/support/contact/index.html. When calling, there are multiple layers of menus selections.
Make the selections in the sequence shown below on the Support telephone menu:

1. For the first set of menu options, select 2, “New Service Request”. You will hear another set of menu options.

2. In this set of menu options, select 3, “Hardware, Networking and Solaris Operating System Support”. A third set of
menu options begins.

3. In the third set of options, select 2, “Non-technical issue”. Then you will be connected to a live agent who can assist you
with MOS registration and provide Support Identifiers. Simply mention you are a Tekelec Customer new to MOS.

MOS is available 24 hours a day, 7 days a week, 365 days a year.

Emergency Response

In the event of a critical service situation, emergency response is offered by the CAS main number at 1-800-223-1711 (toll-free in
the US), or by calling the Oracle Support hotline for your local country from the list at
http://www.oracle.com/us/support/contact/index.html. The emergency response provides immediate coverage, automatic
escalation, and other features to ensure that the critical situation is resolved as rapidly as possible.

A critical situation is defined as a problem with the installed equipment that severely affects service, traffic, or maintenance
capabilities, and requires immediate corrective action. Critical situations affect service and/or system operation resulting in one or
several of these situations:

* A total system failure that results in loss of all transaction processing capability

» Significant reduction in system capacity or traffic handling capability

* Loss of the system’s ability to perform automatic system reconfiguration

 Inability to restart a processor or the system

* Corruption of system databases that requires service affecting corrective actions

* Loss of access for maintenance or recovery operations

* Loss of the system ability to provide any required critical or major trouble notification

Any other problem severely affecting service, capacity/traffic, billing, and maintenance capabilities may be defined as critical by
prior discussion and agreement with Oracle.

Locate Product Documentation on the Oracle Help Center Site
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Oracle customer documentation is available on the web at the Oracle Help Center (OHC) site, http://docs.oracle.com. You do not
have to register to access these documents. Viewing these files requires Adobe Acrobat Reader, which can be downloaded at
http://www.adobe.com.

1. Access the OHC site at http://docs.oracle.com.

2. Click Industries.

3. Under the Oracle Communications subheading, click the Oracle Communications documentation link.

The Communications Documentation page appears. Most products covered by these documentation sets will appear
under the headings “Network Session Delivery and Control Infrastructure” or “Platforms.”

4. Click the Product and then the Release Number. A list of the entire documentation set for the selected product and
release appears.

5. To download a file to your location, right-click the PDF link, select Save target as (or similar command based on your
browser), and save to a local folder.
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