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This document describes the procedures to configure
third-party hardware and platform components.
Configurable hardware components include HP
ProLiant rack mount and Oracle rack mount servers
(RMS) and Cisco switches, HP ¢7000 enclosures with
HP blade servers, HP and Cisco switches, and HP
external storage systems. Platform components
include the firmware for various hardware
components as well as the Platform Management
& Configuration (PM&C) application to provision
and manage those components when hosting feature
applications.

Prior to executing any procedure in this document,
power must be available to each component and all
network cabling must be in place.

The procedures in this document are not presented
in any specific order. Each procedure describes a
discrete action. Application engineers will reference
individual procedures in their specific installation
and configuration procedures. It is the application
documentation that will provide the proper
sequencing of procedures, application specific
supplemental steps, and the passwords to be used
during the configuration.

Procedures from this document can be referenced
by their section numbers, for example:

Execute Section 3.6.2.1 DL360/DL380 Server Firmware
Upgrade.

For all other Platform Releases, refer to the
appropriate document.



1.1 References

Introduction

For HP Blade and RMS firmware upgrades, Software Centric customers will need the HP Solutions
Firmware Upgrade Pack, Software Centric Release Notes on http://docs.oracle.com under Platform
documentation. Beyond the minimum version specified for the Platform below, the application will

dictate which Firmware Upgrade Packs to use.

1. TPD Initial Product Manufacture Software Installation Procedure, E53017

2. HP Solutions Firmware Upgrade Pack, version 2.x.x (the latest version is recommended if an upgrade
is to be performed, otherwise version 2.2.10 is the minimum). This pack includes both documentation

and firmware media.

3. HP Solutions Firmware Upgrade Pack, Software Centric Release Notes (the latest version is recommended
if an upgrade is performed, otherwise version 2.2.10 is the minimum).

4. Oracle Firmware Upgrade Pack Release Notes, version 3.x.x (the latest version is recommended if an
upgrade is performed, otherwise version 3.1.7 is the minimum).

5. Oracle Firmware Upgrade Pack Upgrade Guide, version 3.x.x

&

1.2 Acronyms

PM&C Incremental Upgrade Procedure, Release 6.2, E53487
7. PM&C Disaster Recovery , Release 6.2, E67647

An alphabetized list of acronyms used in the document:

Table 1: Acronyms

Acronym Definition

BIOS Basic Input Output System
CA Certificate Authority

CSR Certificate Signing Request
DNS Domain Name System

DSCP Differentiated Services Code Point, a form of QoS
DVD Digital Versatile Disc

EBIPA Enclosure Bay IP Addressing
FMA File Management Area

FQDN Fully Qualified Domain Name
FRU Field Replaceable Unit

HP c-Class HP blade server offering

HP FUP HP Firmware Upgrade Pack

E80301 Revision 01, October 2016
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Acronym Definition

iLO Integrated Lights Out remote management port

iLOM Integrated Lights Out Manager

IE Internet Explorer

IPM Initial Product Manufacture — the process of
installing TPD on a hardware platform

MP Message Processing Server

MSA Modular Smart Array

NAPD Network Architecture Planning Diagram

NMS Network Management System

NO Network OAM&P Server

OA HP Onboard Administrator

OAM&P Operations, Administration, Maintenance, and
Provisioning

0s Operating System (e.g. TPD)

OSDC Oracle Software Deliverly Cloud

PM&C Platform Management & Configuration

QOSs Quality of Service

RMS Rack Mount Server

SAN Storage Area Network

SFTP Secure File Transfer Protocol

SNMP Simple Network Management Protocol

SO System OAM&P server

SSO Single Sign On

TPD Tekelec Platform Distribution

TVOE Tekelec Virtual Operating Environment

VSsp Virtual Serial Port

1.3 Terminology

Multiple server types may be involved with the procedures in this manual. Therefore, most steps in
the written procedures begin with the name or type of server to which the step applies. For example:

E80301 Revision 01, October 2016
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Describes the location/server on which the action takes place and the
operation to be performed.

Each command that the technician is to enter is in bold Courierfont

1. ServerX: Connect to the console of the server

Establish a connection to the server using cu on the terminal server /console
$ cu -1 fdev/ttys?

Figure 1: Example Of An Instruction That Indicates The Server To Which It Applies

Table 2: Terminology

Community String An SNMP community string is a text string used
to authenticate messages sent between a
management station and a device (the SNMP
agent). The community string is included in every
packet that is transmitted between the SNMP
manager and the SNMP agent.

Domain Name System A system for converting hostnames and domain
names into IP addresses on the Internet or on local
networks that use the TCP/IP protocol

Management Server An HP ProLiant DL 360/DL 380 or Oracle RMS
that has physical connectivity required to
configure switches and may host the PM&C
application or serve other configuration purposes.

NetBackup Feature Feature that provides support of the Symantec
NetBackup client utility on an application server.

Non-Segregated Network Network interconnect where the control and
management, or customer, networks utilize the
same physical network.

PM&C An application that supports platform-level
capability to manage and provision platform
components of the system, so they can host
applications.

Segregated Network Network interconnect where the control and
management, or customer, networks utilize
separate physical networks.

Server A generic term to refer to a server, regardless of
underlying hardware, be it physical hardware or
a virtual TVOE guest server.

E80301 Revision 01, October 2016 12
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Software Centric A term used to differentiate between customers
buying both hardware and software from Oracle,
and customers buying only software.

Virtual PM&C Additional term for PM&C - used in networking
procedures to distinguish activities done on a
PM&C guest and not the TVOE host running on
the Management server.

1.4 My Oracle Support (MOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training
needs. A representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline
for your local country from the list at http://www.oracle.com/us/support/contact/index.html. When calling,
make the selections in the sequence shown below on the Support telephone menu:

1. Select 2 for New Service Request

2. Select 3 for Hardware, Networking and Solaris Operating System Support
3. Select one of the following options:

¢ For Technical issues such as creating a new Service Request (SR), Select 1
* For Non-technical issues such as registration or assistance with MOS, Select 2

You will be connected to a live agent who can assist you with MOS registration and opening a support
ticket.

MOS is available 24 hours a day, 7 days a week, 365 days a year.

1.5 Emergency Response

In the event of a critical service situation, emergency response is offered by the Customer Access
Support (CAS) main number at 1-800-223-1711 (toll-free in the US), or by calling the Oracle Support
hotline for your local country from the list at http://www.oracle.com/us/support/contact/index.html. The
emergency response provides immediate coverage, automatic escalation, and other features to ensure
that the critical situation is resolved as rapidly as possible.

A critical situation is defined as a problem with the installed equipment that severely affects service,
traffic, or maintenance capabilities, and requires immediate corrective action. Critical situations affect
service and/or system operation resulting in one or several of these situations:

* A total system failure that results in loss of all transaction processing capability
¢ Significant reduction in system capacity or traffic handling capability

* Loss of the system’s ability to perform automatic system reconfiguration

¢ Inability to restart a processor or the system

¢ Corruption of system databases that requires service affecting corrective actions
* Loss of access for maintenance or recovery operations

E80301 Revision 01, October 2016 13
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Loss of the system ability to provide any required critical or major trouble notification

Any other problem severely affecting service, capacity/traffic, billing, and maintenance capabilities
may be defined as critical by prior discussion and agreement with Oracle.

1.6 Customer Training

Oracle University offers training for service providers and enterprises. Visit our web site to view, and
register for, Oracle Communications training:

http://education.oracle.com/communication

To obtain contact phone numbers for countries or regions, visit the Oracle University Education web
site:

www.oracle.com/education/contacts

1.7 Locate Product Documentation on the Oracle Help Center Site

Oracle Communications customer documentation is available on the web at the Oracle Help Center
(OHC) site, http://docs.oracle.com. You do not have to register to access these documents. Viewing these
files requires Adobe Acrobat Reader, which can be downloaded at http://www.adobe.com.

1.
2.
3.

Access the Oracle Help Center site at http://docs.oracle.com.
Click I ndustri es.

Under the Oracle Communications subheading, click the Or acl e Communi cati ons

docunent ati on link.

The Communications Documentation page appears. Most products covered by these documentation
sets will appear under the headings “Network Session Delivery and Control Infrastructure” or
“Platforms.”

Click on your Product and then the Release Number.
A list of the entire documentation set for the selected product and release appears.

To download a file to your location, right-click the PDF link, select Save target as (or similar
command based on your browser), and save to a local folder.
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Acquiring Firmware

2.1 Acquiring Firmware

Several procedures in this document pertain to the upgrading of firmware on various servers and
hardware devices that are part of the Platform configuration.

Platform servers and devices requiring possible firmware updates are:
e HP ¢7000 BladeSystem Enclosure Components:

¢ Onboard Administrator

¢ 1Gb Ethernet Pass-Thru Module
e (Cisco 3020 Enclosure Switches

e HP6120XG Enclosure Switches
e HP6125G Enclosure Switches

e HP6125XLG Enclosure Switches
¢ Brocade Fibre Channel Switches
¢ Blade Servers (BL460/BL620)

¢ HP Rack Mount Servers (DL360 / DL380)
¢ Oracle Rack Mount Servers
¢ HP External Storage Systems

e MSA2012fc

e D2200sb (Storage Blade)
e D2220sb (Storage Blade)
e D2700

e P2000

e (Cisco 4948/4948E /4948E-F Rack Mount Network Switches

2.1.1HP

Software Centric Customers do not receive firmware upgrades through Oracle. Instead, refer to the
HP Solutions Firmware Upgrade Pack, Software Centric Release Notes on http://docs.oracle.com at Industries
-> Communications -> Tekelec.

For customers that purchased their hardware through Oracle, or previously Tekelec, the required
firmware and documentation for upgrading the firmware on HP hardware systems and related
components are distributed as the HP Solutions Firmware Upgrade Pack 2.x.x.

The minimum firmware release required for PMAC 6.3 is HP Solutions Firmware Upgrade Pack 2.2.10.
However, if a firmware upgrade is needed, the current GA release of the HP Solutions Firmware Upgrade
Pack 2.x.x should be used.

Each version of the HP Solutions Firmware Upgrade Pack contains multiple items including media and
documentation which are used to upgrade HP firmware.

The two pieces of required documentation provided in the HP Solutions Firmware Upgrade Pack 2.x.x
releases are:

* HP Solutions Firmware Upgrade Pack Upgrade Guide
¢ HP Solutions Firmware Upgrade Pack Release Notes
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The two pieces of required firmware media provided in the HP Solutions Firmware Upgrade Pack 2.x.x
releases are:

* HP Service Pack for ProLiant (SPP) firmware ISO image
¢ HP MISC Firmware ISO image

Refer to the Release Notes of the HP Solutions Firmware Upgrade Pack [2] release to determine specific
firmware versions provided. Contact 1.4 My Oracle Support (MOS) for more information on obtaining
the HP Firmware Upgrade Pack.

2.1.2 Oracle Rack Mount Server

The Oracle Firmware Upgrade Pack (FUP) consists of documentation used to assist in the upgrading
of Oracle rack mount servers. The pack consists of an Upgrade Guide and Release Notes. The current
minimum supported firmware release for PMAC 6.3 is 3.1.7. However, if a firmware update is required,
it is recommended to use the latest available release. Firmware components can be downloaded from
My Oracle Support at https://support.oracle.com. Refer to the appropriate FUP Release Notes for directions
on how to acquire the firmware.
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Procedures

3.1 Networking

3.1.1 Configure netConfig Repository

This procedure will configure the netConfig repository for all required services and for each switch
to be configured.

Prerequisites:

e 3.6.1 IPM Management Server
o If a PM&C is included in the installation:

o 3.7.2 Installing TVOE on the Management Server
¢ 3.7.3 TVOE Network Configuration

o 3.7.4 Deploy PM&C Guest

e 3.7.5 Setup PM&C

At any time, you can view the contents of the netConfig repository by using one of the following
commands:

¢ For switches, use the command: sudo /ust/TKLC/plat/bin/netConfig --repo listDevices
¢ For services, use the command: sudo /ust/TKLC/plat/bin/netConfig --repo listServices

Users returning to this procedure after initial installation should run the above commands and note

any devices and/or services that have already been configured. Duplicate entries cannot be added; if
changes to a device repository entry are required, use the editDevice command. If changes to a services
repository entry are necessary, you must delete the original entry first and then add the service again.

IPv4 and IPv6

Platform now supports configuration using IPv4 or IPv6 addresses through netConfig. Wherever IP
addresses are required for networking procedures in section 3.1, IPv4 or IPv6 may be used. Commands
such as ping or ssh may also be used in these procedures, where for IPv6 cases may need to be "ping6"
or "ssh -6" as needed.

Note: Unless otherwise specified, IPv6 addresses are to use the '<addr>/<prefix>' notation.
Terminology

The term ‘netConfig server’ refers to the entity where netConfig is executed. This may be a virtualized
or physical environment. ‘Management server’ may also accurately describe this location but has been
historically used to describe the physical environment while ‘Virtual PM&C’ was used to describe the
virtualized netConfig server. Use of the term ‘netConfig server’ to describe dual scenarios of physical
and virtualized environments will allow for future simplification of network configuration procedures.

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to
variable data indicated by text within "<>". Fill these worksheets out based on NAPD, then refer back
to these tables for the proper value to insert depending on your system type.

Variable Value

<management_server_iLO_ip>
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Variable Value
<management_server_mgmt_ip_address>
<netConfig_server_mgmt_ip_address>
<switch_backup_user> admusr

<switch_backup_user_password>

See application documentation

<serial console type>

u=USB, c=PCle

For the first aggregation switch (4948, 4948E, or 4948E-F): Fill in the appropriate value for this site.

Variable

Value

<switch_hostname>

<device_model>

<console_name>

<switch_console_password>

<switch_platform_username>

<switch_platform_password>

<switch_enable_password>

<switch_mgmt_ip_address>

<switch_mgmt_ netmask>

<mgmt_vlanID>

<control_vlanID>

<IOS_filename>

<ip_version>

For the second aggregation switch (4948, 4948E, or 4948E-F): Fill in the appropriate value for this site.

Variable

Value

<switch_hostname>

<device_model>

<console_name>

<switch_console_password>

<switch_platform_username>

<switch_platform_password>

<switch_enable_password>

<switch_mgmt_ip_address>

<switch_mgmt_netmask>
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Variable Value

<mgmt_vlanID>

<control_vlanID>

<JOS_filename>

<ip_version>

For each enclosure switch (6120XG, 6125G, 6125XLG, or 3020): Fill in the appropriate value for this
site.

Variable Value

<switch_hostname>

<enclosure_switch_IP>

<switch_platform_username>

<switch_platform_password>

<switch_enable_password>

<io_bay>

<OA1_enX_ip_address> X= the enclosure #

<OA_password>

<FW_image>

For each enclosure switch (6120XG, 6125G, 6125XLG, or 3020): Fill in the appropriate value for this
site.

Variable Value

<switch_hostname>

<enclosure_switch_IP>

<switch_platform_username>

<switch_platform_password>

<switch_enable_password>

<io_bay>

<OA1l_enX_ip_address> X= the enclosure #

<OA_password>

<FW_image>

Note: If you have additional enclosure switches, use the worksheets provided in Worksheet: netConfig
Repository.

1. Management server iLO: Log in and launch the integrated remote console. See F.1 How to Access a
Server Console Remotely.
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2. Management Server: Procedure pre-check
If the installation is not designed for a virtual PM&C, go to 3.1.1 Step 3.
If there is a virtual PM&C, log in to the console of the virtual PM&C.

* Verify virtual PM&C installation by issuing the following commands as admusr on the
management server:

$ sudo /usr/bin/virsh list --all
Id Nane State

6 vm pmaclA runni ng

¢ If the command produces no instance of a running VM, and 'sudo’ was appropriately included
in the command, then a PM&C instance is either not installed or not running. If the installation
is not designed for a virtual PM&C, go to 3.1.1 Step 3. Otherwise, continue with this step.

¢ From the management server, log in to the console of the virtual PM&C instance found above.

Example:
$ sudo /usr/bin/virsh consol e <vm pmaclA>
Connected to donmmi n vm pnaclA
Escape character is 7]
<Press ENTER key>

Cent CS rel ease 6.2 (Final)
Kernel 2.6.32-220.7.1.el6prerel6.0.0_80.13.0.x86_64 on an x86_64

If the root user is already logged in, log out and log back in as admust.

[root @nmac ~]# | ogout

vm pmaclA | ogi n: adnusr
Passwor d:
Last login: Fri May 25 16:39:04 on tty$4

¢ If this command fails, it is likely that a virtual instance of PM&C is not installed.

e If this is unexpected, refer to application documentation or contact 1.4 My Oracle Support
(MOS).

3. netConfig Server: Check that the switch templates directory exists:
$ /bin/ls -1 [usr/TKLC smac/ et c/ switch/ xni

If the command returns an error:

I's: cannot access /usr/TKLC/ smac/etc/switch/xm/: No such file or directory

Create the directory:

$ sudo /bin/nkdir -p /usr/TKLC smac/ etc/switch/xm

Change directory permissions:

$ sudo /bin/chmod go+rx /usr/TKLC smac/ et ¢/ switch/ xni

E80301 Revision 01, October 2016 22



Procedures

Change directory ownership:

$ sudo /bin/chown —R prmacd: pmacbackup /usr/ TKLC/ smac/ et c/ switch

4. netConfig Server: Set up netConfig repository with necessary ssh information.

Use netConlfig to create a repository entry that will use the ssh service. This command will provide
the user with several prompts. The prompts shown with <variables> as the answers are site specific
that the user MUST modify. Other prompts that don't have a <variable> shown as the answer must
be entered EXACTLY as they are shown here.

$ sudo /usr/TKLC/ pl at/ bi n/ net Config --repo addServi ce name=ssh_service
Service type [ssh, conserver, oa, tftp]? ssh

SSH host | P? <net Confi g_server_ngnt _i p_address>

SSH usernane: <switch_backup_user>

SSH password: <switch_backup_user_passwor d>

Verify Password: <sw tch_backup_user_password>

Add service for ssh_service successf ul

$

To ensure that you entered the information correctly, use the following command and inspect the
output, which will be similar to the one shown below.

$ sudo /usr/TKLC pl at/ bi n/ netConfig --repo showServi ce nanme=ssh_service
Servi ce Nane: ssh_service

Type: ssh
Host: 10. 250. 8.4
Opt i ons:

password: C20F7D639AE7E7
user: adnusr

5. netConfig Server: Set up netConfig repository with necessary tftp information.

Note: If the tftp repository information has already been entered for another Cisco model switch
(3020, 4948, 4948E, or 4948E-F) then skip this step. The tftp service is common to these switch types.
Otherwise, continue with this step.

Use netConfig to create a repository entry that will use the tftp service. This command will give
the user several prompts. The prompts with <variables> as the answers are site specific that the
user MUST modify. Other prompts that don't have a <variable> as an answer must be entered
EXACTLY as they are shown here.

¢ For a PM&C system:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addServi ce nane=tftp_service
Service type [ssh, conserver, oa, tftp]? tftp

Servi ce host? <net Config _server_ngnt i p_address>

Directory on host? /var/ TKLC smac/ i nage/

Add service for tftp_service successful

¢ For a non-PM&C system:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addServi ce nane=tftp_service
Service type [ssh, conserver, oa, tftp]? tftp

Servi ce host? <netConfig_server_ngnt i p_address>

Directory on host? /var/lib/tftpboot/

Add service for tftp_service successful
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6. netConfig Server: Set up netConfig repository with necessary OA information.

Note: The OA service is common to all HP6125G, HP6125XLG, and HP6120XGs within an enclosure.
An OA service must exist for each enclosure when these switch models are in the deployment. If
an OA service already exists for each enclosure, then skip this step.

Use netConfig to create a repository entry that will use the OA service. This command will give
the user several prompts. The prompts with <variables> as the answers are site specific that the
user MUST modify. Other prompts that don't have a <variable> as an answer must be entered
EXACTLY as they are shown here.

$ sudo /usr/ TKLC pl at/ bi n/ net Confi g --repo addServi ce nanme=oa_servi ce_en<encl osure
#>

Service type [ssh, conserver, oa, tftp]? oa

Primary OA | P? <OAl _enX_ i p_address>

Secondary OA | P? <QA2_enX_ i p_address>

OA usernane? root

QA passwor d? <OA_passwor d>

Verify password: <OQA passwor d>

Add service for oa_service successful

7. netConfig Server: Run conserverSetup command.

$ sudo /usr/TKLC/ pl at/bi n/ conserver Setup —<serial console type> -s
<managenent _server _ngnt _i p_addr ess>

You will be prompted for the platcfg credentials.

An example:

[admusr @m pmaclA] $ sudo /usr/ TKLC pl at/ bi n/ conserverSetup -u -s
<managemnent _server _ngnt _i p_addr ess>
Enter your platcfg usernane, followed by [ENTER]: pl atcfg
Enter your platcfg password, followed by [ENTER]: <pl at cf g_password>
Checking Platform Revision for |ocal TPD installation...
The | ocal machine is running:
Product Nane: PMAC
Base Distro Release: 7.2.0.0.0_88.6.0

Checki ng Pl atform Revision for renmote TPD installation...
The renpte machi ne i s running:
Product Name: TVOE

Base Distro Release: 7.2.0.0.0_88.6.0
Configuring switch 'swi tchlA consol e' consol e server...Configured.
Configuring switch 'sw tchBA consol e’ consol e server... Configured.
Configuring iptables for port(s) 782...Configured.
Configuring iptables for port(s) 1024: 65535. .. Confi gured.
Configuring console repository service. ..
Repo entry for "consol e_service" already exists; deleting entry for:

Servi ce Nane: consol e_servi ce
Type: conserver
Host : <managenent _server _ngnt _i p_addr ess>
... Configured.

Sl ave interfaces for bondO:

bondO interface: ethO1
bondO interface: eth02

¢ If this command fails, contact 1.4 My Oracle Support (MOS).
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* Verify the output of the script.
* Verify that your Product Release is based on PMAC 6.3.

¢ Note the slave interface names of bond interfaces (<ethernet_interface_1> and
<ethernet_interface_2>) for use in subsequent steps.

8. netConfig Server: Mount the HP Misc Firmware ISO

Note: If this is a Software Centric deployment, skip this step and proceed to step 9.
$ sudo /bin/nount -o | oop /var/ TKLC upgrade/ <mi sc_| SO / mt/ upgr ade

Example:

$ sudo /bin/nmount -o | oop /var/ TKLC/ upgr ade/ 872-2161-113-2.1.10_10.26.0.iso
/ it/ upgr ade

9. netConfig Server: Copy Cisco switch FW tothetftp_directory

Note: If this is a Software Centric deployment, the customer must place the FW files for the Cisco
switches (C3020, 4948/ E/E-F) into the tftp directory listed below. Otherwise, perform the commands
to copy the file from the FW ISO.

For each Cisco switch model (C3020, 4948/E/E-F) present in the solution, copy the FW identified
by <FW i mage> in the aggregation switch variable table (4948) or enclosure switch variable table
(C3020) to the t f t p_ser vi ce directory and change the permissions of the file:

¢ For a PM&C system: <t ftp_directory> = /var/ TKLC smac/ i mage/
¢ For anon-PM&C system: <t ft p_directory> = /var/lib/tftpboot/

$ sudo /bin/cp /mt/upgrade/fil es/<FW.imge> <tftp_directory>
$ sudo /bin/chnod 644 <tftp_directory/ <FW.i nage>

Example:

$ sudo /bin/cp /mt/upgrade/files/cat4500e-entservi cesk9-ne. 122-54. XO. bi n
/var/ TKLC/ snac/ i mage/

$ sudo /bi n/ chnod 644 /var/ TKLC smac/ i mage/ cat 4500e- ent ser vi cesk9- nz. 122- 54. XO. bi n

If there are no Cisco switches, skip to the next step.

10. netConfig Server: Copy HP switch FW to the ssh directory

Note: If this is a Software Centric deployment, the customer must place the FW files for the HP
switches into the shh directory listed below. Otherwise, perform the commands to copy the file
from the FW ISO.

For each HP switch model (HP6125G/XLG, HP6120XG) present in the solution, copy the FW
identified by <FW i mage> in the enclosure switch variable tables to the ssh_ser vi ce directory
and change the permissions of the file:

$ sudo /bin/cp /mt/upgrade/fil es/ <FW.i mage> ~<sw t ch_backup_user >/
$ sudo /bin/chnmod 644 ~<switch_backup_user >/ <FW.i mage>
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Example:

$ sudo /bin/cp /mt/upgrade/files/Z 14 37.sw ~admnusr/
$ sudo /bin/chmd 644 ~adnusr/Z_14_37.sw

If there are no HP switches, skip to the next step.
11. netConfig Server: Unmount the ISO

$ sudo /bin/umount /mt/upgrade

12. netConfig Server: Set up netConfig repository with aggregation switch information.
Note: If there are no new aggregation switches to be configured, go to the next step.

Use netConfig to create a repository entry for each switch. The initial command will prompt the
user multiple times. The prompts with <variables> as the answers are site specific that the user
MUST modify. Other prompts that don't have a <variable> as an answer must be entered EXACTLY
as they are shown here.

* The <device_model> can be 4948, 4948E, or 4948E-F depending on the model of the device. If
you do not know, stop now and contact 1.4 My Oracle Support (MOS).

¢ The device name must be 20 characters or less.

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addDevi ce name=<sw t ch_host name>
--reuseCredential s

Devi ce Vendor [Cisco, HP]? Gisco

Devi ce Mbdel [3020, 4948, 4948E, 4948E- F] ? <devi ce_nodel >

What is the IPv4 (CIDR notation) or |Pv6 (address/prefix notation) address for
managenent ?: <swi tch_ngm _i p_addr ess>/ <prefi x>

I's the managenent interface a port or a vlan? [vlan]: [Enter]

What is the VLAN I D of the management VLAN? [2]: [ngnt_vl anl D

What is the nane of the managenment VLAN? [managenent]: [Enter]

What switchport connects to the managenment server? [GE40]: [Enter]

What is the switchport node (access|trunk) for the managenent server port?
[trunk]: [Enter]

What are the allowed vlans for the managenment server port? [1,2]:

<control _vl anl D>, <nmgnt _vl anl D>

Enter the nanme of the firmware file [cat4500e-entservi cesk9-ne. 122-54. XO. bi n] :

<| OS_fi |l enane>

Firmnare file to be used in upgrade: <IGCS fil ename>

Enter the name of the upgrade file transfer service: tftp_service

File transfer service to be used in upgrade: tftp_service

Should the init oob adapter be added (y/n)? vy

Addi ng consol el nit protocol for <sw tch_hostname> using oob. ..

What is the nane of the service used for OOB access? consol e_service

What is the nanme of the console for OOB access? <consol e nane>

What is the platform access usernane? <switch_pl atf orm user nane>

What is the device consol e password? <switch_consol e_passwor d>

Verify password: <swi tch_consol e_password>

What is the platformuser password? <switch_pl atform password>

Verify password: <swi tch_pl at form password>

What is the device privileged nmode password? <switch_enabl e_passwor d>

Verify password: <switch_enabl e_passwor d>

Shoul d the live network adapter be added (y/n)? y

Addi ng cli protocol for <sw tch_hostnane> using network...

Net wor k devi ce access already set: <sw tch_ngmt ip_address>

Shoul d the |ive oob adapter be added (y/n)? vy

Adding cli protocol for <sw tch_hostnane> using oob...

OB devi ce access already set: consol e_service

Devi ce named <swi tch_host name> successful |y added.
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To check that you entered the information correctly, use the following command:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host nanme>

and check the output, which will be similar to the one shown:

$ sudo /usr/TKLC/ pl at/ bi n/ net Config —repo showDevi ce nane=<swi t ch_host name>
Devi ce: <switch_host name>
Vendor : Ci sco
Model : <devi ce_nodel >
FW Ver : <| OS_i nage>
FWFi | enanme: <l OS_i nage>
FW Service: tftp_service
Initializati on Managenent Options
mgnt | P: <swi tch_ngnt _i p_addr ess>
mgnt I nt: vl an
ngnt VI an: <ngnt _vl anl D>
mgnt VI anNanme: managenent
interface: CE40
nmode: trunk
al | onedVl ans: <control _vl anl D>, <nmgnt _vl anl D>
Access: Net wor k: <swi tch_ngnt _i p_addr ess>
Access: OCB:
Servi ce: consol e_service
Consol e: <consol e_nane>
Init Protocol Configured
Li ve Protocol Configured
$

Repeat this step for each 4948 /4948E /4948 E-F, using appropriate values for those switches.

13. netConfig Server: Set up netConfig repository with 3020 switch information.
Note: If there are no new 3020s to be configured, go to the next step.
Note: The Cisco 3020 is not compatible with IPv6 management configuration.

Use netConfig to create a repository entry for each 3020. This command will give the user several
prompts. The prompts with <variables> as the answers are site specific that the user MUST modify.
Other prompts that don't have a <variable> as an answer must be entered EXACTLY as they are
shown here.

* If you do not know any of the required answers, stop now and contact 1.4 My Oracle Support
(MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC pl at/ bi n/ net Config --repo addDevi ce nane=<sw t ch_host nane>
--reuseCredential s

Devi ce Vendor [Cisco, HP]? Cisco

Devi ce Mbdel [3020, 4948, 4948E, 4948E- F] ? 3020

What i s the managenent address? <enclosure_switch_ip>

Enter the name of the firmware file [cbs30x0-ipbasek9-tar.122-58. SEl.tar]:
<FW.i nage>

Firmware file to be used in upgrade: <IGS_ inmage>

Enter the nane of the upgrade file transfer service: <tftp_service>

File transfer service to be used in the upgrade: <tftp_service>

Shoul d the init network adapter be added (y/n)? vy

Addi ng net BootInit protocol for <sw tch_hostnane> using network...

Net wor k devi ce access already set: <enclosure_switch_ip>

What is the platform access usernane? <switch_pl atf orm user nane>

What is the platformuser password? <sw tch_pl atform password>
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Verify password: <swi tch_pl atform password>

What is the device privileged node password? <swi tch_enabl e_passwor d>
Verify password: <swi tch_enabl e_passwor d>

Should the init file adapter be added (y/n)? y

Addi ng netBootlInit protocol for <sw tch_hostname> using file...

What is the nane of the service used for TFTP access? tftp_service
Shoul d the |live network adapter be added (y/n)? vy

Addi ng cli protocol for <sw tch_hostname> using network. ..

Net wor k devi ce access already set: <encl osure_switch_ip>

Devi ce nanmed <swi tch_host nanme> successful |y added.

To check that you entered the information correctly, use the following command:
$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host nane>

and check the output, which will be similar to the one shown below.

$ sudo /usr/TKLC pl at/ bi n/ net Config —repo showDevi ce nane=<swi t ch_host nane>
Devi ce: <switch_host nanme>
Vendor : Ci sco
Model : <devi ce_nodel >
FW Ver : <I CS_i nage>
FWFi | enanme: <FW.i mage>
FW Service: tftp_service
Access: Net wor k: <encl osure_switch_I P>
Init Protocol Configured
Li ve Protocol Configured

Repeat this step for each 3020, using appropriate values for those 3020s.

Note: If you receive the WARNING below, it means the <FW_image> is not found in the directory
named in the FW Service. For the ssh_service, it is the user's home directory. For tftp_service, it is
normally /var/TKLC/smac/image:

WARNING: Could not find firmware file on local host. If using a local service, please update the
device entry using the editDevice command or copy the file to the correct location.

14. netConfig Server: Set up netConfig repository with HP 6120XG switch information.

Note: If there are no 6120XGs to be configured, stop and continue with the appropriate switch
configuration procedure.

Use netConfig to create a repository entry for each 6120XG. This command will give the user several
prompts. The prompts with <variables> as the answers are site specific that the user MUST modify.
Other prompts that don't have a <variable> as an answer must be entered EXACTLY as they are
shown here.

¢ If you do not know any of the required answers, stop now and contact 1.4 My Oracle Support
(MOS).
¢ The device name must be 20 characters or less.

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addDevi ce name=<sw t ch_host name>
--reuseCredential s

Devi ce Vendor [Cisco, HP]? HP

Devi ce Mbdel [6120, 6125, 6125XLG ? 6120

What is the IPv4 (CIDR notation) or |Pv6 (address/prefix notation) address for
managenent ?: <switch_nmgnt _i p_address>/ <prefi x>

Enter the nane of the firmvare file [Z 14 37.swi]: <FW. mage>

Firmnare file to be used in upgrade: <FW.i mage>
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Enter the name of the upgrade file transfer service: ssh_service

File transfer service to be used in upgrade: ssh_service

Should the init oob adapter be added (y/n)? vy

Addi ng consol el nit protocol for <sw tch_host nane> using oob. ..

VWhat is the nane of the service used for OOB access? oa_servi ce_en<encl osure #>
What is the nane of the console for OOB access? <i o_bay>

What is the platform access usernane? <switch_pl atf orm user nane>

What is the device consol e password? <switch_pl atform password>

Verify password: <swi tch_pl atform password>

What is the platformuser password? <sw tch_pl atform password>

Verify password: <swi tch_pl at form password>

What is the device privil eged node password? <swi tch_pl atform password>
Verify password: <swi tch_pl atform password>

Shoul d the live network adapter be added (y/n)? vy

Addi ng cli protocol for <sw tch_hostnane> using network...

Net wor k devi ce access already set: <sw tch_ngmt _ip_address>

Shoul d the |live oob adapter be added (y/n)? vy

Addi ng cli protocol for <swtch_hostnane> using oob...

OB devi ce access already set: oa_service_en<encl osure #>

Devi ce named <switch_host name> successful |y added

The image is being unpacked and validated. This will take approximately 4 minutes. Once the
unpacking, validation, and rebooting have completed, you will be returned to the normal prompt.
Proceed with the next step.

To verify that you entered the information correctly, use the following command:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host nane>

and check the output, which will be similar to the one shown:

$ sudo /usr/TKLC/ pl at/bi n/ net Config —repo showDevi ce nane=<swi t ch_host name>
Devi ce: <swi tch_host nanme>
Vendor : HP
Mbdel : 6120
FW Ver : 0
FWFi | ename: <FW.i nage>
FW Servi ce: ssh_service
Initializati on Managenent Options
mgnt | P. <encl osure_switch_I| P>
Access: Net wor k: <encl osure_swi tch_I P>
Access: O0B:
Service: oa_service
Consol e: <consol e_nane>
Init Protocol Configured
Li ve Protocol Configured

Repeat this step for each 6120, using appropriate values for those 6120s.

Note: If you receive the WARNING below, it means the <FW_image> is not found in the directory
named in the FW Service. For the ssh_service, it is the user's home directory. For tftp_service, it is
normally /var/TKLC/smac/image:

WARNING: Could not find firmware file on local host. If using a local service, please update the
device entry using the editDevice command or copy the file to the correct location.

15. netConfig Server: Set up netConfig repository with HP 6125G switch information.

Note: If there are no 6125Gs to be configured, stop and continue with the appropriate switch
configuration procedure.
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Note: The HP6125 has an issue with certain firmware upgrade paths. Entering '0' when prompted
for the name of the firmware file bypasses the firmware on initialization path. Firmware operation
will be handled in another procedure.

Use netConfig to create a repository entry for each 6125G. This command will give the user several
prompts. The prompts with <variables> as the answers are site specific that the user MUST modify.
Other prompts that don't have a <variable> as an answer must be entered EXACTLY as they are
shown here.

¢ If you do not know any of the required answers, stop now and contact 1.4 My Oracle Support
(MOS).
¢ The device name must be 20 characters or less.

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addDevi ce name=<sw t ch_host name>
--reuseCredential s

Devi ce Vendor [Cisco, HP]? HP

Devi ce Mbdel [6120, 6125, 6125XLE ? 6125

What is the IPv4 (CIDR notation) or |Pv6 (address/prefix notation)address for
managenent ? <swi t ch_ngmnt _i p_addr ess>/ <prefi x>

Enter the name of the firmware file [6125- CMWb20- R2105.bin]: O

Shoul d the init oob adapter be added (y/n)? vy

Addi ng consol el nit protocol for <sw tch_hostname> using oob. ..

What is the nane of the service used for OOB access?o0a_servi ce_en<encl osure #>
What is the nane of the console for OOB access? <i o_bay>

What is the platform access usernane? <switch_pl atform user nane>

What is the device consol e password? <switch_pl atform password>

Verify password: <swi tch_pl atform password>

What is the platformuser password? <switch_pl atform password>

Verify password: <swi tch_pl atform password>

What is the device privileged node password? <switch_pl at f orm passwor d>
Verify password: <swi tch_pl at form password>

Should the live network adapter be added (y/n)? y

Addi ng cli protocol for <sw tch_hostname> using network. ..

Net wor k devi ce access already set: <sw tch_ngnt _ip_address>

Shoul d the live oob adapter be added (y/n)? vy

Adding cli protocol for <sw tch_hostnane> using oob...

OB devi ce access already set: oa_service_en<encl osure #>

Devi ce named <swi tch_host name> successful |y added.

Note: If you receive the WARNING below, it means the <FW_image> is not found in the directory
named in the FW Service. For the ssh_service, it is the user's home directory. For tftp_service, it is
normally /var/TKLC/smac/image:

WARNING: Could not find firmware file on local host. If using a local service, please update the
device entry using the editDevice command or copy the file to the correct location.

To check that you entered the information correctly, use the following command:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host nanme>

and check the output, which will be similar to the one shown:

$ sudo /usr/TKLC pl at/ bi n/ net Config —repo showDevi ce name=<swi t ch_host nane>
Devi ce: <switch_host name>

Vendor: HP
Model : 6125
FW Ver : 0

FWFi | ename: <FW.i nage>
FW Servi ce: ssh_service
Access: Network: <enclosure_switch | P>
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Access: OCB:
Service: oa_service
Consol e: <i o_bay>
Init Protocol Configured
Li ve Protocol Configured
$

16. netConfig Server: Set up netConfig repository with HP 6125XLG switch information.

Note: If there are no 6125XLGs to be configured, stop and continue with the appropriate switch
configuration procedure.

Use netContfig to create a repository entry for each 6125XLG. This command will give the user
several prompts. The prompts with <variables> as the answers are site specific that the user MUST
modify. Other prompts that doesn't have a <variable> as an answer must be entered EXACTLY as
they are shown here.

¢ If you do not know any of the required answers, stop now and contact 1.4 My Oracle Support
(MOS).
¢ The device name must be 20 characters or less.

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addDevi ce name=<sw t ch_host name>
--reuseCredential s

Devi ce Vendor [Cisco, HP]? HP

Devi ce Mbdel [6120, 6125, 6125XLE ? 6125XLG

What is the IPv4 (CIDR notation) or |Pv6 (address/prefix notation) address for
managenent ?: <swi tch_ngm _i p_addr ess>/ <prefi x>

Enter the name of the firmware file [6125XLG CMAT10- R2403. i pe] : <FW.i mrage>
Firmnare file to be used in upgrade: <FW.i mage>

Enter the nanme of the upgrade file transfer service: ssh_service

File transfer service to be used in upgrade: ssh_service

Should the init oob adapter be added (y/n)? vy

Addi ng consol el nit protocol for <sw tch_hostnane> usi ng oob...

What is the name of the service used for OOB access? oa_servi ce_en<encl osure #>
What is the nane of the console for OOB access? <i o_bay>

What is the platform access usernane? <switch_pl atform user nane>

What is the device consol e password? <switch_pl atform password>

Verify password: <swi tch_pl at form password>

VWhat is the platformuser password? <sw tch_pl atform passwor d>

Verify password: <swi tch_pl atform password>

What is the device privileged node password? <switch_pl atf or m passwor d>
Verify password: <swi tch_pl atform password>

Shoul d the live network adapter be added (y/n)? vy

Addi ng cli protocol for <sw tch_hostnane> using network...

Net wor k devi ce access already set: <switch_ngnt _ip_address>

Shoul d the |live oob adapter be added (y/n)? vy

Addi ng cli protocol for <swtch_hostnanme> using oob...

OOB devi ce access already set: oa_service_en<encl osure #>

Devi ce nanmed <swi tch_host nanme> successful |y added

Note: If you receive the WARNING below, it means the <FW_image> is not found in the directory
named in the FW Service. For the ssh_service, it is the user's home directory. For tftp_service, it is
normally /var/TKLC/smac/image:

WARNING: Could not find firmware file on local host. If using a local service, please update the
device entry using the editDevice command or copy the file to the correct location.
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To check that you entered the information correctly, use the following command:
$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host nanme>
and check the output, which will be similar to the one shown:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host name>
Devi ce: <switch_host name>

Vendor: HP
Model : 6125XLG
FWVer: 0

FWFi | ename: <FW.i nage>
FW Servi ce: ssh_service
Access: Network: <enclosure_switch | P>
Access: OOB:
Service: oa_service
Consol e: <i o_bay>
Init Protocol Configured

3.1.2 Aggregation Switch - netConfig Procedures

3.1.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed)
(netConfig)

This procedure will configure 4948 /4948E / 4948E-F switches with an appropriate IOS and configuration
from a single management server and virtual PM&C for use with the c-Class or RMS platform.

Prerequisites:

3.7.2 Installing TVOE on the Management Server
3.7.3 TVOE Network Configuration

3.7.4 Deploy PM&C Guest

3.7.5 Setup PM&C

Application management network interfaces must be configured on the management servers prior
to executing this procedure.

Application username and password for creating switch backups must be configured on the
management server prior to executing this procedure.

Procedure Reference Tables:

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table
for the proper value to insert depending on your system type.

Fill in the appropriate value from HP Solutions Firmware Upgrade Pack [2].

Variable Cisco 4948 Cisco 4948E Cisco 4948E-F

<IOS_image_file>

Fill in the appropriate value for this site:

Variable Value
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<switch_platform_username> See referring application documentation

<switch_platform_password>

<switch_console_password>

<switch_enable_password>

<management_server_mgmt_ip_address>

<pmac_mgmt_ip_address>

<switch_mgmtVLAN_id>

<switch1A_mgmtVLAN_ip_address>

<mgmt_Vlan_subnet_id>

<netmask>

<switch1B_mgmtVLAN_ip_address>

<management_server_iLO_ip>

<customer_supplied_ntp_server_address>

Variable Value

<platcfg_password> Initial password as provided by Oracle
<management_server_mgmtInterface> Value gathered from NAPD
<switch_backup_user> admusr
<switch_backup_user_password> Check application documentation

Note: The onboard administrators are not available during the configuration of Cisco
4948 /4948E / 4948E-F switches.

Note: Uplinks must be disconnected from the customer network prior to executing this procedure.
One of the steps in this procedure will instruct when to reconnect these uplink cables. Refer to the
application appropriate schematic or procedure for determining which cables are used for customer
uplink.

Needed Material:

e HP MISC firmware ISO image
* Release Notes of the HP Solutions Firmware Upgrade Pack [2]
¢ Template xml files on the application media.

Note: Filenames and sample command line input/output throughout this section do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The original
4948 switch -- as opposed to the 4948E or the 4948E-F is referred to simply by the model number 4948.
Where all three switches are referred to, this will be made clear by reference to '4948 / 4948E / 4948
E-F' switches.

Note: If a procedural STEP fails to execute successfully, STOP and contact 1.4 My Oracle Support
(MOS).
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1. Virtual PM&C: Verify the IOS image is on the system. If the appropriate image does not exist, copy
the image to the PM&C.

Determine if the IOS image for the 4948 /4948E /4948E-F is on the PM&C.

$ /bin/ls -1 /var/TKLC/ snac/image/ <lI OS_i nage_fil e>

If the file exists, skip the remainder of this step and continue with the next step. If the file does not
exist, copy the file from the firmware media and ensure the file is specified by the Release Notes
of the HP Solutions Firmware Upgrade Pack [2]

2. Virtual PM&C: Modify PM&C Feature to allow TFTP.
Enable the DEVICE.NETWORK.NETBOOT feature with the management role to allow tftp traffic:

$ sudo /usr/ TKLC smac/ bi n/ pmacadm edi t Feat ur e - - f eat ur eNane=DEVI CE. NETWORK. NETBOOT
--enabl e=1
$ sudo /usr/TKLC/ smac/ bi n/ pmacadm r eset Feat ur es

Note: Ignore any sentry restart instructions that may appear.

Note: This may take up to 60 seconds to complete.

3. Virtual PM&C -> Management Server: Manipulate host server physical interfaces.

Exit from the virtual PM&C console, by entering < ctrl-] > and you will be returned to the server
prompt.

Ensure that the interface of the server connected to switch1A is the only interface up and obtain
the IP address of the management server management interface by performing the following
commands:

$ sudo /sbhin/ifup <ethernet_interface_1>
$ sudo /sbhin/ifdown <ethernet interface 2>
$ sudo /sbin/ip addr show <managenent_server_ngntlnterface> | grep inet

The command output should contain the IP address of the variable
<management_server_mgmt_ip_address>

Connect to the Virtual PM&C by logging into the console of the virtual PM&C instance found in
Step 2 of procedure 3.1.1 Configure netConfig Repository.

$ sudo /usr/bin/virsh console <vm pnaclA>

Note: On a TVOE host, If you launch the virsh console, i.e., "$ sudo virsh consol e X"or from
the virsh utility "virsh # consol e X' command and you get garbage characters or output is not
correct, then more than likely there is a stuck "virsh console" command already being run on the
TVOE host. Exit out of the "virsh console", thenrun "ps - ef | grep virsh", thenkill the existing
process "$ sudo kill -9 <Pl D>". Then execute the "$ sudo virsh consol e X'command
again. Your console session should now run as expected.

4. Virtual PM&C: Determine if switchl A PROM upgrade is required.
Note: ROM & PROM are intended to have the same meaning for this procedure
Connect to switch1A, check the PROM version.
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Connect serially to switchl1A by issuing the following command.

$ sudo /usr/bin/consol e -M <managenent _server_ngnt _i p_address> -1 platcfg
swi t chlA consol e

Enter platcfg@nmac5000101' s password: <pl at cf g_password>

[Enter “~Ec?' for help]

Press Enter

Swi t ch> show version | include ROM

ROM 12.2(31r) SGAlL

Systemreturned to ROM by rel oad

Note: If the console command fails, contact 1.4 My Oracle Support (MOS).

Note the IOS image & ROM version for comparison in a following step. Exit from the console by
entering<ctrl-e><c><.> and you will be returned to the server prompt.

Check the version from the previous command against the version from the release notes referenced.
If the versions are different, perform the procedure in I.1 Upgrade Cisco 4948 PROM to upgrade the
PROM for switchlA.

5. Virtual PM&C:

Verify the initialization xml template file and configuration xml template file is present on the
system and is the correct version for the system.

$ sudo /bin/nmore /usr/TKLC smac/ etc/ switch/ xm /sw tchlA 4948 4948E init. xni
$ sudo /bin/nmore /usr/ TKLC smac/ etc/ switch/ xm /switchlB 4948 4948E init.xmn
$ sudo /bin/nmore /usr/ TKLC smac/ etc/ sw tch/ xm /4948_4948E_confi gure. xni

If either file does not exist, copy the files onto the virtual PM&C from the application media using
application provided procedures.

6. Virtual PM&C: Modify swi t ch1A 4948_4948E init.xm and
switchlB 4948 4948E init.xnl files for information needed to initialize the switch.

Update the init.xml files for all values preceded by a dollar sign. For example, if a value has
$some_variable_name, that value will be modified and the dollar sign must be removed during
the modification.

When done editing the file, save and exit to return to the command prompt.

7. Virtual PM&C: Modify 4948E- F_conf i gur e. xnl for information needed to configure the
switches.

Update the configure.xml file for all values preceded by a dollar sign. For example, if a value has
$some_variable_name, that value will be modified and the dollar sign must be removed during
the modification.

When done editing the file, save and exit to return to the command prompt.
8. Virtual PM&C: Initialize switch1A

Initialize switch1A by issuing the following command:

$ sudo /usr/TKLC pl at/ bi n/ net Confi g

--file=/usr/ TKLC/ smac/ etc/switch/ xm /swi tchlA 4948 4948E init.xn

Processing file: /usr/TKLC/ smac/etc/switch/xm /sw tchlA 4948_4948E_init. xni
$

Note: This step takes about 5-10 minutes to complete.
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Check the output of this command for any errors. If this fails for any reason, stop this procedure
and contact 1.4 My Oracle Support (MOS).

A successful completion of netConfig will return the user to the prompt.

Use netConfig to get the hostname of the switch, to verify that the switch was initialized properly,
and to verify that netConfig can connect to the switch.

$ sudo /usr/TKLC pl at/ bi n/ net Config --device=swi tchlA get Host nane
Host nane: sw tchlA
$

Note: If this command fails, stop this procedure and contact 1.4 My Oracle Support (MOS).

9. Virtual PM&C: Verify the switch is using the proper 10S image per Platform version.

Issue the following commands to verify the I0S release on each switch:

$ sudo /usr/TKLC pl at/ bin/ net Config --device=sw tchlA getFirmware
Ver si on: 122-54. XO
Li cense: entservicesk9

Fl ash: cat 4500e-ent servi cesk9-ne. 122-54. XO. bi n

10. Virtual PM&C -> Management Server: Manipulate host server physical interfaces for switch1B.

Exit from the virtual PM&C console, by entering < ctrl-] > and you will be returned to the server
prompt.

Ensure that the interface of the server connected to switch1B is the only interface up and obtain
the IP address of the management server management interface by performing the following
commands:

$ sudo /sbhin/ifup <ethernet_interface_2>
$ sudo /sbhin/ifdown <ethernet_ interface_1>
$ sudo /sbin/ip addr show <managenent _server_ngntlnterface> | grep inet

The command output should contain the IP address of the variable
<management_server_mgmt_ip_address>

Connect to the Virtual PM&C by logging into the console of the virtual PM&C instance found in
procedure 3.1.1 Configure netConfig Repository Step 2.

$ sudo /usr/bin/virsh console <vm pmaclA>

Note: On a TVOE host, If you launch the virsh console, i.e "# virsh console X" or from the virsh
utility "virsh # console X" command and you get garbage characters or output is not quite right,
then more than likely there is a stuck "virsh console" command already being run on the TVOE
host. Exit out of the "virsh console”, then run "ps -ef | grep virsh", then kill the existing process "kill
-9 <PID>". Then execute the "virsh console X" command. Your console session should now run as
expected.

11. Virtual PM&C: Determine if switch1B PROM upgrade is required.
Note: ROM & PROM are intended to have the same meaning for this procedure
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Connect to switch1B, check the PROM version.

Connect serially to switchl1A by issuing the following command.

$ sudo /usr/bin/consol e -M <managenent _server_ngnt _i p_address> -1 platcfg
swi t chlB _consol e

Enter platcfg@nmac5000101' s password: <pl at cf g_password>

[Enter “~Ec?' for help]

Press Enter

Swi t ch> show version | include ROM

ROM 12.2(31r) SGAlL

System returned to ROM by rel oad

Check the version from the previous command against the version from the release notes referenced.
If the versions are different, perform the procedure in I.1 Upgrade Cisco 4948 PROM to upgrade the
PROM for switch1B.

Note: If the console command fails, contact 1.4 My Oracle Support (MOS).

Note the IOS image & ROM version for comparison in a following step. E xit from the console by
entering <ctrl-e><c><.> and you will be returned to the server prompt.

12. Virtual PM&C: Initialize switch1B
Initialize switch1B by issuing the following command:
$ sudo /usr/TKLC pl at/ bi n/ net Confi g
--file=/usr/ TKLC/ smac/ etc/switch/ xm /sw tchlB 4948 4948E init.xn

Processing file: /usr/TKLC/ smac/etc/switch/xm /swtchlB 4948_4948E_init. xni
$

Note: This step takes about 5-10 minutes to complete.

Check the output of this command for any errors. If this fails for any reason, stop this procedure
and contact 1.4 My Oracle Support (MOS).

A successful completion of netConfig will return the user to the prompt.

Use netConfig to get the hostname of the switch, to verify that the switch was initialized properly,
and to verify that netConfig can connect to the switch.

$ sudo /usr/TKLC/ pl at/bin/netConfig --device=sw tchlB get Host nanme
Host nane: switchlB

Note: If this command fails, stop this procedure and contact 1.4 My Oracle Support (MOS).

13. Virtual PM&C: Verify the switch is using the proper IOS image per Platform version.

Issue the following commands to verify the IOS release on each switch:

$ sudo /usr/TKLC/ pl at/ bi n/ net Confi g --device=swi tchlB get Fi r mnare
Ver si on: 122-54. XO

Li cense: entservicesk9

Fl ash: cat 4500e- ent servi cesk9-ne. 122- 54. XO. bi n

14. Virtual PM&C: Modify PM&C Feature to disable TFTP.
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Disable the DEVICE.NETWORK.NETBOOT feature.

$ sudo /usr/ TKLC smac/ bi n/ pmacadm edi t Feat ure - - f eat ur eName=DEVI CE. NETWORK. NETBOOT
- -enabl e=0

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm r eset Feat ur es

Note: Ignore any sentry restart instructions that may appear.

Note: This may take up to 60 seconds to complete.

15. Virtual PM&C: Validate XML file.
Note: This script validates the XML file to a limited extent:

* Verifies the file is valid XML

* Verifies all required options for commands are present

* Verifies all provided options for commands are valid options
¢ Verifies SOME but not all option values

Validate the XML file before executing it by performing the following command:

$ sudo /usr/TKLC pl at/bin/netConfig --file=4948_4948E_configure.xm --testRun >
[ dev/ nul |

If nothing is returned then the XML file is valid to the extent defined in the note above. Along with

a brief description, errors will return a string indicating the line location of the fault in the XML
file.

16. Virtual PM&C: Configure both switches

Configure both switches by issuing the following command:

$ sudo /usr/TKLC pl at/bi n/ net Confi g

--file=/usr/ TKLC/ smac/ etc/switch/ xm /4948 4948E confi gure. xm
Processing file: /usr/TKLC/ snac/etc/switch/xm /4948 4948E_confi gure. xm
$

Note: This may take about 2-3 minutes to complete.

Check the output of this command for any errors. If this fails for any reason, stop this procedure
and contact 1.4 My Oracle Support (MOS).

A successful completion of netConfig will return the user to the prompt.

17. Management Server: Ensure both interfaces are enabled on the TVOE host.

Exit from the virtual PM&C console by following the instructions in Appendix H.1 How to Exit a
Guest Console Session on an iLO. This will return the terminal to the server prompt.

Ensure that the interfaces of the server connected to switch1A and switch1B are up by performing
the following commands:

$ sudo /sbin/ifup <ethernet_interface 1>
$ sudo /sbin/ifup <ethernet _interface_2>

18. Cabinet: Connect network cables from customer network

Attach switch1A customer uplink cables. Refer to application documentation for which ports are
uplink ports.
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Note: If the customer is using standard 802.1D spanning-tree, the links may take up to 50 seconds
to become active

19. Virtual PM&C: Verify access to customer network
Verify connectivity to the customer network by issuing the following command:
$ / bi n/ pi ng <custoner_supplied_ntp_server_address>
PI NG nt pserverl (10.250.32.51) 56(84) bytes of data.
64 bytes fromntpserverl (10.250.32.51): icnp_seq=0 ttl =62 timnme=0.150 ns

64 bytes fromntpserverl (10.250.32.51): icnp_seq=1 ttl=62 tinme=0.223 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=2 ttl=62 tinme=0.152 ns

20. Cabinet: Connect network cables from customer network

Attach switch1B customer uplink cables and detach switch1A customer uplink cables. Refer to
application documentation for which ports are uplink ports.

Note: If the customer is using standard 802.1D spanning-tree, the links may take up to 50 seconds
to become active.

21. Virtual PM&C: Verify access to customer network

Verify connectivity to the customer network by issuing the following command:

$ / bin/ping <custoner_supplied_ntp_server_address>

PI NG nt pserver1l (10.250.32.51) 56(84) bytes of data.

64 bytes fromntpserverl (10.250.32.51): icnp_seq=0 ttl=62 tinme=0.150 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=1 ttl =62 tinme=0.223 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=2 ttl=62 tinme=0.152 ns

22, Cabinet: Connect network cables from customer network

Re-attach switch1A customer uplink cables. Refer to application documentation for which ports
are uplink ports.

Note: If the customer is using standard 802.1D spanning-tree, the links may take up to 50 seconds
to become active

23. Management Server: Restore the TVOE host back to its original state.

Exit from the virtual PM&C console by following the instructions in Appendix H.1 How to Exit a
Guest Console Session on an iLO. This will return the terminal to the server prompt.

Restore the server networking back to original state:
$ sudo /shin/service network restart

24. Perform 3.1.2.7 Backup Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020 Enclosure
Switch (netConfig) for each switch configured in this procedure.

25. Virtual PM&C: Clean up FW file
Connect to the PM&C with the virtual console if necessary:

1. Connect to the Virtual PM&C by logging into the console of the virtual PM&C instance found
in Step 2 of procedure 3.1.1 Configure netConfig Repository.

$ sudo /usr/bin/virsh consol e <vm pmaclA>
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Note: On a TVOE host, if you launch the virsh console (i.e., "virsh console X" or from the virsh
utility "virsh # console X" command) and receives garbage characters or the output is not correct,
then there is likely a stuck "virsh console” command already being run on the TVOE host. Exit
out of the "virsh console", then run "ps -ef | grep virsh", then kill the existing process
"ki 'l -9 <PI D>".Then execute the "virsh console X" command. The console session should
now run as expected.

2. Remove the FW file from the tftp directory on the PM&C.

$ sudo /bin/rm-f /var/ TKLC smac/ i mage/ <FW.i mage>

3.1.2.2 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (RMS System,
No PM&C) (netConfig)

This procedure will configure 4948 /4948E /4948E-F switches with an appropriate IOS and configuration
from two management servers for use with the rack mount server platform.

This procedure assumes a PMAC 6.3 interconnect. If the system being configured follows a different
Platform interconnect, then the appropriate Platform procedures should be followed.

Prerequisites:

* 3.1.1 Configure netConfig Repository, and
* 3.6.1 IPM Management Server must be complete before this procedure is attempted.

* Application management network interfaces must be configured on the management servers prior
to executing this procedure

e Application username and password for creating switch backups must be configured on the
management server prior to executing this procedure.

¢ netConfig is installed.
Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table
for the proper value to insert depending on your system type.

Fill in the appropriate value from [2]:

Variable Cisco 4948 Cisco 4948E Cisco 4948E-F

<IOS_image._file>

Fill in the appropriate value for this site:

Variable Value

<switch_platform_username> See referring application documentation

<switch_platform_password>

<switch_console_password>

<switch_enable_password>

<mgmt_network> The management network in CIDR format

<management_server_mgmt_ip_address >
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<switchlA_mgmtVLAN_ip_address>

<netmask>

<switch1B_mgmtVLAN_ip_address>

<management_server_iLO_ip>

<customer_supplied_ntp_server_address>

Fill in the appropriate value for this site:

Variable Value

<platcfg_password> Initial password as provided by Oracle
<management_server_mgmtInterface> Value gathered from NAPD
<switch_backup_user> admusr
<switch_backup_user_password> Check application documentation

Note: Uplinks must be disconnected from the customer network prior to executing this procedure.
One of the steps in this procedure will instruct when to reconnect these uplink cables. Refer to the
application appropriate schematic or procedure for determining which cables are used for customer
uplink.

Needed Material:
e HP MISC firmware ISO image

* Release Notes of the HP Solutions Firmware Upgrade Pack [2]
* Template xml files in an application ISO on an application media.

Note: Filenames and sample command line input/output throughout this section do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The original
4948 switch -- as opposed to the 4948E or the 4948E-F is referred to by the model number 4948. Where
all three switches are referred to, this will be made clear by reference to '4948 / 4948E / 4948 E-F'
switches.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document

1. Management Server: Verify IOS image is on the system. If the appropriate image does not exist,
copy the image to the management server and upload to the switch.

Determine if the IOS image for the 4948 /4948E /4948E-F is on the management server.

$ /bin/ls -1 /var/lib/tftpboot/<lCOS_ imge file>

If the file exists, continue with the next step. If the file does not exist, copy the file from the firmware
media. Ensure the file is specified by the Firmware Upgrade Pack Release Note [3].

2. Management Server: Enable tftp on the system for tftp transfer of IOS upgrade file.
Execute the commands that enable tftp transfer.
$ sudo /usr/ TKLC pl at/ bi n/tpdProvd --client --noxm --ns=Xi netd start X netdService

service tftp
Login on Renote: platcfg
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Password of platcfg: <platcfg_password>

1

$ sudo iptabl esAdminsert --type=rule --protocol =i pv4 --domai n=10pl at net
--table=filter --chain=INPUT --persist=yes --match="-s <ngnt _network> -p udp
--dport 69 -j ACCEPT" --location=1

3. Management Server: Verify the firewall is configured properly.
Execute the following command to check the firewall:

$ sudo i ptabl esAdm show --type=rul e --protocol =i pv4 --chai n=I NPUT
--donmi n=10pl atnet --table=filter

Per si st Domai n Tabl e Chain Mat ch
yes 10pl atnet filter I NPUT -s <ngnt_network> -p udp --dport 69
-j ACCEPT

4. Management Server: Manipulate host server physical interfaces for switch1A.

Ensure that the interface of the server connected to switch1A is the only interface up. Obtain the
IP address of the management server management interface by performing the following commands:

$ sudo /sbin/ifup <ethernet_interface_1>
$ sudo /shin/ifdown <ethernet_interface_2>
$ sudo /sbin/ip addr show <managenent _server_ngntlnterface> | grep inet

The command output should contain the IP address of the variable
<management_server_mgmt_ip_address>

5. Management Server: Get and PROM information for switch1A.
Note: ROM & PROM are intended to have the same meaning for this procedure
Connect to switch1A, check the PROM version.

Connect serially to switch1A by issuing the following command.

$ sudo /usr/bin/consol e -M <managenent _server_ngnt _i p_address> -1 platcfg
swi t chlA consol e

Enter pl atcfg@nac5000101' s password: <pl atcfg_password>

[Enter "~Ec?' for help]

Press Enter

Swi t ch> show version | include ROM

ROM 12.2(31r) SGAL

Systemreturned to ROM by rel oad

Note: If the console command fails, contact 1.4 My Oracle Support (MOS).
Note the IOS image & ROM version for comparison in a following step.
To exit from the console, enter<ctrl-e><c><.> and you will be returned to the server prompt.

6. Management Server: Determine if switchl A PROM upgrade is required.

Compare the PROM version from previous step with the version specified in the List item for the
switch model being used.

Check the version from the previous step against the version from the release notes referenced. If
the versions are different, perform the procedures in 1.1 Upgrade Cisco 4948 PROM to upgrade the
PROM for switchlA.
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7. Management Server: Verify the initialization template xml files are in existence on the management
server and are the correct versions for the system. If no template file is present, copy over the files
from application media.

a) Verify the initialization xml template files and configuration xml template file are present on
the system.

$ sudo /bin/nmore /usr/ TKLC/ plat/etc/sw tch/ xm /swtchlA 4948 4948E init.xn
$ sudo /bin/nore /usr/ TKLC pl at/etc/switch/ xm /sw tchlB 4948 4948E init.xni
$ sudo /bin/nore /usr/TKLC/ pl at/etc/sw tch/ xm /4948 _4948E configure. xni

If the files do not exist, copy the files onto the management server from the application media
using application provided procedures.

b) Verify the xml template files are of the correct version for the system. Ensure the version reported

n_t

in the following command matches the apiVersion reported in the '<configure apiVersion="x.y">
tag at the beginning of each file.

$ sudo /usr/TKLC pl at/bi n/ net Config --showVersion
APl version: 1.1

8. Management Server: Modify swi t ch1A 4948_4948E_i nit. xm and
switchlB 4948 4948E i nit. xnl files for information needed to initialize the switch.

Update the swi t ch1A_4948_4948E init.xm andswi tchlB_4948_4948E_ i ni t.xn files
for site specific information. Values to be edited in those files are preceded with a dollar sign, an
example is $some_variable_name . When done editing the file, save and quit.

9. Management Server: Modify 4948_4948E_confi gur e. xni file for information needed to initialize
the switch

Update the 4948_4948E_confi gure. xm file for site specific information. Values to be edited
in those files are preceded with a dollar sign, an example is $ some_variable_name. When done
editing the file, save and quit.

10. Management Server: Initialize switch1A

Initialize switch1A by issuing the following command:

$ sudo /usr/TKLC pl at/ bi n/ net Config

--file=/usr/ TKLC/ pl at/etc/swi tch/xm /swi tchlA 4948 4948E init.xn
Processing file: /usr/TKLO pl at/etc/sw tch/xm /sw tchlA 4948 4948E init.xn
$

Note: This step takes about 5-10 minutes to complete.

Check the output of this command for any errors. If this fails for any reason, stop this procedure
and contact 1.4 My Oracle Support (MOS).

A successful completion of netConfig will return the user to the prompt.

Use netConfig to get the hostname of the switch, to verify that the switch was initialized properly,
and to verify that netConfig can connect to the switch.

$ sudo /usr/TKLC pl at/ bi n/ net Config --device=swi tchlA get Host nane
Host nane: swi tchlA
$

Note: If this command fails, stop this procedure and contact 1.4 My Oracle Support (MOS).
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11. Management Server: Verify the switch is using and proper 10S image per Platform version.
Issue the following commands to verify the IOS release on each switch:
$ sudo /usr/TKLC/ pl at/bi n/ net Confi g --device=swi tchlA getFi rmare
Ver si on: 122-54. XO
Li cense: entservicesk9

Fl ash: cat 4500e- ent servi cesk9-ne. 122- 54. XO. bi n

12. Management Server: Manipulate host server physical interfaces for switch1B.

Ensure that the interface of the server connected to switch1B is the only interface up and obtain
the IP address of the management server management interface by performing the following
commands:

$ sudo /sbin/ifup <ethernet_interface_2>
$ sudo /shin/ifdown <ethernet_interface_1>
$ sudo /sbin/ip addr show <managenent _server_ngntlnterface> | grep inet

The command output should contain the IP address of the variable
<management_server_mgmt_ip_address>

13. Management Server: Determine if switch1B PROM upgrade is required.

Compare the PROM version from previous step with the version specified in the List item for the
switch model being used.

Check the version from the previous step against the version from the release notes referenced. If
the versions are different, perform the procedure 1.1 Upgrade Cisco 4948 PROM to upgrade the
PROM for switchlA.

14. Management Server: Initialize switch1B

Initialize switch1B by issuing the following command:

$ sudo /usr/TKLC pl at/bin/ net Config

--file=/usr/ TKLC/ pl at/etc/switch/xm /sw tchlB 4948 _4948E_init. xni
Processing file: /usr/TKLC plat/etc/sw tch/xm /sw tchlB 4948 4948E init.xm
$

Note: This step takes about 5-10 minutes to complete.

Check the output of this command for any errors. If this fails for any reason, stop this procedure
and contact 1.4 My Oracle Support (MOS).

A successful completion of netConfig will return the user to the prompt.

Use netConfig to get the hostname of the switch, to verify that the switch was initialized properly,
and to verify that netConfig can connect to the switch.

$ sudo /usr/TKLC/ pl at/ bi n/ net Confi g --device=swi tchlB get Host nane
Host nanme: switchlB
$

Note: If this command fails, stop this procedure and contact 1.4 My Oracle Support (MOS).

15. Management Server: Verify the switch is using the proper I0S image per Platform version.
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Issue the following commands to verify the IOS release on each switch:

$ sudo /usr/TKLC/ pl at/bin/netConfig --device=sw tchlB getFi rmware
Version: 122-54. X0

Li cense: entservicesk9

Fl ash: cat 4500e-ent servi cesk9-ne. 122-54. XO. bi n

16. Virtual PM&C: Validate XML file.
Note: This script validates the XML file to a limited extent:

* Verifies the file is valid XML

* Verifies all required options for commands are present

* Verifies all provided options for commands are valid options
* Verifies SOME but not all option values

Validate the XML file before executing it by performing the following command:

$ sudo /usr/TKLC/ pl at/bin/netConfig --file=4948_4948E configure.xm --testRun >
/ dev/ nul |

If nothing is returned then the XML file is valid to the extent defined in the note above. Along with

a brief description, errors will return a string indicating the line location of the fault in the XML
file.

17. Management Server: Configure both switches

Configure the switch by issuing the following command:

$ sudo /usr/TKLC pl at/ bi n/ net Confi g

--file=/usr/ TKLC/ pl at/etc/switch/ xm /4948 4948E confi gure. xni

Processing file: file=/usr/ TKLC pl at/etc/sw tch/xm /4948 _4948E confi gure. xm
$

Note: This step takes about 2-3 minutes to complete.

Check the output of this command for any errors. If this fails for any reason, stop this procedure
and contact 1.4 My Oracle Support (MOS).

A successful completion of netConfig will return the user to the prompt.

18. Management Server: Ensure both interfaces are enabled on the TVOE host.
Exit from the virtual pmac console, by entering <ctrl-]> and you will be returned to the server
prompt.

Ensure that the interfaces of the server connected to switch1A and switch1B are up by performing
the following commands:

$ sudo /sbin/ifup <ethernet _interface_1>
$ sudo /shin/ifup <ethernet_interface_2>

19. Cabinet: Connect network cables from customer network

Attach switchlA customer uplink cables. Refer to application documentation for which ports are
uplink ports.
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Note: If the customer is using standard 802.1D spanning-tree, the links may take up to 50 seconds
to become active

20. Management Server: Verify access to customer network.

Verify connectivity to the customer network by issuing the following command:

# / bi n/ pi ng <custoner_supplied_ntp_server_address>

PI NG nt pserverl (10.250.32.51) 56(84) bytes of data.

64 bytes fromntpserverl (10.250.32.51): icnp_seq=0 ttl =62 timnme=0.150 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=1 ttl=62 tinme=0.223 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=2 ttl=62 tinme=0.152 ns

21. Cabinet: Connect network cables from customer network
Attach switch1B customer uplink cables and detach switch1A customer uplink cables. Refer to
application documentation for which ports are uplink ports.

Note: If the customer is using standard 802.1D spanning-tree, the links may take up to 50 seconds
to become active

22. Management Server: Verify access to customer network

Verify connectivity to the customer network by issuing the following command:

# [ bin/ pi ng <custoner_suppl i ed_ntp_server_address>

PI NG nt pserver1l (10.250.32.51) 56(84) bytes of data.

64 bytes fromntpserverl (10.250.32.51): icnp_seq=0 ttl=62 tinme=0.150 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=1 ttl =62 tinme=0.223 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=2 ttl=62 tinme=0.152 ns

23. Cabinet: Connect network cables from customer network
Re-attach switch1A customer uplink cables. Refer to application documentation for which ports
are uplink ports.

Note: If the customer is using standard 802.1D spanning-tree, the links may take up to 50 seconds
to become active

24. Management Server: Restore the management server network back to its original state.

$ sudo /sbin/service network restart

25. Management Server: Disable TFTP

Execute the commands that disable TFTP transfer.

$ sudo /usr/TKLC pl at/bin/tpdProvd --client --noxm --ns=Xi netd stopXi netdService
service tftp force yes

Login on Renote: platcfg

Password of platcfg: <platcfg_password>

1

$

Ensure that the tftp service is not running by executing the following command. A zero is expected.

$ sudo /usr/ TKLC pl at/bi n/tpdProvd --client --noxm --ns=Xinetd get Xi netdService
service tftp

Login on Renote: platcfg

Password of platcfg: <platcfg_password>
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0
$

If a 1 is returned, repeat this step until getXinetdService returns a zero.
26. Management Server: Remove the iptables rule to allow TFTP

$ sudo iptabl esAdm del ete --type=rule --protocol =i pv4 --domai n=10pl at net
--table=filter --chain=INPUT --persist=yes --match="-s <ngnt _network> -p udp
--dport 69 -j ACCEPT"

27. Management Server: Verify the firewall is configured properly
Execute the following command to check the firewall:
$ sudo i ptabl esAdm show --type=rul e --protocol =i pv4 --chai n=I NPUT

--donmi n=10pl atnet --table=filter
Per si st Donmai n Tabl e Chai n Mat ch

28. Perform 3.1.2.7 Backup Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020 Enclosure
Switch (netConfig) for each switch configured in this procedure.

3.1.2.3 Configure HP 5900 Aggregation Switches (PM&C Installed) (netConfig)
This procedure will configure 5900 switches to be used in a 10GE-RMS deployment.

Note: In addition to configuring 5900 switches, this procedure includes the steps required to configure
the netConfig repository for all required services and switch information.

Prerequisites:

o 3.7.2 Installing TVOE on the Management Server
* 3.7.3 TVOE Network Configuration

* 3.7.4 Deploy PM&C Guest

e 3.7.5 Setup PM&C

At any time, you can view the contents of the netConfig repository by executing one of the following
commands on the netConfig Server:

¢ For switches, use the command: sudo /ust/TKLC/plat/bin/netConfig --repo listDevices
* For services, use the command: sudo /ust/TKLC/plat/bin/netConfig --repo listServices

Users returning to this procedure after initial installation should run the above commands and note

any devices and/or services that have already been configured. Duplicate entries cannot be added; if
changes to a device repository entry are required, use the editDevice command. If changes to a services
repository entry are necessary, you must delete the original entry first and then add the service again.

IPv4 and IPv6

Platform now supports configuration using IPv4 or IPv6 addresses through netConfig. Wherever IP
addresses are required for networking procedures, IPv4 or IPv6 may be used. Commands such as
ping or ssh may also be used in these procedures, where for IPv6 cases may need to be "ping6" or "ssh
-6" as needed.

Note: Unless otherwise specified, IPv6 addresses are to use the '<addr>/<prefix>' notation.
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Terminology

The term ‘netConfig server’ refers to the entity where netConfig is executed. ‘Management server’
may also accurately describe this location but has been historically used to describe the physical
environment while “Virtual PM&C” was used to describe the virtualized netConfig server. In this
procedure, ‘netConfig server” and Virtual PM&C’ are synonymous while management server indicates
the TVOE host or bare metal server.

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to
variable data indicated by text within "<>". Fill these worksheets out based on NAPD, then refer back
to these tables for the proper value to insert depending on your system type.

Variable Value

<management_server_iLO_ip>

<management_server_mgmt_ip_address>

<netConfig_server_mgmt_ip_address>

<switch_backup_user> admusr

<switch_backup_user_password> See application documentation

<switch_backup_user_home_directory> | Fully qualified path to the home directory of
<switch_backup_user>

<platcfg_username> platcfg

<platcfg_password> See application documentation

<frame IDs> List (comma and dash separated values) of frames to be
added: Valid frame IDs are 1-7

<switch IDs> List (comma and dash separated values) of switches to be
added: Valid switch IDs are A-F

<json file> JSON file or list of files that define the switch
configuration(s)

The following table should be filled out using information for the first HP 5900AF switch. The table
should be repeated for each switch to be configured at this site:

Variable Value

<switch_hostname>

<switch_username>

<switch_password>

<switch_mgmt_ip_address> CIDR Format

<switch_oobm_ip> CIDR Format - IPv4 is Required

<mgmt_vlanID>

<control_vlanID>
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Variable Value

<oobm_vlanID> For switch Frame 1 ID A and Frame 1 ID B the
oobm_vlanID should be 1

<customer_oam_uplink> See NAPD or Site Survey information. This should be the
switchport or LAG that connects to the customers OAM
network

<fw_filename>

1. Management server iLO: Log in and launch the integrated remote console. See F.1 How to Access a
Server Console Remotely.

Note: If executing this procedure in order to add switches/frames after the initial deployment (i.e.
a second pass to add hardware to an existing deployment), the virtual PM&C can be accessed
directly via SSH instead of iLO and steps 1 and 2 may be skipped.

2. Management Server: Procedure pre-check.

Verify virtual PM&C installation by issuing the following command as admusr on the management
server:

$ sudo /usr/bin/virsh list --all
Id Nane State

6 vm pnmaclA runni ng

Note: If the command produces no instance of a running VM, and 'sudo’ was appropriately included
in the command, then a PM&C instance is either not installed or not running. Refer to application
documentation or contact 1.4 My Oracle Support (MOS).

Log in to the console of the virtual PM&C instance found above.

$ sudo /usr/bin/virsh consol e <vm pnmaclA>

Connected to donmi n vm pnmaclA

Escape character is 7]

<Press ENTER key>

Cent OS rel ease 6.2 (Final)

Kernel 2.6.32-220.7.1.el6prerel6.0.0_80.13.0.x86_64 on an x86_64

Note: On a TVOE host, If you launch the virsh console, i.e., "$ sudo virsh consol e X"or from
the virsh utility "virsh # consol e X' command and you get garbage characters or output is not
correct, then more than likely there is a stuck "virsh console" command already being run on the
TVOE host. Exit out of the "virsh console", thenrun "ps -ef | grep virsh", thenkill the existing
process "$ sudo kill -9 <Pl D>". Then execute the "$ sudo virsh consol e X'command
again. Your console session should now run as expected.

If another user is already logged in, logout and log back in as admusr.

[root @nmac ~]# | ogout

vm pmaclA | ogi n: adnusr
Passwor d: <adnusr _passwor d>
Last login: Fri May 25 16:39:04 on tty$4
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3. netConfig Repo: Execute the configureRepo utility to configure the netConfig repository.

Answer the prompts using the information collected in tables above. Values in square brackets ( [
value | ) are default values. To use the default value, simply press [ENTER] at the prompt. Values
in BOLD are entered by the user.

Note: Multiple switches can be added at the same time by using a dash or comma(s) (e.g.
configureRepo --switchID A-B --framelD 1-2 or configureRepo --switchID A,C,F --framelD 1).

$ sudo /usr/ TKLC pl at/ bi n/ confi gureRepo --swi tchl D <switch IDs> --framel D <frane
| Ds>

What t opol ogy shoul d the repository be configured for (ex. 10GE-RMS, topol, etc.)?
[ 10GE- RVE] :

Wul d you like to add a(n) ssh service? [Y/N: y

What is the nane of the SSH service? ssh_service

What is the | P address of the SSH service? <netConfig_server_ngnt i p_address>
VWhat is the usernane for the SSH service? <sw tch_backup_user>

What is the password for the SSH service? <switch_backup_user_password>

Woul d you like to add another ssh service? [Y/ N n

Wul d you like to add a(n) tftp service? [Y N: n

Woul d you like to add a(n) console service? [Y N : n

Wul d you like to add a(n) oa service? [Y/N: n

Note: The following prompts will repeat for each FramelD-SwitchID combination to be added.
Only one set of prompts is provided as an example of tool execution.

Addi ng Frame 1 Switch A (F1-A)

What type of switch should be added for F1-A? [HP5900]:

What is the nane of switch F1- A? <switch_host nane>

What is the IPv4 (CIDR notation) or |Pv6 (address/prefix notation) address for
managenent ? <swi t ch_ngnt _i p_addr ess>

What is the swi tchport node (access|trunk) for the managenent server port?
[trunk]:

I's the managenent interface a port or a vlan? [vlan]:

What is the VLAN I D of the managenent VLAN? [2]: <ngnt_vl anl D>

What is the name of the managenent VLAN? [nmanagenent]:

What are the allowed vlans for the managenent server port? [1-2]:

<control _vl anl D>, <ngnt _vl anl D>

What switchport connects to the nmanagenent server? [tenGEl]:

What switchport is used as the custoner OAM uplink? [fortyGE3]:

What is the device usernane? <switch_usernane>

What is the device password? <switch_password>

VWhat is the OOBM I P address (ClIDR notation)? <sw tch_oobm | P>

Enter the nanme of the firmware file [5900_5920- CWW10- F2427.i pe]: <fw_fil enane>
Enter the directory for file transfers [/hone/adnusr]:

<swi t ch_backup_user _hone_di rect ory>

What is the OOBM VLAN ID? [1]: <oobm vl anl D>

Repo Setup Conpl ete.

4. netConfig Server: Verify the FW file is in the appropriate location and has the correct permissions.

$ Is —al ~<sw tch_backup_user>/<fw fil ename>
-rwr--r-- 1 root root 613 Mar 30 12:31 <fw fil ename>

If the FW file does not exist, copy the file onto the virtual PM&C.

To ensure permissions of the file are correct, execute the following command:

$ sudo /bin/chnmod 644 ~<switch_backup_user>/<fw_ fil enane>
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5. netConfig Server: Verify the site JSON file exists.
Verify the configuration JSON file is present on the system and is the correct version for the system.

$ sudo /bin/nmore /usr/ TKLC/ smac/ etc/ switch/<json_file>

If the file does not exist, copy the file onto the virtual PM&C from the application media using
application provided procedures.

6. Modify the JSON file(s) with the necessary site information

7. netConfig Server: Initialize and configure the switches with the configureSwitch utility
Note: The configureSwitch utility allows initialization/configuration of one or many switches
with a single execution. If desired, the user can run this utility for each switch one at time rather
than all at once. If that is the case, this step should be repeated for each switch. Alternatively,

multiple switches can be added at the same time by using a dash or commas (e.g. configureRepo
--switchID A-B --framelD 1-3 or configureRepo --switchID A,C,E —-framelD 1).

$ sudo /usr/ TKLC pl at/ bi n/ configureSwitch -—franel D <frame | Ds> --switchl D <switch
IDs> --file /usr/TKLC/ smac/etc/switch/<json_file> -v

Enter your platcfg usernane, followed by [ENTER]: <platcfg_usernane>

Enter your platcfg password, followed by [ENTER]: <platcfg_password>

8. Virtual PM&C: Verify proper configuration of the switches
Once each switch has been configured, verify network reachability and configuration.

$ /bin/ping -wW3 <switch_| P>
$ sudo /usr/ TKLC/ pl at/ bi n/ net Confi g --devi ce=<swi t ch_host nane> showConfi gurati on

Inspect the output of showConfiguration, and ensure that it is configured as per site requirements.
It is important to note that the output of 'showConfiguration' will provide output in vendor specific
syntax/language. The user should specifically look for the existence of expected VLANs and IP
addresses to verify the configuration is correct.

9. Perform 3.1.4.1 Backup HP (6120XG, 6125G, 6125XLG, 5900) Switch for each switch configured in
this procedure.

3.1.2.4 Replace a Failed 4948/4948E/4948E-F Switch (PM&C Installed) (netConfig)
The procedure details the steps necessary to replace a failed 4948 /4948E /4948E-F switch.

This procedures assumes a PMAC 6.3 interconnect. If the system being configured follows a different
Platform interconnect, then the appropriate Platform procedures should be followed.

Prerequisites:
To perform this procedure, complete the following sections:

* 3.7.2 Installing TVOE on the Management Server

e 3.7.3 TVOE Network Configuration

¢ 3.7.4 Deploy PM&C Guest

e 3.7.5 Setup PM&C

¢ A fully configured and operational redundant switch must be in operation. If this is not ensured,
connectivity may be lost to the end devices.

Procedure Reference Tables:
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Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table
for the proper value to insert depending on your system type.

Fill in the appropriate value from [2]:

Variable Cisco 4948 Cisco 4948E Cisco 4948E-F
<PROM_image_file>
<IOS_image_file>
Fill in the appropriate value for this site:
Variable Value

<switch_console_password>

See referring application documentation

<switch_enable_password>

See referring application documentation

<management_server_mgmt_ip_address >

<switchlA_mgmtVLAN_ip_address>

<switch1B_mgmtVLAN_ip_address>

<switch_mgmtVlan_id>

<management_server_mgmtInterface>

<management_server_iLO_ip>

<netmask>

Ethernet Interface DL360 DL380 X3-2 X5-2 and X6-2
<ethernet_interface 1> eth01 eth01 eth01 eth01
<ethernet_interface_2> eth02 eth02 eth02 eth03
Variable PMAC 6.3
<management_server_switchport> gil/40

Variable Value

<mgmt_VLAN_ID>

Value gathered from NAPD

<switch_backup_user>

admusr

<switch_backup_user_password>

Check application documentation

Note: The onboard administrators that are connected to the failed switch will be unavailable during

this procedure.
Needed Material:
e HP MISC firmware ISO image

* Release Notes of the HP Solutions Firmware Upgrade Pack [2]
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Application specific documentation (documentation that referred to this procedure)
Template xml files in an application ISO on an application media.

Note: Filenames and sample command line input/output throughout this section do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The original
4948 switch -- as opposed to the 4948E or the 4948E-F is referred to simply by the model number 4948.
Where all three switches are being referred to, this will be made clear by reference to '4948 / 4948E /
4948 E-F' switches.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1.

Cabinet: Power off failed switch
If not already done so, power off the failed switch.

If the failed switch is DC powered, power off using the cabinet breakers, then remove the DC power
and ground cables.

If the failed switch is AC powered, remove the AC power cords from the unit.

Cabinet: Find and prepare to replace switch

If not already done so, determine whether switchl1A or switch1B failed, locate the failed switch,
and detach all network and console cables from the failed switch.

Note: If needed label cables prior to removal.

Cabinet: Replace switch

If not already done so, remove failed switch and replace with new switch of same model.
Cabinet: Power on replacement switch

If the switch is DC powered, attach the DC power and ground cables, then power on the replacement
switch using the appropriate cabinet breakers.

Otherwise, connect the AC power cords to the unit (AC).

Cabinet: Attach cables to new switch

Connect all network and console cables to the new switch except the customer uplink cables. Ensure
each cable is connected to the same ports of the replacement switch as they were in the failed switch.

Note: Refer to appropriate application schematic or procedure for determining which cables are
used for customer uplink.

Virtual PM&C: Verify the IOS image is on the system. If the appropriate image does not exist, copy
the image to the PM&C.

Note: Check the FW version on the mate switch and select the matching FW image from the backup
directory /TFTP directory.

To check the FW on the mate switch, use the following command:

If replacing switch1A:

$ sudo /usr/TKLC pl at/ bi n/ net Config --device=swi tchlB getFirmare
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If replacing switch1B:

$ sudo /usr/TKLC/ pl at/bin/netConfig --device=sw tchlA getFirmare
Version: 122-54. X0

Li cense: entservicesk9

Fl ash: cat 4500e-ent servi cesk9-ne. 122-54. XO. bi n

Determine if the IOS image for the 4948 /4948E /4948E-F is on the Virtual PM&C.

$ sudo /bin/ls -1 /var/TKLC/ smac/ i mage/ <I OS_i mage_fil e>
$ sudo /bin/ls -1 <switch_backup_directory>/<ios_i mge>

If the file exists and is in the TFTP directory, skip the remainder of this step and continue with the
next step. If the file does not exist, copy the file from the firmware media.

If the file is in the backup directory copy it to the TFTP directory:

$ sudo /bin/cp -i <sw tch_backup_directory/<ios_i mage> /var/ TKLC snmac/ i mage/

7. Virtual PM&C: Modify PM&C Feature to allow TFTP.
Enable the DEVI CE. NETWORK. NETBOOT feature with the management role to allow tftp traffic:

$ sudo /usr/ TKLC smac/ bi n/ pmacadm edi t Feat ur e - - f eat ur eNane=DEVI CE. NETWORK. NETBOOT
--enabl e=1
$ sudo /usr/TKLC/ snac/ bi n/ pmacadm r eset Feat ur es

Note: This may take up to 60 seconds to complete.

8. Management Server: Manipulate host server physical interfaces
Connect to the management server, and perform the following commands.

If replacing switch1A:

$ sudo /sbin/ifup <ethernet _interface_1>
$ sudo /shin/ifdown <ethernet_interface_2>
$ sudo /sbin/ip addr show <managenent _server_ngntlnterface> | grep inet

The command output should contain the IP address of the variable
<management_server_mgmt_ip_address>

If replacing switch1B:

$ sudo /sbin/ifup <ethernet_interface_2>
$ sudo /shin/ifdown <ethernet_interface_1>
$ sudo /sbin/ip addr show <managenment _server_ngntlnterface> | grep inet

The command output should contain the IP address of the variable

<management_server_mgmt_ip_address>

9. Virtual PM&C: Get PROM information for the switch.
Note: ROM & PROM are intended to have the same meaning for this procedure.
Connect to the switch, check the PROM version.
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If replacing switch1A:

Connect serially to switchl1A by issuing the following command.

$ sudo /usr/bin/consol e -M <managenent _server_ngnt _i p_address> -1 platcfg
swi t chlA consol e

If replacing switch1B:

Connect serially to switch1B by issuing the following command.

$ sudo /usr/bin/consol e -M <managenent _server_ngnt _i p_address> -1 platcfg
swi tchlB consol e

Enter pl atcfg@neac5000101' s password: <pl atcfg_password>
[Enter “~Ec?' for help]

Press Enter

Swi t ch> show version | include ROM

ROM 12.2(31r) SGAL

Systemreturned to ROM by rel oad

Note: If the console command fails, contact 1.4 My Oracle Support (MOS).

Note: The IOS image & ROM version for comparison in a following step.

To exit fromthe console, enter <ctrl-e><c><.> and you will be returned to the
server pronpt.
10. Virtual PM&C: Determine if a PROM upgrade is required.

Compare the PROM version from the previous step with the version specified in the List item for
the switch model being used.

Check the version from the previous step against the version from the release notes referenced. If
the versions are different, perform the procedure 1.1 Upgrade Cisco 4948 PROM, to upgrade the
PROM for the switch.

11. Virtual PM&C: Reset switch to factory defaults.

Connect serially to the switch as outlined in 3.1.2.4 Step 11, and reload the switch by performing
the following commands:

Switch# wite erase
Swi t ch# rel oad

Wait until the switch reloads, then exit from console; enter <ctrl-e><c><.> and you will be returned
to the server prompt. Wait for the first switch to finish before repeating this process for the second
switch.

Note: There might be messages from the switch. If asked to confirm, press enter. If asked yes or
no, type in 'no’ and press Enter.

12. Virtual PM&C: Validate XML file(s).
Note: This script validates the XML file to a limited extent:

* Verifies the file is valid XML
* Verifies all required options for commands are present
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e Verifies all provided options for commands are valid options
* Verifies SOME but not all option values

Validate the XML file before executing it by performing the following command:

$ sudo /usr/TKLC pl at/bin/netConfig --file=<switch_4948 4948E init.xm file>
--testRun > /dev/nul |

If nothing is returned then the XML file is valid to the extent defined in the note above. Along with

a brief description, errors will return a string indicating the line location of the fault in the XML
file.

13. Virtual PM&C: Initialize the switch

Note: Older platform init files may not work on PMAC 6.3 systems. Copy the switch appropriate

init.xml file from application media using application provided procedures. For example, for
switchlA copy 'switchlA_4948 4948E_init.xml'.

If replacing switch1A, issue the following command:

$ sudo /usr/TKLC pl at/ bi n/ net Config
--file=/usr/ TKLC snmac/ etc/switch/ xm /switchlA 4948 4948E init.xm

Processing file: /usr/TKLC smac/etc/ swi tch/ xm /sw tchlA 4948 4948E init.xn
$

If replacing switch1B, issue the following command:

$ sudo /usr/TKLC pl at/ bi n/ net Config
--file=/usr/ TKLC smac/ etc/switch/ xm /switchlB 4948 4948E init.xm

Processing file: /usr/TKLO smac/etc/ swi tch/ xm /sw tchlB 4948 4948E init.xn
$

Note: This step takes about 5-10 minutes to complete.

Check the output of this command for any errors. If this fails for any reason, stop this procedure
and contact 1.4 My Oracle Support (MOS).

A successful completion of netConfig will return the user to the prompt.

Use netConfig to get the hostname of the switch, to verify that the switch was initialized properly,
and to verify that netConfig can connect to the switch.

For switchlA:

$ sudo /usr/TKLC pl at/ bi n/ net Config --device=swi tchlA get Host nane
Host nane: swi tchlA

$

For switch1B:

$ sudo /usr/TKLC pl at/ bin/ net Config --device=sw tchlB get Host nane
Host nanme: switchlB

$

Note: If this command fails, stop this procedure and contact 1.4 My Oracle Support (MOS).

14. Virtual PM&C: Verify the switch is using the proper IOS image per Platform version.

Issue the following commands to verify the IOS release on each switch:
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For switchlA:
$ sudo /usr/TKLC/ pl at/bin/netConfig --device=sw tchlA getFirmare

For switch1B:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --device=sw tchlB getFi rmware

Ver si on: 122-54. XO
Li cense: entservi cesk9
Fl ash:
cat 4500e- ent servi cesk9-ne. 122- 54. XO. bi n

15. Virtual PM&C: Copy the switch backup files to the current directory

$ sudo /bin/cp -i /usr/TKLC smac/ et c/ swit ch/ backup/ <swnane>- backup
~<swi t ch_backup_user >/
$ sudo /bin/cp -i /usr/TKLC snmac/ et c/ switch/ backup/ <swnane>- backup.info

~<swi t ch_backup_user >/

Get a list of the file copied over.

Note: 'switchlA'is shown as an example.

$ /bin/ls -I
swi t chlA- backup swi t chlA- backup.info

16. Virtual PM&C: Issue the restore command

$ cd ~<swi tch_backup_user>

$ sudo /bin/chnmod 644 ~<switch_backup_user >/ <swnanme>- backup*

$ sudo /usr/TKLC/ pl at/ bi n/ net Confi g --device=<swi tch_nanme> restoreConfiguration
servi ce=ssh_servi ce fil enane=<swnane>- backup

17. Management Server: Ensure both interfaces are enabled on the TVOE host.
Connect to the TVOE host and ensure that the interfaces of the server connected to switchlA and
switch1B are up by performing the following commands:

$ sudo /sbin/ifup <ethernet_interface_1>
$ sudo /shin/ifup <ethernet_interface_2>

18. Virtual PM&C: Verify switch configuration

Ping each of the switches' SVI (router interface) addresses to verify switch configuration.

$ /Dbin/ping <sw tchlA ngnt VLAN | P>
$ / bin/ping <switchlB ngnt VLAN | P>

19. Virtual PM&C: Verify the switch is using the proper I0S image per Platform version
Issue the following commands to verify the IOS release on each switch:
$ sudo /usr/TKLC pl at/ bi n/ net Config --device=swi tchlA |istFirmare
I mage: cat 4500-i pbasek9-nz. 122-53. S&. bi n

$ sudo /usr/TKLC/ pl at/ bi n/ net Config --device=swi tchlB |istFirmare
I mage: cat 4500-i pbasek9-nz. 122-53. S&. bi n
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20. Cabinet: Connect network cables from customer network
Attach the customer uplink cables of the switch being replaced and disconnect the uplink cables
from the other switch.
21. Virtual PM&C: Verify access to customer network
Verify connectivity to the customer network by issuing the following command:
$ /bin/ping <custoner_supplied_ntp_server_address>
PI NG nt pserver1l (10.250.32.51) 56(84) bytes of data.
64 bytes fromntpserverl (10.250.32.51): icnp_seq=0 ttl=62 tinme=0.150 ns

64 bytes fromntpserverl (10.250.32.51): icnp_seq=1 ttl =62 tinme=0.223 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=2 ttl=62 tinme=0.152 ns

22. Cabinet: Connect network cables from customer network
Re-attach the uplink cables that were disconnected in 3.1.2.4 Step 20.

23. Virtual PM&C: Cleanup FW

Remove the FW images from the users' home directory and TFTP directory with the following
command:

$ sudo rm ~adnusr/<fw fil ename>
$ sudo rm/var/ TKLC smac/ i mage/ <fw_fi | enane>

3.1.2.5 Replace a Failed 4948/4948E/4948E-F Switch (RMS System, No
PM&C)(netConfig)

The procedure details the steps necessary to replace a failed 4948/4948E/4948E-F switch.

This procedure assumes a PMAC 6.3 interconnect. If the system being configured follows a different
Platform interconnect, then the appropriate Platform procedures should be followed.

Prerequisites:

* 3.6.1 IPM Management Server is required to be completed before this procedure is attempted.

* A fully configured and operational redundant switch must be in operation (2 and 4 have been
completed on the redundant switch). If this is not ensured, connectivity may be lost to the end
devices.

¢ Application username and password for creating switch backups must be configured on the
management server prior to executing this procedure.

Procedure Reference Tables:

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table
for the proper value to insert depending on your system type.

Fill in the appropriate value from [2]:

Variable Cisco 4948 Cisco 4948E Cisco 4948E-F

<PROM_image_file>

<IOS_image_file>

Fill in the appropriate value for this site:
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Variable Value
<switch_console_password> See referring application documentation
<switch_enable_password> See referring application documentation

<management_server_mgmt_ip_address >

<switch1A_mgmtVLAN_ip_address>

<switch1B_mgmtVLAN_ip_address>

<switch_mgmtVlan_id>

<management_server_iLO_ip>

<switch_backup_user> admusr
<switch_backup_user_password> See referring application documentation
Ethernet Interface | DL360 DL380 X3-2 X5-2 and X6-2
<ethernet_interface_1> [ eth01 eth01 eth01 eth01
<ethernet_interface 2> | eth02 eth02 eth02 eth03

Note: The onboard administrators that are connected to the failed switch will be unavailable during
this procedure.

Needed material:

e HP MISC ISO image

* Release Notes of the HP Solutions Firmware Upgrade Pack [2]

¢ Application specific documentation (documentation that referred to this procedure)
¢ Template xml files in an application ISO on an application media

Note: Filenames and sample command line input/output throughout this section do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The original
4948 switch -- as opposed to the 4948E or the 4948E-F is referred to simply by the model number 4948.
Where all three switches are being referred to, this will be made clear by reference to '4948 / 4948E /
4948 E-F' switches.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. Cabinet: Power off failed switch
If not already done so, power off the failed switch.

If the failed switch is DC powered, power off using the cabinet breakers, then remove the DC power
and ground cables.

If the failed switch is AC powered, remove the AC power cords from the unit.

2. Cabinet: Find and prepare to replace switch

If not already done so, determine whether switch1A or switch1B failed, locate the failed switch,
and detach all network and console cables from the failed switch.

Note: If needed label cables prior to removal.
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3. Cabinet: Replace switch

If not already done so, remove failed switch and replace with new switch of same model.
4. Power on replacement switch

If the switch is DC powered, attach the DC power and ground cables, then power on the replacement
switch using the appropriate cabinet breakers.

Otherwise, connect the AC power cords to the unit (AC).
5. Cabinet: Attach cables to new switch

Connect all network and console cables to the new switch except the customer uplink cables. Ensure
each cable is connected to the same ports of the replacement switch as they were in the failed switch.

Note: Refer to appropriate application schematic or procedure for determining which cables are
used for customer uplink.

6. Management Server: Verify the IOS image is on the system. If the appropriate image does not exist,
copy the image to the MANAGEMENT SERVER.

Note: Check the FW version on the mate switch and select the matching FW image from the backup
directory. To check the FW on the mate switch, use the following command:

If replacing switch1A:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --device=sw tchlB getFi rmare

If replacing switch1B:

$ sudo /usr/TKLC/ pl at/bi n/ net Confi g --device=swi tchlA getFi rmare

Ver si on: 122-54. XO
Li cense: entservicesk9

Fl ash: cat 4500e-ent servi cesk9-ne. 122-54. XO. bi n

Determine if the IOS image for the 4948 /4948E /4948E-F is on the MANAGEMENT SERVER.

$ sudo /bin/ls -1 /var/lib/tftpboot/<lIOS_ inmge file>
$ sudo /bin/ls -1 <sw tch_backup_directory>/<ios_i mage>

If the file exists and is in the TFTP directory, skip the remainder of this step and continue with the
next step. If the file does not exist, copy the file from the firmware media.

If the file is in the backup directory copy it to the TFTP directory:

$ sudo /bin/cp -i <switch_backup_directory/<ios_inmge> /var/lib/tftpboot/

7. Management Server: Enable tftp on the system for tftp transfer of IOS upgrade file.
Execute the commands that enable tftp transfer.

$ sudo /usr/TKLC pl at/bin/tpdProvd --client --noxm --ns=Xinetd startXi netdService
service tftp

Login on Renote: platcfg

Password of platcfg: <platcfg_password>

1
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$ sudo iptabl esAdminsert --type=rule --protocol =i pv4 --domai n=10pl at net
--table=filter --chain=INPUT --persist=yes --match="-s <ngnt _network> -p udp
--dport 69 -j ACCEPT" --location=1

8. Management Server: Verify the firewall is configured properly.

Execute the following command to check the firewall:

$ sudo i ptabl esAdm show --type=rul e --protocol =i pv4d --chai n=I NPUT
- -dormi n=10pl atnet --table=filter

Per si st Domai n Tabl e Chai n Mat ch
yes 10pl atnet filter I NPUT -s <ngnt_network> -p udp --dport 69
-j ACCEPT

9. Management Server: Manipulating host server physical interfaces

If replacing switch1A:

$ sudo /sbin/ifup <ethernet_interface_1>
$ sudo /shin/ifdown <ethernet_interface_2>
$ sudo /sbin/ip addr show <managenent _server_ngntlnterface> | grep inet

The command output should contain the IP address of the variable
<management_server_mgmt_ip_address>

If replacing switch1B:

$ sudo /sbin/ifup <ethernet_interface_1>
$ sudo /shin/ifdown <ethernet_interface_2>
$ sudo /sbin/ip addr show <managenent _server_ngntlnterface> | grep inet

The command output should contain the IP address of the variable
<management_server_mgmt_ip_address>

10. Management Server: Get PROM information for the switch.
Note: ROM & PROM are intended to have the same meaning for this procedure
Connect to the switch, check the PROM version.
If replacing switch1A:
Connect serially to switch1A by issuing the following command.

$ sudo /usr/bin/consol e -M <managenent _server_ngnt _i p_address> -1 platcfg
swi t chlA consol e

If replacing switch1B:

Connect serially to switch1B by issuing the following command.

$ sudo /usr/bin/consol e -M <managenent _server _ngnt _i p_address> -1 platcfg
swi t chlB consol e

Enter platcfg@nmac5000101' s password: <pl atcfg_password>
[Enter "~Ec?' for help]
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Press Enter

Swi t ch> show version | include ROM
ROM 12. 2(31r) SGA1

System returned to ROM by rel oad

Note: If the console command fails, contact My Oracle Support.

Note the IOS image & ROM version for comparison in a following step.

To exit fromthe console, enter <ctrl-e><c><.> and you will be returned to the
server pronpt.
11. Management Server: Determine if a PROM upgrade is required.

Compare the PROM version from the previous step with the version specified in HP Solutions
Firmware Upgrade Pack [2] in section 1.1 References for the switch model being used.

Check the version from the previous step against the version from the release notes referenced. If
the versions are different, perform the procedure in 1.1 Upgrade Cisco 4948 PROM to upgrade the
PROM for the switch.

12. Management Server: Reset the switch to factory defaults.

Connect serially to the switch as outlined in 3.1.2.5 Step 10, and reload the switch by performing
the following commands:

Switch# wite erase
Swi t ch# rel oad

Wait until the switch reloads, then exit from console; enter <ctrl-e><c><.> and you will be returned
to the server prompt. Wait for the first switch to finish before repeating this process for the second
switch.

Note: There might be messages from the switch. If asked to confirm, press Enter. If asked yes or
no, type in 'no’ and press Enter.

13. Management Server: Initialize the switch

Note: Older platform init files may not work on PMAC 6.3 systems. Copy the switch appropriate
init.xml file from application media using application provided procedures. For example, for
switchlA copy 'switch1A_4948 4948E_init.xml'.

If replacing switch1A, issue the following command:

$ sudo /usr/TKLC pl at/bi n/ net Confi g

--file=/usr/ TKLC/ pl at/etc/switch/ xm /swi tchlA 4948 4948E init.xn
Processing file: /usr/TKLC/ smac/etc/switch/ xm /sw tchlA 4948_4948E_init. xni
$

If replacing switch1B, issue the following command:
$ sudo /usr/TKLC pl at/bi n/ net Confi g
--file=lusr/ TKLC/ pl at/etc/switch/ xm /sw tchlB 4948 4948E init.xnl

Processing file: /usr/TKLC/ smac/etc/switch/xm /sw tchlB 4948_4948E_init. xni
$

Note: This step takes about 5-10 minutes to complete.
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Check the output of this command for any errors. If this fails for any reason, stop this procedure
and contact My Oracle Support.

A successful completion of netConfig will return the user to the prompt.

Use netConfig to get the hostname of the switch, to verify that the switch was initialized properly,
and to verify that netConfig can connect to the switch.

For switchlA:

$ sudo /usr/TKLC/ pl at/bin/netConfig --device=sw tchlA get Host nanme
Host nane: switchlA
$

For switch1B:

$ sudo /usr/TKLC pl at/ bi n/ net Config --device=swi tchlB get Host nane
Host nane: switchlB
$

Note: If this command fails, stop this procedure and contact My Oracle Support

14. Management Server: Verify the switch is using the proper I0S image per Platform version.
Issue the following commands to verify the IOS release on each switch:

For switchlA:

$ sudo /usr/TKLC pl at/ bin/ net Config --device=sw tchlA getFi rmware

For switch1B:

$ sudo /usr/TKLC pl at/bin/netConfig --device=sw tchlB get Fi r mnar e

Ver si on: 122-54. XO
Li cense: entservicesk9

Fl ash: cat 4500e-ent servi cesk9-ne. 122-54. XO. bi n

15. Management Server: Disable tftp

Execute the commands that disable tftp transfer.

$ sudo /usr/ TKLC pl at/ bi n/tpdProvd --client --noxm --ns=Xinetd stopXi netdService
service tftp force yes

Login on Renote: platcfg

Password of platcfg: <platcfg_password>

1

$

Ensure that the tftp service is not running by executing the following command. A zero is expected.

$ sudo /usr/TKLC pl at/ bi n/tpdProvd --client --noxm --ns=Xinetd get Xi netdService
service tftp

Login on Renote: platcfg

Password of platcfg: <platcfg_password>

0

$
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If a 1 is returned, repeat this step until getXinetdService returns a zero.
16. Management Server: Remove the iptables rule to allow TFIP

$ sudo iptabl esAdm del ete --type=rul e --protocol =i pv4 --domai n=10pl at net
--table=filter --chain=INPUT --persist=yes --match="-s <ngnt_network> -p udp
--dport 69 -j ACCEPT"

17. Management Server: Verify the firewall is configured properly
Execute the following command to check the firewall:
$ sudo i ptabl esAdm show --type=rul e --protocol =i pv4d --chai n=I NPUT

--dormai n=10pl atnet --table=filter
Per si st Domai n Tabl e Chai n Mat ch

18. Management Server: Copy the switch backup files to the current directory

$ sudo /bin/cp -i /usr/TKLC/ pl at/etc/switch/backup/<swi tch_host nane>
~<swi t ch_backup_user >/

Get a list of the file copied over.

Note: 'switchlA'is shown as an example.

$ /bin/ls -l
swi t ch1lA- backup swi t chlA- backup.info swi t ch1A- backup. vl an

19. Management Server: Issue the restore command

cd ~<swi tch_backup_user >

$ sudo /bin/chmod 644 ~<switch_backup_user>/<swi t ch_host nane>- backup*

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<swi t ch_host nane>
restoreConfigurati on servi ce=ssh_service fil ename=<sw t ch_host nane>- backup

20. Management Server: Verify switch configuration
Ping each of the switches SVI (router interface) addresses to verify switch configuration.

$ /bin/ping <switchlA ngnt VLAN | P>
$ /Dbin/ping <switchlB ngnt VLAN | P>

21. Management Server: Verify the switch is using the proper 10S image per Platform version.
Issue the following commands to verify the IOS release on each switch:
$ sudo /usr/TKLC/ pl at/bi n/ net Config --device=swi tchlA |istFirmare
I mage: cat 4500-i pbasek9-nz. 122-53. S&. bi n

$ sudo /usr/TKLC/ pl at/ bi n/ net Confi g --device=swi tchlB |istFirmare
| mage: cat4500-i pbasek9-nz. 122-53. S&. bi n

22, Cabinet: Connect network cables from customer network

Attach the customer uplink cables of the switch being replaced and disconnect the uplink cables
from the other switch.

23. Management Server: Verify access to customer network
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Verify connectivity to the customer network by issuing the following command:

$ /bin/ping <custoner_supplied_ntp_server_address>

PI NG nt pserver1l (10.250.32.51) 56(84) bytes of data.

64 bytes fromntpserverl (10.250.32.51): icnp_seq=0 ttl=62 tinme=0.150 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=1 ttl=62 tinme=0.223 ns
64 bytes fromntpserverl (10.250.32.51): icnp_seq=2 ttl=62 tinme=0.152 ns

24. Cabinet: Connect network cables from customer network.
Re-attach the uplink cables that were disconnected in 3.1.2.5 Step 22.

25. Management Server: Cleanup FW

Remove the FW images from the users' home directory and TFTP directory with the following
command:

$ sudo rm ~adnusr/<fw fil ename>
$ sudo rm/var/ TKLC smac/ i mage/ <fw_fi | enane>

3.1.2.6 Replace a Failed 5900AF Switch (PM&C Installed) (netConfig)

This procedure details the steps necessary to replace a failed 5900AF switch.

This procedure assumes a healthy PM&C with the original netConfig repository intact. If this is not
the case and a PMAC disaster recovery needs to be performed, see PM&C Disaster Recovery [7]. If a
PM&C does not exist and a DR is not possible, disregard this procedure and perform 3.1.2.3 Configure
HP 5900 Aggregation Switches (PM&C Installed) (netConfig).

Prerequisites:

* A fully configured and operational redundant switch must be in operation. If this is not ensured,
connectivity may be lost to the end devices.

* Access to the switch configuration backup file for the failed switch. This generally resides on the
PMAC in directory / usr / TKLC/ srac/ et ¢/ swi t ch/ backup and typically has a name format
of <swi t ch_host nanme>- backup. If the file does not exist on the PM&C, work with the local
switch administrator to determine if an offloaded copy exists.

Terminology

The term ‘netConfig server’ refers to the entity where netConfig is executed. ‘Management server’
may also accurately describe this location but has been historically used to describe the physical
environment while “Virtual PM&C” was used to describe the virtualized netConfig server. In this
procedure, ‘netConfig server’ and ‘Virtual PM&C’ are synonymous while management server indicates
the TVOE host or bare metal server.

Procedure Reference Tables:

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table
for the proper value to insert depending on your system type.

Fill in the appropriate values:

Variable Value

<switch_backup_user> admusr

<fw_filename>
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Note: The firmware version must match that of
the operational redundant switch. This will be
checked in a subsequent step.

<switch_backup_directory> /usr/TKLC/smac/etc/switch/backup

<management_server_mgmtInterface> Value gathered from NAPD

<management_server_mgmt_ip_address>

Ethernet Interface Oracle Server
<ethernet_interface_1> eth01
<ethernet_interface_2> eth03

Note: The onboard administrators that are connected to the failed switch will be unavailable during
this procedure.

Needed Material:

e HP FW file acquired through customer channels
* Release Notes of the HP Solutions Firmware Upgrade Pack [2]

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. Cabinet: Power off failed switch and prepare to replace

If not already done so, determine whether switch1A or switch1B failed. Locate the switch and
power it off. Remove the AC power cords.

2. Cabinet: Find and prepare to replace switch
Detach all network and console cables from the failed switch.
Note: If needed, label the cables prior to removal.
3. Cabinet: Replace switch
Remove failed switch and replace with new switch of same model.
4. Cabinet: Power on replacement switch

Connect the AC power cords to the unit. Confirm the switch powers on.

5. Cabinet: Attach cables to new switch

With the exception of the customer uplink cables, connect all network and console cables to the
new switch. Ensure each cable is connected to the same ports of the replacement switch as they
were in the failed switch.

Note: Refer to appropriate application schematic or procedure for determining which cables are
used for customer uplink.

6. Virtual PM&C: Verify the FW image is on the system. If the appropriate image does not exist, copy
the image to the PM&C.

Note: Check the FW version on the mate switch and select the matching FW image from the backup
directory /TFTP directory. The firmware version must be identical between mating switches.
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To check the FW on the mate switch, use the following command (output is for example only):
$ sudo /usr/TKLC/ pl at/bi n/ net Confi g --devi ce=<nat e_swi t ch_nane> get Fi r mnar e
Version: 7.1.045

Fl ash: = (

5900 _5920- cmi710- boot - f 2427. bi n
5900_5920- cmw710- syst em f 2427. bi n

)
Rel ease: 2427

Determine if the matching FW image for the 5900AF is on the Virtual PM&C.

$ sudo /bin/ls -1 <sw tch_backup_directory>/<fw fil ename>

If the appropriate FW file exists, move the image from the switch backup directory to the backup
user directory by performing the following command:

$ sudo /bin/cp —i <swi tch_backup_directory/<fw fil ename> ~<swi tch_backup_user >/

If the FW image does not exist on the server, copy it to the backup user directory. Change the FW
image file permissions by performing the following command:

$ sudo /bin/chnmod 644 <fw fil ename>

7. Management Server: Manipulate host server physical interfaces

Note: This step only pertains to failed switches in the first frame with a switchID of A or B. In
other words, the switches which host the management server interfaces. If the failed switch has a
switchID of C-F or resides in frame 2 or beyond, this step can be ignored and the user may proceed
with 3.1.2.6 Step 8.

Connect to the management server and perform the following commands.

If replacing switch with an identity of framelD 1 switchID A:

$ sudo /sbin/ifup <ethernet_interface_1>
$ sudo /sbin/ifdown <ethernet_interface_2>
$ sudo /shin/ip addr show <managenent_server_ngntlnterface> | grep inet

The command output should contain the IP address of the variable
<managenent _server _ngnt _i p_address>.

If replacing switch with an identity of framelD 1 switchID B:
$ sudo /sbin/ifup <ethernet_interface_2>

$ sudo /sbin/ifdown <ethernet_interface_1>
$ sudo /sbin/ip addr show <managenent _server_ngntlnterface> | grep inet

The command output should contain the IP address of the variable
<managenent _server _ngnt i p_address>.

8. Virtual PM&C: Initialize the switch.
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Initialize the switch by performing the following command:

$ sudo /usr/TKLC/ plat/bin/initializeSwi tch --switch <swi tch_host nane>
Enter your platcfg usernane, followed by [ENTER]: <platcfg_usernane>
Enter your platcfg password, followed by [ENTER]: <platcfg_password>

9. Virtual PM&C: Copy the switch backup files to the home directory of the <switch_backup_user>
Copy the switch backup files to the home directory by performing the following command:

$ sudo /bin/cp -i /usr/TKLC smac/ et c/ switch/ backup/ <swi t ch_host name>- backup

~<swi t ch_backup_user >/

$ sudo /bin/cp -i /usr/ TKLC smac/ et c/ switch/ backup/ <swi t ch_host nane>- backup. i nfo
~<swi t ch_backup_user >/

10. Virtual PM&C: Issue the restore command.

Issue the restore command by performing the following command:

$ cd ~<switch_backup_user>

$ sudo /bin/chnmod 644 ~<switch_backup_user >/ <swi t ch_host nanme>- backup*

$ sudo /usr/TKLC/ pl at/bi n/ net Config --device=<switch_host nanme>
restoreConfigurati on servi ce=ssh_service fil ename=<sw t ch_host nane>- backup

11. Management Server: Ensure both interfaces are enabled on the host server.

Connect to the management server and perform the following commands:

$ sudo /sbhin/ifup <ethernet_interface_1>
$ sudo /sbin/ifup <ethernet_interface 2>

12. Physical Switch: Install Uplink Cables

Once the switch has been configured, attach the customer uplink cables of the switch being replaced.

13. Virtual PM&C: Verify connectivity and configuration.
Verify network reachability and configuration by performing the following commands:

$ /bin/ping -wW3 <switch_I P>
$ /usr/ TKLC pl at/ bi n/ net Confi g — devi ce=<swi t ch_host nane> showConfi gurati on

Inspect the output of showConfiguration, and ensure that it is configured as per site requirements.
It is important to note that the output of 'showConfiguration' will provide output in vendor specific
syntax/language. The user should specifically look for the existence of expected VLANSs and IP
addresses to verify the configuration is correct.

14. Virtual PM&C: Cleanup FW

Remove the FW images from the users' home directory with the following command:

$ sudo rm ~adnusr/ <fw fil enane>

3.1.2.7 Backup Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020
Enclosure Switch (netConfig)

Prerequisites for RMS system Aggregation Switch:
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e 3.6.1 IPM Management Server must be completed.
* 3.1.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed) (netConfig)

e Application username and password for creating switch backups must be configured on the
management server prior to executing this procedure.

Prerequisites for c-Class system Aggregation Switch:

e 3.6.1 IPM Management Server must be completed

» 3.7.2 Installing TVOE on the Management Server must be completed

* 3.7.3 TVOE Network Configuration must be completed

o 3.7.4 Deploy PM&C Guest must be completed

* 3.1.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed) (netConfig)

Prerequisites for Cisco 3020 Enclosure switches:

* 3.6.1 IPM Management Server must be completed

» 3.7.2 Installing TVOE on the Management Server must be completed
* 3.7.3 TVOE Network Configuration must be completed

¢ 3.7.4 Deploy PM&C Guest must be completed

* 3.1.3.1 Configure Cisco 3020 Switch (netConfig)

Procedure Reference Tables:

Variable Value

<switch_backup_user> (also needed in switch [ admusr
configuration procedure)

<switch_backup_user_password> (also needed | Check application documentation
in switch configuration procedure)

<switch_name> hostname of the switch

<switch_backup_directory> Non-PM&C System:
/usr/TKLC/plat/etc/switch/backup

PM&C System:
/usr/TKLC/smac/etc/switch/backup

1. Verify switch is at least initialized correctly and connectivity to the switch by verifying hostname

$ sudo /usr/TKLC/ pl at/bi n/ net Confi g --devi ce=<swi tch_nane> get Host nane
Host nane: sw tchlA
$

Note: The value beside "Hostname:" should be the same as the <switch_name> variable.
2. Run command "netConfig --repo showService name=ssh_service" and look for ssh service.

$ sudo /usr/TKLC/ pl at/bi n/netConfig --repo showServi ce nane=ssh_service

Servi ce Nane: ssh_service
Type: ssh
Host : 10. 250. 62. 85
Opt i ons:

password: C20F7D639AE7E7
user: adnusr
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In the ssh_service parameters, the value for 'user:' will be the value for the variable
<switch_backup_user>.

3. Verify existence of the backup directory.

$ sudo /bin/ls -1 <swtch_backup_directory>

If the output contains

I's: cannot access <switch_backup_directory> No such file or directory

create the directory with:

$ sudo /bin/nkdir -p <switch_backup_directory>

Change directory permissions:

$ sudo /bin/chmod go+x <switch_backup_directory>

If this is a PM&C System, change ownership:

$ sudo /bi n/chown —-R pracd: pmacbackup <switch_backup_directory>

4. Execute the backup command

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --device=<swi tch_nane> backupConfi guration
servi ce=ssh_service fil enane=<swi t ch_nane>- backup

5. Verify switch configuration was backed up by cat <switch_name>-backup and inspect its contents
to ensure it reflects the latest known good switch configurations. Then, copy the files over to the
backup directory.

$ sudo /bin/ls -1 ~<switch_backup_user>/ <sw t ch_nanme>- backup*

g sudo /bin/cat ~<switch_backup_user>/<swi t ch_nane>- backup*

i sudo /bi n/chmbd 644 <swi t ch_nanme>- backup*

g sudo /bin/mv -i ~admusr/<swi tch name>- backup* <switch_backup_directory>/

Note: The cat command may leave garbled text on the next terminal prompt. Disregard this text.
Example:
[ adnusr @mac ~] $
PUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTY

6. Save FW Files:

If a firmware upgrade, switch replacement, or an initial install (which performed a FW upgrade
during initialization) was performed, backup the FW image used by performing one of the following
commands:

If the FW upgrade was performed with TFTP:
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If on a PM&C system:

$ sudo /bin/mv -i /var/ TKLC/ smac/ i mage/ <f w_i mage> <swi t ch_backup_di rect ory>/

If on a non-PM&C system:

$ sudo /bin/m -i [var/lib/tftpboot/<fw_ imge> <switch_backup_directory>/

If the FW upgrade was performed with SCP:

$ sudo /bin/m -i ~<sw tch_backup_user>/<fw_ i mage> <swi tch_backup_directory>/

Otherwise, proceed to the next step.

Repeat steps 3.1.2.7 Step 1, 3.1.2.7 Step 4 - 3.1.2.7 Step 6 for each switch to be backed up.

3.1.2.8 Replace a Failed Telco T5C-24GT

This procedure will configure a Telco T5C-24GT switch with an appropriate configuration from its
corresponding T1200 server.

Note: This procedure assumes a T1200 server running TPD 6.7 or higher and connected serially to
the Telco T5C-24GT switch console port via /dev/ttyUSB1.

Procedure Reference Tables: Steps within this procedure and subsequent procedures that require this
procedure may refer to variable data indicated by text within “<>". Fill in the appropriate values for
the site.

Variable Value

<T1200_server_RMM_ip>

<T1200_server RMM_user>

<T1200_server_RMM_user_password>

<T1200_server_password>

<Telco_switch_name>

<Telco_switch_password>

<Telco_switch_enable_password>

<T5CL3_24G_firmware_image_file>

<Remote_customer_target_ip>

Notes:

See the T1200 Solutions Firmware Upgrade Pack (Tekelec part# 909-1618-001) for appropriate
T5CL3_24G firmware image.

See 3.1.2.8 Substep g for determining appropriate value of <Remote_customer_target_ip>

Telco TSCL3_24G: Identify and power down the failed Telco switch. Label and disconnect all cables
connected to the Telco switch. Remove the defective Telco switch.

Telco T5CL3_24G: Installation of replacement switch
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Install new Telco switch and re-cable all cables, except for uplinks to customer network. Connect
power and power on switch.

In the ssh_service parameters, the value for 'user:' will be the value for the variable
<switch_backup_user>.

3. Management server Remote Management Module (RMM): Log in to the RMM.

¢ Using IE, log into the RMM using the username and password provided by
<T1200_server_RMM_user> and <T1200_server_RMM_user_password>:

http:/ /<T1200_server_RMM_ip>

4. Management server Remote Management Module (RMM): Launch and log in to the Telco T1200
server via the Remote Console.

¢ (lick on the Console icon in the upper left corner to launch the Remote Console on the server.
¢ Click on Don’t Block if the Security Warning window pops up.

Note: Different versions of Internet Explorer may present additional security prompts.

If not already done so, log in as admusr using the <T1200_server_password> password.

5. Management server: Procedure pre-check - Verify Telco switch console connection.

¢ Determine whether needed minicom files are already available by issuing the following
command:

$ /bin/fls -1 /etc/mnirc.*

If the file “minirc.<Telco_switch_name>" is not listed, proceed with the rest of this step, otherwise
skip to 3.1.2.8 Step 6.

* Set up the serial connections to the switch by issuing the following command:

$ sudo /usr/TKLC pl at/ bi n/ renoteConsol e --add --nanme=<Tel co_swi t ch_name>
--bps=9600 - -port=ttyUSB1

6. Management server: Attach to the switch console.

* Connect serially to the switch by issuing the following command as admusr on the management
server:

$ sudo /usr/bin/mnicom<Tel co_swi tch _nanme>
Wel come to minicom2. 1

OPTI ONS: History Buffer, F-key Macros, Search History Buffer, |18n
Conpi | ed on Jan 7 2007, 01:16:05.

Press CTRL-A Z for help on special keys

Press Enter

Password: <Tel co_sw tch_password>

T5C- 24GT>

Swi t ch> enabl e

Password: <Tel co_sw tch_enabl e_passwor d>
T5C 24GT#
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If the “enable” command above prompts for a password, the switch is not in a factory default
configuration. This may be due to a previous configuration attempt. If this is the case, please
continue with 3.1.2.8 Step 7. If not and the switch is in a factory default configuration, skip to
3.1.2.8 Step 8.

7. Management Server (switch console session): Initialize switch to factory default configuration.

e Type the following commands in the switch console session to restore the switch to factory
default configuration:
T5C-24GT# wite erase
wait ...
T5C- 24GT# rel oad no-save
Proceed with reload? [y/n] : vy

Reboot i ng...
[ Addi tional output omtted]

¢ The switch will reboot in a factory default configuration. Once the switch has rebooted and you
will see the following, indicating the switch is back up:

User Access Verification
Passwor d:

8. Management Server (switch console session): Exiting the switch console and minicom session.
To exit the console session and minicom program:
e Ifyou are at the “T5C-24GT# “ or “T5C-24GT>" prompt in the switch console session , log out
first by typing exit and pressing Enter.

¢ After you log out of the switch, exit the minicom session by pressing CTRL and A, press X, then
press Enter

9. Management Server: Verify that the switch configuration file exists.
Verify vlan.conf exists.

$ /bin/ls -1 [usr/TKLC/ pl at/etc/ vl an. conf
/usr/ TKLC pl at/ et ¢/ vl an. conf

If the file “vlan.conf” file does not exist, stop and contact 1.4 My Oracle Support (MOS).
10. Management Server: Verify that the switch firmware binary exists.

Check to see if the correct firmware binary is present on the system.

$ /bin/ls -1 /var/ TKLC/ swi tchconfi g/ <T5CL3_24G firmare_i mage_fil e>

If the appropriate image does not exist, please check the T1200 Solutions Firmware Upgrade Pack
(Tekelec part# 909-1618-001), or contact My Oracle Support by referring to the 1.4 My Oracle Support
(MOS) section of this document. If the appropriate image does exist, continue with 3.1.2.8 Step 11.

11. Management Server: Check the tftp status.
Check to see if the tftp service is enabled.

$ /sbin/chkconfig --list tftp
tftp off
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If the tftp service is set to “off” continue with this step. If the tftp service is set to “on”, skip to 3.1.2.8
Step 12.

To turn on tftp, run the following command:

$ sudo /sbhin/chkconfig tftp on

Verify that it is now enabled:

$ /sbin/chkconfig --list tftp
tftp on

12. Management Server: Check xinetd service is running

$ sudo /sbin/service xinetd status

If the output from the above command is:

xinetd (pid xxxx) is running...

Run the following command:
$ sudo /shin/service xinetd restart

St oppi ng xi net d: [ XK ]
Starting xinetd: [ O ]

If the output from the above command is:

xinetd is stopped

Run the following command:

$ sudo /shin/service xinetd start
Starting xinetd: [ &K ]
13. Management Server: Modify iptables to allow tftp.

Run iptablesAdm to modify iptables to allow the switch to pull configuration data from the server.
$ sudo i ptabl esAdminsert --type=rule --protocol =i pv4 --domai n=10pl at net

--table=filter --chain=INPUT --persist=yes --match="-s <ngnt_network> -p udp
--dport 69 -j ACCEPT" --location=1

14. Management Server: Verify the firewall is configured properly.
Execute the following command to check the firewall:

$ sudo i ptabl esAdm show --type=rul e --protocol =i pv4 --chai n=l NPUT
--donmi n=10pl atnet --table=filter

Per si st Domai n Tabl e Chai n Mat ch
yes 10pl atnet filter I NPUT -s <ngnt _network> -p udp --dport 69
-j ACCEPT
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15. Management Server: Run switchconfig to configure the switch.

$ sudo /usr/TKLC/ pl at/sbi n/sw tchconfig --swnane=<Tel co_swi t ch_nanme>
Successful ly enabl ed on sw tch <Tel co_swi tch_nane>.

Rel oadi ng switch <Tel co_switch_name> with defaults, please standby...
Switch <Tel co_swi tch_nane> successfully set to default configuration.
Successful ly started managenment VLAN on <Tel co_swi tch_nane>.

Startup configuration created OK

Successful |y upl oaded startup config for <Tel co_swi tch_name>.

Renmovi ng config file <Tel co_sw tch_name>. startup-config from/var/lib/tftpboot.
Rel oadi ng swi tch <Tel co_sw tch_nanme>, please standby...

Rel oad of switch <Tel co_swi tch_name> conpl ete.

Swi tch <Tel co_swi tch_name> successful |y confi gured.

Note: This step will take approximately 20 minutes to complete.
16. Management Server: Stop the xinetd service.
Stop the xinetd service once the switch has been upgraded and configured:
$ sudo /sbin/service xinetd stop

St oppi ng Xxi netd: [ K]

17. Management Server: Disable tftp services.

Disable the tftp service by running the following command:

$ sudo /sbin/chkconfig tftp of f

18. Telco T5CL3_24G: Connect uplink cables.

Connect the uplink cables from the new Telco switch to the customer network.

19. Management Server: Test network flow/traffic through both Telco switches.

To ensure traffic is flowing through both Telco switches properly after a RMA procedure, start up
a ping on each T1200 server:

$ / bi n/ pi ng <Renpte_custoner _target _ip>

Notes

* If the management server is a SOAM, use the IP address of the NOAM VIP for
<Remote_customer_target_ip>.

¢ [f the management server is an NOAM, use the address of the SOAM VIP for
<Remote_customer_target_ip>.

With these pings running on each server, perform the following steps:

a) On the Management Server connected to the replacement Telco switch, force it to use eth01 by
running the following command:

$ sudo /sbhin/ifenslave —c bondl et hO1

b) On the mated Management server connected to the mated Telco switch, force it to use eth02 by
running the following command:

$ sudo /sbhin/ifenslave —c bondl et h02
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If either server is not pinging correctly or has stopped responding at this point, please contact
My Oracle Support by referring to the 1.4 My Oracle Support (MOS) section of this document.

c) On the new /replacement Telco switch, unplug the customer uplink cables.
d) Verify that the pings from each server are still reaching <Remote_customer_target_ip>.

There may be a brief pause after unplugging the uplink cables as the mated switch takes over
the VRRP interfaces (less than 5 seconds).

* If the pings are no longer reaching <Remote_customer_target_ip> on both servers, stop and
contact My Oracle Support by referring to the 1.4 My Oracle Support (MOS) section of this
document.

¢ If the pings continue, this verifies that the mated switch is performing as expected by sending
traffic to the customer network, and traffic is flowing to it over the ISL from the replacement
Telco switch.

e) Replace the uplink cables to the customer network on the replacement Telco switch.
f) On the mated Telco switch, unplug the customer uplink cables.
g) Verify that the pings from each server are still reaching <Remote_customer_target_ip>.

Again, there may be a brief pause after unplugging the uplink cables as the replaced Telco
switch takes over the VRRP interfaces (less than 5 seconds).

¢ If the pings are no longer reaching <Remote_customer_target_ip> on both servers, stop and
contact My Oracle Support by referring to the 1.4 My Oracle Support (MOS) section of this
document.

¢ If the pings continue, this verifies that traffic is flowing over the replacement Telco switch
to the customer network and over the ISL and that both switches are functioning as expected.

h) Replace the uplink cables to the customer network on the replacement Telco switch.
20. Management Server: Disable tftp

Execute the commands that disable tftp transfer.

$ sudo /usr/TKLC/ pl at/ bi n/tpdProvd --client --noxm --ns=Xi netd stopXi netdService
service tftp force yes

Login on Renote: platcfg

Password of platcfg: <platcfg_password>

1

$

Ensure that the tftp service is not running by executing the following command. A zero is expected.

$ sudo /usr/TKLC pl at/bi n/tpdProvd --client --noxm --ns=Xinetd get Xi netdService
service tftp

Login on Renote: platcfg

Password of platcfg: <platcfg_password>

0

$

If a 1 is returned, repeat this step until getXinetdService returns a zero.
21. Management Server: Remove the iptables rule to allow TFIP
$ sudo i ptabl esAdm del ete --type=rul e --protocol =i pv4 --domai n=10pl at net

--table=filter --chain=INPUT --persist=yes --match="-s <ngnt_network> -p udp
--dport 69 -j ACCEPT"
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22, Management Server: Verify the firewall is configured properly
Execute the following command to check the firewall:
$ sudo i ptabl esAdm show --type=rul e --protocol =i pv4 --chai n=I NPUT

- -domai n=10pl atnet --table=filter
Per si st Donmai n Tabl e Chain Mat ch

3.1.3 C-Class Enclosure Switch - netConfig Procedures

3.1.3.1 Configure Cisco 3020 Switch (netConfig)

This procedure will configure 3020 switches from the PM&C server using templates included with an
application.

Prerequisites:

e Itis essential that PM&C is installed. In addition, complete these procedures:
* 3.1.1 Configure netConfig Repository

e 3.5.1 Configure Initial OA IP

» 3.5.2 Configure Initial OA Settings Using the Configuration Wizard

Conditional Prerequisite:

If the aggregation switches are supported by Oracle, then the Cisco 4948/4948E /4948E-F switches
must be configured using 3.1.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C
Installed) (netConfig). If the aggregation switches are provided by the customer, the user must ensure
that the customer aggregation switches are configured as per requirements provided in the NAPD. If
there is any doubt as to whether the aggregation switches are provided by Oracle or the customer,
contact My Oracle Support and ask for assistance.

This procedure requires that no IPM activity is occurring or will occur during the execution of this
procedure.

Note: The Cisco 3020 is not compatible with the IPv6 management configuration.
Needed materials:

e HP MISC firmware ISO image

* Release Notes of the HP Solutions Firmware Upgrade Pack [2]

¢ Application specific documentation (documentation that referred to this procedure)
e Template xml files in an application ISO on an application media.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. Virtual PM&C: Prepare for switch configuration
Log in as admusr to the PM&C, then run:

$ /bin/ping -w3 <ngnt VLAN gat eway_addr ess>

2. Virtual PM&C: Verify network connectivity to 3020 switches
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For each 3020 switch, verify network reachability.

$ /bin/ping -w3 <encl osure_sw tch_I P>

3. Virtual PM&C: Modify PM&C Feature to allow TFTP.
Enable the DEVICE.NETWORK.NETBOOT feature with the management role to allow tftp traffic:

$ sudo /usr/ TKLC smac/ bi n/ pracadm edi t Feat ure - - f eat ur eName=DEVI CE. NETWORK. NETBOOT
--enabl e=1
$ sudo /usr/TKLC/ snac/ bi n/ pmacadm r eset Feat ur es

Note: This may take up to 60 seconds to complete.

4. Virtual PM&C: Verify the template xml files are in existence.
Verify that the initialization xml template file and configuration xml template file are present on
the system and are the correct version for the system.

Note: The XML files prepared in advance with the NAPD can be used as an alternative.

$ /bin/nmore /usr/ TKLC smac/ et c/ switch/ xm /3020_init.xnl
$ /bin/nmore /usr/ TKLC smac/ et ¢/ swit ch/ xm / 3020_confi gure. xm

If either file does not exist, copy the files from the application media into the directory shown
above.

If 3020_init.xml file exists, page through the contents to verify it is devoid of any site specific
configuration information other than the device name. If the template file is appropriate, then skip
the remainder of this step and continue with the next step.

If 3020_configure.xml file exists, page through the contents to verify it is the appropriate file for
the this site and edited for this site. All network information is necessary for this activity. If the
template file is appropriate, then skip the remainder of this step and continue with the next step.

5. Virtual PM&C: Modify 3020 xml files for information needed to configure the switch.

Update the 3020_init.xml file for the values noted in the next sentence. Values to be modified by
the user will be notated in this step by a preceding dollar sign. So a value that has
$some_variable_name will need to be modified, removing the dollar sign and the less than, greater
than sign. When done editing the file, save and quit.

Update the 3020_configure.xml file for the values noted in the next sentence. Values to be modified
by the user will be notated in this step by a preceding dollar sign. So a value that has
$some_variable_name will need to be modified, removing the dollar sign and the less than, greater
than sign. When done editing the file, save and quit.

$ sudo /bin/vi [usr/TKLC/ smac/ etc/sw tch/xm /3020_init.xm

$ sudo /bin/vi [usr/TKLC smac/ etc/sw tch/ xm /3020_config. xm

6. Virtual PM&C/OA GUI: Reset switch to factory defaults

Note: Do not wait for the switch to finish reloading before proceeding to the next step. After
completing Step 6 by initiating the reload, proceed to 3.1.3.1 Step 7.
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If the switch has been previously configured using netConfig or previous attempts at initialization
have failed, use netConfig to reset the switch to factory defaults by executing the following
command:

$ sudo /usr/TKLC/ pl at/bi n/ net Confi g --devi ce=<swi t ch_nane> set Fact or yDef aul t

If the above command failed, use Internet Explorer to navigate to <enclosure_switch_ip_address>.

A new page will be opened. If you are asked for a username and password, leave the username
blank and use the appropriate password provided by the application documentation. Then click
OK.

If you are prompted with the "Express Setup” screen, click Refresh.

Catalyst Blade Switch 3020 Express Setup

@Refresh Q—;?Pmnt ?He\p cISCO

~— Network Settings

Management Interface (VLAN ID):

IP Address: [ Subnet Mask: [ 128.0.0.0 b
Default Gataway: 18 24D .E 1
Switch Password: Confirm Switch Password:

— Optional Settings

Host Name: Switch

Telnet Access: CEnable & Disable

Telnet Password: | Confirm Telnet Passwaord:
SNMP: (Enable () Disable

SNMP Read Community: I SNMP Write Community:
System Contack: | System Location:

Emm| e

If you are prompted with "Do you want a secured session with the switch?", click on No.

10.240.4.70

Do you want a secured session with the
switch?

Yes Mo |

™ pon't ask me anymare

Then a new Catalyst Blade Switch 3020 Device Manager will be opened.
Navigate to Configure > Restart/Reset.
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| contents_____f| Restart / Reset

B Dashboard

w Configure
B Port Settings * Restart the switch with its current settings.

W Express Setup
" Restart/ Reset
b Monitor
b Maintenance
B Network Assistant

" Reset the switch to factory defaults, and then restart the switch.

Click the circle that says "Reset the switch to factory defaults, and then restart the switch". Then
click the "Submit" button.

A pop-up window will appear that looks like this:

I i)

Windows Internet Explorer H

\ ? ) The device will reset to its Factory default settings and will delete its current IP address, Do you wank to continue?

[ (8] 4 J[ Cancel ]

Click OK and the switch will be reset to factory defaults and reloaded.
7. Virtual PM&C: Remove the old ssh key and Initialize the switch
Remove the old ssh key:

$ sudo /usr/bin/ssh-keygen -R <encl osure_swi tch_i p>

The following command must be entered at least 60 seconds and at most 5 minutes after the previous
step is completed.

$ sudo /usr/TKLC pl at/ bi n/ net Config

--file=/usr/ TKLC smac/ et c/ switch/ xm /3020_init.xm
Processing file: /usr/TKLC/ snac/etc/sw tch/xm /3020_init.xm
Waiting to load the configuration file...

| oaded.
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Attenpting to login to device...
Configuring....

Note: This step takes about 10-15 minutes to complete, it is imperative that you wait until returned
to the command prompt. DO NOT PROCEED UNTIL RETURNED TO THE COMMAND PROMPT.

Check the output of this command for any errors. A successful completion of netConfig will return
the user to the prompt. Due to strict host checking and the narrow window of time in which to
perform the command, this command is prone to user error. Most issues are corrected by returning
to the previous step and continuing. If this step has failed for a second time, stop the procedure
and contact My Oracle Support.

8. Virtual PM&C: Reboot the switch using netConfig

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<swi tch_nane> reboot save=no

Wait 2-3 minutes for the switch to reboot. Verify it has completed rebooting and is reachable by
pinging it.

$ /bin/ping <encl osure_sw tch_I P>

From 10. 240. 8. 48 i cnp_seq=106 Desti nati on Host Unreachabl e

From 10. 240. 8. 48 i cnp_seq=107 Desti nati on Host Unreachabl e

From 10. 240. 8. 48 i cnp_seq=108 Desti nati on Host Unreachabl e

64 bytes from 10.240.8.13: icnp_seq=115 ttl =255 tine=1.13 ns

64 bytes from 10. 240. 8. 13: icnp_seq=116 ttl =255 time=1.20 ns
64 bytes from 10.240.8.13: icnp_seq=117 ttl =255 time=1.17 ns

9. Virtual PM&C: Validate XML file.

Note: This script validates the XML file to a limited extent:

* Verifies the file is valid XML

* Verifies all required options for commands are present

* Verifies all provided options for commands are valid options
* Verifies SOME but not all option values

Validate the XML file before executing it by performing the following command:

$ sudo /usr/TKLC/ pl at/bin/netConfig --file=3020_configure.xm --testRun >
/ dev/ nul |

If nothing is returned then the XML file is valid to the extent defined in the note above. Along with

a brief description, errors will return a string indicating the line location of the fault in the XML
file.

10. Virtual PM&C: Configure the switches
Configure both switches by issuing the following command:

$ sudo /usr/TKLC pl at/bi n/ net Config

--file=/usr/ TKLC/ smac/ etc/ switch/xm /3020_confi gure. xm
Processing file: /usr/TKLC smac/etc/sw tch/xm /3020 _confi gure. xm
$

Note: This step takes about 2-3 minutes to complete
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Check the output of this command for any errors. If the file fails to configure the switch, please
review /troubleshoot the file first. If troubleshooting is unsuccessful, stop this procedure and contact
My Oracle Support.

A successful completion of netConfig will return the user to the prompt.

11. Virtual PM&C: Verify switch configuration

To verify the configuration was completed successfully, execute the following command and review
the configuration:

# sudo /usr/ TKLC pl at/ bi n/ net Confi g showConfi guration --devi ce=<swi tch_nanme>
Configuration: = (

Bui | di ng configuration...

Current configuration : 3171 bytes

!

I Last configuration change at 23:54:24 UTC Fri Apr 2 1993 by plat

!

version 12.2
<out put renoved to save space >

noni tor session 1 source interface GO0/2 rx

monitor session 1 destination interface G 0/1 encapsul ation replicate
end

)

Return to Step 4 and repeat for each 3020 switch.

12. Virtual PM&C: Modify PM&C Feature to disable TFTP.
Disable the DEVICE.NETWORK.NETBOOT feature:

$ sudo /usr/ TKLC snac/ bi n/ pmacadm edi t Feat ur e - - f eat ur eNane=DEVI CE. NETWORK. NETBOOT
- -enabl e=0
$ sudo /usr/TKLC/ smac/ bi n/ pmacadm r eset Feat ur es

Note: This may take up to 60 seconds to complete.

13. Perform 3.1.2.7 Backup Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020 Enclosure
Switch (netConfig) for each switch configured in this procedure.

14. Virtual PM&C: Clean up FW file
Remove the FW file from the tftp directory.

$ sudo /bin/rm-f /var/TKLC/ smac/ i mage/ <FW.i mage>

3.1.3.2 Replace a Failed 3020 Switch (netConfig)
The procedure describes all of the required steps to configure a replacement 3020 switch.
Prerequisite:

Prerequisites for this procedure are to follow the prerequisites for procedures referenced in the steps
of this procedure. Also, it is assumed that the user can determine which switch is the failed switch.

Fill in the appropriate value from [2].
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Variable C3020

<IOS_image._file>

Needed Material:
e HP MISC firmware ISO image

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. Replace switch
Replace the failed switch with the replacement switch.

2. Install cables

Install all cables in the new switch. Be sure all cables are placed in the same ports in the replacement
switch as they were used on the failed switch.

3. Virtual PM&C: Move firmware image

Firmware version must be identical between mating switches, to check the firmware on the mate
switch use the following command:

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<swi t ch_host nane> get Fi rmnar e

Move the appropriate FW image from the switch backup directory to the TFTP directory by
performing the following command:

For a PM&C System:

$ sudo /bin/nmv -i <switch_backup_directory/ <FW.i nmage> /var/ TKLC smac/ i mage/

For a non-PM&C System:

$ sudo /bin/nmv -i <sw tch_backup_directory/<FW.image> /var/lib/tftpboot/

Note: If the file does not exist on the server, copy it from the firmware media.

4. Apply configuration

Perform 3.1.3.1 Configure Cisco 3020 Switch (netConfig), steps 3-9 then 12, replacing the values for
the switch being replaced.

5. Virtual PM&C: Restore the switch to the latest known good configuration.
Navigate to the <switch_backup_user> home directory.

$ cd ~<swi tch_backup_user>

Verify your location on the server

$ /bi n/ pwd
/ hone/ <swi t ch_backup_user >

6. Virtual PM&C: Copy the switch backup files to the current directory

$ sudo /bin/cp -i /usr/TKLC/ smac/ etc/sw tch/ backup/ <swi t ch_host name>- backup*
/ hone/ <swi t ch_backup_user >

E80301 Revision 01, October 2016 83



Procedures

Get a list of the file copied over.

Note: 'switchlA'is shown as an example.

$ /bin/ls -I
swi t chlA- backup swi t chlA- backup.info sw t chlA- backup. vl an

7. Virtual PM&C: Verify switch is initialized
Verify switch is at least initialized correctly and connectivity to the switch by verifying hostname.
$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<swi t ch_host nane> get Host nane

Host nanme: switchlA
#

Note: The value beside 'Hostname:' should be the same as the <switch_hostname> variable.
8. Virtual PM&C: Issue the restore command

$ cd ~<switch_backup_user>

$ sudo /bin/chmod 644 ~<switch_backup_user >/ <swi t ch_host name>- backup*

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<swi t ch_host nane>
restoreConfigurati on servi ce=ssh_service fil ename=<sw t ch_host nane>- backup

9. Virtual PM&C: Verify Connectivity
Perform 3.1.3.1 Configure Cisco 3020 Switch (netConfig), step 10.

10. Virtual PM&C: Cleanup FW

Remove the FW images from the users' home directory and TFTP directory with the following
command:

$ sudo rm ~admusr/ <f w_i mage>
$ sudo rm/var/ TKLC smac/ i mage/ <f w_i mage>

3.1.3.3 Configure HP 6120XG Switch (netConfig)

This procedure will configure the HP 6120XG switches from the PM&C server and the command line
interface using templates included with an application.

Prerequisites:

¢ ltis essential that PM&C is installed. In addition, complete these procedures:

* 3.5.2 Configure Initial OA Settings Using the Configuration Wizard

* 3.1.1 Configure netConfig Repository

* 3.5.1 Configure Initial OA IP

¢ This procedure requires the reader to issue commands on the switch command line interface.

Conditional Prerequisites: If the aggregation switches are supported by Oracle, then the Cisco

4948 /4948E / 4948E-F switches need to be configured using 3.1.2.1 Configure Cisco 4948/4948E/4948E-F
Aggregation Switches (PM&C Installed) (netConfig). If the aggregation switches are provided by the
customer, the user must ensure that the customer aggregation switches are configured as per
requirements provided in the NAPD. If there is any doubt as to whether the aggregation switches are
provided by Oracle or the customer, contact My Oracle Support to ask for assistance.

Needed materials:
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HP MISC firmware ISO image

Release Notes of the HP Solutions Firmware Upgrade Pack [2]

Application-specific documentation (documentation that referred to this procedure)
Template xml files in an application ISO on an application media.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

Note: The HP 6120XG switch requires router advertisements for learning the IPv6 default route. No
manual IPv6 default route can be configured on this switch.

1.

Virtual PM&C: Prepare for switch configuration
If the aggregation switches are supported by Oracle, log in to the management server, then run:
$ /bin/ping -w3 <switchlA ngnt VLAN address>

$ /bin/ping -w3 <switchlB ngnt VLAN address>
$ /bin/ping -w3 <switch_ngnt VLAN VI P>

If the aggregation switches are provided by the customer, log in to the management server, then
run:

$ /bin/ping -w3 <ngnt VLAN_gat eway_addr ess>

. Virtual PM&C: Verify network connectivity to 6120XG switches

For each 6120XG switch, verify network reachability.

$ /bin/ping -wW3 <encl osure_swi tch_I P>

. Virtual PM&C: Restore switch to factory defaults

If the 6120XG switch has been configured prior to this procedure, clear out the configuration using
the following command:

$ /usr/bin/ssh <username>@encl osure_sw tch_I P>

Switch# config

Swi tch(config)# no password all

Password protection for all will be deleted, continue [y/n]? vy

Swi t ch(config)# end

Swi t ch# erase startup-config

Configuration will be del eted and devi ce rebooted, continue [y/n]? y
(switch will automatically reboot, reboot takes about 120-180 seconds)

Note: You may need to press [ENTER] twice. You may also need to use previously configured
credentials.

If the above procedures fails, log in via telnet and reset the switch to manufacturing defaults. If the
above ssh procedures fails, log in via telnet and reset the switch to manufacturing defaults

$ /usr/bin/tel net <enclosure switch | P>

Switch# config

Switch(config)# no password all (answer yes to question)

Password protection for all will be deleted, continue [y/n]? y
Switch(config)# end

Swi tch# erase startup-config

(switch will automatically reboot, reboot takes about 120-180 seconds)

Note: The console connection to the switch must be closed, or the initialization will fail.
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4. Virtual PM&C: Copy switch configuration template from the media to the tftp directory.
Copy switch initialization template and configuration template from the media to the tftp directory.

$ sudo /bin/cp -i /<path to nedia>/ 6120XG_init.xm /usr/TKLC smac/ etc/swi tch/xm

$ sudo /bin/cp -i /<path to medi a>/ 6120XG [ si ngl e, LAG Upl i nk_confi gure. xm

/usr/ TKLC/ smac/ et ¢/ swi t ch/ xm

$ sudo /bin/cp -i

[usr/ TKLA pl at / et ¢/ TKLGhet wor k- conf i g-t enpl at es/tenpl at es/ utility/ addQCs traffi cTenpl at e 6120XG xnh
[usr/ TKLC snac/ et ¢/ swi t ch/ xm

* Where[singl e, LAG are variables for either one of 2 files-see the following:

* 6120XG_Si ngl eUpl i nk_confi gure. xm is for one uplink per enclosure switch topology
* 6120XG_LAGUpl i nk_confi gure. xm is for LAG uplink topology

5. Virtual PM&C: verify the switch configuration file template in the tftp directory

Verify the switch initialization template file and configuration file template are in the correct
directory.

$ sudo /bin/ls -i -1 /[usr/TKLC/ smac/etc/switch/xm/

-rwr--r-- 1 root root 1955 Feb 16 11: 36

/usr/ TKLC/ smac/ et c/ switch/ xm /6120XG i nit.xm

-rwr--r-- 1 root root 1955 Feb 16 11: 36

/usr/ TKLC/ smac/ et ¢/ swi t ch/ xm / 6120XG _[ si ngl e, LAG Upl i nk_confi gure. xni
-rwr--r-- 1 root root 702 Sep 10 10: 33 addQOS trafficTenpl ate_6120XG xm

6. Virtual PM&C: Edit the switch configuration file template for site specific information

Edit the switch initialization file and switch configuration file template for site specific addresses,
VLAN IDs, and other site specific content. Values to be modified by the user will be notated in this
step by a preceding dollar sign. So a value that has $<some_variable_name> will need to be modified,
removing the dollar sign and the less than, greater than sign.

Note: Note that the files that are created in this step can be prepared ahead of time using the NAPD.

$ sudo /bin/vi [usr/TKLC/ smac/ etc/switch/xm /6120XG i nit.xmn

$ sudo /bin/vi

/usr/ TKLC/ snmac/ et ¢/ swit ch/ xm / 6120XG [ si ngl e, LAG Upl i nk_confi gure. xm

$ sudo /bin/vi [usr/TKLC smac/ etc/sw tch/ xm /addQoS trafficTenpl ate_6120XG xm

7. Virtual PM&C: Apply include-credentials command to the switch
Login to the switch using SSH
$ /usr/bin/ssh <usernanme>@encl osure_switch_| P>

Swi t ch# config
Swi tch(config)# include-credentials

If prompted, answer yes to both questions.

Log out of the switch.

Swi tch(config)# | ogout
Do you want to log out [y/n]? vy
Do you want to save current configuration [y/n/~"C]? vy

Continue to the next step.
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8. Virtual PM&C: Initialize the switch
Initialize the switch

$ sudo /usr/TKLC pl at/bi n/ net Confi g
--file=/usr/ TKLC snmac/ etc/switch/ xm /6120XG i nit.xm

This could take up to 5-10 minutes.

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support

9. Virtual PM&C: Validate XML file.

Note: This script validates the XML file to a limited extent:

Verifies the file is valid XML

Verifies all required options for commands are present

* Verifies all provided options for commands are valid options
* Verifies SOME but not all option values

Validate the XML file before executing it by performing the following command:

$ sudo /usr/ TKLC pl at/ bi n/ net Config --fil e=6120XG [ si ngl e, LAG Upl i nk_confi gure. xm
--test Run > /dev/null

If nothing is returned then the XML file is valid to the extent defined in the note above. Along with

a brief description, errors will return a string indicating the line location of the fault in the XML
file.

10. Virtual PM&C: Configure the switch
Configure the switch

$ sudo /usr/TKLC pl at/bi n/ net Confi g
--file=/usr/ TKLC/ smac/ etc/switch/xm /6120XG [ si ngl e, LAG Upl i nk_confi gure. xm

This could take up to 2-3 minutes.

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support

11. Virtual PM&C: Apply QoS Settings
Apply the QoS traffic template settings.

$ sudo /usr/TKLC pl at/bin/net Config
--file=/usr/ TKLC/ smac/ etc/switch/ xm /addQOS trafficTenpl ate_6120XG xm

Note: The switch will reboot after this command. This step will take 2-5 minutes.

12. Virtual PM&C: Verify proper configuration of HP 6120XG switches
Once each HP 6120XG has finished booting from the previous step, verify network reachability
and configuration.

$ / bin/ping -w3 <encl osure_switch_I| P>
$ /usr/bin/ssh <sw tch_platformusername>@encl osure_switch_| P>
<swi t ch_pl at f or m_user name>@xencl osure_sw tch_| P>' s passwor d:

E80301 Revision 01, October 2016 87



Procedures

<swi t ch_pl at f or m passwor d>
Swi t ch# show run

Inspect the output of show r un, and ensure that it is configured as per site requirements.

13. Virtual PM&C: Repeat steps for each HP 6120XG
For each HP 6120XG, repeat steps 3-12.

14. Perform 3.1.4.1 Backup HP (6120XG, 6125G, 6125XLG, 5900) Switch for each switch configured in
this procedure.

15. Virtual PM&C: Clean up FW file
Remove the FW file from the tftp directory.

$ sudo /bin/rm-f ~<sw tch_backup_user>/ <FW.i nmage>

3.1.3.4 Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch (netConfig)

The procedure describes all of the required steps to configure a replacement HP (6120XG, 6125G,
6125XLG) switch.

Prerequisite: Prerequisites for this procedure are to follow the prerequisites for procedures referenced
in the steps of this procedure. It is also assumed the user can determine which switch is the failed
switch.

Variable HP6120XG HP6125G HP6125XLG

<IOS_image_file>

Needed Material:
* HP MISC firmware ISO image

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. Replace switch
Replace the failed switch with the replacement switch.

2. Virtual PM&C: Move firmware image

Firmware version must be identical between mating switches, to check the firmware on the mate
switch use the following command:

$ sudo /usr/TKLC/ pl at/ bi n/ net Confi g --devi ce=<swi t ch_host nanme> get Fi r nwar e

Move the appropriate FW image from the switch backup directory to the backup user directory
by performing the following command:

$ sudo /bin/cp -i <switch_backup_directory/ <FW.i nage> ~<swi tch_backup_user >/
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Note: If the FW image does not exist on the server, copy it from the FW media. Change FW image
file permissions:

$ sudo /bin/chnod 644 <FW.i nage>

3. Initialize Switch
e Fora 6125G:

Perform 3.1.3.5 Configure HP 6125G Switch (netConfig), steps 3-4, 6 (init.xml only), and then
perform Step 8. Return to this procedure, and continue with the next step.

e For a 6125XLG:

Perform 3.1.3.6 Configure HP 6125XLG Switch (netConfig) steps 3-4, 6 (init.xml only), and then
perform step 8. Return to this procedure, and continue with the next step.

e For a 6120XG:

Perform 3.1.3.3 Configure HP 6120XG Switch (netConfig), steps 3, 5 (init.xml only), 6 (init.xml
only), and then perform step 8. Return to this procedure, and continue with the next step.

4. Virtual PM&C: Copy the switch backup files to the user’s home directory

$ sudo /bin/cp -i /usr/TKLC smac/ et c/ swi tch/ backup/ <swi t ch_host name>- backup*
~<swi t ch_backup_user >/

5. Virtual PM&C: Issue the restore command

cd ~<swi tch_backup_user >

$ sudo /bin/chnod 644 ~<switch_backup_user >/ <swi t ch_host nane>- backup*

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<swi t ch_host nane>
restoreConfigurati on servi ce=ssh_service fil ename=<sw t ch_host nane>- backup

Note: This will cause the switch to reboot. It will take approximately 120-180 seconds before
connectivity is restored.

6. Install Cables

Install all cables in the new switch. Be sure all cables are placed in the same ports in the replacement
switch as they were used on the failed switch.

7. Virtual PM&C: Verify connectivity

¢ For a 6125G:
Refer to 3.1.3.5 Configure HP 6125G Switch (netConfig), step 12.

¢ For a 6125XLG:
Refer to 3.1.3.6 Configure HP 6125XLG Switch (netConfig), step 11.

¢ For a 6120XG:
Refer to 3.1.3.3 Configure HP 6120XG Switch (netConfig), steps 10-11.
Note: For the 6120XG, apply QoS policy and verify connectivity.

8. Virtual PM&C: Cleanup FW
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Remove the FW images from the users' home directory and TFTP directory with the following
command:

$ sudo rm ~admusr/ <f w_i mage>
$ sudo rm/var/ TKLC smac/ i mage/ <f w_i mage>

3.1.3.5 Configure HP 6125G Switch (netConfig)

This procedure will configure the HP 6125G switches from the PM&C server & the command line
interface using templates included with an application.

Prerequisites:

¢ Itis essential that PM&C is installed. In addition, complete these procedures:

* 3.1.1 Configure netConfig Repository

» 3.5.1 Configure Initial OA IP

* 3.5.2 Configure Initial OA Settings Using the Configuration Wizard

¢ This procedure requires the reader to issue commands on the switch command line interface.

Conditional Prerequisites: If the aggregation switches are supported by Oracle, then the Cisco

4948 /4948E / 4948E-F switches need to be configured using 3.1.2.1 Configure Cisco 4948/4948E/4948E-F
Aggregation Switches (PM&C Installed) (netConfig). If the aggregation switches are provided by the
customer, the user must ensure that the customer aggregation switches are configured as per
requirements provided in the Application physical Site Survey and related IP/Network Site survey.
If there is any doubt as to whether the aggregation switches are provided by Oracle or the customer,
contact My Oracle Support and ask for assistance.

Needed materials:

* Application specific documentation (documentation that referred to this procedure)
e Template xml files in an application ISO on an application media.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. Virtual PM&C: Prepare for switch configuration
If the aggregation switches are provided by Oracle, log in to the PM&C, then run:
$ /bin/ping -w3 <switchlA ngnt VLAN address>

$ /bin/ping -w3 <switchlB ngnt VLAN address>
$ /bin/ping -w3 <sw tch_ngnt VLAN VI P>

If the aggregation switches are provided by the customer, login to the PM&C, then run:

$ /bin/ping -w3 <ngnt VLAN gat eway addr ess>

2. Virtual PM&C: Verify network connectivity to OAs.
For each OA, verify network reachability.
$ /bin/ping -w3 <OAl_| P>
$ /bin/ping -W3 <QA2_| P>

3. Virtual PM&C: Determine which OA is currently active.
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Login to OAL1 to determine if it is active:

$ /usr/bin/ssh root @OAL_| P>

The OA is active if you see the following:

Usi ng usernane "root".

WARNING This is a private system Do not attenpt to login unless you are an
aut hori zed user. Any authorized or unauthorized access and use nmay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Firmnvare Version: 3.70
Built: 10/01/2012 @17:53
OA Bay Nunber: 2

QA Rol e: Active

root @O0. 240. 8. 6' s password:

If you see the following, it is standby:

Usi ng usernane "root".

WARNING This is a private system Do not attenpt to login unless you are an
aut hori zed user. Any authorized or unauthorized access and use nmay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw

Firmnvare Version: 3.70
Built: 10/01/2012 @17:53
QA Bay Nunber: 1

QA Rol e: St andby

root @O0. 240. 8. 5' s password:

Press <ctrl> + C to close the SSH session.

If OA1 has a role of Standby, verify that OA2 is the active by logging in to it:

$ /usr/bin/ssh root @QA2_I| P>
Usi ng username "root".

WARNI NG This is a private system Do not attenpt to |ogin unless you are an
aut hori zed user. Any authorized or unauthorized access and use may be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmmare Version: 3.70
Built: 10/01/2012 @17:53
OA Bay Nunber: 2

QA Rol e: Active

root @O0. 240. 8. 6' s passwor d:

In the following steps, OA will mean the “active OA” and <active_OA_IP> will be the IP address
of the active OA.

Note: If neither OA reports Active, STOP and contact My Oracle Support by referring to the 1.4
My Oracle Support (MOS) section of the document.

Exit the SSH session.

4. Virtual PM&C: Restore switch to factory defaults
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If the 6125G switch has been configured prior to this procedure, clear out the configuration using
the following command:

$/ usr/ bi n/ssh root @active_OA | P>
Usi ng usernane "root".

WARNING This is a private system Do not attenpt to login unless you are an
aut hori zed user. Any authorized or unauthorized access and use nmay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmnvare Version: 3.70

Built: 10/01/2012 @17:53

QA Bay Nunber: 2

QA Rol e: Active

root @0. 240. 8. 6' s password: <OA password>

> connect interconnect <sw tch_| OBAY_#>
Press [Enter] to display the switch consol e:

Note: You may need to press [ENTER] twice. You may also need to use previously configured
credentials.

<swi t ch>reset saved-configuration

The saved configuration file will be erased. Are you sure? [Y/N:y
Configuration file in flash is being cleared.

Pl ease wait

Mai nBoar d:

Configuration file is cleared.

<swi t ch>r eboot

Start to check configuration with next startup configuration file, please
wait......... DONE!

This command will reboot the device. Current configuration will be |ost, save
current configuration? [Y/N:n
This command will reboot the device. Continue? [Y/N: y

The switch will automatically reboot; this takes about 120-180 seconds. The switch reboot is complete
when you see the following text:

[..Qut put omitted.]
User interface aux0O is avail abl e.

Press ENTER to get started.

When the reboot is complete, disconnect from the console by entering <ctrl> + <shift> + <->, then
d’.

Note: If connecting to the Virtual PM&C through the management server iLO then F.1 How to
Access a Server Console Remotely applies. Disconnect from the console by entering <ctrl> +<v>

Exit from the OA terminal:

>exit

Note: The console connection to the switch must be closed, or the initialization will fail.

5. Virtual PM&C: Copy switch configuration template from media to the tftp directory.
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Copy switch initialization template and configuration template from the media to the tftp directory.

$ sudo /bin/cp -i /<path to medi a>/6125G init.xm /[usr/TKLC smac/etc/sw tch/xmn
$ sudo /bin/cp -i /<path to nedi a>/ 6125G confi gure. xm
/usr/ TKLC/ smac/ et ¢/ swi t ch/ xm

6. Virtual PM&C: verify the switch configuration file template in the tftp directory
Verify the switch initialization template file and configuration file template are in the correct
directory.

$ sudo /bin/ls -i -1 [usr/TKLC/ smac/etc/swtch/xm/
-rwr--r-- 1 root root 1955 Feb 16 11: 36

[usr/ TKLC smac/ et c/ switch/ xm /6125G init. xm
-rwr--r-- 1 root root 1955 Feb 16 11: 36

/usr/ TKLC/ snac/ et ¢/ swi t ch/ xm / 6125G _confi gure. xm

7. Virtual PM&C: Edit the switch configuration file template for site specific information

Edit the switch initialization file and switch configuration file template for site specific addresses,
VLAN IDs, and other site specific content. Values to be modified by the user will be notated in this
step by a preceding dollar sign. So a value that has $<some_variable_name> must be modified,
removing the dollar sign and the less than, greater than sign.

$ sudo /bin/vi [usr/TKLC/ smac/etc/sw tch/xm /6125G init.xmn
$ sudo /bin/vi /usr/TKLC/ smac/etc/sw tch/xm /6125G confi gure. xni
8. Virtual PM&C: Initialize the switch

Note: The console connection to the switch must be closed before performing this step.

$ sudo /usr/TKLC pl at/ bi n/ net Confi g
--file=/usr/ TKLC smac/ etc/switch/ xm /6125G init. xm
This could take up to 5-10 minutes.

9. Virtual PM&C: Verify the switch was initialized

Verify the initialization succeeded with the following command:

$ sudo /usr/ TKLC pl at/ bi n/ net Confi g get Host nanme —- devi ce=<swi t ch_host name>
Host name: <sw t ch_host nane>

This could take up to 2-3 minutes.

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support

10. Virtual PM&C: Execute Appendix L.1 Downgrade 6125G Switch Firmware to verify the existing
firmware version and downgrade if required.

11. Virtual PM&C: Validate XML file.
Note: This script validates the XML file to a limited extent:

* Verifies the file is valid XML

* Verifies all required options for commands are present

* Verifies all provided options for commands are valid options
* Verifies SOME but not all option values
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Validate the XML file before executing it by performing the following command:

$ sudo /usr/TKLC/ pl at/bin/netConfig --file=6125G configure.xm --testRun >
/ dev/ nul |

If nothing is returned then the XML file is valid to the extent defined in the note above. Along with
a brief description, errors will return a string indicating the line location of the fault in the XML
file.

12. Virtual PM&C: Configure the switch

Configure the switch.

$ sudo /usr/TKLC pl at/bi n/ net Confi g
--file=/usr/ TKLC/ smac/ etc/switch/ xm /6125G confi gure. xm

This could take up to 2-3 minutes.

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support.

13. Virtual PM&C: Add the IPv6 default route (IPv6 network only)

For IPv6 management networks, the enclosure switch requires an IPv6 default route to be configured.
Apply the following command using netConfig:

$ sudo /usr/TKLC/ pl at/ bi n/ net Confi g --devi ce=<swi t ch_nanme> addRout e network=::/0
next hop=<nmgnt VLAN_gat eway_addr ess>

14. Virtual PM&C: Verify proper configuration of HP 6125G switch

Once the HP 6125G has finished booting from the previous step, verify network reachability and
configuration.

$ / bin/ping -w3 <encl osure_switch_I P>

PI NG 10. 240. 8. 10 (10.240.8.10) 56(84) bytes of data.64 bytes from 10. 240. 8. 10:
icnp_seq=1 ttl =255 tinme=0.637 ns64 bytes from 10.240.8. 10: icnp_seq=2 ttl =255
ti me=0. 661 ns64 bytes from 10.240.8.10: icnp_seq=3 ttl =255 tine=0.732 m

$ /usr/bin/ssh <sw tch_platformusername>@encl osure_switch_| P>

<swi t ch_pl at f or m_user nane>@xencl osure_swi tch_I P>'s password:

<swi t ch_pl at f or m passwor d>

Swi t ch_host nane> di spl ay current-configuration

I nspect the output, and ensure that it is configured as per site requirenents.

15. Virtual PM&C: Repeat steps for each HP 6125G
For each HP 6125G, repeat 3.1.3.5 Step 4 - 3.1.3.5 Step 14.

16. Perform 3.1.4.1 Backup HP (6120XG, 6125G, 6125XLG, 5900) Switch for each switch configured in
this procedure.

17. Virtual PM&C: Clean up FW file
Remove the FW file from the tftp directory.

$ sudo /bin/rm-f ~<sw tch_backup_user>/ <FW.i nage>
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3.1.3.6 Configure HP 6125XLG Switch (netConfig)

This procedure will configure the HP 6125XLG switches from the PM&C server & the command line
interface using templates included with an application.

Prerequisites:

o [tis essential that PM&C is installed. In addition, complete these procedures:

e 3.5.1 Configure Initial OA IP

* 3.5.2 Configure Initial OA Settings Using the Configuration Wizard

* 3.1.1 Configure netConfig Repository

* This procedure requires the reader to issue commands on the switch command line interface.

Conditional Prerequisites: If the aggregation switches are provided by Oracle, then the Cisco

4948 /4948E / 4948E-F switches need to be configured using 3.1.2.1 Configure Cisco 4948/4948E/4948E-F
Aggregation Switches (PM&C Installed) (netConfig). If the aggregation switches are provided by the
customer, the user must ensure that the customer aggregation switches are configured as per
requirements provided in the Application physical Site Survey and related IP/Network Site survey.
If there is any doubt as to whether the aggregation switches are provided by Oracle or the customer,
contact My Oracle Support and ask for assistance.

Needed materials:

¢ Application specific documentation (documentation that referred to this procedure)
e Template xml files in an application ISO on an application media.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. Virtual PM&C: Prepare for switch configuration
If the aggregation switches are supported by Oracle, login to the PM&C, then run:
$ /bin/ping -w3 <switchlA ngnt VLAN address>

$ /bin/ping -w3 <switchlB ngnt VLAN address>
$ /bin/ping -w3 <swi tch_ngnt VLAN VI P>

If the aggregation switches are provided by the customer, login to the PM&C, then run:
$ /bin/ping -w3 <ngnt VLAN_gat eway_addr ess>
2. Virtual PM&C: Verify network connectivity to OAs.
For each OA, verify network reachability.

$ /bin/ping -w3 <OQAl_| P>
$ /bin/ping —-w3 <OA2_| P>

3. Virtual PM&C: Determine which OA is currently active.

Login to OA1 to determine if it is active:

$ /usr/bin/ssh root @OAL_| P>
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The OA is active if you see the following:

Usi ng usernanme "root".

WARNI NG This is a private system Do not attenpt to |ogin unless you are an
authori zed user. Any authorized or unauthorized access and use nay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmware Version: 3.70

Built: 10/01/2012 @17:53

OA Bay Nunber: 2

QA Rol e: Active

root @O0. 240. 8. 6' s password:

If you see the following, it is standby:

Usi ng usernanme "root".

WARNI NG This is a private system Do not attenpt to |ogin unless you are an
authori zed user. Any authorized or unauthorized access and use nay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmmare Version: 3.70
Built: 10/01/2012 @17:53
OA Bay Nunber: 1

QA Rol e: St andby

root @O0. 240. 8.5 s password:

Press <ctrl> + C to close the SSH session.

If OA1 has a role of Standby, verify that OA2 is the active by logging in to it:

$ /usr/bin/ssh root @Q0A2_| P>
Usi ng usernanme "root".

WARNING This is a private system Do not attenpt to |ogin unless you are an
authori zed user. Any authorized or unauthorized access and use nay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmmare Version: 3.70
Built: 10/01/2012 @17:53
OA Bay Nunber: 2

QA Rol e: Active

root @O0. 240. 8. 6' s password:

In the following steps, OA will mean the ‘active OA’ and <active_ OA_IP> will be the IP address
of the active OA.

Note: If neither OA reports Active, STOP and contact My Oracle Support by referring to the 1.4
My Oracle Support (MOS) section of the document.

Exit the SSH session.

4. Virtual PM&C: Restore switch to factory defaults
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If the 6125XLG switch has been configured prior to this procedure, clear out the configuration
using the following command:

$/ usr/ bi n/ssh root @active_OA | P>
Usi ng usernane "root".

WARNING This is a private system Do not attenpt to login unless you are an
aut hori zed user. Any authorized or unauthorized access and use nmay be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmnvare Version: 3.70

Built: 10/01/2012 @17:53

QA Bay Nunber: 2

QA Rol e: Active

root @0. 240. 8. 6' s password: <OA password>

> connect interconnect <sw tch_| OBAY_#>
Press [Enter] to display the switch consol e:

Note: You may need to press [ENTER] twice. You may also need to use previously configured
credentials.

<swi t ch>reset saved-configuration

The saved configuration file will be erased. Are you sure? [Y/N:y
Configuration file in flash is being cleared.

Pl ease wait

Mai nBoar d:

Configuration file is cleared.

<swi t ch>r eboot

Start to check configuration with next startup configuration file, please
wait......... DONE!

This command will reboot the device. Current configuration will be |ost, save
current configuration? [Y/N:n

This command will reboot the device. Continue? [Y/N: y

The switch will automatically reboot; this takes about 120-180 seconds. The switch reboot is complete
when the switch begins the auto configuration sequence.

When the reboot is complete, disconnect from the console by entering <ctrl> + <shift> + <->, then
d’.

Note: If connecting to the Virtual PM&C through the management server iLO then F.1 How to
Access a Server Console Remotely applies. Disconnect from the console by entering <ctrl> + <v>

Exit from the OA terminal:

>exit

Note: The console connection to the switch must be closed, or the initialization will fail.

5. Virtual PM&C: Copy switch configuration template from media to the switch backup directory.

Copy switch initialization template and configuration template from the media to the switch backup
directory.

$ sudo /bin/cp -i /<path to nmedia>/ 6125XLG init.xm /usr/TKLC smac/ et c/ switch/ xn
$ sudo /bin/cp -i /<path to nmedi a>/ 6125XLG confi gure. xm
/usr/ TKLC/ smac/ et ¢/ swi t ch/ xm
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6. Virtual PM&C: Verify the switch configuration file template in the switch backup directory
Verify the switch initialization template file and configuration file template are in the correct

directory.

$ sudo /bin/ls -i -1 [usr/TKLC/ smac/etc/sw tch/xm/

131195 -rw------ 1 root root 248 May 5 11:01 6125XLG | OBAY3 tenplate_init.xm
131187 -rw------ 1 root root 248 May 5 10:54 6125XLG | OBAY5_ tenpl ate_init. xm
131190 -rw------ 1 root root 6194 Mar 24 15:04 6125XLG_| OBAY8-confi g. xm
131189 -rw------ 1 root root 248 Mar 25 09: 43 6125XLG | OBAY8 tenpl ate_init.xm

7. Virtual PM&C: Edit the switch configuration file template for site specific information

Edit the switch initialization file and switch configuration file template for site specific addresses,
VLAN IDs, and other site specific content. Values to be modified by the user will be notated in this
step by a preceding dollar sign. So a value that has $<some_variable_name> will need to be
modified, removing the dollar sign and the less than, greater than sign.

$ sudo /bin/vi [usr/TKLC/ smac/ etc/swi tch/xm /6125XLG init.xm
$ sudo /bin/vi [usr/TKLC smac/ etc/sw tch/xm /6125XLG confi gure. xm
8. Virtual PM&C: Initialize the switch

Note: The console connection to the switch must be closed before performing this step.

$ sudo /usr/TKLC pl at/bi n/ net Config
--file=/usr/ TKLC/ smac/ etc/ switch/ xm /6125XLG i nit. xm

This could take up to 5-10 minutes.
9. Virtual PM&C: Verify the switch was initialized

Verify the initialization succeeded with the following command:

$ sudo /usr/ TKLC pl at/ bi n/ net Confi g get Host nane —- devi ce=<swi t ch_host name>
Host nane: <swi t ch_host nane>

This could take up to 2-3 minutes.

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support

10. Virtual PM&C: Validate XML file.
Note: This script validates the XML file to a limited extent:

* Verifies the file is valid XML

* Verifies all required options for commands are present

* Verifies all provided options for commands are valid options
* Verifies SOME but not all option values

Validate the XML file before executing it by performing the following command:

$ sudo /usr/TKLC/ pl at/bin/netConfig --fil e=6125XLG configure.xm --testRun >
/ dev/ nul |

If nothing is returned then the XML file is valid to the extent defined in the note above. Along with

a brief description, errors will return a string indicating the line location of the fault in the XML
file.
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11. Virtual PM&C: Configure the switch

Configure the switch.

$ sudo /usr/TKLC pl at/bi n/ net Confi g
--file=/usr/ TKLC/ smac/ etc/switch/ xm /6125XLG confi gure. xm

This could take up to 2-3 minutes. Note:

Note: Upon successful completion of netConfig, the user will be returned to the PM&C command
prompt. If netConfig fails to complete successfully, contact My Oracle Support.

12. Virtual PM&C: Add the IPv6 default route (IPv6 network only)

For IPv6 management networks, the enclosure switch requires an IPv6 default route to be configured.
Apply the following command using netConfig:

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<swi t ch_nane> addRout e network=::/0
next hop=<ngnt VLAN gat eway_addr ess>

13. Virtual PM&C: Verify proper configuration of HP 6125XLG switch

Once the HP 6125XLG has finished booting from the previous step, verify network reachability
and configuration.

$ /bin/ping -wW3 <encl osure_swi tch_I P>

PI NG 10. 240. 8. 10 (10.240.8.10) 56(84) bytes of data.64 bytes from 10. 240. 8. 10:
icnp_seq=1 ttl =255 time=0.637 ns64 bytes from 10.240.8.10: icnp_seq=2 ttl =255
ti me=0. 661 ns64 bytes from 10.240.8.10: icnp_seq=3 ttl=255 tine=0.732 m

$ /usr/bin/ssh <switch_platformusernane>@encl osure_swi tch_I P>

<swi t ch_pl at f or m user nane>@xencl osure_swi tch_I P>'s password:

<swi t ch_pl at f or m_passwor d>

Swi t ch_host nane> di spl ay current-configuration

I nspect the output, and ensure that it is configured as per site requirenents.

14. For HP 6125XLG switches connected by 4x1GE LAG uplink perform Utility procedure 3.1.4.9
Configure Speed and Duplex for 6125XLG LAG Ports (netConfig). Otherwise, for deployments with
10GE uplink, continue to the next step.

15. Virtual PM&C: Repeat steps for each HP 6125XLG
For each HP 6125XLG, repeat 3.1.3.6 Step 4 - 3.1.3.6 Step 14.
16. For HP 6125XLG switches uplinking with 4x1GE uplink to customer switches, field personnel are

expected to work with the customer to set their downlinks to the HP 6125XLG 4x1GE LAG to match
speed and duplex set in 3.1.3.6 Step 14.

For HP 6125XLG switches uplinking with 4x1GE LAG to product Cisco 4948/E/E-F aggregation
switches, perform Utility Procedure 3.1.4.10 Configure Speed and Duplex for LAG Ports for Cisco
4948/E/E-F (netConfig), to match speed and duplex settings from 3.1.3.6 Step 14.

Otherwise, for deployments with 10GE uplink, continue to the next step.

17. Perform 3.1.4.1 Backup HP (6120XG, 6125G, 6125XLG, 5900) Switch for each switch configured in
this procedure.
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3.1.4 Utility Procedures

3.1.4.1 Backup HP (6120XG, 6125G, 6125XLG, 5900) Switch

This procedure should be executed after every change to a switch configuration or after completing
3.1.3.3 Configure HP 6120XG Switch (netConfig), 3.1.3.5 Configure HP 6125G Switch (netConfig), 3.1.3.6

Configure HP 6125XLG Switch (netConfig), or 3.1.2.3 Configure HP 5900 Aggregation Switches (PM&C
Installed) (netConfig).

Prerequisites:

* 3.6.1 IPM Management Server must be completed

» 3.7.2 Installing TVOE on the Management Server must be completed
* 3.7.3 TVOE Network Configuration must be completed

¢ 3.7.4 Deploy PM&C Guest must be completed

Procedure Reference Tables:

Variable Value

<switch_name> hostname of the switch

<switch_backup_user> admusr

<fw_image> FW file used in firmware upgrade/switch
replacement/ or initial install.

1. Ensure that the directory where the backups will be stored exists.
$ sudo /bin/ls -i -1 [usr/TKLC/ smac/ etc/sw tch/backup
If you receive an error such as the following:
-bash: |s: [usr/TKLC/ smac/ etc/ switch/ backup: No such file or directory

Then the directory must be created by issuing the following command:

$ sudo /bin/nkdir -p /usr/TKLC smac/ etc/ switch/ backup

Then change the directory permissions:
$ sudo /bin/chnmod go+x /usr/TKLC/ smac/ et c/ swi tch/ backup
Then change directory ownership:

$ sudo /bi n/chown —R pnacd: pracbackup /usr/ TKLC/ smac/ et c/ swi t ch/ backup

2. Execute the backup command

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<sw tch_nanme> backupConfi gurati on
servi ce=ssh_service fil enane=<swi t ch_nane>- backup

E80301 Revision 01, October 2016 100



Procedures

3. Copy the files to the backup directory.

$ sudo /bin/mv -i ~<sw tch_backup_user>/<sw t ch_nanme>- backup*
[ usr/ TKLC/ snac/ et ¢/ swi t ch/ backup

4. Verify switch configuration was backed up by cat <switch_name> and inspecting its contents to
ensure it reflects the latest known good switch configurations.

$ sudo /bin/ls -1 /usr/TKLC smac/ et c/ switch/ backup/ <swi t ch_nane>- backup*
Il P2-Switchl-backup*

STWr----- 1 root root 11910 Jul 8 10:20 <swi tch_nanme>- backup
SITW---- - 1 admusr adnmgrp 69 Jul 8 10: 20 <sw t ch_nane>- backup. i nfo

$ sudo /bin/cat /usr/TKLC smac/ etc/sw tch/backup/ <sw tch_nanme>-backup
$

5. Repeat 3.1.4.1 Step 2 - 3.1.4.1 Step 4 for each HP switch to be backed up.
6. Delete FW files:

Delete the firmware off the system by performing the following command:

$ sudo /bin/rm-f ~<sw tch_backup_user>/<fw_ i mage>

3.1.4.2 Configure SNMP Communities and Trap Servers
It is essential that all switches have been configured successfully using:

e 3.1.3.1 Configure Cisco 3020 Switch (netConfig) and/or

e 3.1.3.3 Configure HP 6120XG Switch (netConfig) and/or

* 3.1.3.5 Configure HP 6125G Switch (netConfig) and/or

* 3.1.3.6 Configure HP 6125XLG Switch (netConfig) and /or

e 3.1.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed) (netConfig)

Variable Value

<switch_name> See Application Documentation and step 2
<switch_platform_username> See Application Documentation
<community string> See Application Documentation
<snmp_server_ip> See Application Documentation

1. Virtual PM&C: Log in to the PM&C Guest
2. Virtual PM&C: Determine which devices require SNMP configuration.

1. Use the command netConfig to list the devices in its repository.

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo |istDevices
Devi ces:

Devi ce: 6120XG_| OBAY3
Vendor : HP
Model : 6120
Access: Net wor k: 10. 240.8.9
Init Protocol Configured
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Li ve Protocol Configured

Devi ce: C3020_| OBAY1
Vendor : Ci sco
Model : 3020

Access: Net wor k: 10.240.8.7
Init Protocol Configured
Li ve Protocol Configured

Devi ce: cC ass-sw tchlA
Vendor : Ci sco
Model : 4948E
Access: Net wor k: 10. 240. 8. 3
Access: (00 25
Servi ce: consol e_service
Consol e: cC ass-swlA-consol e
Init Protocol Configured
Li ve Protocol Configured
2. Determine which devices should have the community string added/removed.

Note: Refer to application documentation to determine which switches to add /remove the
community string, making a note of the DEVICE NAME of each switch. This will be used as
<switch_name>. In the example output above, DEVICE NAME = 6120XG_IOBAY3, C3020_IOBAY1
and cClass-switchlA.

3. Virtual PM&C: Configure the community string

Using the information from 3.1.4.2 Step 2, use these commands to add or remove the community
string.

¢ To ADD a community string:

$sudo /usr/ TKLC pl at/ bi n/ net Confi g addSNVP - - devi ce=<swi t ch_name>
communi t y=<communi ty_string> uauth=RO

¢ To DELETE a community string:

$sudo /usr/ TKLC/ pl at/ bi n/ net Confi g del et eSNVWP - -devi ce=<swi t ch_nane>
communi ty=<conmmuni ty_stri ng>

4. Virtual PM&C: Configure the SNMP trap server
Using the information from 3.1.4.2 Step 2, use these commands to add or remove a trap server.
¢ To ADD a trap server:
1. For the 6120XG:

$ sudo /usr/ TKLC pl at/ bi n/ net Confi g addSNVPNoti fy --devi ce=<swi t ch_nane>
host =<snnp_server _i p> versi on=2c aut h=<comuni ty_string> trapl vl =not-info

2. For all other devices:
$ sudo /usr/TKLC pl at/bi n/ net Confi g addSNVMPNoti fy --devi ce=<swi t ch_nane>
host =<snnp_server _i p> versi on=2c aut h=<comunity_string>

* To DELETE a trap server:
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1. For the 6120XG:

$ sudo /usr/TKLC/ pl at/bi n/ net Confi g del et eSNMPNoti fy --devi ce=<swi t ch_name>
host =<snnp_server _i p> versi on=2c aut h=<comunity_string> traplvl=not-info

2. For all other devices:

$ sudo /usr/TKLC pl at/ bi n/ net Confi g del et eSNMPNoti fy --devi ce=<swi tch_nane>
host =<snnp_server _i p> versi on=2c aut h=<comunity_string>

5. Virtual PM&C: Verify the SNMP configuration

Verify the switch has been configured with the appropriate SNMP communities and trap servers:

$ sudo /usr/TKLC/ pl at/bi n/ net Confi g get SNMP - - devi ce=<swi t ch_nane>

SNWMP Community: “"test"

$ sudo /usr/TKLC/ pl at/bin/netConfig |istSNWMPNotify --device=<swi tch_nanme>

Notification: = (

Password change

Login failures

Port-Security

Aut hori zati on Server Contact
DHCP- Snoopi ng

Dynam c ARP Protection
Dynami ¢ | P Lockdown

)

Host: = (
10. 240.8.4
10. 240. 8.6

)

6. Virtual PM&C: Backup the switch configuration.

* For Cisco: Perform 3.1.2.7 Backup Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020
Enclosure Switch (netConfig).
* For 6120XG: Perform 3.1.4.1 Backup HP (6120XG, 6125G, 6125XLG, 5900) Switch.

7. Virtual PM&C: Repeat 3.1.4.2 Step 3 - 3.1.4.2 Step 6 for each device.

3.1.4.3 Configure QoS (DSCP and/or CoS) on HP 6120XG Switches

Prerequisites:
¢ [tis essential that all switches have been configured successfully using 3.1.3.3 Configure HP 6120XG
Switch (netConfig)
Variable Value
<switch_name> See Application Documentation and step 2
<dscp value> See Application Documentation (if present)
<cos value> See Application Documentation (if present)
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<switch_platform_username>

See Application Documentation

<Vlanid>

See Application Documentation

1. Virtual PM&C: Login to the PM&C Guest
Login to the PM&C Guest.

2. Virtual PM&C: Determine which devices require QoS Policies

Use netConfig to list the devices in its repository and determine which devices should be configured

with QoS.

$ sudo /usr/TKLC/ pl at/bi n/netConfig --repo |istDevices

Devi ces:

Devi ce: 6120XG_| OBAY3
Vendor: HP

Model : 6120

Access: Network: 10.240.8.9
Init Protocol Configured

Li ve Protocol Configured
Devi ce: C3020 | OBAY1
Vendor: Gisco

Model : 3020

Access: Network: 10.240.8.7
Init Protocol Configured

Li ve Protocol Configured
Devi ce: cC ass-swi tchlA
Vendor: Cisco

Model : 4948E
Access: Network: 10.240.8.3
Access: QOB:

Servi ce: consol e_service
Consol e: cd ass-swlA-consol e
Init Protocol Configured
Li ve Protocol Configured

Note: Refer to application documentation to determine which switches or pairs of switches to
configure with QoS, making a note of the DEVICE NAME of each 6120XG switch. These will be
referred to as <switch_name> in the following steps

3. Virtual PM&C:Add DSCP and/or CoS Policy.

Using the information from the previous step, use one of the following commands to configure

DSCP and/or CoS marking on the device.
For DSCP and CoS Marking:

$ sudo /usr/TKLC pl at/bi n/ net Confi g addQCS --devi ce=<swi t ch_nanme> vl an=<vl| ani d>
dscp=<dscp val ue> cos=<cos val ue> nanme=<user defined nane>

For DSCP Marking Only:

$ sudo /usr/TKLC pl at/ bi n/ net Confi g addQCS --devi ce=<swi t ch_nanme> vl an=<vl| ani d>
dscp=<dscp val ue> nanme=<user defi ned nanme>

For CoS Marking Only:

$ sudo /usr/TKLC pl at/bi n/ net Confi g addQOS --devi ce=<swi t ch_nane> vl an=<vl ani d>

cos=<cos val ue>
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Verify the QoS configuration:

Procedures

$ sudo /usr/TKLC pl at/ bi n/ net Confi g get QOS --devi ce=<swi t ch_nane> vl an=<vl ani d>

Example Output:

$ sudo /usr/TKLC pl at/ bi n/ net Confi g get QOS --devi ce=6120XG_| OBAY3 vl an=2

Policy: = (
VLAN priorities
VLAN ID Apply rule | DSCP Priority

2 DSCP | 000011 3

)

. Virtual PM&C: Repeat steps 3-4 for each Policy

Repeat steps 3-4 for each policy that needs to be applied to the switch.

. Backup the Switch.
Execute the 3.1.4.1 Backup HP (6120XG, 6125G, 6125XLG, 5900) Switch procedure.
. Virtual PM&C: Repeat steps 3-6 for each switch.

Repeat steps 3-6 for each switch identified in step 2.

3.1.4.4 Configure Port Mirroring

Prerequisites:

It is essential that all switches have been configured successfully using:

* 3.1.3.1 Configure Cisco 3020 Switch (netConfig) and/or

* 3.1.3.3 Configure HP 6120XG Switch (netConfig) and/or
* 3.1.3.5 Configure HP 6125G Switch (netConfig) and/or

* 3.1.3.6 Configure HP 6125XLG Switch (netConfig) and/or

o 3.1.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed) (netConfig)

Variable Value

<switch_name>

2

See Application Documentation and 3.1.4.4 Step

<switch_model>

Fill in appropriate value from 3.1.4.4 Step 2

<switch_IP>

Fill in appropriate value from 3.1.4.4 Step 2

2.

<srclnterface> See Application Documentation

<destInterface> See Application Documentation

<switch_platform_username> See Application Documentation

<srcVlanid> See Application Documentation
1. Virtual PM&C: Log into the PM&C Guest

Virtual PM&C: Determine the port mirror source devices.
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Use netConfig to list the devices in its repository and determine which devices should be configured
with port mirroring.

$ sudo /usr/TKLC/ pl at/bin/netConfig --repo |istDevices
Devi ces:

Devi ce: 6120XG_| OBAY3
Vendor: HP
Model : 6120
Access: Network: 10.240.8.9
Init Protocol Configured
Li ve Protocol Configured

Dev

ce: C3020_I OBAY1

Vendor: Cisco

Mbdel : 3020

Access: Network: 10.240.8.7
Init Protocol Configured

Li ve Protocol Configured

Devi

ce: 6125G_| OBAY5

Vendor : HP

Model : 6125

Access: Net wor k: 10. 240. 8. 12
Access: OCB:

Servi ce: oa_service

Consol e: 5

Init Protocol Configured

Li ve Protocol Configured

Devi ce: cC ass-swi tchlA
Vendor: G sco

Model : 4948E
Access: Network: 10.240.8.3
Access: OOB:

Servi ce: consol e_service
Consol e: cd ass-swlA-consol e
Init Protocol Configured
Li ve Protocol Configured

Note: Refer to application documentation to determine which switches to configure source
monitoring devices, making a note of the DEVICE NAME, MODEL and IP ADDRESS of each
switch. These will be used as <switch_name>,<switch_model>,<switch_IP> in future steps and
the model will determine the command.

3. Virtual PM&C: Configure port mirroring.

Using the information from 3.1.4.4 Step 2, use the following command to configure port mirroring.
Pay close attention to the device model.

For VLAN Monitoring (Cisco Devices Only):

$ sudo /usr/ TKLC pl at/ bi n/ net Confi g --devi ce=<swi t ch_name> addPort M rror sessi on=1
vl an=<srcVl ani d> dest|nterface=<m rrorPort> directi on=both

For Port Mirroring:

$ sudo /usr/ TKLC pl at/ bi n/ net Confi g --devi ce=<swi t ch_nanme> addPort M rror session=1
sourcel nterface=<srclnterface> destlnterface=<m rrorPort> direction=both
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Note: The interface option allows for more than one source interface. The value can be entered as
a single interface ex: GE1 (1Gb port) or tenGE1 (10Gb port) or it can be entered as a range of interfaces
separated by commas and dashes ex: GE1-5,GE7,tenGE9-10.

Note: The only direction supported by the HP switches is both." If the direction option is used on
an HP switch, it will be ignored and 'both' is applied.

VLAN Example:

$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=C3020_| OBAY1 addPortM rror sessi on=1
vl an=2 dest | nterface=CEL10 direction=both

Port Example:

$ sudo /usr/ TKLC pl at/ bi n/ net Confi g --devi ce=6120XG_| OBAY3 addPort M rror session=1
sour cel nterface=t enCGEl, t enCGE3 dest | nterface=t enGE2

4. Virtual PM&C: Verify the Port Mirroring configuration on the switch.
Verify that the port monitoring session is configured:

$ sudo /usr/ TKLC pl at/ bi n/ net Config getPort M rror session=1 --devi ce=6120XG_| OBAY3
Session: 1
Direction: both

Sour ce: tenGE2
Destination: tenGEl,tenGE3

$ sudo /usr/TKLC pl at/ bi n/ net Confi g get Port M rror session=1 --devi ce=6125G | OBAY4
Session: 1
Direction: both

Source: GElL
Destination: GE22

Note: Output from the command above may vary slightly from one device type to another.

5. Virtual PM&C: Backup the switch configuration
For Cisco:

Perform the 3.1.2.7 Backup Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020 Enclosure
Switch (netConfig) procedure.

For HP:
Perform the 3.1.4.1 Backup HP (6120XG, 6125G, 6125XLG, 5900) Switch procedure.

6. Virtual PM&C: Repeat steps 3.1.4.4 Step 3 - 3.1.4.4 Step 5 for each monitor source device.

3.1.4.5 SwitchConfig to netConfig Repository Configuration

This procedure will configure the netConfig repository with the necessary services and previously
configured switches from a single management server for use with the c-Class platform.

Prerequisites:

e 3.6.1 IPM Management Server,
o 3.7.2 Installing TVOE on the Management Server,
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* 3.7.3 TVOE Network Configuration,

¢ 3.7.4 Deploy PM&C Guest, and

* 3.7.5 Setup PM&C are required to be completed before this procedure is attempted.

¢ Application management network interfaces must be configured on the management servers prior
to executing this procedure.

* Application username and password for creating switch backups must be configured on the
management server prior to executing this procedure.

Procedure Reference Tables:

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table
for the proper value to insert depending on your system type.

Variable Serial Port

<serial console type> u=USB, c=PCle> u=USB, c=PCle

Fill in the appropriate value for this site:

Variable Value

<switch_hostname> Fill in the appropriate value for this site:
<switch_platform_username> See referring application documentation
<switch_platform_password> See referring application documentation
<switch_console_password> See referring application documentation
<switch_enable_password> See referring application documentation

<management_serverlA_mgmtVLAN_ip_address>

<management_serverlB_mgmtVLAN_ip_address>

<pmac_mgmtVLAN_ip_address>

<switch_mgmtVLAN_id>

<switchlA_mgmtVLAN_ip_address>

<mgmt_Vlan_subnet_id>

<netmask>

<switch1B_mgmtVLAN_ip_address>

<switch_Internal VLANS list>

<switch_mgmtVlan_id>

<management_server_mgmtInterface>

<management_serverlA_iLO_ip>

<management_server1B_iLO_ip>

Variable Value

<platcfg_password> Initial password as provided by Oracle
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<management_server_mgmtInterface> Value gathered from NAPD
<switch_backup_user> admusr
<switch_backup_user_password> Initial password as provided by Oracle

Note: Onboard administrators are not available during the configuration of Cisco 4948 /4948E /4948E-F
switches.

Note: Uplinks must be disconnected from the customer network before executing this procedure.
One of the steps in this procedure describes when to reconnect these uplink cables. Refer to the
application appropriate schematic or procedure for determining which cables are used for customer
uplink.

Needed Material:

HP MISC firmware ISO image

Release Notes of the HP Solutions Firmware Upgrade Pack [2]

Application specific documentation (documentation that referred to this procedure)
Template xml files on the application media

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1.

3.

Management server iLO: Login and launch the integrated remote console.
On ServerlA login to iLO in IE using password provided by application:

http://<managenent _server 1A i LO i p>

Click in the Remote Console tab and launch the Integrated Remote Console on the server.
Click Yes if the Security Alert pops up.

If not already done so, login as admusr.

Management Server: Procedure pre-check - verify hardware type

Certain steps in this procedure require enabling and disabling ethernet interfaces. This procedure
supports DL360 and DL380 servers. The interfaces that are to be enabled and disabled are different
for each server type.

To determine the interface name, on the server, execute the following command:

$ /bin/cat /proc/net/bondi ng/ bond0 | grep Interface
Sl ave Interface: ethOl

Sl ave Interface: eth02

$

Note the slave interface names of ethernet interfaces to use in subsequent steps. The first line will
be the value for <ethernet_inteface_1> and the second line will be the value for
<ethernet_interface_2> .

For example, from the sample output provided, <ethernet_inteface_1> would be eth01 . If the
output from the above command is not successful, refer back to the application documentation.

Management Server: Procedure pre-check - determine Platform version
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On each management server, determine the Platform version of the system by issuing the following
command:

$ /usr/ TKLC pl at/ bi n/ appRev

If the following is shown in the output, the Platform version is 7.2:

Base Distro Release: 7.2.X.X.X_X.X.X

The values of x-x.x.x do not matter. The value of 7.2 shows the platform version. If the command
shows a Base Distro Release version lower than 7.2, or fails to execute, stop this procedure and
refer back to application procedures. It is possible the wrong version of TVOE/TPD is installed.

4. Management Server: Procedure pre-check - verify virtual PM&C is installed

PM&C is required to be installed prior to this procedure being attempted. Verify virtual PM&C
installation by issuing the following commands as admusr on the management server:

$ sudo /usr/bin/virsh list --all
Id Nane State

6 vm pnaclA running

If this command provides no output, it is likely that a virtual instance of PM&C is not installed.
Refer to application documentation or contact My Oracle Support.

5. Virtual PM&C: Run conserverSetup command.

$ sudo /usr/TKLC pl at/ bi n/ conserver Set up —<serial console type> -s
<managemnent _server _ngnt _i p_address>

You will be prompted for the platcfg credentials.

An example:

[adnusr @m pnaclA] $ sudo /usr/ TKLC pl at/ bi n/ conserverSetup -u -s
<managenent _server _ngnt _i p_addr ess>
Enter your platcfg usernane, followed by [ENTER]: pl atcfg
Enter your platcfg password, followed by [ENTER]: <pl at cf g_passwor d>
Checking Platform Revision for local TPD installation...
The | ocal nmachine is running:
Product Nane: PMAC
Base Distro Release: 7.2.0.0.0 .88.6.0

Checki ng Pl atform Revision for renmote TPD installation...
The renote machi ne i s running:
Product Nane: TVCE

Base Distro Release: 7.2.0.0.0.88.6.0
Configuring switch 'switchlA consol e' consol e server... Configured.
Configuring switch 'sw tchBA console' consol e server...Configured.
Configuring iptables for port(s) 782...Configured.
Configuring iptables for port(s) 1024: 65535... Confi gured.
Configuring console repository service...
Repo entry for "consol e_service" already exists; deleting entry for:

Servi ce Nane: consol e_service
Type: conserver
Host : <managenent _server _ngnt _i p_addr ess>
... Configured.
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Sl ave interfaces for bondO:

bond0 interface: ethOl
bondO interface: eth02

¢ If this command fails, contact 1.4 My Oracle Support (MOS).
¢ Verify the output of the script.
¢ Verify that your Product Release is based on PMAC 6.3.

¢ Note the slave interface names of bond interfaces (<ethernet_interface_1> and
<ethernet_interface_2>) for use in subsequent steps.

6. Virtual PM&C: Login to the console of the virtual PM&C.

Note: On a TVOE host, If you launch the virsh console, that is, "$ vi r sh consol e X' or from
the virsh utility "virsh $ consol e X' command and you get garbage characters or output is not
quite right, then more than likely there is a stuck "virsh console" command already being run on
the TVOE host. Exit out of the "virsh console", then run "ps -ef | grep virsh", then kill the
existing process "ki I | -9 <Pl D>". Then execute the "virsh console X" command. Your console
session should now run as expected.

From management serverlA, log into the console of the virtual pmac instance found in 3.1.4.5 Step
4.

$ sudo /usr/bin/virsh consol e vm pmaclA

Connected to donmmi n vm pnaclA

Escape character is 7]

<Press ENTER key>

Cent OS rel ease 6.2 (Final)

Kernel 2.6.32-220.7.1.¢el6prerel6.0.0_80.13.0.x86_64 on an x86_64

If another user is already logged in, logout and log back in as admusr.

[root @mac ~]$ | ogout

vm pmaclA | ogi n: adnusr
Passwor d:
Last login: Fri May 25 16:39:04 on tty$4

If this command fails, it is likely that a virtual instance of PM&C is not installed. Refer to application
documentation or contact My Oracle Support.

7. Virtual PM&C: Verify PM&C release version.
Verify the PM&C release version.

$ /usr/ TKLC pl at/ bi n/ appRev

If the following is shown in the output, the PM&C version is 5.0:

Product Nane: PMAC
Product Rel ease: 5.0.0_x.X. X

If the output does not contain "Product Name: PMAC" or does not contain a PMAC version of 5.0
or higher, then stop this procedure and refer back to the application instructions.

8. Virtual PM&C: Setup netConfig repository with necessary tftp information.
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Use netConfig to create a repository entry that will use the tftp service. This command will give
the user several prompts. The prompts with <variables> as the answers are site specific that the
user MUST modify. Other prompts that don't have a <variable> as an answer must be entered
EXACTLY as they are shown here.

$ sudo /usr/TKLC/ pl at/bin/netConfig --repo addServi ce nanme=tftp_service
Service type [ssh, conserver, oa, tftp]? tftp

TFTP host | P? <pmac_ngnt VLAN i p_addr ess>

Directory on host? /var/TKLC smac/ i nage/

Add service for tftp_service successful

To check that you entered the information correctly, use the following command:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showServi ce nane=tftp_service

and check the output, which will be similar to the one shown below (Note: only the tftp service
info has been shown in this example. If the previous step and this step were done correctly, both
the console_service and tftp_service entries would show up)

$ sudo /usr/TKLC/ pl at/ bi n/ net Config --repo showServi ce nane=tftp_service
Servi ces:

Service Nanme: tftp_service

Type: tftp

Host: 10.240.8.4

Opt i ons:

dir: /var/TKLC smac/ i nage

$

9. Virtual PM&C: Setup netConfig repository with necessary ssh information.

Use netConfig to create a repository entry that will use the ssh service. This command will provide
the user with several prompts. The prompts with <variables> as the answers are site specific that
the user MUST modify. Other prompts that don't have a <variable> as answer must be entered
EXACTLY as they are shown here.

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addServi ce nane=ssh_servi ce
Service type [ssh, conserver, oa, tftp]? ssh

Servi ce host? <prmac_ngnt VLAN i p_addr ess>

SSH usernane? <swi tch_backup_user >

SSH password?: <switch_backup_user_passwor d>

Verify Password: <swi tch_backup_user_password>

Add service for ssh_service successf ul

$

To ensure that you entered the information correctly, use the following command and inspect the
output, which will be similar to the one shown below.

$ sudo /usr/TKLC/ pl at/ bi n/ net Config --repo showServi ce nanme=ssh_service
Servi ce Nanme: ssh_service

Type: ssh
Host: 10.250.62. 85
Opt i ons:

password: C20F7D639AE7E7
user: admnusr
$

10. Virtual PM&C: Setup netConfig repository with Aggregation switch information.

Note: If there are no aggregation switches in this deployment, skip to the next step.
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Use netConlfig to create a repository entry for switch1A and switch1B. This command will give the
user several prompts. The prompts with <variables> as the answers are site specific that the user
MUST modify. Other prompts that don't have a <variable> as an answer must be entered EXACTLY
as they are shown here.

Note: The model can be 4948, 4948E, or 4948E-F depending on the model of the device. If you do
not know, stop now and contact My Oracle Support.

$ sudo /usr/TKLC pl at/ bi n/ net Config --repo addDevi ce nane=<sw t ch_host nane>
--reuseCredential s

Devi ce Vendor [Cisco, HP]? Cisco

Devi ce Mbdel [3020, 4948, 4948E, 4948E- F] ? <devi ce_nodel >

What is the IPv4 (CIDR notation) or |Pv6 (address/prefix notation) address for
managenent ?: <swi t ch_ngnt _i p_addr ess>/ <prefi x>

Is the managenment interface a port or a vian? [vlan]: [Enter]

What is the VLAN I D of the nmanagenent VLAN? [2]: [ngnt_vlanl D]

What is the nane of the management VLAN? [rmanagenent]: [Enter]

What switchport connects to the nmanagenent server? [GE40]: [Enter]

VWhat is the switchport node (access|trunk) for the managenent server port?
[trunk]: [Enter]

What are the allowed vlans for the managenment server port? [1,2]:

<control _vl anl D>, <ngnt_vl anl D>

Enter the name of the firmwvare file [cat4500e-entservicesk9-ne.122-54. XO bin]:
<I Cs fil enane>

Firmvare file to be used in upgrade: <IGCs fil enanme>

Enter the name of the upgrade file transfer service: tftp_service

File transfer service to be used in upgrade: tftp_service

Shoul d the init oob adapter be added (y/n)? vy

Addi ng consol el nit protocol for <sw tch_hostname> using oob. ..

What is the nane of the service used for OOB access? consol e_service

VWhat is the nane of the console for OOB access? <consol e name>

What is the platform access usernane? <switch_pl atf orm user nane>

What is the device consol e password? <switch_consol e_passwor d>

Verify password: <switch_consol e_password>

VWhat is the platformuser password? <sw tch_pl atform password>

Verify password: <swi tch_pl at form password>

What is the device privileged node password? <swi tch_enabl e_passwor d>

Verify password: <swi tch_enabl e_passwor d>

Shoul d the |ive network adapter be added (y/n)? vy

Adding cli protocol for <sw tch_hostnanme> using network. ..

Net wor k devi ce access already set: <swtch_ngnt _ip_address>

Shoul d the |ive oob adapter be added (y/n)? vy

Adding cli protocol for <sw tch_hostnanme> using oob...

OB devi ce access already set: consol e_service

Devi ce named <swi tch_host name> successful |y added.

To check that you entered the information correctly, use the following command:

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=swi t chlA

and check the output, which will be similar to the one shown below.

$ sudo /usr/TKLC/ pl at/bi n/netConfig --repo |istDevices
Devi ce: switchlA
Vendor: Gisco

Model : 4948E

FWVer: 0

Access: Network: 10.240.64. 34
Access: QOB:

Servi ce: consol e_service
Consol e: switchlA consol e
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Init Protocol Configured
Li ve Protocol Configured
$

11. Virtual PM&C: Setup netConfig repository with switch information.
Note: If there are no 3020s in this deployment, skip to the next step.

Use netConfig to create a repository entry for each 3020. This command will give the user several
prompts. The prompts with <variables> as the answers are site specific that the user MUST modify.
Other prompts that don't have a <variable> as an answer must be entered EXACTLY as they are
shown here. If you do not know, stop now and contact My Oracle Support.

Note: The device name must be 20 characters or less

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo addDevi ce nane=<sw t ch_host name>
--reuseCredential s

Devi ce Vendor [Cisco, HP]? G sco

Devi ce Mbdel [3020, 4948, 4948E, 4948E-F] ? 3020

VWhat i s the managenent address? <encl osure_swi tch_i p>

Enter the nane of the firmmvare file [cbs30x0-i pbasek9-tar.122-58. SEl.tar]:
<FW.i nage>

Firmnare file to be used in upgrade: <FW.i mage>

Enter the name of the upgrade file transfer service: <tftp_service>
File transfer service to be used in the upgrade: <tftp_service>

Shoul d the init network adapter be added (y/n)? vy

Addi ng netBootInit protocol for <sw tch_hostnane> using network...

Net wor k devi ce access already set: <enclosure_sw tch_ip>

What is the platform access usernane? <switch_pl atf orm user nane>

What is the platformuser password? <sw tch_pl atform password>

Verify password: <swi tch_pl at form password>

What is the device privil eged node password? <swi tch_enabl e_password>
Verify password: <switch_enabl e_passwor d>

Should the init file adapter be added (y/n)? vy

Addi ng net Bootlnit protocol for <sw tch_hostname> using file...

VWhat is the nane of the service used for TFTP access? tftp_service
Shoul d the live network adapter be added (y/n)? vy

Addi ng cli protocol for <sw tch_hostnane> using network...

Net wor k devi ce access al ready set: <enclosure_swtch_ip>

Devi ce named <switch_host name> successful |y added.

To check that you entered the information correctly, use the following command:

$ sudo /usr/TKLC/ pl at/bi n/net Config --repo |istDevices

and check the output, which will be similar to the one shown below

Note: Only the switch1B info has been shown in this example. If the previous step and this step
were done correctly, both switch1A and switch1B entries would show up.

$ sudo /usr/TKLC/ pl at/bi n/net Config --repo |istDevices
Devi ces:

Devi ce: C3020_I| OBAY1

Vendor: Gisco

Model : 3020

Access: Network: 10.240.8.7

Init Protocol Configured

Li ve Protocol Configured

[ adnmusr @mac5000101 ~] $
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Repeat for each 3020, using appropriate values for those 3020s.

12. Virtual PM&C: setup netConfig repository
Note: If there are no 6120s in this deployment, skip to the next step.

Use netConfig to create a repository entry for each 6120XG. This command will give the user several
prompts. The prompts with <variables> as the answers are site specific that the user MUST modify.
Other prompts that don't have a <variable> as an answer must be entered EXACTLY as they are
shown here. If you do not know, stop now and contact My Oracle Support.

$ sudo /usr/TKLC pl at/ bin/ net Config --repo addDevi ce name=<swi t ch_host nane>
--reuseCredential s

Devi ce Vendor [Cisco, HP]? HP

Devi ce Mbdel [6120, 6125, 6125XLG ? 6120

VWhat is the IPv4 (CIDR notation) or |Pv6 (address/prefix notation) address for
managenent ?: <switch_ngnt i p_address>/ <prefi x>

Enter the name of the firmware file [Z 14 37.swi]: <FW.i mage>

Firmnare file to be used in upgrade: <FW.i mage>

Enter the name of the upgrade file transfer service: ssh_service

File transfer service to be used in upgrade: ssh_service

Should the init oob adapter be added (y/n)? vy

Addi ng consol el nit protocol for <sw tch_hostname> using oob. ..

What is the nane of the service used for OOB access? oa_servi ce_en<encl osure #>
What is the nane of the console for OOB access? <i o_bay>

What is the platform access usernane? <switch_pl atf orm user nane>

What is the device consol e password? <switch_pl atform password>

Verify password: <swi tch_pl at form password>

VWhat is the platformuser password? <sw tch_pl atform password>

Verify password: <swi tch_pl at form password>

What is the device privileged node password? <switch_pl at f orm passwor d>
Verify password: <swi tch_pl atform password>

Shoul d the live network adapter be added (y/n)? y

Addi ng cli protocol for <sw tch_hostnane> using network...

Net wor k devi ce access already set: <sw tch_ngnmt _ip_address>

Shoul d the |ive oob adapter be added (y/n)? vy

Addi ng cli protocol for <swtch_hostnane> using oob...

OB devi ce access already set: oa_service_en<encl osure #>

Devi ce named <swi tch_host name> successful |y added

To check that you entered the information correctly, use the following command:

$ sudo /usr/ TKLC pl at/ bin/net Config --repo showDevi ce nane=<swi t ch_host nane>

and check the output, which will be similar to the one shown below:

Note: If the previous step and this step were done correctly, both switch1A and switch1B entries
would show up.

$ sudo /usr/TKLC/ pl at/bi n/ net Config --repo showDevi ce nane=<swi t ch_host nane>
Devi ce: 6120XG_| OBAY1

Vendor: HP
Model : 6120
FWVer: 0

Access: Network: 10.240.8.10
Init Protocol Configured

Li ve Protocol Configured

[ admusr @mac5000101 ~] $

Repeat for each 6120, using appropriate values for those 6120s.
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3.1.4.6 Cisco Switch switchconfig to netConfig Migration

This procedure configures a Cisco switch to migrate from switchconfig to netConfig.

Needed Materials:
* HP MISC firmware ISO image

¢ Release Notes of the HP Solutions Firmware Upgrade [2],
* Application specific documentation (documentation that referred to this procedure)
* Template xml files in an application ISO on an application media.

Variable Serial Port
<switch1A_serial_port> ttyS4
<switch1B_serial_port> ttySh

In the following tables, fill in the blanks with the appropriate value for this site:

Variable

Value

<switch_platform_username>

See referring application documentation

<switch_platform_password>

See referring application documentation

<switch_console_password>

See referring application documentation

<switch_enable_password>

See referring application documentation

<pmac_mgmtVLAN_ip_address>

<switch_mgmtVLAN_id>

<mgmt_Vlan_subnet_id>

<netmask>

<switch_Internal VLANS list>

<switch_mgmtVlan_id>

<management_server_mgmtInterface>

<management_serverlA_iLO_ip>

<management_server1B_iLO_ip>

<switch_mgmt_IP_address>

Variable

Value

<platcfg_password>

Initial password as provided by Oracle

<management_server_mgmtlnterface>

Value gathered from NAPD

<switch_backup_user>

admusr

<switch_backup_user_password>

Initial password as provided by Oracle
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Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. Virtual PM&C: Verify network connectivity to the switch
For each switch, verify network reachability.

# /bin/ping -w3 <switch_nmgnt | P_address>

2. Virtual PM&C: Login to the switch
Login to the switch using Telnet

# /usr/bin/tel net <switch_ngm | P_address>

3. Switch CLI: Apply netConfig required commands:
From the switch CLI, apply the following commands required by netConfig:

Swi tch# config t

Swi t ch(config)# host name <switch_nane>

Swi tch(config)# no service config

Swi tch(config)# service password-encryption

Swi tch(config)# crypto key generate rsa usage-keys | abel sshkeys nodul us 768
Swi t ch(confi g)# aaa new nodel

Switch(config)# aaa authentication |ogin onconsole |ine
Swi tch(config)# username <switch_pl atform usernane> secret
<swi t ch_pl at f or m passwor d>

Swi t ch(config)# enabl e secret <sw tch_enabl e_passwor d>
Switch(config)# line vty 0 15

Swi tch(config-line)# no password

Swi tch(config-line)# transport input ssh

Swi tch(config)# exit

Switch(config)# line console O

Switch(config-line)# | ogin authentication onconsol e

Swi t ch(config-1ine)# password <sw tch_consol e_passwor d>
Swi tch(config)# exit

Switch(config)# ip ssh version 2

Switch(config)# no ip http server

Swi tch(config)# no ip http secure-server

Swi t ch(config)# no ip domain | ookup

Swi tch(config)# end

Switch# wite nmenory

4. Switch CLI: Reload the switch and verify configuration

Reload the switch and verify the configuration from 3.1.4.6 Step 3. If a command was not applied,
repeat 3.1.4.6 Step 3.

Swi t ch# rel oad

If prompted, answer yes.

5. Virtual PM&C: Verify netConfig connectivity.

Perform the following netConfig command to verify that netConfig can communicate with the
switch.

$ sudo /usr/TKLC/ pl at/ bi n/ net Confi g get Host name - - devi ce=<swi t ch_nanme>

Hostname: <switch_name>
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6. Backup the Configuration

Perform the 3.1.2.7 Backup Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020 Enclosure
Switch (netConfig) procedure and then return to this procedure and continue with 3.1.4.6 Step 7 of
this procedure

7. Reset to factory defaults

* For the 4948-series switches, perform the following command:

$ sudo /usr/ TKLC pl at/ bi n/ net Confi g set FactoryDefaul t --devi ce=<sw tch_nane>

* For the 3020-series switches, perform Step 4 of the 3.1.3.2 Replace a Failed 3020 Switch (netConfig)
procedure.

8. Restore the Configuration

* For 4948-series switches: Perform Steps 6-22 of the 3.1.2.4 Replace a Failed 4948/4948E/4948E-F
Switch (PM&C Installed) (netConfig) procedure.

* For 3020 switches: Perform Steps 5-10 of the 3.1.3.2 Replace a Failed 3020 Switch (netConfig)
procedure.

9. Virtual PM&C: Repeat 3.1.4.6 Step 2 - 3.1.4.6 Step 8 for each switch being migrated.

3.1.4.7 HP 6120XG switchconfig to netConfig Migration
This procedure configures a 6120XG switch to migrate from switchconfig to netConfig.
Needed Materials:

e HP MISC firmware ISO image

¢ HP Solutions Firmware Upgrade Pack Release Notes

¢ Application specific documentation (documentation that referred to this procedure)
¢ Template xml files in an application ISO on an application media.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the My Oracle Support section of this document.

1. Management Server: Verify network connectivity to 6120XG switches
For each 6120XG switch, verify reachability.

$ /bin/ping -w3 <encl osure_sw tch_I P>

2. Management Server: Login to the Switch
Login to the 6120XG switch using SSH/Telnet

$ /usr/bin/ssh manager @encl osure_swi tch_I P>

If the above command fails, log in using telnet:

$ /usr/bin/tel net <encl osure_sw tch_I P>

3. Switch CLIL: Apply netConfig required commands:

E80301 Revision 01, October 2016 118



Procedures

From the 6120XG CLI, apply the following commands required by netConfig:

Swi t ch# config

Swi tch(config)# hostnane <switch_nane>

Swi tch(config)# no password all

Password protection for all will be deleted, continue [y/n]? vy
Swi t ch(config)# include-credentials

Note: If prompted after 'include-credentials' answer yes to both questions.

Swi tch(config)# password manager user-name <pl atform usernane> pl ai nt ext
<pl at f or m_enabl e_passwor d>

Swi tch(config)# console flow control none

Switch(config)# ip ssh listen oobm

Switch(config)# ip ssh filetransfer

Switch(config)# no tftp client

Switch(config)# no tftp server

Switch(config)# no tel net-server

Swi t ch(config)# end

Switch# wite nmenory

4. Switch CLI: Reload the switch and verify configuration
Reload the switch and verify the configuration from step 3. If a command was not applied, repeat
step 3.

Swi t ch# rel oad

If prompted, answer yes.

5. Management Server: Verify netConfig connectivity.
Perform the following netConfig command to verify netConfig can communicate with the switch.
$ sudo /usr/TKLC pl at/ bi n/ net Config getFirmiare --devi ce=<swi tch_nanme>

Version: Z. 14.32
I mage: Secondary

6. Backup the Configuration

Perform the 3.1.2.7 Backup Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020 Enclosure
Switch (netConfig) procedure and then return to this procedure and continue with 3.1.4.7 Step 7 of
this procedure.

7. Restore the Configuration

Perform steps 3-8 of the 3.1.2.4 Replace a Failed 4948/4948 E/4948E-F Switch (PM&C Installed) (netConfig)
procedure and continue with 3.1.4.7 Step 8 of this procedure.

8. Verify the Configuration

Once each HP 6120XG has finished booting from the previous step, verify network reachability
and configuration.

[ admusr @ ocal host ~]$ /bin/ping -w3 <encl osure_sw tch_| P>
[adnusr @ ocal host ~]$ /usr/bin/ssh
<swi t ch_pl at f or m_user nane>@xencl osure_swi tch_I P> Swi t ch# show run

Inspect the output of show run, and ensure that it is configured as per site requirements
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3.1.4.8 Configuring DSCP Marking Using iptablesADM

Note: DSCP marking set using the QOS procedure 3.1.4.3 Configure QoS (DSCP and/or CoS) on HP
6120XG Switches may conflict/overwrite marking set using the steps below.

iptableAdm uses a native iptables command with additional TPD driven arguments.

Generic command for DSCP marking:

$ sudo /usr/TKLC plat/bin /iptablesAdminsert --table=nangle --type=rule

--protocol =[i pv4|ipv6] --donmai n=<domai n> --chai n=<chai n> --match="-p
[tcpludp|icnp] -j DSCP --set-dscp [ DSCP val ue]' —-1 ocati on=<nunber > --persi st=yes
Where

<table> - For DSCP marking, the table will always = mangle
<domain> - User initiated name for a set of iptables rules. Valid names start with a two-digit number
and then an alphanumeric value; such as 25example. NOTE: the domain sets the order of operation.

<match> - This is the native iptables command string.

<chain> - Native iptables set of rules. For the mangle table valid values are: PREROUTING,
OUTPUT, FORWARD, INPUT and POSTROUTING.

Example 1

Use this command to mark a locally generated outgoing icmp packet with the value of 18:
$ sudo /usr/TKLC pl at/ bin/iptabl esAdminsert --table=nangle --type=rule

--protocol =i pv4 --domai n=<domai n> --chai n=POSTROUTI NG --match="-p icnp -j DSCP
--set-dscp 18 --location=1 --persist=yes

* If no domain has been previously setup this command will create the domain.
» If persist=yes then the rule is placed in /etc/sysconfig/iptables or /etc/sysconfig/ip6tables

The resulting user defined rule can be viewed with the command:

$ sudo /usr/TKLC/ pl at/bi n/i ptabl esAdm show --type=rul e --protocol =i pv4
--tabl e=mangl e

The resulting user defined rule can be removed with the command:

$ sudo /sbin/iptabl esAdm del ete --tabl e=mangl e --type=rul e --protocol =i pv4
- - domai n=<domai n> - -chai n=POSTROUTI NG --match="-p icnp -j DSCP --set-dscp 18

Note: Either the --match'<native iptables command string>' or the --location=<number> can be used
to delete a rule.

Example 2

Use this command to mark an outgoing packet leaving via the ssh port with the DSCP value 12:
$ sudo /usr/TKLC/ pl at/bin/iptabl esAdminsert --table=nangle --type=rule

--protocol =i pv4 --donmai h=<domai n> --chai n=POSTROUTI NG - -nmatch="-p tcp --sport
22 -j DSCP --set-dscp 12' --location=1 --persist=yes
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The resulting user defined rule can be viewed with the command:

$ sudo /usr/TKLC/ pl at/bin/iptabl esAdm show --type=rul e --protocol =i pvd
--tabl e=mangl e

The resulting user defined rule can be removed with the command:

$ sudo /usr/TKLC pl at/bin/iptabl esAdm del ete --tabl e=mangl e --type=rul e
--protocol =i pv4 --donmai n=<domai n> - -chai n=POSTROUTI NG - -match="-p tcp --sport
22 -j DSCP --set-dscp 12' --location=1 --persist=yes

Example 3

Use this command to mark all outbound traffic on the bond1 interface with a DSCP value of 25:

$ sudo /usr/TKLC/ pl at/ bi n/iptabl esAdminsert --type=rule --protocol =i pv4
- - donmi n=<donai n> - -chai n=QUTPUT - -t abl e=nangl e --match="'-0 bondl -j DSCP
--set-dscp 25' --location=1 --persist=yes

The resulting user defined rule can be viewed with the command:

$ sudo /usr/TKLC pl at/bin/iptabl esAdm show --type=rul e --protocol =i pvd
--tabl e=mangl e

The resulting user defined rule can be removed with the command:

$ sudo /usr/TKLC/ pl at/bin/iptabl esAdm del ete --type=rul e --protocol =i pvd
- - domai n=<donmi n> - -chai n=CQUTPUT --tabl e=mangl e --nmatch='-0 bondl -j DSCP
--set-dscp 25'

3.1.4.9 Configure Speed and Duplex for 6125XLG LAG Ports (netConfig)

This utility procedure is intended only for use with 1GE LAG uplinks from HP 6125XLG enclosure
switches to Cisco 4948/E/-F product aggregation switches or the customer network. Configuring
speed and duplex on the LAG ports turns off auto-negotiation for the individual links, and must be
performed on both switches for all participating LAG links. This procedure addresses a known
weakness with auto-negotiation on 1GE SFPs and the 6125XLG which causes 1GE links to take longer
than expected to become active.

Prerequisites:

* 3.1.1 Configure netConfig Repository
* 3.1.3.6 Configure HP 6125XLG Switch (netConfig)

1. Virtual PM&C: List configured link aggregation groups on the 6125XLG enclosure switch. Capture
the LAG id connected to the 4948/E/E-F product aggregation switch or the customer network. In
the following example, LAG id 1 is identified as the 4x1GE LAG requiring speed and duplex
configuration.

[ admusr @xapm e~] $ sudo net Confi g --devi ce=<swi t ch_host name> get Li nkAggr egati on

I nterface:
LAGL:
Active Link State: Up
Mode: Active
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2. Virtual PM&C: Get the list of interfaces configured for the LAG on the 6125XLG. In the following
example, LAG id 1 is inspected, and is shown to include interfaces tenGE17-20.

[ admusr @xapm e~] $ sudo net Confi g --devi ce=<sw t ch_host name> get Li nkAggr egati on
i d=1

I nterface:
LAGL:
Active Link State: Up
Description: ISL to P3-Switch2
LAG I nterfaces:
tenGEL17: Bundl ed
t enGE18: Bundl ed
t enGE19: Bundl ed
t enGE20: Bundl ed
Link State: Up
Mode: Active
MTU: 10000
Type: trunk
Unt agged Ml an: 1
VI an Menbership: 1-4094

3. Virtual PM&C: Inspect the switch LAG port configurations and verify speed and duplex are set
on the LAG interfaces, as shown in this example:

[ adnmusr @xapm e~] $ sudo net Confi g --devi ce=<swi t ch_host nane> set Swi t chport
i nterface=tenGE17-20 speed=1000 dupl ex=full

4. Virtual PM&C: Inspect the switch LAG port configurations and verify speed and duplex are set
on the LAG interfaces, as shown in this exapmle:

[ adnmusr @xapm e~] $ sudo net Confi g --devi ce=<swi t ch_host nane> get Swi t chport
i nterface=t enGE17- 20

Interface:
tenGElL:

Active Link State: Up
Description: Ten-G gabitEthernetl/1/5 Interface
Dupl ex: full
Link State: Up
Medi a Type: N A
MIU:  Unknown
Speed: 1000
Type: trunk
Unt agged VLAN: 1
VLAN Menbership: 1-4094

3.1.4.10 Configure Speed and Duplex for LAG Ports for Cisco 4948/E/E-F (netConfig)

This utility procedure is intended only for use with 1GE LAG uplinks from HP 6125XLG enclosure
switches to Cisco 4948/E/-F product aggregation switches or the customer network. Configuring
speed and duplex on the LAG ports turns off auto-negotiation for the individual links, and must be
performed on both switches for all participating LAG links. This procedure addresses a known
weakness with auto-negotiation on 1GE SFPs and the 6125XLG which causes 1GE links to take longer
than expected to become active.

Prerequisites:
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* 3.1.1 Configure netConfig Repository
* 3.1.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed) (netConfig)
e 3.1.3.6 Configure HP 6125XLG Switch (netConfig)

1. Virtual PM&C: List configured link aggregation groups on the Cisco 4948/E/E-F. Identify the
LAG(s) connected to a 6125XLG enclosure switch. In this example, the switch has 8 link aggregation
groups configured, but LAG id 2 is identified to be connected to a 6125XLG by 4x1GE LAG uplink.

[ admusr @xapm e~] $ sudo net Confi g --devi ce=<swi t ch_host name> get Li nkAggr egati on

I nterface:
LAGL:
Active Link State:
Mode: Active
LAGR2:
Active Link State:
Mode: Active
LAG3:
Active Link State:
Mode: Active
LAGA:
Active Link State:
Mode: Active
LAG5:
Active Link State:
Mode: Active
LAGG:
Active Link State:
Mode: Active
LAGY:
Active Link State:
Mode: Active
LAGS:
Active Link State:
Mode: Active

s &§ § &§ &§ § & §

2. Virtual PM&C: Get the list of interfaces configured for the LAG. In the following example, LAG
id 2 is inspected, and is shown to include interfaces GE9-12.

[ admusr @xapm e~] $ sudo net Confi g --devi ce=<sw t ch_host name> get Li nkAggr egati on
i d=2

Interface:
LAGR2:
Active Link State: Up
Description: ISL to cxeny(en2)-sw2
LAG I nterfaces:
GE9: Bundl ed
GE10: Bundl ed
GE11l: Bundl ed
GE12: Bundl ed
Link State: Up
Mbde: Active
MrU. 10000
Type: trunk
Unt agged Ml an: 1
VI an Menbership: 1-6
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3. Virtual PM&C: Set the speed to 1000 and duplex to full for all LAG interfaces identified in the
previous step. Speed should be set to 1000 Mbps. Duplex should be set 'full'. In this example, speed
and duplex are configured on the interfaces highlighted by the previous step, GE9-12.

[ adnusr @xapm e~] $ sudo net Confi g --devi ce=<swi tch_host nane> set Swi t chport
i nterface=GE9-12 speed=1000 dupl ex=ful |

4. Virtual PM&C: Inspect the switch LAG port configurations and verify speed and duplex are set as
shown in this example:

[ adnusr @xapm e~] $ sudo net Confi g --devi ce=<swi tch_host nane> get Swi t chport
i nterface=CGE9- 12

Interface:
GE9:
Active Link State: Up
Description: |SL_to_cxeny(en2)-sw2
Dupl ex: full
Link State: Up
Medi a Type: N A

MIU:  Unknown
Speed: 1000
Type: trunk

Unt agged VLAN. 1
VLAN Menbership: 1-6
<out put for remmining interfaces renoved to save space>

5. Repeat Steps 3.1.4.10 Step 2 - 3.1.4.10 Step 4 for each LAG id identified in 3.1.4.10 Step 1.

3.2 Brocade Switch - SwitchConfig Procedures

3.2.1 Configure Brocade Switches

This procedure will configure names, user passwords and NTP settings for Brocade switches and back
up the configuration to the management server hosting PM&C.

Prerequisites:

» 3.5.1 Configure Initial OA IP,

o 3.7.2 Installing TVOE on the Management Server,
* 3.7.3 TVOE Network Configuration, and

o 3.7.4 Deploy PM&C Guest

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. OA shell: Login to the active OA

Login to OA via ssh as root user.

l ogin as: root
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WARNING This is a private system Do not attenpt to login unless you are an
authori zed user. Any authorized or unauthorized access and use nay be noni -

tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmware Version: 3.00
Built: 03/19/2010 @14: 13
OA BayNunber: 1
QA Rol e: Active
root @O0. 240.17.51' s password:

If the OA Rol e isnot Act i ve, login into the other OA the enclosure system

. OA shell: Login to the Brocade switch console

Run the following command to get Brocade switches bay IDs:

> show i nterconnect |ist

OA- 001F296DB1BB> show i nt erconnect |i st
Bayl nt erconnect Type Manufacturer Power Health U Dvanagenent |P

Of 10.240.4.70

1 Et hernet C sco Systens, Inc. On (04

2 Et her net Ci sco Systens, Inc. On (0.4 O f 10.240.4.71
3 Fibre Channel BROCADE On K O f 10.240.4.50
4 Fibre Channel BROCADE On (0.6 O f 10.240.5.51
5 [ Absent]

6 [ Absent]

7 [ Absent]

8 [ Absent]

Total s: 4 interconnect nodul es installed, 4 powered on.
# connect interconnect <bay_id_nunber>

NOTI CE: This pass-thru connection to the integrated /0
consol e i s provided for conveni ence and does not supply additional access control.

For security reasons, use the password features of the integrated switch.
Connecting to integrated switch 4 at 9600, N81. ..

Escape character is '<Crl>" (Control + Shift + Underscore)
Press [Enter] to display the switch consol e:

Press Enter Enter (Enter twice) and log in as root user.

swd77 consol e | ogin: root

Passwor d:

Change passwords for switch default accounts now.
Use Control-C to exit or press 'Enter' key to proceed.

Press Enter to see the prompt.
. Brocade switch console : Set root user password
swd77: root > passwd root

Changi ng password for root
Ent er new password:
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Re-type new password:

passwd: all authentication tokens updated successfully
Savi ng password to stabl e storage.

Password saved to stable storage successfully.

4. Brocade switch console : Set factory user password

swd77: root> passwd factory

5. Brocade switch console : Set admin user password

swd77: root > passwd admin

6. Brocade switch console : Set user user password

swd77: root> passwd user

7. Brocade switch console : Set switch name for the FC switch
Run the following command, the bay id number is the same as the one used in step 1 to connect:
swd77: root > sw tchName bay<bay_i d_nunber >

Conmitting configuration...
Done.

8. Brocade switch console : Set chassis name for the FC switch

Use the enclosure name used during the OA setup, prepended by alphabetical character. (e.g.
c505_05_01)

swd77: root > chassi sNane <chassi s_nanme>

Note: The chassis name must begin with alphabetical character.
9. Brocade switch console : Set NTP server on the FC switch

swd77: root > tsclockserver <NTP_server_ip>
Updating C ock Server configuration...done.
Updated with the NTPservers

Check if the change was applied with:

swd77: root> tsclockserver
Active NTPServer 10. 250. 32. 10
Configured NTPServer List 10.250.32.10

10. Brocade switch console : Backup configuration

swd77: root > confi gUpl oad

Protocol (scp, ftp, local) [ftp]: scp

Server Nane or |P Address [host]: <PM&C i p>

User Nane [user]: pmacadm n

File Nane [config.txt]: /var/TKLC smac/ backup/ <chassis_switch_bay>
Section (all|chassis [all]):

pmacadm n@i p>‘'s passwor d:
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confi gUpl oad conplete: Al config paraneters are upl oaded

where <chassi s_swi t ch_bay> would be 500_05_ 01 bay3 for instance
11. Brocade switch console : Logout

swd77: root> | ogout

Press control + shift + underscore and then D to logout from FC switch console.

12. Repeat for second Brocade switch

Repeat step 2-11 for the second Brocade switch.
13. OA : Logout

> exit

3.2.2 Upgrade Brocade Switch Firmware

This procedure will describe how to upgrade firmware for the Brocade switches. The procedure covers
either 4/24 or 8/24 Brocade switches.

Prerequisites:
* 3.5.1 Configure Initial OA IP
Needed material:

e HP MISC firmware ISO image
* HP Solutions Firmware Upgrade Pack Upgrade Guide
* HP Solutions Firmware Upgrade Pack Release Notes

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

The minimum supported HP Solutions Firmware Upgrade Pack for PMAC 6.3 is release 2.2.10.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to the
HP Solutions Firmware Upgrade Pack Release Notes for important information on firmware upgrades
and follow the procedures in the HP Solutions Firmware Upgrade Pack Upgrade Guide to upgrade
the firmware.

3.2.3 Configure Zones in Brocade Switches

This optional procedure should be applied on both Brocade switches that are part of the same enclosure.
Zone settings have to be the same for both switches.

Prerequisites:

* 3.2.1 Configure Brocade Switches has been completed.
* Knowing the network cabling and SAN requirements by blade server is required.
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Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. General guide
This procedure is optional. Skipping this procedure will allow switches to connect to all ports.

Note: This procedure should be used with requirements provided by the application. There are
general guidelines typically used, but the application documentation is the authoritative source:

* The rules for the zone configuration: There should be one zone per one storage array in the
Fibre Channel Switch

¢ Identical zones need to be created in each Brocade in the same enclosure

¢ The members of such zone will be all ports from the management storage array and all servers
that need access to it.

* Be sure to create zones for all management storage array controllers. If a Brocade port is not in
a zone, then it cannot communicate.

* After configuring specific zones create another "catch-all" zone that covers the rest of the devices.

2. OA GUI: Log into the Fibre Channel switch
Log into the OA select the Fibre Channel switch

Select Enclosure Information > Interconnect Bays > Brocade ... > Management Console
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Fibre Channel console will be loaded. Login as administrative user.

3. Fibre Channel switch console: Navigate to Zone Admin

Navigate to Zone Admin.
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4. Fibre Channel switch console: Create new zone
Select Zone tab.
RO
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Click on New Zone.
Type in an appropriate name and click OK.

5. Fibre Channel switch console : Add port members into the zone
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In the popup menu choose the zone where ports should be added.

Expand the Ports and Attached Devices twice. Select the appropriate ports under Ports and
At tached Devi ces.

A single Brocade port should be just in a single zone.

Press the Add Member button.
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Then create “catch-all” zone that covers all the remaining devices (blade servers and ports) that
are not in the zones specified above.

6. Fibre Channel switch console : Create Zone Config

Click on the Zone Config tab.

To create a new zone config click on the New Zone Config button.
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Enter appropriate name such as "Production_Zone_Config" and click OK.
7. Fibre Channel switch console : Add Zones into Zone Config
Expand the Zones Selection List.
Select all desired zones and press Add Member button.
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Press Save Config and then Yes.
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Observe the status at the bottom of the screen. Make sure that the "Successful | y conmitted
the changes to the fabric"message is displayed in blue at the bottom of the window.

8. Fibre Channel switch console : Enable Zone Config
Press Enable Config

Use the pull down menu to select the Zone Config to apply.
Press OK
Press Yes

Observe the status at the bottom of the screen. Make sure Successful ly committed the
changes to the fabric appearsin blue at the bottom of the window.

9. Repeat on the second switch

Repeat steps 2-8 on second switch in the same enclosure. The two switches should have identical
configurations.

3.2.4 Configure Brocade Switch SNMP Trap Target

This procedure will configure SNMP settings for Brocade switches.
Prerequisites:

* 3.2.1 Configure Brocade Switches has been completed.
* Knowing the network cabling and SAN requirements by blade server is required.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. OA: Login to Brocade switch console

Login to OA via ssh as root user. Run the following command to get Brocade switches bay IDs:

> show i nterconnect |i st

OA- 001F296DB1BB> show i nt erconnect |i st

Bay | nterconnect Type Manufacturer Power Health U Dvanagenent |P
1 Et hernet C sco Systens, Inc. On (04 O f 10.240.4.70
2 Et her net Ci sco Systens, Inc. On (0.4 O f 10.240.4.71
3 Fi bre Channel BROCADE On (0¢ O f 10.240.4.50
4 Fi bre Channel BROCADE On (04 O f 10.240.5.51
5 [ Absent]

6 [ Absent]

7 [ Absent]

8 [ Absent]

Total s: 4 interconnect nodul es installed, 4 powered on.

Run:

# connect interconnect <bay_id>

This will connect the user to the FC switch console. Press Enter twice and log in as admin user.

Note: The switch will be configured to reject SNMP sets and gets. Only the hosts listed in step 4
will be able to receive traps.
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2. Brocade switch console: Set the SNMP parameters to the default values

swd77: adm n> snnpconfig --default snnpvl

*k k k%

This command wi Il reset the agent's SNMPv1l configuration back to factory default

*kkk*k

SNMPv1l comunity and trap recipient configuration:
Community 1: Secret COde (rw)

No trap recipient configured yet
Community 2: OigEqui pMr (rw

No trap recipient configured yet
Community 3: private (rw)

No trap recipient configured yet
Community 4: public (ro)

No trap recipient configured yet
Conmunity 5: common (ro)

No trap recipient configured yet
Community 6: Fi breChannel (ro)

No trap recipient configured yet

*kkk*k

Are you sure? (yes, y, no, n): [no] yes

3. Brocade switch console: Set security level (to disable SNMP sets and gets)

swd77: adm n> snnpconfig --set secl evel

See output. A prompt for security level will appear:

Select 1 and press Ent er .

Sel ect SNMP GET Security Level
(0 = No security, 1 = Authentication only, 2 =
Aut henti cation and Privacy, 3 = No Access): (0..3) [0] 1

Select 3 and press Ent er .

Sel ect SNMP SET Security Level
(0 = No security, 1 = Authentication only, 2 =
Aut hentication and Privacy, 3 = No Access): (3..3) [3] 3

Verify settings:

swd77: adm n> snnpconfig --show secl evel

4. Brocade switch console:

Set SNMP trap recipient IP addresses

swd77: admi n> snnpconfig --set snnpvl
SNMPconmuni ty and traprecipi ent configuration:
Community (rw): [Secret Code] <new _password_rw>
Trap Recipient's |IP address : [0.0.0.0
Community (rw): [OrigEqui pMr] <new_password_rw>
Trap Recipient's | P address : [0.0.0.0]
Community (rw): [private] <new password_rw>
Trap Recipient's [P address : [0.0.0.0]
Community (ro): [public] <new_password>
Trap Recipient's IP address : [0.0.0.0] <trap_recipient_ip>
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Trap recipient Severity level : (0..5) [0] 2

Trap recipient Port : (0..65535) [162]

Community (ro): [commDn] <new_password>

Trap Recipient's IP address : [0.0.0.0] <trap_recipient_ip>
Trap reci pient Severity level : (0..5) [0] 2

Trap recipient Port : (0..65535) [162]

Community (ro): [FibreChannel] <new_password>

Trap Recipient's | P address : [0.0.0.0]

Conmmi tting configuration...done.

Replace the passwords in the following examples with the appropriate passwords provided by the
application. If only one trap recipient is required, set the IP address to 0.0.0.0.:

Verify the settings:

swd77: adm n> snnpconfig --show snnpvl

5. Brocade switch console: Set access control

Set access control to make sure the right hosts get access. If only one trap recipient is required, set
the IP address to 0.0.0.0.:

swd77: adm n> snnpconfig --set accessControl

SNMPaccess |ist configuration:

Access host subnet area : [0.0.0.0] <trap_recipient_ip>
Read/ Wite? (true, t, false, f): [true] f

Access host subnet area : [0.0.0.0] <trap_recipient-ip>
Read/ Wite? (true, t, false, f): [true] f

Access host subnet area : [0.0.0.0]

Read/ Wite? (true, t, false, f): [true] f

Access host subnet area : [0.0.0.0]

Read/ Wite? (true, t, false, f): [false] f

Access host subnet area : [0.0.0.0]

Read/ Wite? (true, t, false, f): [false] f

Access host subnet area : [0.0.0.0]

Read/ Wite? (true, t, false, f): [false] f

Conmitting configuration...done.

Verify the settings are correct:

swd77: adm n> snnpconfig --show accessContr ol

6. Brocade switch console:
Set system location

Set the system location so it is clear where the trap originates from:

swd77: adm n> snnpconfig --set system&oup
Customizing MB-11 systemvariables ...

At each pronpt, do one of the foll ow ng:

0 <Return> to accept current val ue,

o enter the appropriate new val ue,

0 <Control-D> to skip the rest of configuration, or
0 <Control-C to cancel any change.

To correct any input mstake:

<Backspace> erases the previous character,
<Control -U> erases the whole |ine,
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sysDescr: [Fi bre Channel Switch.]
sysLocation: [End User Prem se.]

<e. g Cab7encl osur eli obay3>

sysContact: [Field Support.]

aut hTr apsEnabl ed (true, t, false, f): [true]
Committing configuration...done.

Verify the settings are correct:

swd77: adm n> snnpconfig --show syst en oup

7. Brocade switch console: Log out

swd77: aadm n> | ogout

8. Configure settings for the other Brocade switch

Repeat steps 1 through 7 on the other Brocade switch in the enclosure.

3.3 SAN Storage Arrays Procedures

3.3.1 Set IP on Fibre Channel Disk Controllers

This procedure will set IP address for fibre channel disk controllers.
Note: This procedure needs to be executed only for one of the two controllers.
Needed material:

General:

¢ Serial access cable that ships with the given controller and laptop running Microsoft Windows
with USB port are required for console access.

P2000:

o Ifsetting IP address for P2000, the user may need to install the P2000 MSAUSB driver on the laptop,
use the HP MISC firmware ISO image and follow B.1 P2000 MSA USB Driver Installation.

o If setting IP address for P2000, the user may need the Release Notes of the HP Solutions Firmware
Upgrade Pack [2].

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

Disk array serial console: Configure IP address on Fibre Channel Disk Controller
Connect to the disk array serial console with following settings:
¢ 115200 bps, 8 data bits, no parity, 1 stop bit, no flow control

Proprietary cable that ships with the controller is required for console access
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The user may have to log in using the manage username and the corresponding password. Once
at the prompt (#), execute the following commands:

# set network-paraneters ip <controller_A | P_address> net mask <net mask> gat eway
<gateway_| P_address> controller a

# set network-paranmeters ip <controller_B | P_address> net mask <net mask> gat eway
<gat eway_| P_address> controller b

To verify the values were entered correctly, run the following command and check the output:

# show net wor k- par anet er s

Since the user is currently logged in at the cli, execute the following command at this time to make
sure the expansion disk arrays will be identified correctly:

# rescan

3.3.2 Configuring Fibre Channel Disk Controllers
This procedure will configure security and user settings for fibre channel disk controllers.
Prerequisite: 3.3.1 Set IP on Fibre Channel Disk Controllers has been completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. Login to the Fibre Channel Disk Controller
Login to Fibre Channel Disk Controller via ssh as a manage user.

Output similar to the following will appear:

| ogi n as: manage

manage@0. 240. 5. 186' s password: <manage_passwor d>
HPSt or ageWsr ks MSA2012f ¢

System Nane: Platform | XP MSA2012fc

System Location: 500.07 Ul7 Brocade Ports 17 and 18
Ver si on: WI20R45

#

2. Fibre Channel Disk Controller: Disable http

# set protocols http disabled

3. Fibre Channel Disk Controller: Disable telnet

# set protocols telnet disabled

4. Fibre Channel Disk Controller: Disable ftp

# set protocols ftp disabled
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5. Fibre Channel Disk Controller: Delete ftp user

# del ete user ftp

6. Fibre Channel Disk Controller Delete admin user

Note: This step only required if device is a P2000 G3 array

# del ete user admn

This account is an additional management account added by HP and is not needed
7. Fibre Channel Disk Controller: Change password for manage account

# set password manage

Use the appropriate password provided by the application documentation.
8. Fibre Channel Disk Controller: Change password for monitor account

# set password nonitor

Use the appropriate password provided by the application documentation.
9. Fibre Channel Disk Controller: Set NTP and timezone

# set controller-date <nont h> <day> <hh>: <mmp: <ss> <year > <ti me-zone> ntp enabl ed
nt paddr ess <PM&C_nanagemnent _net wor k_| P>

where

month: j an| f eb| mar | apr| may| j un|j ul | aug| sep| oct | nov| dec
day: 1-31

hh: 0-23

mm: 0-59

ss: 0-59

year: four-digit number

time-zone: offset from Universal Time (UT) in hours (e.g.: -7)

For example:

# set controller-date sep 22 13:45:0 2007 -7 ntp enabl ed
nt paddr ess 69. 10. 36. 3

Check the time settings:

# show controller-date
# show nt p- st at us

10. Fibre Channel Disk Controller: Verify settings:
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Verify service and security protocols status:

# show protocol s

Verify user settings:

# show users

11. Fibre Channel Disk Controller: Configure SNMPtrap host

# set snnp-paraneters enable crit add-trap-host <target_I|P>

This will enable delivery of critical events to the target destination.

12. Fibre Channel Disk Controller: Logout

Logout from the Fibre Channel Disk Controller console.

# exit

3.3.3 Configuring Advanced Settings on MSA2012fc Fibre Channel Disk Controllers

This procedure configures advanced settings on each MSA2012fc controller.
Prerequisites:

* 3.3.1 Set IP on Fibre Channel Disk Controllers and
* 3.3.2 Configuring Fibre Channel Disk Controllers have been completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS).

1. Fibre Channel Disk Controller GUI: Login to the Fibre Channel disk controller
Login to Fibre Channel Disk Controller GUI as a manage user using https:

https://<fibre_channel _di sk_control |l er_I P>

2. Fibre Channel Disk Controller GUI: Navigate to system configuration
Navigate to MANAGE > GENERAL CONFIG > System configuration

3. Fibre Channel Disk Controller GUI: Change advanced settings
Make sure that:
Dynani ¢ Spare Confi gurati on is disabled
Background Scr ub is enabled

Part ner Fi r mvar e Upgrade is enabled
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System Configuration

Virtual Disk/Utility Configuration Options

Dynamic Spare Configuration " Enabled ™ Disabled
Background Scrub @ Enabled ¢ Disabled
Partner Firmware Upgrade % Enabled © Disabled

Utility Priority I High ** 'I

Press Change System Configuration.

4. Fibre Channel Disk Controller GUI: Verify advanced settings

Verify that the following message appears above the System Configuration area:

v Your change was successful.

5. Fibre Channel Disk Controller GUI: Logout
Logout by pressing the LOG OFF button on the left hand side.

3.3.4 Configuring Advanced Settings on P2000 Fibre Channel Disk Controllers

This procedure configures advanced settings on each P2000 controller.
Prerequisites:

* 3.3.1 Set IP on Fibre Channel Disk Controllers and
* 3.3.2 Configuring Fibre Channel Disk Controllers have been completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).
1. Login to fibre channel disk controller

Connect to Fibre Channel Disk Controller via ssh as a manage user.

Output similar to the following will appear:

I ogi n as: manage

manage@ 0. 240. 4. 205' s password: <manage_passwor d>
HPSt or ageWr ks MSASt or age P2000G3  FC/ i SCSI

System Nanme: Uninitialized Name

System Location: Uninitialized Location

Ver sion: L100RO10

#
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2. Fibre Channel Disk Controller: Configure advanced settings

# set advanced-settings dynam c-spares disabl ed

I nfo: Comrand conpl eted successfully. - Paraneter 'dynam c-spares' was set to
"di sabl ed" .

Success: Command conpl et ed successfully. - The settings were changed successfully.

# set advanced-settings background-scrub enabl ed

I nfo: Comrand conpl eted successfully. - Parameter
' background-scrub’ was set to 'enabl ed'.
Success: Conmand conpl et ed successfully. - The settings

wer e changed successful ly.

# set advanced-settings partner- firnmnare-upgrade enabl ed

I nfo: Command conpl eted successfully. - Parameter
"partner-firmiare-upgrade' was set to 'enabled'.
Success: Command conpl et ed successfully. - The settings

wer e changed successful ly.

3. Fibre Channel Disk Controller: Verify advanced settings

# show advanced-settings

4. Fibre Channel Disk Controller: Logout

Logout from the Fibre Channel Disk Controller console.

# exit

3.3.5 Upgrade Firmware on MSA 2012fc Disk Controllers
This procedure will upgrade the firmware of the MSA 2012fc disk controllers.

Prerequisites:
* 3.3.3 Configuring Advanced Settings on MSA2012fc Fibre Channel Disk Controllers has been completed.
Needed material:

e HP MISC firmware ISO image
* HP Solutions Firmware Upgrade Pack Upgrade Guide
* HP Solutions Firmware Upgrade Pack Release Notes

Note: Only the A controller needs to have the steps in this section executed; B controller will be
upgraded automatically after the A controller.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

The minimum supported HP Solutions Firmware Upgrade Pack for PMAC 6.3 is release 2.2.10.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to the
HP Solutions Firmware Upgrade Pack Release Notes for important information on firmware upgrades
and follow the procedures in the HP Solutions Firmware Upgrade Pack Upgrade Guide to upgrade
the firmware.
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3.3.6 Upgrade Firmware on MSA P2000 Disk Controllers
This procedure will upgrade the firmware of the MSA P2000 disk controllers.

Prerequisites:
* 3.3.4 Configuring Advanced Settings on P2000 Fibre Channel Disk Controllers has been completed.
Needed material:

e HP MISC firmware ISO image
* HP Solutions Firmware Upgrade Pack Upgrade Guide
* HP Solutions Firmware Upgrade Guide Release Notes

Note: Only the A controller needs to have the steps in this section executed; the B controller will be
upgraded automatically after the A controller. This will also upgrade any I/O modules of P2000 JBOD
enclosures cascaded from the P2000 controller being upgraded.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

The minimum supported HP Solutions Firmware Upgrade Pack for PMAC 6.3 is release 2.2.10.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to the
HP Solutions Firmware Upgrade Pack Release Notes for important information on firmware upgrades
and follow the procedures in the HP Solutions Firmware Upgrade Pack Upgrade Guide to upgrade
the firmware.

3.3.7 Replacing a Failed Disk in MSA 2012Fc Array

The MSA 2012fc arrays should be configured with spare disks. The designation and the type of spare
should always be recorded for future reference.

When a disk fails, the system looks for a dedicated spare first in order to reconstruct the vdisk. If it
does not find a properly sized dedicated spare, it looks for a global spare. A properly sized vdisk spare
is one whose capacity is equal to or greater than that of the largest disk in the vdisk. A properly sized
global spare is one whose capacity is equal to or greater than that of the largest disk in the disk array.
Ideally, the disk that failed in the first place should still be physically replaced by a new disk and
designated as the dedicated spare or a global spare, the decision depends on what kind of spare was
used to reconstruct the vdisk.

If no properly sized spares are available, the vdisk reconstruction does not start automatically. To start
reconstruction manually, replace each failed disk by appropriately sized disk and then add each new
disk as a dedicated spare.

During the vdisk reconstruction, you can continue to use the vdisk. When a spare replaces a disk in
a vdisk, the spare’s icon in the enclosure view changes to match the other disks in that vdisk.

The array can indicate that a failure has occurred in several ways:

* SNMPtrap will be sent (if controller is configured to send SNMP traps (it should be)).
e Failed drive will have amber LED illuminated.
e If you log in to the diskcontroller, a pop up will be shown which indicates which disk(s) failed.

Prerequisites:

e 3.3.1 Set IP on Fibre Channel Disk Controllers and
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* 3.3.2 Configuring Fibre Channel Disk Controllers have been completed.

Note: The vdisk reconstruction can take hours or days to complete, depending on the vdisk RAID
level and size, disk speed, utility priority, and other processes running on the storage system. You can
stop reconstruction only by deleting the vdisk.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. Fibre channel disk controller GUI: Login
Login to Fibre Channel Disk Controller GUI using https as a manage user.

https://<fibre_channel _di sk _controller_IP>

2. Fibre Channel Disk Controller GUI: Clear metadata

If the replacement disk has been used in another MSA2012fc array, it will have metadata stored
on it. This data must be cleared before the disk can be used in the new array. The disks which need
their metadata to be cleared will be in a "Leftover" or "L" state.

Navigate to MANAGE > UTILITIES > disk drive utilities > clear metadata.
Select the disk(s) that are in an "L" state
Click Clear Metadata for Selected Disk Drives button

3. Fibre Channel Disk Controller GUI: Add a global spare disk

If you choose to add a global spare to reconstruct a vdisk, navigate to MANAGE > VIRTUAL
DISK CONFIG . Click on global spare menu and then on add global spares.

Select the disk that was replaced by clicking the check box on it. It should be the bright green with
an “A” on it.

Click the Add Global Spares button towards the bottom of the screen.

Verify that the color of the disk changes and a “G” appears on the disk. If there is a problem, new
popup will explain the failure. Popups must be allowed for this message to be seen.

4. Fibre Channel Disk Controller GUI: Add a dedicated spare disk

If you choose to add a dedicated spare to reconstruct a vdisk, navigate to MANAGE > VIRTUAL
DISK CONFIG . Click on vdisk configuration and then on add vdisk spares

Select the appropriate vdisk at the top of the page. You should see that the disk that was replaced
should be bright green with an “A” (“A” means Available) on it.

After ensuring the disk is in the correct enclosure, select the disk by clicking the check box on it.

Click the Add Vdisk Spares button towards the bottom of the screen. The disk changes from a
state “A” to being the same shade of blue (grey) as the rest of the disks in the enclosure. If there is
a problem a popup will explain the failure. Popups must be allowed for this message to be seen.

Log off of the disk controller by clicking LOG OFF.
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3.3.8 Replacing a Failed Disk in MSA P2000 Disk Array

The MSA P2000 arrays should be configured with spare disks. The designation and the type of spare
should always be recorded for future reference.

When a disk fails, the system looks for a dedicated spare first in order to reconstruct the vdisk. If it
does not find a properly sized dedicated spare, it looks for a global spare. A properly sized vdisk spare
is one whose capacity is equal to or greater than that of the largest disk in the vdisk. A properly sized
global spare is one whose capacity is equal to or greater than that of the largest disk in the disk array.
Ideally, the disk that failed in the first place should still be physically replaced by a new disk and
designated as the dedicated spare or a global spare, the decision depends on what kind of spare was
used to reconstruct the vdisk

If no properly sized spares are available, the vdisk reconstruction does not start automatically. To start
reconstruction manually, replace each failed disk by appropriately sized disk and then add each new
disk as a dedicated spare.

During the vdisk reconstruction, you can continue to use the vdisk. When a spare replaces a disk in
a vdisk, the spare’s icon in the enclosure view changes to match the other disks in that vdisk.

The array can indicate that a failure has occurred in several ways:

* SNMPtrap will be sent (if controller is configured to send SNMP traps (it should be)).
¢ Failed drive will have amber LED illuminated.
¢ If you log into the diskcontroller, a pop up will be shown which indicates which disk(s) failed.

Prerequisites:

e 3.3.1 Set IP on Fibre Channel Disk Controllers and
* 3.3.2 Configuring Fibre Channel Disk Controllers have been completed.

Note: The vdisk reconstruction can take hours or days to complete, depending on the vdisk RAID
level and size, disk speed, utility priority, and other processes running on the storage system. You can
stop reconstruction only by deleting the vdisk.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. Fibre channel disk controller GUI: Login

Login to Fibre Channel Disk Controller GUI using https as a manage user.

https://<fibre_channel _di sk_controller_IP>

2. Fibre Channel Disk Controller GUI: Clear metadata

If the replacement disk has been used in another P2000 array, it will have metadata stored on it.
This data must be cleared before the disk can be used in the new array. The disks which need their
metadata to be cleared will be in a LEFTOVR state.

To clear metadata from leftover disks:

In the Confi gurati on Vi ewpanel, right-click the system and then select Tools > Clear Disk
Metadata.

In the main panel, select the disk(s) that are in an LEFTOVR state
Click Clear Metadata.
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When processing is complete a success dialog appears.

Click OK.

3. Fibre Channel Disk Controller GUI: Add a global spare disk

If you choose to add a global spare to reconstruct a vdisk, in the Conf i gur ati on Vi ewpanel,
right-click the system . Then in the right hand side blue bar menu click Provisioning and select
Manage Global Spares

) Storage Management Utility W

Srstarn Sl Uninitialized Name (P2000G3 FG/SCSI)

System Time  2010-03-15 09:37.22

SystemEverts €3 0 W 0 4 2 (D) @8

Uninitializ{ Provisioning Wizard

N
ey Syste
Add Host
a % Uninitialized Name (P2000G3 FC/ASCSI) Select an
Create Vdisk
B Logical -
) Create Multiple Sriapshots 0009099696966 1
B Vdisks - e —
B 5 wiski (RAD1) ® d Delete Vaisks =] age Spa
E Velsme Lucie1 (99 9ME) Delete Volumes | —
O ¢ 1,578 4378
Hosts Remove Hosts
@ Physica C mmomas ]
Frebre o { o= . EEmEDm
O Modity Schedule B
Delete Snap Pools
3]
(@] Snapshots 0
(@] Schedules 0
o] Configuration Limits
(@] Licensed Features
1 O Versions v
< > < 5

Switch to Gr aphi cal representation if needed . Select the disk that was replaced by clicking the
check box on it. It should be labeled with an AVAI L on it.

Uninitialized Name (P2000G3 FC/iscsy a

View v Provisioning v Configuration v Tools + Wizards ~ Help )
‘ Uninitialized Hame (P2000G3 FCiSCSI) > Provisioning > Manage Global Spares

Manage Global Spares

Add or remove disks from the selection set to define the global spares

sucs=o-o

]
{
L
{+]
8
A
L
H
P
i
L]

il
@
[

Click the Modify Spares button .

Verify that the color of the disk changes to blue and a GLOBALSP appears on the disk. If there is a
problem, new popup will explain the failure. Popups must be allowed for this message to be seen.
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4. Fibre Channel Disk Controller GUI: Add a dedicated spare disk

If you choose to add a dedicated spare to reconstruct a vdisk, in the Conf i gur ati on Vi ewpanel,
right-click appropriate vdisk and navigate to Configuration > Manage Dedicated Spares

i Storage Management Utility B

:
System Time  2040-03-15 09:52.31 VdISk1 (RAI D1 )

View » Provisioning ~ Configuration ~ Tools ~ Help

SEEETD WO 0 M8 @6 wdisk1 (RAID) > View > Overview
=] Vdisk Overview
B [E5 uninitisiized Name (P2000G3 FCASCS) Details about a specific vdisk
Bl Logical
B vdisks
B O vaisk
Hosts. 200708
B Physical 100.0M8
[ Enclosure onfigure \disk Drive Spin Down 0.8
© ok
Health Reason Virtual-disk is fault tolerant.
Name skl
Size 209.668 v
< | @ |1 >

Switch to Gr aphi cal representation if needed . After ensuring the disk is in the correct enclosure,
select the replaced disk by clicking the check box on it. It should be labeled with an AVAI L on it.

vdisk1 (RAID1) a

N

View + Provisioning + Configuration ¥ Tools v Help

| wdisk1 (RAID1) > Configuration > Manage Dedicated Spares

Manage Vdisk Dedicated Spares

Add or remove disks from the selection set to define the vdiskspares

600.00GB
300.00GB

Modify Spares

Click the Modify Spares button .

Verify that the color of the disk changes to green and SPARE appears on the disk. If there is a
problem, new popup will explain the failure. Popups must be allowed for this message to be seen.

Log off of the disk controller by clicking Log off.
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3.4 Blade Server Procedures

3.4.1 Upgrade Blade Server Firmware

Software Centric Customers: If Oracle Consulting Services or any other Oracle Partner is providing
services to a customer that includes installation and /or upgrade then, as long as the terms of the scope
of those services include that Oracle Consulting Services is employed as an agent of the customer
(including update of Firmware on customer provided services), then Oracle consulting services can
install FW they obtain from the customer who is licensed for support from HP."

Note: This procedure uses a custom SPP version that cannot be obtained from the customer and
therefore cannot be used for a Software Centric Customer. Software Centric Customers must ensure
their firmware versions match those detailed in the HP Solutions Firmware Upgrade Pack, Software Centric
Release Notes document.

This procedure will provide the steps to upgrade the firmware on the Blade servers.

The HP Support Pack for ProLiant installer automatically detects the firmware components available
on the target server and will only upgrade those components with firmware older than what is on the
current ISO.

Prerequisites:
e TPD has to have been installed on the server
Needed Materials:

¢ HP Service Pack for ProLiant (SPP) firmware ISO image

e HP MISC firmware ISO image (for errata updates if applicable)

e HP Solutions Firmware Upgrade Pack 2.x.x Upgrade Guide

* Release Notes of the HP Solutions Firmware Upgrade Pack [2]

¢ USB Flash Drive (4GB or larger and formatted as FAT32) if upgrading with USB media.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

The minimum supported HP Solutions Firmware Upgrade Pack for PMAC 6.3 is release 2.2.10.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to the
HP Solutions Firmware Upgrade Pack Release Notes for important information on firmware upgrades
and follow the procedures in the HP Solutions Firmware Upgrade Pack Upgrade Guide to upgrade
the firmware.

3.4.2 Confirm/Upgrade Blade Server BIOS Settings

This procedure will provide the steps to confirm and update the BIOS boot order on the blade servers.
Prerequisite: 3.4.1 Upgrade Blade Server Firmware has been completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).
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3.4.2.1 BIOS Settings for HP Systems

For instructions on configuring Gen9 BIOS settings, refer to [1] TPD Initial Product Manufacture
Software Installation Procedure, E53017.

1. OA Web GUI: Login

Navigate to the IP address of the active OA, using C.1 Determining Which Onboard Administrator Is
Active. Login as an administrative user.

HP Onboard Administrator

. - - -
Mk e te® b s - v faas b

2. OA Web GUI: Navigate to device Bay Settings
Navigate to Enclosure Information > Device Bays > <Blade 1>

Click on Boot Options tab.

[ HP BladeSystem Onboard Administrator m

System Status | Wizards ~  Options ~  Help

View Legend . . .
Device Bay Information - ProLiant BL460c G6 (Bay 1)
Updated Tue Jun & 2010, 20:21:33

o v.:oo  EECINIITKITITTY weoms NICE
S—

SystemStstus 0 0 0 0 0

One Time Boot: You may specify one time boot settings for the server. ARter the server hes booted using these seftings, it will return to usir

Systems and Devices the defauit settings: shown below.
++ ] --

Rack Overview Qne Time Boot from: | Select ... v

Rack Firmware

Primary: 9080702 m

& Enclosure Information

B enciosure setings The boot method that the servers will use permanently.

[ petive Tinboar inistrator
Standby Onboard Admittrator
B Device Bays IPLDevice: [ cp-Row

1. blade0t / (Boot order) | Diskette Drive (A:)
2. bladel2 . USB DriveKey (C:)

E}E;;,,/ Hard Drive C: (%)

B +. bisden. PXENIC 1 (")
4.blagens

B 5. blageos

B 6 bladeos

7. blaged? ao

8. hostname1275662426
B 9. hostname1275652422

B3 10 hostname 1275552420 | apoy |
& interconnect Bays
Bl Power and Therma * See Boo Controller Order on Server's ROI-Based Setup Uty
W lloaro/huthantinatinn * Sap Fmbadded Nics under Svstem Onfinng ectinn nn Servers ROM-Rased Setun |itiite

3. OA Web GUI: Verify /update Boot device Order

Verify that the Boot order is as follows. If it is not, use the up and down arrows to adjust the order
to match the picture below, then click on Apply

E80301 Revision 01, October 2016 147



Procedures

IPL Device: | cpD-ROM

(Boot order) | piskette Drive (A:)
USB DriveKey (C:)
Hard Drive C: (*)
PXE NIC 1 (™)

4. OA Web GUI: Access the Blade iLO

a) Navigate to Enclosure Information > Device Bays > <[device]> > iLO.

/5 HP BladeSystem Onboard Administrator - Windows Internet Explorer

=lolxi

“# | R[] 1P BladeSysten Onboard Ad... X | (2] 10.240.72.44

System Status [5]

Wiew Legend

iLO - Device Bay 5 prot [ Heb

Updated Thu Jul 3 2014, 12:58.09
L o <

OV AOe o Processor Information

Front Wiew

System
et o 0 0 0 0 0

Systems and Devices Management Processor information

= ILOUSE311YS7L

10.240.72.15
6C:3B:ESAT4ALE
iLo4

Rack Overview
Rack Firmware

Primary: 900_12_16

D

Firmware Version 130Ju118.2013

18 Enclosure Information
iLO Federation Capable  [K{EY

[ enciosure Settings
[ active Onboard Administrator
0
= s‘m"‘;c"""m Administrato Management Processor IPv6 Information
evice Bays
| ms‘ime 2477089 Link Local Address 1e80::623b:e5 7. feal:dade/d
Bl 3. hostnameessatassabad
4. hostname7S0agccbdDed

DHCPv6 Address. fd0d:deba:a97c:eed 25T

Bs Gobays iLO Remote Hanagement
io
Fort Mapping i
- Select the address that will be used for the links in the section below.
Firmware
1. hosiname22860014033) & 102407215
0
1? ‘G&’:‘sz ' fe80:BelbieSitfeal dade (Link Local Address)
voe
B 14 tvos14f € fdod:deba:d97c ee3: 2:5 (DHGPVE Address)
B 15 tpatst
16. GBbay 16
Clicking the links in this section will open the requested iLO sessions in new windows using single sign-on (SSOJ, which

Interconnect Bays

Pnwer And Thermal
4

In iLO Remote Management, select the address from the radio buttons. If you are presented
with the option to select from multiple addresses, choose the appropriate static address.

& does not require an iLO username or password to be entered
» 4
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Primary: 103_03_03
B Enclosure Information
Enclosure Settings

Active Onboard Administrator
Standby Onbeard Administrator

B Device Bays
= 1 tFdel

Port Mappin

E 2. bladenz

3. blade03

4. bladed

5. DSRDZbladels

6. hostname1303224145
7. hostname1303224158
9. DSR03blade0?

10. DSRO3blade10

11. DSR04blade11

Model iLOZ2

Firmware Version 1.81 Jan 152010

iLO Remote Management

Clicking the links in this section will open the req
does not require an iLD username or password o

If your browser settings prevent new popup windo

Web Administration
Access the iLO web user interface.

Integrated Remote Console
coess the gystem KWK and cor
Explorery

rol Virtual Powe

Integrated Remote Console Fullscreen
Re-zize the Integrated Remote Conzole to the zame
client desktop.

Procedures

This will launch the iLO interface for that blade. If this is the first time the iLO is being accessed,
you will be prompted to install an addon to your web browser, follow the on screen instructions

to do so.

5. Server iLO: Restart the blade and access the BIOS

You might be prompted with a certificate security warning, just press continue.

Once a prompt is displayed, login onto the blade using the "admusr" username.

Once logged in, Reboot the server (using the "reboot" command) and after the server is powered
on, as soon as you see <F9=Setup> in the lower left corner of the screen, press F9 to access the BIOS

setup screen.

6. Server iLO: Updated BIOS settings

1. Scroll to Date and Time and press Enter
2. Set current date, set current UTC time and press Enter
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ROM-Based Setup Utility, Versi

Copyright 1982, 2818 Hewlett-Packard Development Company, L.P.

odify Date and Time
{ENTER> to Save Changes, {ESC} to Main Henu

3. Goback to the main menu by pressing <ESC> and scroll down to Power Management Options
and press Enter

4. Select HP Power Profile and press Enter
5. Scroll down to Maximum Performance and press Enter
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'||HP Power Profile

ystem Default Options
tility Language

6. Press <ESC> twice to return to exit the BIOS setup screen and F10 to confirm, exiting the utility
7. The blade will reboot afterwards

7. OA Web GUI: Repeat for the remaining blades
Repeat Steps 2 through 6 for the remaining blades. Once done, exit out of the OA GUL

3.4.2.2 BIOS Settings for Oracle Sun Systems

For all TPD supported Oracle servers, the Energy Performance should be set to "Performance”, and

on the Oracle X4-2 servers, you must set UEFI Configuration Synchronization so that "Synchronization
Late" is Disabled. If this step is not performed the server may reboot a second time after POST on some
reboots. This can be especially bothersome when trying to do a one-time boot to USB or CD/DVD-ROM.

Note: In the following steps, unless stated otherwise, "X5-2" refers to all versions of the X5-2 server
that is supported by TPD. For example the Netra X5-2 Server, Oracle X5-2 Server, Oracle X5-2M Server,
etc. Likewise, the same applies for X6-2 servers.

The following steps describe configuring the BIOS Power Management and UEFI setting appropriately.

1. Oracle ILOM: Connect and Login

Connect to the ILOM as described in F.1 How to Access a Server Console Remotely. Once connected,
login.

2. Oracle ILOM: Reboot and press F2

Reboot the server using the "reboot" command. After the server is powered on, monitor the middle
of the screen for the message <Press F2 to run Setup>. Press F2 to access the BIOS setup screen.
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3. Oracle ILOM: Update the date and time

When the process completes and the BIOS Main menu is presented, the date and current UTC time
should be set.

System Date

4. Oracle ILOM: Go to the Advanced menu.
Note: If the server is an X5-2 or X6-2, skip this step and proceed with step 6.

5. Oracle ILOM: Select Processors.

6. Oracle ILOM: Select CPU Power Management Configuration.

7. Oracle ILOM: If the Energy Performance field is not set to [Performance], select Energy Performance
and press <Enter>.

Note: For X5-2s and X6-2s, set ENERGY_PERF_BIAS_CFG mode to PERF. Press <Enter> and
skip to step 9.

8. Oracle ILOM: In the resulting menu, select the Performance option and press <Enter>.

9. Oracle ILOM: Press the <Escape> key once on the X5-2 and X6-2 or two times on all other Oracle
systems to return to return to the Advanced menu. Unless this is an Oracle X4-2, skip to step 14.

10. Oracle ILOM: Select UEFI Configuration Synchronization and press <Enter>.

11. Oracle ILOM: If Synchronization Late is not [Disabled], press <Enter> to modify the option.
12. Oracle ILOM: In the resulting menu, select the Disabled option and press <Enter>.

13. Oracle ILOM: Press the <Escape> key to return to the Advanced menu.

14. Oracle ILOM: Navigate to the Boot menu.

15. Under Legacy Boot Option Priority, verify the RAID Adapter is listed first. If not, highlight it and
use + key to move it to the top of the list.

16. Oracle ILOM: Select the Exit or Save & Exit menu, and press <Enter> on Save Changes and Reset
or Save Changes and Exit.
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17. Oracle ILOM: Answer Yes to the resulting prompt for confirmation.

3.4.3 Configure Blade Server iLO Password for Administrator Account

This procedure will change the blade server iLO password for Administrator account for blade Servers
in an enclosure.

Prerequisites:

* 3.5.1 Configure Initial OA IP

e 3.7.2 Installing TVOE on the Management Server
e 3.7.3 TVOE Network Configuration

® 3.7.4 Deploy PM&C Guest

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. PM&C: Log into the PM&C as admusr using ssh.
2. PM&C: Create xml file

In/usr/ TKLC smac/ ht m / publ i c- confi gs create an xml file with information similar to the
following example. Change the Administrator password field only as instructed by the application.
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Note: If using a text editor like VIM, take care to use sudo before the command otherwise you
may not be able to save the file.

<RI BCL VERSI ON="2. 0" >

<LOG N USER_LOG N="adnusr" PASSWORD="passwor d" >
<USER | NFO MODE="write">

<MOD_USER USER LOG N="Adni ni strator">

<PASSWORD val ue="<new Adni ni strator password>"/>
</ MOD_USER>

</ USER | NFO>

</ LOG N>

</ Rl BCL>

Save this file as change_i | o_admi n_passwd. xni

Change the permission of the file

$ sudo chnod 644 change_il o_adm n_passwd. xni

3. OA shell: Login to the active OA

Log into OA via ssh as root user.

I ogin as: root

WARNI NG This is a private system Do not attenpt to |ogin unless you are an
aut hori zed user. Any authorized or unauthorized access and use may be noni -
tored and can result in crimnal or civil prosecution under applicable |aw.

Fi rmmare Version: 3.00
Built: 03/19/2010 @14: 13 QA

Bay
Number: 1 OA
Rol e: Active

adnusr @0. 240. 17. 51' s passwor d:

If the OA Rol e isnot Acti ve, login into the other OA the enclosure system
4. OA shell: Run hponcfg
Run the following command:

> hponcfg all https://<pnmac_i p>/ public-configs/change_ilo_adm n_passwd. xmi

5. OA shell: Check the output

Observe the output for error messages and refer to the HP | nt egrat ed Li ght s- Qut
Managenment Processor Scripting and Conmand Line Resource Gui de for
troubleshooting

6. OA shell: Logout
Logout from the OA

7. PM&C: Remove temporary file
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On the PM&C remove the configuration file you created. This is done for security reasons, so that
no one can reuse the file:

$ sudo /bin/rm—rf /usr/ TKLC smac/ ht m / publ i c-confi gs/change_il o_adm n_passwd. xm

3.4.4 Accessing the Server Virtual Serial Port

This procedure describes the steps to access iLO or ILOM VSP.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. For HP Servers:

Prerequisite: 3.4.3 Configure Blade Server iLO Password for Administrator Account has been completed.
a) HPiLO: Access VSP
This procedure describes the steps how to access iLO or ILOM VSP.
Log in via SSH to the iLO IP as the Administrator user:
# ssh Adnministrator @il o_ip>
Adm ni strator @il o_i p>'s password:
User: Adm ni strator |ogged-in to
| LOUSE8068S2T. nc. t ekel ec. com(10. 250. 36. 71)
i LO Advanced 1.50 at 17:30:27 | NT=4Mar 12 2008

Server Nane: | ocal host. | ocal donai n
Server Power: On

</ >hpi LO-> vsp
Starting virtual serial port

Press "ESC (' to return to the CLI Session
</>hpi LO-> Virtual Serial Port active: | O=0x03F8

Press Enter to refresh the screen.

Note: press ESC( to escape VSP console.

2. For Oracle Servers:
a) Oracle ILOM: Log in via SSH as the root user:
# ssh root @il om.i p>
Passwor d:
O acle(R) Integrated Lights Qut Manager
Version 3.1.0.18 r72481

Copyright (c) 2012, Oracle and/or its affiliates. Al rights reserved.
Warni ng: password is set to factory default

b) Oracle ILOM: Connect to the virtual serial port.

-> start /HOST/ consol e/
Are you sure you want to start /HOST/console (y/n)? y

Serial console started. To stop, type ESC (
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Press Enter to refresh the screen.

Note: press ESC(to escape VSP console.

3.4.5 Configure Syscheck Default Route Ping Test

This procedure will provide the steps how configure ping test on the blade system
Prerequisite: TPD must be installed on the blade server.
Note: Repeat this test for every bladeserver in the blade system.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

Blade Server: Configure syscheck default route test
Log in to blade server as admusr.

Enable the syscheck default router test:

$ sudo /usr/TKLC/ pl at/bi n/ syscheckAdm net defaultroute -enable

Run syscheck to verify that the test is working:
$ sudo /usr/TKLC/ pl at/ bi n/ syscheck -v net defaultroute
Runni ng modul es in class net. ..

(0 ¢
LOG LOCATI ON: /var/ TKLC/ | og/ syscheck/fail | og

Restart syscheck:

$ sudo /sbin/initctl/syscheck restart

Repeat for each blade.

3.4.6 Preparing a System for Extended Power Outage

This procedure describes how to properly shut down a system for an extended period of time, such
as in the event of shipment from Manufacturing to the customer site.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. Power down all blade servers

Refer to instructions provided by the application to correctly power down all blade servers.

2. Verify each server has shutdown
3. Fibre channel controller shell: Shutdown fibre channel switch

Login via SSH into one controller in each MSA as the manage user.

Run:

# shut down both
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Power down disk arrays

Power down disk arrays using power switches on each array.

Management servers: Power off
Login to each management server via SSH as admusr.

Run:

$ sudo /sbi n/shutdown -h now

Power off aggregation switches
If the aggregation switches are provided by Oracle, power off the 4948 /4948E switches.

If the aggregation switches are provided by the customer, request that the customer follow their
policies for preparing devices for an extended power outage.

3.4.7 Bringing Up a System After Extended Power Outage

This procedure describes the steps to properly power up the HP blade system.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1.

Power on device cabinet

Power on the cabinets that house the devices.
Power on aggregation switches
If the aggregation switches are provided by Oracle, power on the 4948 /4948E switches.

Power on management server

Turn on the management server by depressing the power button on the front of the server.

Power on disk arrays

Turn power switches "on" on all disk arrays.

Power on remaining cabinets
Power on remaining cabinets.

Ensure all power supply LEDs are green on all equipment.

Power on blade servers

Power up each blade server.
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3.5 C7000 Enclosure Procedures

3.5.1 Configure Initial OA IP

This procedure will set initial IP address for Onboard Administrator in location OA Bay 1 (left as
viewed from rear) and Bay 2, using the front panel display.

Prerequisite: Onboard Administrator must be present in the OA Bay 1 location.

Note: The enclosure should be provisioned with two Onboard Administrators. This procedure needs
to be executed only for OABay 1, regardless of the number of OA’s installed in the enclosure.

Note: If a procedural step fails to execute successfully, stop and contact My Oracle Support by referring
to the 1.4 My Oracle Support (MOS) section of this document.

1. Configure OA’s IP.
Configure OA Bay1 IP address using insight display on the front side of the enclosure.

You will see the following:

Mairn Menu

nclosure Settings
Enclosure Info
Blade or Port Info

Turn Enclosure UID on
View User Note
Chat Mode

USB Menu
Main Menu Help

2. Navigate to Enclosure Settings and press OK.
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Enclosure Settings

Power Mode Redundant|? &)
Power Limit NBEISEE)?
Dynamic Power Enabled|? | ¥ |
OAl IPv6 ded:deba:d97c...|7
OA2 IPvb fdOd:deba:d97c...|? m
Encl Name 900_12_16|% £
Rack Name 900 12|
DVD Drive Connect...ﬂ' l:
Insight Display PIN# NOEISet)]?

,,

Note: The OA1 IP and OA2 IP menu settings in this procedure may indicate "OA1 IPv4" or "OA1
IPv6". In either case, select this menu setting to set the OA IP address

3. Navigate to the OA1 IP menu setting and press OK.
4. If setting the IPv4 address:

a) Navigate to the OA1 IPv4 and press OK.

b) On the OA1 Network Mode screen, choose static and press OK.

c) Select Accept and press OK.

d) On the Change:OA1 IP address screen, fill in data below and press OK.

1. IP
2. MASK
3. gateway

e) Select Accept and press OK.
f) Navigate to OA2 IP menu settingon the Insight display and repeat the above steps to assign
the IP parameters of OA2.
5. If setting the IPv6 address:

a) Navigate to the OA1 IPv6and press OK.

b) On the Change: OA1 IPv6 Status menu, select the Enabled option and press OK.

c) Select Accept and press OK.

d) On the Change:OA1 IPv6 Settings screen, fill in appropriate data below and press OK.

1. Set the Static IPv6 address to the globally scoped address and prefix, and press OK.

2. If not already disabled, set the DHCPv6 option to Disabled.

3. If not already disabled, set the SLAAC option to Disabled.

4. If a static Gateway address is to be configured, navigate to Static Gateway and press OK.

a. Select the Static Gateway IPv6 Address and press OK.
b. Select Set and press OK.

5. Navigate to OA2 IP menu setting on the Insight display and repeat the above steps to assign
the IP parameters of OA2.

6. Select Accept All and press OK.
The Main Menu is displayed.
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3.5.2 Configure Initial OA Settings Using the Configuration Wizard

This procedure will configure initial OA settings using a configuration wizard. This procedure should
be used for initial configuration only and should be executed when the Onboard Administrator in OA
Bay 1 (left as viewed from rear) is installed and active.

Prerequisites:

* If the aggregation switches are supported by Oracle, then the Cisco 4948 /4948E switches need to
be configured using 3.1.2.1 Configure Cisco 4948/4948E /4948 E-F Aggregation Switches (PM&C Installed)
(netConfig).

o If the aggregation switches are provided by the customer, the user must ensure that the customer
aggregation switches are configured as per requirements provided in the NAPD.

* In addition, the procedure 3.5.1 Configure Initial OA IP must be completed.

* If there is any doubt whether the aggregation switches are provided by Oracle or the customer,
contact My Oracle Support by referring to the 1.4 My Oracle Support (MOS) and ask for assistance.

e Both OAs are installed.

Note: The enclosure should be provisioned with two Onboard Administrators. Note that the OA in
Bay 2 will automatically acquire its configuration from the OA in Bay 1 after the configuration is
complete.

Note: This procedure should be used for initial configuration only. Follow 3.5.8 Replacing Onboard
Administrator to learn how to correctly replace one of the Onboard Administrators.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. OAGUI: Login

Open your web browser and navigate to the OA Bay1 IP address assigned in 3.5.1 Configure Initial
OAIP.

http://<0Al_i p>

You will see the following:
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Log in as an administrative user. The original password is on a paper card attached to each OA.

2. Run First Time Setup wizard

You will see the main wizard window:

[ HP BladeSystem Onboard Administrator

First Time Setup Wizard

Set up initial enclosure and ssrver settings

Welcome

Wygloome This wizard wil azsist you in sefting up your enclosures. it is run autamatically the first time the
Enclosure Selection Onkoard Administrator is started.

Configuration Management Steps may be skipped when accompanied by a Skip button, The settings for each step wil be applied
Rack and Enclosure Setings wihien the Hext button is clicked.

Administrator Account Setup
Local User Accounts
Enclosure ey P Addressing Do not automatically show this wizard again
Directory Groups

Directory Settings

Onboard Administrator
Metwark Settings

SHMP Settings
Fowver Managsment

Finish

Note: If needed, navigate to Wizards > First Time Setup to get to the screen above.
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Click on Next to choose the enclosure you want to configure.

You will see Rack and Enclosure Settings:

3. OAGUI: FIPS

Click on Next. FIPS mode is not currently supported.

2 HP BladeSystem Onboard Administrator

First Time Setup Wizard

Set up initial enclosure and server settings

Step1of13

Welcome

FIPS.

Enclosure Selection
Configuration Management
Rack and Enclosure Settings
Administrater Account Setup
Local User Accounts

EBIPA

Directory Groups

Directory Settings

Onboard Administrator Network
Seftings

FIPS

FIPS Mode: FIPS Mode OMN is & FIPS 140-2 compiliant mode that ensures that the OA is following cryptographic-based securily
requirements. This includes cryptographic sigorithms, cryptographic key igues, and ication
techniques.

The FIPS settings will only be applied if the selected FIPS Mode is different from the current FIPS Mode. Changing the FIPS
mode in the First Time Setup Wizard will affect only the primary enclosure. Note: changing the FIPS mode will invoke a factory
reset, which will terminate this wizard and reboot the Onbosrd Administrator.

Press "Skip" to advance to the next step without applying the FIPS settings.
{” FIPS Mode ON

(" FIPS Mode DEBUG
(¥ FIPS Mode OFF

4. OAGUI: Select enclosure
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Click on Next.

5. OAGUI Skip Configuration Management

You will see Confi gurati on Managenment. Skip this step. Click Next.

6. OAGUI: Rack and Enclosure Settings

You should see this screen:
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Onboard Administrator

First Time Setup Wizard a

St i iy ) SR BER

Rack aind Enclodas Sellings

i bpdasig O 471600 1EFEY
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st T
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Fill in Rack Name in format XXX _XX.
Fill in Enclosure name in format <r ack name>_<positi on>

Example:

Rack Nane: 500 _03
Encl osure Nane: 500 _03 03

Note: Enclosure positions are numbered from 1 at the bottom of the rack to 4 at the top.

Check Set time using an NTP server item and fill in Primary NTP server (which is recommended
to be set to the <customer_supplied_ntp_server_address>).

Set Poll interval to 720.

Set Time Zone to UTC if the customer does not have any specific requirements.
Click on Next.

7. OAGUI: Change administrator password

You can see Admi ni strator Account Set up:
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[ HP BladeSystem Onboard Administrator

First Time Setup Wizard E

Set up initisl enclosure and server setings

Administrator Account Setup

Step 4of 12
Wiglcome The Administeator accourt is the master administrator account for the enclosure. This account has &l
Enclosure Selection possible privileges for all devices in the enclosure. Thess accourt ssttings will be applied to the buit-in

Administrator account for sach enclosure you have sslected
Configuration Managemert

Hate: If this is your first time logging in, there is & physical tag attached to the Onhoard Administrator

Rack and Enclosure Settings
module which cortains the factory-set password

Administrator Ascourt Setup
Local User Accourts Requived Fistd*
Enclosurs Bay IP Addressing

User Name:* Addministrat
Directory Groups ser Name: imiistratar

Drectary Setings Passward? 7
Onboard Admiistrator Password Confrms [ |
Network Settings

Full Name: [System Administrator
SNMP Settings

Powsr Mansgenert Cortact L |

Finish
Enabling PIN protection wil reguire a PIN code to be entered before using the enclosure's Insight
Display. The PIM is alpha-numeric and must have & length fram one to six characters.
[ Enable PN Pratection

PIM Code:

PIN Code Confirm:

Change Administrator’s password (refer to application documentation) and click Next.

8. OAGUI: Create pmacadmin and admusr user.
On the Local User Account s screen click on New to add prracadnmni n user.

You will see User Set ti ngs screen. Fill in User Name and Password. Privilege Level set to
Administrator. Refer to the application documentation for the password.

Verify that all of the blades have been checked before proceeding to check the checkbox for Onboard
Administrator Bays under the User Permissions section.

Then click on Add User.

In the same way, create the admusr user.
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[é]) HP BladeSystem Onboard Administrator m

First Time Setup Wizard a

Set up inttial enclosure and server settings

Local User Accounts

Step 6 of 13

Welcome Local user accounts (up to 30) may be established for individual devices (server blades, network

FIPS modules, and storage modules). Users can be granted or denied access to specific device bays in the
enclosure.

Enclosure Selection

Configuration Management The list below displays the currently configured users in the enclosure you are signed in to. You may

add, edit, and delete users from this screen. Click Mext to continue when you are finished

Rack and Enclosure Settings configuring users.

Administrator Account Setup

Local User Accounts

EBIRA 900_12_16 Users

Directory Settings \ 7] Administrator ~ ADMINISTRATOR  System Administrator Enabled

Onboard Administrator Network ‘|:| admusr ADMNISTRATOR Enabled |
Seffings | [[] pmacadmin _ ADWNISTRATOR Enabled |
SHMP Settings

Power Management m

Finish

T T

Then click Next.

9. OAGUI: EBIPA settings

a) On the EBIPA Settings (Enclosure Bay IP Addressing) screen, click Next to continue or Skip
if the EBIPA has been configured.

Note: Setting up the EBIPA addresses is required.

[& HP BladeSystem Onboard Administrator m

First Time Setup Wizard

Set up initial enclosure and server settings

EBIPA
Step 7 of 13
Welcome: Endlosure Bay IP Addressing (EBIPA) sllows you to assign s range of fixed IP addresses to the device
FIPS bays and/or interconnect bays in the endlosure. These IP addresses will be used by the server blade
ILO ports once inserted ints 8 bay. In sdditicn, an interconnect module (switch) mansgement pert
Endlosure Selection will use the pre-assigned IP address once inseried into the interconnedt bay.

Configuration Management
Note: Stip this step if your network has an external DHCP senvioe. of if you wish to manually sssign
Rack and Enclosure Settings Satic 1P sddrasses one by one 10 the 1eever blades 8nd interconnact modules

Administrator Account Setup

For more information on EBIPA, dlick on the Help icon “>* at the top right of this screen
Local User Accounts
EBIPA
Directory Groups

Click Mext to continue or Skip if you o not wish to use Enclosure Bay IP Addressing.
Directory Settings

Onboars Administrator Network
Settings

SNMP Sattings

Power Management

i e ) )
b) If configuring the OA with IPv4 addresses, select the First Time Setup Wizard EBIPA: IPv4 and

enter the appropriate data. Otherwise, if configuring the OA with IPv6 addresses, skip to the
next step.
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First Time Setup Wizard

Set up initial endlosure and server settings.

1Pv4
Step 7.1 of 13

Welcome

FIPS (ILO) has previcusly been configured or has received a DHCP address.

Enclosure Selection

Rack and Enclosure Settings When EBIPA i configuned the network is checked for duplicate P addresses. This process may fake several minutes, especially if multiple enclosures have been selected.

Agministrater Account Setup

Procedures

Device Bay ILO Processor Address Range: The fom below provides fixed IP address assignment fo the device bayz in the enclosure. f there is an IP address in the Cument Address column, the device

Note: All of the selected iLO Processors will be reset if the protocol is enabled. If each iLO has been previously given a static IP address, these EBIPA settings will not change the static IP address.
Configuration Mansgement ¥ the iLO P address has been configured via an extemal DHCP service, the EEIPA settings will ovemide the existing DHCP address.

Locsl User Accounts Device List: This list displays the IP addresses that will be assigned fo each of the device bays if EBIPA is enabied. Note: Clicking the autofill "dovmn amow” button will fill in consecutive IP

EBIPA

10.240.72.11

2 2 10.240.72.12
) V) 10.240.72.13
- v 10.240.72.14
5 @ 10.240.72.15
© v 10.240.72.16

- = e

1. Go to the Device List section of the EBIPA Settings Screen (at the top).
2. Fill in the iLO IP, Subnet Mask, and Gateway fields for Device Bays 1-16.

|255.255.255.0

255.255.255.0

255.255.255.0

255.255.255.0

2552552550

265.265.265.0

10.240.72.1

10.240.72.1

10.240.72.1

10.240.72.1

10.240.72.1

10.240.72.1

addresses for all of the device bays below the amow. The subnet mask, gateway, domain, and DNS servers will also be copied fo each of the consecutive bays in the list

0or| @ craviea| 0P paress | Subnetttask | nteway __Jooman [0S Severs | At | curent s |
T

10.240.72.11

WA

10.240.72.13

10.240.72.14

10.240.72.15

NA

s

3. Donot fill in the iLO IP, subnet Mask, or Gateway fields for Device Bays 1A-16A and 1B-16B.

Note: Bays 1A-16A and 1B-16B are used for double-density blades (i.e., BL2x220c) which
are not supported in this release.

4. Click Enabled on each Device Bay 1 through 16 that is in use.

Note: Any unused slots should have an ip address assigned, but should be disabled.

Note: Do not use autofill as this will fill the entries for the Device Bays 1A through 16B.

5. Scroll down to the InterconnectList (below Device Bay 16B).
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% HP BladeSystem Onboard Administrator m

First Time Setup Wizard

Set up initial endlosure and server settings.

IPv4

Step 7.4 of 13
Welcome Device Bay iLO Processor Address Range The fom below provides fixed IP address assignment (o the device bays in the enclosure ! there is an P address in the Cument Address column, the device
FIPS (iLO) has previcusly been configured or has received a DHCP address.
Enclosure Selection Note: All of the selected iLO Processors will be reset if the protocol is enabled. I each iLO has been previously given a static IP address, these EBIPA seftings will nof change the static P address.
Configuration Management ¥ the iLO P address has been configured via an extemal DHCP service, the EEIPA seftings will ovemide the existing DHCP address.
Rack and Enclosure Settings When EBIPA iz configured the network iz checked for duplicate P addresses. Thiz process may fake several minutes, especially if multiple enclosures have been selected.
Administrstor Account Setup
Local User Accounts Device List: This list displays the IP addresses that will be assigned o each of the device bays if EBIPA is enabled. Nofe: Clicking the autofill *down amow” button will fill in consecutive IP
I addresses for all of the device bays below the amow. The subnet mask, gateway, domain, and DNS servers will also be copied fo each of the consecutive bays in the list.

et [ 0ov| @ cravieq| 0P paress | Subnetttask | nteway __Joomain___ [0S Servers | ot

1Pve T -

L ) 10240.72.11 2552552650 | [10.240.72.1 ] o 2807241

Directory Groups.

Directory Settings

Onboard Administrator Netwark

Setings 2 @ [102407212 | [2s5.2852850 | [10.240721 | | ] B NA
SNMP Sattings I |

Power Mansgement

Finish a

€ [102407213 | [255.2552560 | [10.2¢0721 | [ ] [} 102407213
4 @ [102407214 | [2552852850 | [10240.721 | | | & 10.240.72.14
5 10.240.72.15 2552552650 | [10260721 | [ ] [} 10.240.72.15
¢ M@ [102407216 | [265.2852850 | [10.260.721 | ] NA
- < T oo e r A

6. Fill in the EBIPA Address, Subnet Mask, and Gateway fields for each Interconnect Bay in
use. Click Enable on each Interconnect Bay in use.

7. By clicking Next, you will apply those settings. System may restart devices such as
interconnect devices or iLOs to apply new addresses. After finishing, check the IP addresses
to ensure that apply was successful.

c) If configuring the OA with IPv6 addresses, select the First Time Setup Wizard EBIPA: IPv6 and
enter the appropriate data.

%) HP BladeSystem Onboard Administrator m

First Time Setup Wizard

Set up initisl enclosure and server settings.

1Pv6
Step 7.2 of 13
Welcome Devics Bay ILO Processor Address Range: The fom below provides fixed IPVE address assignment (o the device bays in the enclosure. ¥ there is an IPvE address in the EBPA Address field, the
FIPS device (iLO) has previously been configured or has received 8 DHCFVE address.
Endosure Selection Note: All of the selected iLO Processors will be reset if the protocol is enabled. ¥ each iLO has been previously given 3 static IPV6 address, these EBIPAVE settings will not change the static
Configuration Mansgement IPv6 address. If the iLO IPv6 address has been configured via an extemal DHGPVE service, the EBIPAVE settings will ovemide the existing DHGPVE address.
Radk and Endlosure Settings When EBIPAVE is configured the network is checked 1ol IPvé addresses. This take several minutes, especiaily if multiple enciosunes have been selected.
Administrator Account Setup
Local User Accounts Device List: This list displays the Pv6 addresses that will be assigned to each of the device bays if EBIPAVE is enabled. Note: Clicking the autofill "down amow” button will fill in

I consecutive Pvé addresses for all of the device bays below the amow. The domain and DNS servers will aiso be copied to each of the consecutive bays in the list

L o1 | @ coabiea | E5A paess N T
e 1 - ) 1 1690::9043:¢111:1608:954¢
Directory Groups [

Directory Settings

Onboard Administrator Network - — - — =

Settings 2 @ [id0ddeba:cs7cees 2284 | [ ] ][ A

SNMP Settings [

Power Management

Finish

2 NA
4 NA
S @ to0s.desacsTceer 284 | | 1002 deds c97ceed 25
o NA
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1. Go to the Device List section of the EBIPA Settings Screen (at the top).
2. Fill in the iLO IP/prefix and Gateway fields for Device Bays 1-16.
3. Do not fill in the iLO IP/prefix or Gateway fields for Device Bays 1A-16A and 1B-16B.

Note: Bays 1A-16A and 1B-16B are used for double-density blades (i.e. BL2x220c) which are
not supported in this release.

4. Click Enabled on each Device Bay 1 through 16 that is in use.
Note: Any unused slots should have an IP address assigned, but should be disabled.
Note: Do not use autofill as this will fill the entries for the Device Bays 1A through 16B.
5. Scroll down to the Interconnect List (below Device Bay 16B).

[E HP BladeSystem Onboard Administrator m '

First Time Setup Wizard

Set up initial enclosure and server settings

Interconnect Bay Mansgement Port Adcress Range:The fom below provides fixed IPv6 address assignment fo the interconnect bay in the rear of the enclosure. I there is an IPv6 address in the
EBIPA Addres: field, the interconnect device has préviously been configured or has received & DHCPYE address

Note: if each interconnect has been previously given a static IPvE address, these EEIPAVE settings will nof change the static IPv6 address. i the interconnect management IPvé address has
been configured via an extemal DHCPVE senvice, the EBIPAVE settings will ovemide the existing DHCPVE adaress only after lease expiration.

Interconnect List:  This list displays the IPvE addresses that will be assigned to each of the interconnect bays if EBIPAVE is enabled. Note: Clicking the autofill *down amow* button will fill in
consecutive IPVE addresses for all of the interconnect bays beiow the amow:. The domain and DNS senvers will also be copied fo each of the consecutive bays in the list

(o emoreo | coPARstress  Joseww  Jooman  [Osewn o] Corentares
1 NA

2 @ fa00:debs:a97ceed: 1:284 ] NA
3 8 NA
4 NA
s ] NA
¢ @ 1604 deba:d97ceed: 1:6/84 B wa
7 ] NA

6. Fillin the EBIPA Address/prefix and Gateway fields for each Interconnect Bay in use. Click
Enable on each Interconnect Bay in use.

7. By clicking Next, you will apply those settings. The system may restart devices such as
interconnect devices or iLOs to apply new addresses. After finishing, check the IP addresses
to ensure that apply was successful.

10. OAGUI: Skip Directory Groups step
To skip Directory Groups step, click Next.

11. OAGUIL: Skip Directory Settings step
Toskip Directory Settings step, click Next.

12. OAGUIL:OA network settings

On the Onboard Admi ni strator Network Settings tab you can assign or modify the IP
address and the other network settings for the Onboard Administrator(s).
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The Active Adm nistrator Network Settings pertain to the active OA (OA Bay 1 location
during initial configuration). If the second Onboard Administrator is present, the St andby
Onboard Admi ni strator Network Settings will be displayed as well. Click on "Use static
IP settings for each Standby Onboard Administrator". Fill in the IP Address, Subnet mask and
Gateway for the Standard OA.
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B2 v 8 tmageocloss bab 1P mughZ.,. [P BlsdeSystem Onbard... G- B T mm v Page~ Soetys Tooke e
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First Time Setup Wizard o
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Done i Inbemet = Hlowm -

Click on Next.

Note: If you change the IP address of the active OA, you will be disconnected. Then, you must
close your browser and sign in again using the new IP address.

13. OAGUI: SNMP Default Settings

By default, the Enable SNMP check box should be checked. If the customer does not want to have
SNMP enabled, see Appendix K.1 Disabling SNMP on the OA.
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User. pmacadmin

[ HP BladeSystem Onboard Administrator ~ Home | Sion Out

First Time Setup Wizard

Setup inftial enclosure and server settings.

Rack and Enclosure Seftings.
Administrator Account Setup
Local User Accounts
Enclosure Bay IP Addressing
Directory Groups

Directory Settings

Power anagement
Finish

SNMP Settings

Enclosure: 500_05_01

[] Enable MR

step 10 of 12
Welcome This function forwards alerts from the enclosure (power supplies, fans, the Onboard Administrator,
Enclosure Selection enclosure thermals, etc.) to the specified alert destinations.

Gonfiguration Management Hote: Individual server blades must be configured separately using iLO and Server Agents. Alert

destinations wil be added to and removed from al selected inked enclosures.

SNMP Alert Destinations

Host: [ |

(ex. 61.206.115.3, 2002:1 or host.example.com)

Onboard Admiistrator System Location
Network Settings SystemContact [ | Community String: | | SR
SNIP Settings.

e

N E—

T

Note: This step does not set an SNMP Trap Destination. To set an SNMP Trap Destination, see
3.5.11 Add SNMP Trap Destination on OA.

14. OA GUI: Power Management
The Power Mode setting on the Power Management screen must be configured for power supply

redundancy. The first available setting on the Power Management screen will be either "AC

Redundant" or "Redundant", depending on whether the Enclosure is powered by AC or DC. In
either case, select the Power Supply Redundant radio button.

AC-powered Enclosures:

Power Management

Poiwer Made: Saiact the power S0 SYSIem’s ratunoant ODErabo mooe:

AL Redusdan] 1a thvg coafiguradnin N powsr Supplel 00 cBed 5 orimde Do 500 N 800 w1 Srinnde Aedundlandy, witang B Carh eous

., Zor 3 When compctly wired mith recundant AC fing feeds this will svisune Mad o AC ling feed faffore will ool couts M saciosure fo

prerpr ofF

A

-j 2 ples 2 covfiguration shownl

o Power Supoly Asdurdant U 1o 6 power suppsved cav e inshalied uath onw power Sunply Al reseraed it provade recondanty e Me
evand of § Engle powdr Uy failund Mg Aeduadan Dowedr Sopgly will faks cvar B oad 4 pownir o leed failuns or ladund of mdrs thivs
e powsy Supedy will COcEe the SYSPam & Dower ofF

I3 plir 1 confiparation Show)

st Ressundant. Mo power redondancy rulss ane sninrcad and power nedondavicy samangs will act b piven. I s of the power suppias ane
neddad o supoly Present Power, i failure of & pomwer Eupply OF powey faed 10 e SOCIOELNS My CoEE [he anciogurs i brown-oul

DC-powered Enclosures:
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Power Management
Pawer Mode: Salect the power subsysiam’s redundant oparalion mods.

O Redundant:in this configuration N power supplies are used lo provide power and NV are used io provide redundency, where N can egual
1, 2 or 3. When correchly wirsd with redundant AC line feeds this will ensure thal an AC line feed failure will Aol cause the enclosure fo
power off

Ay B

Power Supply Redundant: Up fo 6 power Supplies can be installed with one power Supply always resenved to provide redundancy. In the
evant of 8 single power supply failure the redundant power supply will take over the logd. A power ling feed failure or failure of more
than one power supply will cause the sysfem fo power off

[ ] jR—

Not Redundant: No power redundancy rules are enforced and power redundancy wermings will not be given. If all of the power supplies
are needed to supply Fresent Power, the failure of & power supply or power feed to the enclosure may cause the enclosure fo brown-
out

For all other settings on the Power Management screen, leave the default settings unchanged.

Click on Next.

15. OAGUI: Finish First Time Setup Wizard

Click on Finish.

Note: If only one OA has been configured, skip the following step.
16. OAGUI: Set Link Loss Failover

Navigate to Enclosure Information > Enclosure Settings > Link Loss Failover

[ HP BladeSystem Onboard Administrator

et Enclosure Settings - 500_05_01 B |

Lpcated Tha duan 30 2019, 19:40:14

Q¥ 4G 8 Link Loss Failover

SystemStatus 0 0 0 0 O Link Lass Failaver will enable the Standby Gnboard Administrator ta mantar the network link stetus of the Active module. If the Active module looses it network link
for & petiod of time and the Standby has reported & good link during the same time span, an sutomatic 04 failover wil oocur. The interval before an automatic failover

Systems and Devices iz performed can be defined below.

[+ Y]
Note: Link Loss Failover settings can be configured even i the enclosure has no management redundancy. The setings will not take effect unless a redundant
Rack Cwerview: Onboard Administrator is present,
Rack Firmware

Enable Link Loss Failover
Primary: 500_05_01

B Enclosure Information

B Enciosure Setings Failover Interval: seconds
Alerthail
Device Pawver Sequence X
Date and Time

Enclosure TCRIP Settings
Hetwark Access
Link Lass Failaver
SHMWP Seftings
Enclosure Bay IP Addressing
Configuration Seripts
Reset Factary Defaults
Device Summary
Active to Stancby
DD Drive
LA Configurstion
Aetive Onboard Administrator
Standay Onboard Administrator
Device Bays
Interconnect Bays
Pavver and Thermal
Usersifuthertication
Insight Display
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Check the Enable Link Loss Failover box and specify Fai | over | nterval tobe 180 seconds.

Click Apply.

3.5.3 Configure OA Security

This procedure will disable telnet access to OA.

Prerequisite: 3.5.2 Configure Initial OA Settings Using the Configuration Wizard has been completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by

referring to the 1.4 My Oracle Support (MOS) section of this document.

1. Active OAGUI: Login

Navigate to the IP address of the active OA, using C.1 Determining Which Onboard Administrator Is

Active. Login as an administrative user.

2. OA GUI: Disable telnet

Navigate to Enclosure Information > Enclosure Settings > Network Access. Uncheck the Enabl e

Tel net checkbox.

['] HF BladeSystem Onboard Adminkstrator
m_
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Enclosure Settings - 501_18 03
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3. OA GUI: Apply changes by clicking Apply.
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3.5.4 Upgrade or Downgrade OA Firmware

Software Centric Customers: If Oracle Consulting Services or any other Oracle Partner is providing
services to a customer that includes installation and /or upgrade then, as long as the terms of the scope
of those services include that Oracle Consulting Services is employed as an agent of the customer
(including update of Firmware on customer provided services), then Oracle consulting services can
install FW they obtain from the customer who is licensed for support from HP."

This procedure will update the firmware on the OA’s.
Prerequisites:

* Obtain any customer approval needed for OA firmware updates. This procedure can change the
version of firmware installed in one or both OAs.

Needed material:

* HP MISC firmware ISO image [2]
* HP Solutions Firmware Upgrade Pack Upgrade Guide [2]
* HP Solutions Firmware Upgrade Pack Release Notes [2]

Note: The enclosure should be provisioned with two Onboard Administrators. This procedure will
install the same firmware version on both Onboard Administrators.

Note: This procedure should be used to upgrade or downgrade firmware or to ensure both OA’s have
the same firmware version. When the firmware update is initiated, the standby OA is automatically
updated first.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

The minimum supported HP Solutions Firmware Upgrade Pack for PMAC 6.3 is release 2.2.10. However,
when upgrading firmware, it is recommended that the latest release be used. Refer to the HP Solutions
Firmware Upgrade Pack Release Notes [2] for important information on firmware upgrades and follow
the procedures in the HP Solutions Firmware Upgrade Pack Upgrade Guide [2] to upgrade the firmware.
Software centric customers should refer to HP Solutions Firmware Upgrade Pack Software Centric Release
Notes [3].

3.5.5 Store OA Configuration on Management Server

This procedure will backup OA settings on the management server.
Prerequisites:

¢ If the aggregation switches are supported by Oracle, then the Cisco 4948 /4948E switches need to
be configured using 3.1.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed)
(netConfig).

* If the aggregation switches are provided by the customer, the user must ensure that the customer
aggregation switches are configured as per requirements provided in the NAPD.

¢ In addition, 3.5.2 Configure Initial OA Settings Using the Configuration Wizard,

* 3.7.2 Installing TVOE on the Management Server,

* 3.7.3 TVOE Network Configuration, and

o 3.7.4 Deploy PM&C Guest
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¢ If thereis any doubt as to whether the aggregation switches are provided by Oracle or the customer,
contact My Oracle Support and ask for assistance.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. OA GUI: Login

Navigate to the IP address of the active OA, using C.1 Determining Which Onboard Administrator Is
Active. Login as root.

2. OA GUI: Store configuration file
Navigate to the Enclosure Information > Enclosure Settings > Configuration scripts

Onthe Confi guration scri pt,open the first configuration file (current settings for enclosure):

Store this file on local disk.
For example:
Click Show Config.

Copy all the text on the page and save in a text file. Or select File > Save As, choose a file name
and path, and choose Text file for the type.

For example, you may choose the following syntax for the configuration file name:
<encl osure | D>_<ti netag>. conf

3. PM&C: Backup configuration file
Do the following to backup the file on the PM&C:

Under directory / usr/ TKLC/ smac/ et ¢ you can create your own subdirectory structure. Login
to management server via ssh as admusr and create the target directory:

$ sudo /bin/nkdir -p /usr/TKLC smac/ et c/ OA _backups/ QABackup

Change the directory permissions:

$ sudo /bin/chmod go+x /usr/TKLC snmac/ et ¢/ QA _backups

$ sudo /bin/chmod go+x /usr/ TKLC smac/ et ¢/ OA_backups/ QABackup

$ sudo /bi n/chown pmacd: pmacbackup /usr/ TKLC/ snac/ et ¢/ OA_backups

$ sudo /bin/chown prmacd: pmacbackup /usr/ TKLC smac/ et ¢/ OA_backups/ QABackup
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Next, copy the configuration file to the created directory.

For UNIX users:

# scp ./ <cabi net _encl osure_backup fil e>. conf \
adnusr @pnmac_nanagenent _net wor k_i p>: / home/ adrmusr

Windows users: Refer to A.1 Using WinSCP to copy the file to the management server.

Now, on the PM&C, move the configuration file to the OA Backup folder that you created under
/usr/TKLC/smac/etc:

$ sudo /bin/ mv /hone/ adnusr/ <cabi net _encl osure_backup fil e>. conf
/usr/ TKLC/ snac/ et ¢/ OA_backups/ OABackup

4. PM&C: Perform PM&C application backup to capture the OA backup

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm backup
PM&C backup been successfully initiated as task ID 7
$

Note: The backup runs as a background task. To check that status of the background task use the
PM&C GUI Task Monitor page, or issue the command "$ sudo /ust/TKLC/smac/bin/pmaccli
getBgTasks". The result should eventually be "PM&C Backup successful” and the background task
should indicate "COMPLETE".

Note: The "pmacadm backup" command uses a naming convention which includes a date/time
stamp in the file name (Example file name: backupPmac_20111025_100251.pef ). In the example
provided, the backup file name indicates that it was created on 10/25/2011 at 10:02:51 am server
time.

5. PM&C: Verify the Backup was successful

Note: If the background task shows that the backup failed, then the backup did not complete
successfully. STOP and contact My Oracle Support by referring to the 1.4 My Oracle Support (MOS)
section of this document.

The output of pmaccli getBgTasks should look similar to the example below:

$ sudo /usr/TKLC/ smac/ bi n/ pmaccl i get BgTasks

2: Backup PM&C COWPLETE - PM&C Backup successf ul

Step 2: of 2 Started: 2012-07-05 16:53: 10 running: 4 sinceUpdate: 2 taskRecordNum
2 Server ldentity:

Physi cal Bl ade Locati on:

Bl ade Encl osure:

Bl ade Encl osure Bay:

Guest VM Locati on:

Host | P:

Guest Nane:

TPD | P:

Rack Mount Server:
| P:

Nane:

6. PM&C: Save the PM&C backup

If the NetBackup feature has not been configured for this PM&C, or the Redundant PM&C is not
configured in this system, the PM&C backup must be moved to a remote server. Transfer, (sftp,
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scp, rsync, or preferred utility), the PM&C backup to an appropriate remote server. The PM&C
backup files are saved in the following directory: "/var/TKLC/smac/backup".

7. OA GUI: Log out
Log out from the OA by pressing Sign Out at the top-right corner.

3.5.6 Restore OA Configuration from Management Server

This procedure will restore configuration backup from the management server and apply it on the

OA's.

Prerequisites:

o If the aggregation switches are supported by Oracle, then the Cisco 4948/4948E switches need to
be configured using 3.1.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed)
(netConfig).

¢ If the aggregation switches are provided by the customer, the user must ensure that the customer
aggregation switches are configured as per requirements provided in the NAPD.

* 3.5.2 Configure Initial OA Settings Using the Configuration Wizard

o 3.7.2 Installing TVOE on the Management Server

* 3.7.3 TVOE Network Configuration

o 3.7.4 Deploy PM&C Guest

It is assumed that:

* 3.5.5 Store OA Configuration on Management Server has been performed in the past.
» 3.5.1 Configure Initial OA IP has been completed prior to this procedure.

If there is any doubt as to whether the aggregation switches are provided by Oracle or the customer,
contact My Oracle Support and ask for assistance.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. Obtain configuration files
Obtain configuration files from the management server :

a) Log in to the PM&C server as the user admusr.
b) Copy the OA backup file to the home directory of admusr:

$ sudo cp /usr/ TKLC/ smac/ et ¢/ OA_backups/ OABackup/ <backup_confi g_fil ename>
/ home/ adnusr

c) Make the file readable by admusr:

$ sudo chown adrusr /home/ adnusr/ <backup_config_fil enane>
$ sudo chnod 400 / home/ admusr/ <backup_confi g_fil ename>

d) From the PC, use scp or WinSCP to copy the file from admusr@<PM&C
IP>:/home/admusr/<backup_config_filename>
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Unix Users:

$ scp
adnusr @pnac_nanagenent _net wor k_i p>: / usr/ TKLQ snac/ et ¢/ QA backups/ O*Backup/ <backup_confi g_fi | enane>

Windows Users: Refer to A.1 Using WinSCP to copy the file to your PC.
e) On the PM&C, remove the file copied above:

$ sudo rm /home/ adnusr/ <backup_confi g_fil ename>

f) Log out of the PM&C server.
2. OA GUL: Login

Navigate to the IP address of the active OA, using C.1 Determining Which Onboard Administrator Is
Active. Login as an administrative.

3. OA GUI: Restore configuration

Navigate to the Enclosure Information > Enclosure Settings > Configuration scripts

Use Local file form to upload and run configuration script:

[ HP BladeSystem Onboard Administrator

Wiewy Legend

Enclosure Settings - 500_05_01 Elee @llven
Updated Fridul 1 2019, 081923
. ) F] 500_05_01
Configuration Scripts
9 ¥ 4 D a 9 "
SystemStstus 0 0 0 0 0 & configuration script may be used to automate the setup process for this enclosure. If you have a script file on & Front Wiew

Iocal drive you may upload it. If the script is located on & web server you may provide the URL to the script
= Note: Do not divectly apply & configuration sceipt from anather enclosure without removing or changing possibiy
unique settings such as the enclosdre Asset Tagy, enclosdre name, static [P addresses and EBIPA seltings
Rack Overview
Rack Firmyvare SHChY COMFIG: Click to viewy a configurstion script cortaining the current seftings for this enclosure.

Primary: 500_05_01 SHOWY ALL: Click to views & script containing & list of the enclosure's current invertory .

Bl Enciosure Information

B Enclosure Settings Local File: Run & configuration sceipt by splosding a local fite.
Alerthiail
Device Power Sequence
Ciate and Time
Enclosure TCPAP Settinus
Metweark Access
Link Loss Failover m
SNMP Settings:
Enclosure Bay IP Addressing URL: Run 2 configuration script from 2 URL accessible file.
Configuration Scripts
Reset Factory Defaults
Device Summary
Active to Standby
LD Crive m
“LAN Configuration

Artive Onboard Administrator

Stancky Onboard Administrator

Device Bays

Interconnect Bays

Fower and Thermal

Users/Authentication

Insight Display

File: H Brawse...

Rear View

URL:

The restore can take up to 5-10 minutes.

A pop up appears after the restore is complete. This will contain logs from the restoration process.
Check if there are any errors.

Note: If both OAs were reset to factory defaults and had to be restored from the configuration file,
the configured user's passwords must be manually reset to their original values. Specifically, the
pmacadmin user password so the PMAC and the OAs can communicate. See 3.5.2 Step §.

E80301 Revision 01, October 2016 178



Procedures

4. OA GUI: Log out
Log out from the OA by pressing Sign Out at the top-right corner.

3.5.7 Adding a redundant Onboard Administrator to enclosure

This procedure has become obsolete with Platform 5.0.

3.5.8 Replacing Onboard Administrator

This procedure describes how to replace OA in an enclosure with Redundant OA.

Prerequisites:

* Obtain any customer approval needed for OA firmware updates. This procedure can change the
version of firmware that is installed in one or both OAs.

¢ If the aggregation switches are supported by Oracle, then the Cisco 4948 /4948E switches need to
be configured using 3.1.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PM&C Installed)
(netConfig).

* If the aggregation switches are provided by the customer, the user must ensure that the customer
aggregation switches are configured as per requirements provided in the NAPD.

¢ In addition, 3.5.3 Configure OA Security must be completed.

e If there is any doubt as to whether the aggregation switches are provided by Oracle or the customer,
contact My Oracle Support and ask for assistance.

Note: The transfer of configuration occurs only from OA in Bay 1 to OA in Bay 2. Therefore in order
to keep the current configuration of the system, the insertion of new OA into the OABay 1 location
should be avoided.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. OA GUI: Log into the active OA

Navigate to the IP address of the active OA, using C.1 Determining Which Onboard Administrator Is
Active. Log in as root.

You will see the following page.
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[ HP BladeSystem Onboard Administrator

View Legend ...
Rack Overview - 500_05 et Gl e

Unciated Fridur 1 2009, 08:21:22

DV .00 e
o o

System Status - 0 o a

.
= Front Wi Rear Vigw Enclosure Mame:  500_05_07
Rack Overview Serial Mumber: USES43THLY
Rack Firmirars LD 0GUSES43THLY
Part Mumber: S07019-B21
Primary: 500_05_o1 Asset Tag:
B Enclosure Information UID State: @ o

Enclosure Settings

Active Onhoard Administrator
Stancky Onboard Administrator
Device Bays

Interconnect Bays

Povver and Thermal
Usersiduthentioation

Ingight Display Refresh Topology

m Insight Display

L L

2. OA GUI: Record the IP configuration of the Active and Standby OAs.

Navigate to Enclosure Information > Active Onboard Administrator > TCP/IP Settings. Record
the Active OA's IP Address, Subnet Mask, and Gateway here:

Active OA IP Address:
Active OA Subnet Mask:

Active OA Gateway:

Navigate to Enclosure Information > Standby Onboard Administrator TCP/IP Settings. Record
the Standby OA's IP Address, Subnet Mask, and Gateway here:

Standby OA IP Address:
Standby OA Subnet Mask:
Standby OA Gateway:

3. OAGUI: Note the location of the active OA

Note the location of the active onboard administrator within the enclosure. The active OA will
have the Active LED on, as in the figure below. You may also mouse over the OA and see its role.
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(- |
Rack Overviewe
Rack Firmware
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& Enclosure Information

Enclosure Settings
Active Onboard Administrator
Standby Onboard Administrator
Device Bays
Interconnect Bays
Powver and Thermal
Users/Athentication

Rack Overview - 500_05

Rack Topology Rack Power and Thermal
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Enclosure: 500_05_01

Front Yiew Rear Yigw

BladeSystem ¢7000 DDR2
Onboard Administrator
with KVM

P Adcress: 1024017 30
Firmware Wersion: 3.21

Role: Active

Enclosure Mame:  500_05_01

Setial Number: UISES43THLY
o 09USES43THLT
Part Mumber: 507019-B21
Asset Tag:

UID Stete: @ on

B Insight Display

Refresh Topology

Inight Display

Statuz 00K

If the OA to be replaced is not the active OA for the enclosure, skip to step 5. Otherwise, continue
with step 4.

4. OAGUI: Force active OA into standby mode

On the left-hand side navigate to Enclosure Information > Enclosure Settings > Active to Standby,
then click on the Transition Active to Standby button.

[ HP BladeSystem Onboard Administrator

e Lagent Enclosure Settings - 500_05_01

n Help
E] s00_05_o1

Fromt “igwe

Print

Unclated Fridul 3 201, 08:23:22

AV 2
0 0 o oo

System Status 1]

Onboard Administrater Active/Standby Transition
Use the button below to transition the redundancy state of the Onboard Administrators in this enclosure. This will

cause the Onboard Administrators to switch each others' roles (also known as s takeover). During this process
the Active Onboard Administrator will be reset immediately

Transition Active to Standby

[ |
Rack Overview
Rack Firmwrare

Primary: 500_05_01
& Enclosure Informeation
B Enclosure Settings
Alerthdail
Device Power Seguence
Date and Time
Enclosure TCPAP Settings
Metwork Access
Link Loss Fallover
SMMP Settings
Enclosure Bay IP Addressing
Configuration Scripts
Reset Factory Defaults
Device Summary
Active to Stancky
LD Drive
“LAN Configuration
Aictive Onboard Administrator
Standhby Onboard Administrator
Device Bays
Interconnect Bays
Power and Thermal
Usersifuthentication
Insight Display

Rear View

Answer OK the following question:
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Microsoft Internet Explorer

¥

Are you sure vou wank ko transition the redundancy state of the Onboard Administrators?

Please note: the Active Onboard Adminiskratar will be reset immediately,

I oK ] [ Cancel ]

Wait about five minutes , until the application reloads itself and the following page appears:

O

HP BladeSystem Onboard Administrator

T — a

Standhy Onoard Administrator Pasword [ ]

Firmware Version 321

5. Remove the OA to be replaced

If you need to replace the Onboard Administrator from the OA Bay 2 location (right as viewed
from rear) , remove it and skip to step 7.

If you need to replace the Onboard Administrator from the OA Bay 1 location (left as viewed from
rear), remove it and proceed with step 6.

6. Move the OA from OABay 2 location into the OABay 1 location

Move the OA from OA Bay 2 location into the OA Bay 1 location. Wait five minutes so that the
Onboard Administrator can initialize.

7. Install the new OA

Insert the new Onboard Administrator into OA Bay 2 of the enclosure and wait five minutes so it
can get its configuration from the other OA and to initialize itself.

8. OAGUI: Log into the active OA
Navigate to the IP address of the active OA, using C.1 Determining Which Onboard Administrator Is

Active. Log in as root.

9. OA GUI: Re-establish the OA's IP configuration

Refer to the OA IP configuration settings recorded in Step 2 of this procedure. The current settings
of each OA should be unique and should match the recorded settings for either the Active or
Standby OA. The Active OA may now have the Standby OA's recorded settings and vice versa. If
changes are needed, perform 3.5.1 Confiqure Initial OA IP.

10. OAGUI: Verify the status of Onboard Administrators
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On the Rear View mouse over each OA and verify the that the "Status" value is "OK". If the status
of one OA or the other is shown as "Degraded" because of a firmware version mismatch, perform
3.5.4 Upgrade or Downgrade OA Firmware.

&) HP BladeSystem Onboard Administrator

Wiews Legend ...
Rack Overview - 500_05 et Elve

Updated Fel dud 1 2011, 08:27:15
©F 100 || mme
System Status 0 a a a a

Enclosure: 500_05_01

Systems and Devices
- | Frort *igww Rear Wiew Enclosure hame:  500_D5_01
[——— EliELR Serial Mumber:  ISES43THLY
FRack Firmvare uuiD: D3USEI43THLY
Part Mumber: S07T0M9-B21
Primary: 500_05_01 Azset Tag
B Enclosure Information UID State: o Off

Enclosure Settings

Active Onboard Administeator
Standby Cnboard Administrator
Device Bays

Irterconnect Bays

Povver and Thermsl
Usersituthentication

Inzight Display Role: Standoy Refresh T I
stas Dok

Y ikt Display
deSystem ¢T000 DDR2
Onboard Administrator
with KVM
W P Address: 1024017 30
Firmearare Yersion: 3.21

11. PM&C CLI: Delete OA SSH keys
Log in to the PM&C CLI as admusr. Execute these three commands:

$ sudo /usr/bin/ssh-keygen -R <Active-OA-| P> -f ~pmacd/. ssh/ known_host s
$ sudo /usr/bin/ssh-keygen -R <Standby-OA-|I P> -f ~pnmacd/.ssh/ known_host s
$ sudo /bi n/chown pracd: pracd ~prmacd/ . ssh/ known_host s

New SSH keys will be established by PM&C the next time it logs in to each OA.

3.5.9 Updating IPv4 Addressing

This procedure will update the IP addressing for a C7000 enclosure.
Prerequisites:

* Obtain the addressing information from the customer.
* The enclosure has been previously configured, and the PM&C GUI is reachable over the network.

1. OA GULI: Login

Navigate to the IP address of the active OA, using C.1 Determining Which Onboard Administrator Is
Active. Log in as an administrative user.

2. OA GUI: Update the IPv4 OA settings

Navigate to Enclosure Information > Enclosure Settings > Enclosure TCP/IP Settings and view
the IPv4 Settings tab.
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P BladeSystem Onboard Ad trator - Windows Internet Explos -10] x|

O |58 certificate ...

11 A | [ He BladeSystem Onboard Ad... X

Bl K

System Status

HRbe Enclosure Settings - 800_12_16 (2 L 7 )

Updated Thu Jul 3 2014, 08:54:.07

900_12_16
OV 000 s | —

System 1 View
Status Owe D oo TCPAP Settings - IPv Settings
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= enclosure. This setting sffects bath IPud snd 1PVE
g

Rack Overview

Rack Firmware
™ Enclosure P Hode

Primary: 900_12_16 =
B Enciosurs information Note: Changing the network settings on the Onboard Administrator that you have signed in to will dsconnect you from that

[l Enciosure Settings. Onboard Administrator, Once the ssttings are applisd you will have to sign in o the Onboard Administrator again using the new
Alertlfai settings
Device Pawer Seguznce Changing the Oniboard Administrator's DNS Name could cause @ hastnams mismatch on the S5L cerifcate, You may have fo
Datz an update the certificate information on any Onboard Adminisirator whose DNS Name is changed.
Netwark Access . . . - :

- Active Onboard Administrator Network Settings Standby Onboard Adminisirstor Network Seftings
Link Loss Faiover
SHWP Settings
[ Enclosure Bay P Addressing C pHee  pHee
Configuration Scripts
Reset Factory Defauts I~ Enable Dynamic DS I™ Enable Dynamic DNS
Device Summary .
Active to Standby
OVD Drive
VLAN Configuration
Enclesure Firmware Managemel @ Static P Settings & Static IP Settings
Active Health System
& Remote Suppert — Required Figid * Required Field *
1 Active Onboard Administrator
I Standby Onboard Administrator g:‘::f’" [oa-7eETDISTSASS g::f‘"?s‘ [0A-D022640E34AB

B Device Bays AT nAC
B interconnect Bays - ‘{mm“ TBET-D1:5T:SA45 “mﬂm“ 00:22:64:0E:24 AB
*

— - =

[l

3. OA GUI: Update the static IP settings for both the Active and Standby OA. The following should
be changed:

e P Address
¢ Subnet Mask
* Gateway

When done, press Apply.
4. OA GULIL: Update the IPV4 EBIPA settings.

Navigate to the Enclosure Information > Enclosure Settings > Enclosure Bay IP Addressing >
IPv4 and view the Device Bays tab.
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Rack Firmware
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Device Power Sequence
Date and Time
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SHIP Settings
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settings will not change the static I address. if the iLO IP address has been configured via an external DHCP service, the
existing DHCP address.

Device List This list displays the IF addresses that will be assigned to each of the device bays if EBIPA is ensbled, Note:
arrow” button will fill in consecutive 1P addrassas for all of the device bays balow the arrow. The Subnet mask, gateway, 661
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Enabled | EBIPA Add Subnet M DNS Se
' F [ |
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]
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3 = 102407213 | [255.255255.0 10.240.72.1 | [ |1 |
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L 102407214 | [285.285255.0 10240721 | [ |1 |
ER 102407215 | [255.2552850 10240 72.1 ] |-
4 _’H

BE wons |

Front View
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et [l ren

5. OA GUI: Update the IP settings for the device bays.

The following should be changed:

e EBIPA Address
¢ Subnet Mask
* Gateway

When done, press Apply.

OA GUIL: Select the Interconnect Bays tab and update the IP settings for the interconnect device

bays.

The following should be changed:

e EBIPA Address
¢ Subnet Mask
¢ Gateway

When done, press Apply.

OA GUI: Logout

Log out from the OA by pressing Sign Out at the top right corner.

PM&C GUI: Login

Open your web browser and enter:

https:// <pnac_managenent _network_i p>

Log in as the guiadmin user.
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9. PM&C GUI: Navigate to Configure Enclosures
Navigate to Main Menu > Hardware > System Configuration > Configure Enclosures.

= = Main Kenu
[=] S Hardware
[+ ] System Inventary
[=] —J Systerm Configuration
[ Configure Cabinets
[ Configure Enclosures
|3 Configure RMS
[+ ] Software
[ vM Management
[+ [ Storage
[+] [ Administration
[+] [ Status and Manage
[%] Task Monitoring
g Help
[ Legal Mofices
(=l Logout

10. PM&C GUI: Select Enclosure to edit

On the Configure Enclosures panel, select the enclosure that you are modifying. Then click on
Edit Enclsoure.

11. PM&C GUI: Edit Enclosure address
On the Edit Enclosure panel, update the IP addresses. Then click on Edit Enclsoure.

Main Menu: Hardware -> System Configuration -> Configure Enclosures [Edit Enclosure 50501]

Tue Sep 01 20:16:37 2015 UTC

Atleast one OA P is required.
OA1 (Bay OAR) IP: 10.240.17.51

OAZ (Bay 0BR) IP: 10.240.17.56

EditEnclosure  Cancel

12. PM&C GUI: Monitor Add Enclosure

The Configure Enclosures page is then redisplayed with a new background task entry in the Tasks
table. This table can be accessed by pressing the Tasks button located on the toolbar under the
Configure Enclosures heading.
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Main Menu: Hardware -> System Configuration -> Configure Enclosures [Edit Enclosure 50501]

“Tue Sep 01 20:18:46 2015 UTC
Info = Tasks =

Tasks

(V] Task Target Status State Runn
2 95 Add Enclosure Enc:50501 Starting Add Enclosure IN_PROGRESS 151N

2 81 AddEnclosure Enc:50301 fn"cfr'lﬁifi':ga‘me“ -starting COMPLETE 0

§ Enclosure added - starting .

2] 20  Add Enclosure Enc:50301 monttoring COMPLETE 0
) v

S 79 AddEnclosure Enc:50301 Enclosare arided - starting COMPLETE 0

< >

When the task is complete and successful, its text will change to green, and its Progress column
will indicate "100%".

3.5.10 Updating IPv6 Addressing

This procedure will update the IP addressing for a C7000 enclosure. It may be used to add IPv6
addresses or to edit existing IPv6 addresses.

Prerequisites:

* Obtain the addressing information from the customer.
¢ The enclosure has been previously configured, and the PM&C GUI is reachable over the network.

1. OA GUI: Login

Navigate to the IP address of the active OA, using C.1 Determining Which Onboard Administrator Is
Active. Log in as an administrative user.

2. OA GUI: Update the IPv6 OA settings

Navigate to Enclosure Information > Enclosure Settings > Enclosure TCP/IP Settings and view
the IPv6 Settings tab.
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Enclosure Hetwork Settings
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corresponding setting.

[ Enable IPve

" Enable Stateless address autocenfiguration (SLAAC)

" Enable DHCPvE

Active Onboard Administrator Network Settings Standby Onboard Administratc

IPv6 Static Address 1

fd0d
IPv Static Address 2. | | 1PV Static Address 2 -
4] | »

IPVB Static Address 1: | fd0d:debadS7c:eed 264

< P

Procedures

print Bl Help

Front Views

3. OA GUI: Under Enclosure Network Settings, verify the Enable IPv6 checkbox is checked.
4. OA GUI: Update the static IP settings for both the Active and Standby OA. The following should

be changed:

o [Pv6 Static Address 1
¢ Static Default Gateway

When done, press Apply.
5. OA GUI: Update the IPv6 EBIPA settings

Navigate to Enclosure Information > Enclosure Settings > Enclosure Bay IP Addressing > IPv6

and view the Device Bays tab.

E80301 Revision 01, October 2016

188



Procedures

/E HP BladeSystem Onboard Administrator - Windows Internet Explorer

Bz certieat.. || 5] 49| x [4] 1P BladeSystem Onboard Ad... X
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a % 400
System
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=+ -]
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R:ck n:.::r‘:::: settings will not change the static 1P address. If the iL O IP address has been configured via an external DHGP service, the
existing DHCP address.
Primary: 900_12_16 =
B Enciosure nformation Device List This list displays the IF addresses that will be assigned to each of the device bays if EBIPA is ensbled, Note:
arrow” Button will fillin consscutive 1P sddressas for all of the daice bays balow tha arrow. The subnat mask, gateway, dor
Bl Enclosure Settings )y % & Y.
Aeriiail be copled to each of the consecutive bays in the list
Device Power Sequence
(oo St (o0 psers | sonttone ||t srvrs_|
Enclosure TCR/IP Settings LI 102407211 | [2552552550 | (10220721 | | | |

Network Access —
Link Loss Failover
SNNP Settings
Bl Enciosure Bay IP addressing 2 & 102407212 | [2882852850 | (10240721 | | ] [ ]
P4
P
Configuration Scripts
Reset Factory Defauts I 102407213 | [255285256.0 | [10.240721 | | |
Device Summary - =
Active to Standby L
DVD Drive

VLAN Configurati Tl
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Enclosure Firmware Managem

Active Heakh System
Remote Support

Active Onioard Administrator
S 4
8 Standby Onboard Adminstrator [ =2 102407215 | [2552852850 | 10240721 | | Ji
il 3

Al 3 4|

6. OA GUI: Update the IP settings for the device bays.
The following should be changed:

¢ Verify Enabled is checked
¢ EBIPA Address
* Gateway

When done, press Apply.

7. OA GUI: Select the Interconnect Bays tab and update the IP settings for the interconnect device
bays.

The following should be changed:

¢ Verify Enabled is checked
* EBIPA Address
* Gateway

When done, press Apply.

8. OA GUI: Logout
Log out from the OA by pressing Sign Out at the top right corner.

9. PM&C GUI: Login
Open your web browser and enter:

htt ps:// <pmac_managenent _net wor k_i p>

Log in as the guiadmin user.
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10. PM&C GUI: Navigate to Configure Enclosures
Navigate to Main Menu > Hardware > System Configuration > Configure Enclosures.

= = Main Kenu
[=] S Hardware
[+ ] System Inventary
[=] =3 System Configuration
[ Configure Cabinets
[ Configure Enclosures
|3 Configure RMS
[+ ] Software
[0 vM Management
[+ ) Storage
[+] [ Administration
[+] [ Status and Manage
[%] Task Monitoring
g Help
[ Legal Mofices
(=l Logout

11. PM&C GUI: Select Enclosure to edit

On the Configure Enclosures panel, select the enclosure you are modifying. Then click on Edit
Enclsoure.

12. PM&C GUI: Edit Enclosure address
On the Edit Enclosure panel, update the IP addresses. Then click on Edit Enclsoure.

Main Menu: Hardware -> System Configuration -> Configure Enclosures [Edit Enclosure 50501]

Tue Sep 01 20:23:35 2015 UTC

Atleastone OAIP is required.
0A1 (Bay 0AR) IP: fd0d:deba:d97c:ee3::2

0AZ2 (Bay 0BR) IP: fd0d:deba:d97c:ee3::3

Edit Enclosure  Cancel

13. PM&C GUI: Monitor Add Enclosure

The Configure Enclosures page is redisplayed with a new background task entry in the Tasks table.
This table can be accessed by pressing the Tasks button located on the toolbar under the Configure
Enclosures heading.
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Main Menu: Hardware -> System Configuration -> Configure Enclosures [Edit Enclosure 50501]

“Tue Sep 01 20:18:46 2015 UTC
Info = Tasks =

Tasks

(V] Task Target Status State Runn
2 95 Add Enclosure Enc:50501 Starting Add Enclosure IN_PROGRESS 151N

2 81 AddEnclosure Enc:50301 fn"cf;ﬁifi':ga‘me“ -starting COMPLETE 0

§ Enclosure added - starting .

2] 20  Add Enclosure Enc:50301 monttoring COMPLETE 0
) v

S 79 AddEnclosure Enc:50301 Enclosare arided - starting COMPLETE 0

< >

When the task is complete and successful, its text will change to green, and its Progress column
will indicate "100%".

3.5.11 Add SNMP Trap Destination on OA

An SNMP trap destination must be added and configured using the Onboard Administrator (OA), or
SNMP must be disabled. One of these actions must be completed as described in this procedure.
1. Either add an SNMP trap destination as follows, or proceed to 3.5.11 Step 2 to disable SNMP.

a) Active OA GUI: Login

Navigate to the IP address of the active OA. Use C.1 Determining Which Onboard Administrator
Is Active to determine the active OA. Log in as an administrative user.

b) OA GUI: Navigate to SNMP Settings page
Navigate to Enclosure Information > Enclosure Settings > SNMP Settings.
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c) OA GUI: Enable SNMP and populate System Information

If SNMP is not already enabled, check the Enable SNMP checkbox. Enter the Enclosure Name
(shown in the title bar) or your preferred name into the System Location box.
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Do not set Read Community and Write Community. Click Apply to save the System Information.

d) OA GUI: Add SNMP Alert Destinations

Click New. The Add SNMP Alert page appears. Type the destination information into the Alert
Destination box (ex. 61.206.115.3, 2002::1 or host.example.com) and type the community string

into the Community String box.
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Click Add Alert to add the destination to the system.

Upon successfully adding a new SNMP Alert Destination you will be returned to the SNMP
Settings page.

e) Perform 3.5.11 Substep d for each required destination.

To disable SNMP, follow these steps:

a) If necessary, log in to the Active OA as instructed in 3.5.11 Substep a.

b) Navigate to SNMP Settings page as instructed in step 3.5.11 Substep b.
¢) Uncheck the Enable SNMP checkbox. Click Apply to save the changes.

3.5.12 Delete SNMP Trap Destination on OA

This procedure will remove an SNMP trap destination from the Onboard Administrator.

1.

Active OA GUL Login

Navigate to the IP address of the active OA. Use C.1 Determining Which Onboard Administrator Is
Active to determine the active OA. Log in as an administrative user.

OA GUI: Navigate to SNMP Settings page

Navigate to Enclosure Information > Enclosure Settings > SNMP Settings
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All configured SNMP trap destinations will be shown in the box in the center of the SNMP Settings
page.
3. OA GUI: Remove SNMP trap destination

Select the trap destination that will be removed and click the Remove button.
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If no SNMP trap destinations are shown in the box in the center of the SNMP Settings page, then
you might wish to disable SNMP by unchecking the Enable SNMP checkbox.

E80301 Revision 01, October 2016 195



Procedures

The SNMP trap destination has now been removed from the configuration and will no longer be
listed as a configured destination. Click Apply to activate the configuration. The following progress
meter will appear.

Completing SNMP Settings

A & & N N EF N 5N .
Setting the Onboard Administrator's SNMP Settings.

When the progress meter disappears the configuration has been applied.

3.6 Management Server Procedures

3.6.1 IPM Management Server

This procedure provides instructions for configuring and IPMing the DL360, DL380, or Oracle rack
mount server.

Needed material:
* TPD Initial Product Manufacture Software Installation Procedure, E53017

Note: If a procedural STEP fails to execute successfully, STOP and contact 1.4 My Oracle Support
(MOS).

1. Configure and IPM the DL360, DL380, or Oracle RMS

Follow TPD Initial Product Manufacture Software Installation Procedure (E53017), sections 3.1 through
3.4 to configure and IPM the management server.

For a DL360 G6/G7, DL380 G6/Gen8/Gen9, or Oracle server, the correct options to use for the
IPM of the management server are:

TPDnor ai d consol e=tty0 di skconfi g=HWRAI D, f orce
Note: If you are using a serial console for installation, do not use the console=tty0 option.
Note: Do not use the remote serial console for installation.

2. Verify the initial product manufacture

Follow section 3.5 in Initial Product Manufacture, E53017 to verify the IPM completed successfully.

3.6.2 Upgrade Management Server Firmware

Software Centric Customers: If Oracle Consulting Services or any other Oracle Partner is providing
services to a customer that includes installation and /or upgrade then, as long as the terms of the scope
of those services include that Oracle Consulting Services is employed as an agent of the customer
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(including update of Firmware on customer provided services), then Oracle consulting services can
install FW they obtain from the customer who is licensed for support from HP.

Note: This procedure uses a custom SPP version that cannot be obtained from the customer and
therefore cannot be used for a Software Centric Customer. Software Centric Customers must ensure
their firmware versions match those detailed in the HP Solutions Firmware Upgrade Pack, Software Centric
Release Notes document.

3.6.2.1 DL360/DL380 Server Firmware Upgrade
This procedure will upgrade the DL360 or DL380 server firmware.

The service Pack for ProLiant (SPP) installer automatically detects the firmware components available
on the target server and will only upgrade those components with firmware older than what is provided
by the SPP in the HP FUP version being used.

Prerequisites:
* 3.6.1 IPM Management Server has been completed
Needed Material:

e HP Service Pack for ProLiant (SPP) firmware ISO image [2]

e HP MISC firmware ISO image [2] (for errata updates if applicable)
* HP Solutions Firmware Upgrade Pack Upgrade Guide [2]

* HP Solutions Firmware Upgrade Pack Release Notes [2]

* 4GB or larger USB stick if upgrading using USB media

Important Notes for this Procedure: The following procedure has some instructions meant for a
production system in the field and you should be aware of the following notes regarding this procedure:

* For the "Update Firmware Errata" step check the Release Notes of the HP Solutions Firmware Upgrade
Pack [2] to see if there are any firmware errata items that apply to the server being upgraded. If
there is, there will be a directory matching the errata's ID in the /errata directory of the HP MISC
firmware ISO image. The errata directories contain the errata firmware and a README file detailing
the installation steps.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

The minimum supported HP Solutions Firmware Upgrade Pack for PMAC 6.3 is release 2.2.10.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to the
HP Solutions Firmware Upgrade Pack Release Notes for important information on firmware upgrades
and follow the procedures in the HP Solutions Firmware Upgrade Pack Upgrade Guide to upgrade
the firmware.

3.6.2.2 Oracle Rack Mount Server
This procedure will update the firmware on Oracle RMS
Needed Materials:

¢ Oracle Firmware Upgrade Pack 3.x.x Release Notes
¢ Oracle Firmware Upgrade Pack 3.x.x Upgrade Guide
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The minimum supported Oracle Firmware Upgrade Pack for PMAC 6.3 is release 3.1.7. However,
when upgrading firmware, it is recommended that the latest release be used. Refer to the Oracle
Firmware Upgrade Pack Release Notes for procedures on how to obtain the firmware, and then follow
the procedures in the Oracle Firmware Upgrade Pack Upgrade Guide to upgrade the firmware.

3.7 PM&C Procedures

3.7.1 Deploying Virtualized PM&C Overview

Deployment Procedure

Deploying a VM guest in the absence of a PM&C is complicated. To facilitate this, the PM&C media
will include a guest archive and a script that will deploy the running PM&C into a state where the
Initialization process can begin.

¢ Install TVOE 3.2 on the management server via the ILO.
¢ Create and configure the management bridge.

e Attach PM&C media to the TVOE (USB).

* Mount the media.

* Use the <mount-point>/upgrade/pmac-deploy script to create the VM and configure the guest
on the first boot.

* Navigate browser to the management IP address of the deployed PM&C.
¢ Perform Initial Configuration.

What You Will Need -- Worksheet

Use the completed NAPD information to fill in the appropriate data in this Procedure's Reference
tables. The following are provided to aid with the data collection for the TVOE management server
and the PM&C Application hosted on the Management Server TVOE.

* Determine if the network configuration of this management server is Non-Segregated or Segregated.

Note: The term "Segregated networks" refers to the separation of the Management server's control
and plat-management networks onto separate physical NICs.

¢ Determine the TVOE management server's required network interface, bond, and Ethernet device,
and route data.

¢ Determine if the control network on the TVOE management server is to be tagged. If appropriate,
fill in the <control VLAN ID> value in the table, otherwise the control network is not tagged.

¢ Determine if the management network on the TVOE management Server is to be tagged. If
appropriate, fill in the <management_VLAN_ID> value in the table, otherwise the management
network is not tagged.

* Determine the bridge name to be used on the TVOE management server for the management
network. Fill in the <TVOE_Management_Bridge> value in the table.

* Determine if the NetBackup feature is enabled
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* Determine the NetBackup network on the TVOE management server is to be tagged. If
appropriate, fill in the <NetBackup_VLAN_ID> value in the table, otherwise the NetBackup
network is not tagged.

* Determine the bridge name to be used on the TVOE management server for the NetBackup
network. Fill in the <TVOE_NetBackup_Bridge> value in the table.

¢ Determine if the NetBackup network is to be configured with jumbo frames. If appropriate, fill
in the <NetBackup_MTU_size> value in the table, otherwise the NetBackup network will use
the default MTU size.

o If the PM&C NetBackup feature is enabled, and the backup service will be routed, with a source
interface different than the management interface where the default route is applied, then define
the route during PM&C initialization as a host route to the NetBackup server.

¢ The PM&C initialization profiles have been designed to configure the PM&C's networks and
features. Profiles must identify interfaces. Existing profiles provided by PM&C use standard named
interfaces (control, management). No vlan tagging is expected on the PM&C's interfaces, all tagging
should be handled on the TVOE management server configuration.

Network DL360 |(DL360 |DL380 |DL380 DL380 Oracle RMS DL380
Interface (without | (with (with (with HP [ (with HP | (without 10GigE | (with HP
HP HP only 4pt Gigabit | 4pt card) 1Gb 4pt
NC364T | NC364T [LOM 4 |in PCI Slot | Gigabit in X32  |x5-2 331FLR
4pt 4pt ptNICs) | 1) (GenS8, 9) [ PCI Slot 3) Adapter)
Gigabit | Gigabit | (G6) (G6) and | (Geno)
. X6-2
) in PCI
Slot 2)
<ethernet_ [eth01 |ethO1 eth01 eth01 eth01 eth01 |ethO1 eth01

interface_1>

<ethernet_ |eth02 eth02 eth02 eth02 eth02 eth02 |eth03 eth02

interface 2>

<ethernet_ eth21 ethl1l eth31 eth03 | eth02 eth03

interface 3>

<ethernet_ eth22 eth12 eth32 eth04 |eth04 eth04

interface 4>

<ethernet_ eth23 eth04 eth04 eth05

interface 5>

PM&C Interface Alias TVOE Bridge Name TVOE Bridge Interface

control control Fill in the appropriate value for
this site (default is bond0):
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PM&C Interface Alias TVOE Bridge Name TVOE Bridge Interface
<TVOE_Control Bridge Interface>
management Fill in the appropriate value for | Fill in the appropriate value for
this site: this site:
<TVOE_Management_Bridge> | <ITVOE Management Bridge Interface>
NetBackup Fill in the appropriate value for | Fill in the appropriate value for

this site:

this site:

<TVOE_NetBackup_Bridge>

<TVOE, NetBackup Bridge Interface>

Fill in the appropriate value for th

is site:

Variable

Value

Description

<control_VLAN_ID>

For non-segregated networks,
the control network may have a
VLAN id assigned. In most
cases, there is none.

<base_device_hosting_ control networke>

If <control_ VLAN_ID> has a
value, then the device used for
the control network
<TVOE_Control Bridge Interface>
will have a tagged interface
name. The base device for the
control network is the untagged
interface name. (For example, if
the device interface is bond1.2
then the base device is bond1).

<management_VLAN_ID>

For non-segregated networks,
the management network will
be on a tagged VLAN coming in
on bond0

<mgmtVLAN_gateway_address>

Gateway address used for
routing on the management
network.

<NetBackup_server_IP>

The IP address of the remote
NetBackup Server.

<NetBackup_VLAN_ID>

For non-segregated networks,
the NetBackup network will be
on a tagged VLAN coming in on
bond0
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Variable

Value

Description

<NetBackup_gateway_address>

Gateway address used for
routing on the NetBackup
network.

<NetBackup_network_ip>

The Network IP for the
NetBackup network

<PMAC NetBadkup_netmask or prefic

The IPv4 netmask or IPv6 prefix
assigned to the PM&C for
participation in the NetBackup
network

<PMAC_NetBackup_ip_address>

The IP Address assigned to the
PM&C for participation in the
NetBackup network

<NetBackup_MTU_size>

If desired, the MTU size can be
set to tune the NetBackup
network traffic.

<management server mgmt ip address>

The TVOE Management Server's
IP address on the management
network.

<PMAC_mgmt_ip_address>

The PM&C Application's IP
address on the management
network.

<mgmt_netmask_or_prefix>

The IPv4 netmask or IPv6 prefix
for the management network.

<PMAC_control_ip_address>

The PM&C Application's IP
address on the control network.

<control_netmask>

The IP netmask for the control
network.

Fill in the appropriate value for this site:

Network Bond Interface

Enslaved Interface 1

Enslaved Interface 2

bond0

For Segregated Networks Only

bond1l

bond?2

Bonding used for abstraction
only, not multiple interfaces

Install the TVOE Hypervisor platform on the Management Server.
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At this point in the installation, the PM&C is not available to do an IPM using TVOE on the management
server. It is necessary to physically provide the TVOE media via a USB drive.

Prerequisites:
e TVOE installation media.

Note: For more information about configuring the iLO IP address, refer to Appendix F in Initial
Product Manufacture, E53017.

Install TVOE onto the Management Server.
Follow 3.6.1 IPM Management Server to IPM the management server with TVOE.

3.7.3 TVOE Network Configuration

Prerequisites:
o 3.7.2 Installing TVOE on the Management Server

1. TVOE Management Server iLO: Log into the management server on the remote console

Log into the management server iLO using application provided passwords following F.1 How to
Access a Server Console Remotely.

http://<managenent _server _i LO_i p>

Click on the Remote Console tab and launch the Integrated Remote Console on the server.

Click Yes if the Security Alert pops up.

2. TVOE Management Server: Configure the control network bond for back-to-back configurations
(optional)

If the control network for the RMS servers consists of direct connections between the servers with
no intervening switches (known as a "back-to-back" configuration), execute this step to set the
primary interface of bond0 to <ethernet_interface_1>, otherwise skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces (network devices, bonds, and bond enslaved devices) to configure.

$ sudo /usr/ TKLC pl at/ bi n/ net Adm set --devi ce=bond0O --onboot =yes --type=Bondi ng
--node=acti ve- backup --m inon=100 --prinmary=<ethernet _interface_1>Interface
bond0 updat ed

3. TVOE Management Server: Verify the control network bridge

Note: The output below is for illustrative purposes only. It shows the control bridge configured.

$ sudo /usr/TKLC/ pl at/ bi n/ net Adm query --type=Bri dge --name=contr ol
Bri dge Nanme: control
On Boot: yes
Protocol : dhcp

Persi stent: yes

Prom scuous: no
Hwaddr: 00: 24: 81: f b: 29: 52
MTU:

Bridge Interface: bondO
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If the bridge has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces, (network devices, bonds, and bond enslaved devices), to configure.
Create control bridge (<TVOE_Control_Bridge>).

$ sudo /usr/ TKLC/ pl at/ bi n/ net Adm add --type=Bri dge --name=<TVOE_Control _Bri dge>
- - boot pr ot o=dhcp --onboot =yes --bridgel nterfaces=<TVOE_Control _Bridge_|nterface>

4. TVOEiLO: Create tagged control interface and bridge (optional)

If you are using a tagged control network interface on this PM&C, then complete this step using
values for the control interface on bond0 from the preceding tables. Otherwise, proceed to the next
step.

$ sudo /usr/TKLC pl at/ bi n/ net Adm set --type=Bridge --name=control

- - del Bri dgel nt =bond0

I nterface bond0 updated

Bri dge control updated

$ sudo /usr/ TKLC pl at/ bi n/ net Adm add --devi ce=<TVOE_Control _Bridge_Interface>
- - onboot =yes

Interface <TVOE Control _Bridge_Interface> created

$ sudo /usr/TKLC pl at/ bi n/ net Adm set --type=Bri dge --nane=contr ol

--bridgel nterfaces=<TVOE_Control Bridge_|nterface>

5. TVOE Management Server: Verify the tagged /non-segregated management network
Note: This step only applies if the management network is tagged (non-segregated).

Note: The output below is for illustrative purposes only. It shows the management bridge
configured on a non-segregated network setup.

$ sudo /usr/TKLC/ pl at/bi n/ net Adm query --devi ce=bond0. 2

Protocol: none

On Boot: yes
| P Addr ess:

Net mask:

Bri dge: Menber of bridge managenent

If the device has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces (network devices, bonds, and bond enslaved devices) to configure.

Note: The example below illustrates a PM&C management server configuration in a Non-Segregated
network, an untagged control network, and a tagged management network.

For this example created tagged device for management device.
$ sudo /usr/ TKLC/ pl at/ bi n/ net Adm add - - devi ce=<TVOE_Managenent _Bri dge_I nterf ace>

- -onboot =yes
Interface <TVOE_Managenent Bri dge_I nterface> added

6. TVOE Management Server: Verify the untagged/segregated management network

Note: This step only applies if the management network is untagged (segregated).
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Note: The output below is for illustrative purposes only. It shows the management bond configured
on a segregated network setup.

$ sudo /usr/ TKLC pl at/ bi n/ net Adm query --devi ce=<TVCE_Managenent _Bri dge_I nterface>

Prot ocol: none

On Boot: yes
| P Address:

Net mask:

Bonded Mbde: acti ve-backup
Ensl avi ng: <ethernet _interface 3> <ethernet _interface_ 4>

If the bond has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces, (network devices, bonds, and bond enslaved devices), to configure.

$ sudo /usr/ TKLC pl at/ bi n/ net Adm add - - devi ce=<TVOE_Managenent Bri dge_I nt erf ace>
- -onboot =yes --type=Bondi ng --nobde=acti ve-backup --m i nmon=100

--bondl nterfaces="<ethernet _i nterface_3>, <ethernet __interface_4>"

I nterface <TVOE_Managenent Bri dge_I| nterface> added

7. TVOE Management Server: Verify the management bridge

Note: The output below is for illustrative purposes only. It shows the management bridge
configured on a non-segregated network setup.

$ sudo /usr/TKLC/ pl at/ bi n/ net Adm query --type=Bridge --nane=managenent
Bri dge Nanme: managemnent

On Boot: yes

Protocol : none
| P Address: 10.240. 4. 86

Net mask: 255.255.255.0

Prom scuous: no
Hwaddr: 00: 24: 81: f b: 29: 52
MIU:

Bridge Interface: bondO.2

If the bridge has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces, (network devices, bonds, and bond enslaved devices), to configure.

For this example, created a tagged device for management bridge.

$ sudo /usr/ TKLC pl at/ bi n/ net Adm add - -t ype=Bri dge - - name=<TVOE_Managenent _Bri dge>
- - addr ess=<nanagenent _server _ngmnt _i p_addr ess> - - net mask=<nmgnt _net mask_or _prefi x>
--onboot =yes --bridgel nt erf aces=<TVOE_Managenent _Bri dge_I nterface>

8. TVOE Management Server: Verify the NetBackup network (if needed)
If the NetBackup feature is not needed, skip to the next step.

Note: The output below is for illustrative purposes only. It shows the NetBackup bridge is
configured.

$ sudo /usr/TKLC/ pl at/ bi n/ net Adm query --type=Bridge --nanme=net backup
Bri dge Name: net backup
On Boot: yes
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Pr ot ocol : none
| P Address: 10.240.6.2
Net mask: 255.255.255.0
Prom scuous: no
Hwaddr: 00:24:81:fb: 29: 58
MIU:
Bridge Interface: bond2

If the bridge has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces, (network devices, bonds, and bond enslaved devices), to configure.

Note: The example below illustrates a TVOE management server configuration with the NetBackup
feature enabled. The NetBackup network is configured with a non-default MTU size.

Note: The MTU size must be consistent between a network bridge, device, or bond, and associated
VLANSs.

Select only one of the following configurations:

* Option 1: Create NetBackup bridge using an untagged native interface.

$ sudo /usr/ TKLC pl at/ bi n/ net Adm add - -t ype=Bri dge --name=<TVOE_Net Backup_Bri dge>
- - boot prot o=none --onboot =yes -- MI'U=<Net Backup_MIU_si ze>

--bridgel nterfaces=<Et hernet _i nterface_5> --address=<TVCE_Net Backup_I P>

- - net mask=<TVOE_Net Backup_Net mask_or _prefi x>

¢ Option 2: Create NetBackup bridge using a tagged device.

$ sudo /usr/TKLC pl at/ bi n/ net Adm add --devi ce=<TVOE_Net Backup_Bri dge_I nterface>
- - onboot =yes

I nterface <TVOE_Net Backup_Bridge_| nterface> added

$ sudo /usr/TKLC pl at/ bi n/ net Adm add --type=Bri dge --nane=<TVOE_Net Backup_Bri dge>
--onboot =yes -- MI'U=<Net Backup_MTU_si ze>

--bridgel nterfaces=<TVOE_Net Backup_Bri dge_| nt erface> --addr ess=<TVCE_Net Backup_| P>
- - net mask=<TVOE_Net Backup_Net mask_or _prefi x>

9. TVOE Management Server: Setup syscheck

syscheck must be configured to monitor bond interfaces. Replace "bondedI nt er f aces" with
"bond0" or "bond0, bond1" if segregated networks are used:

$ sudo /usr/TKLC pl at/bi n/ syscheckAdm net ipbond --set --var=DEVI CES
- -val =<bondedI nt er f aces>

$ sudo /usr/TKLC/ pl at/ bi n/ syscheckAdm net i pbond —enabl e

$ sudo /usr/TKLC pl at/ bi n/ syscheck -v net ipbond

Note: The following is an example of the setup of syscheck with a single bond, bond0:

$ sudo /usr/ TKLC pl at/ bi n/ syscheckAdm net i pbond --set --var=DEVI CES --val =bond0
$ sudo /usr/TKLC/ pl at/ bi n/ syscheckAdm net i pbond -enabl e
$ sudo /usr/TKLC pl at/ bi n/ syscheck -v net ipbond
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Note: The following is an example of the setup of syscheck with multiple bonds, bond0 and
bond1:

$ sudo /usr/TKLC pl at/ bi n/ syscheckAdm net ipbond --set --var=DEVI CES
- -val =bond0, bond1

$ sudo /usr/TKLC pl at/ bi n/ syscheckAdm net i pbond -enabl e

$ sudo /usr/TKLC/ pl at/bi n/ syscheck -v net ipbond

10. TVOE Management Server: Verify the default route

Note: The output below is for illustrative purposes only. It shows the default route on the
management bridge is configured.

$ sudo /usr/TKLC/ pl at/bi n/ net Adm query --route=default --device=managenent
Routes for TABLE: main and DEVI CE: managenent
* NETWORK: defaul t

GATEWAY: 10.240.4.1

If the route has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces, (network devices, bonds, and bond enslaved devices), to configure.

For this example add default route on management network.

$ sudo /usr/TKLC/ pl at/ bi n/ net Adm add - -rout e=def aul t
- - devi ce=<TVOE_Managenent _Bri dge> - - gat eway=<ngnt _gat eway_addr ess>
Route to <TVOE_Managenent Bri dge> added

11. TVOE Management Server: Verify the NetBackup route (optional)

If the NetBackup network is a unique network for NetBackup data, verify the existence of the
appropriate NetBackup route.

Note: The output below is for illustrative purposes only. It shows the route on the NetBackup
bridge is configured.

If the NetBackup route is to be a network route, then:

$ sudo /usr/TKLC pl at/bi n/ net Adm query - -rout e=net
- - devi ce=<TVCE_Net Backup_Bri dge>

Routes for TABLE: main and DEVI CE: net backup

* NETWORK: net

GATEVAY: 169. 254. 253.1

If the NetBackup route is to be a host route then:

$ sudo /usr/TKLC/ pl at/ bi n/ net Adm query --rout e=host
- -devi ce=<TVCE_Net Backup_Bri dge>

Routes for TABLE: main and DEVI CE: net backup

* NETWORK: host

GATEVAY: 169. 254, 253. 1

If the route has been configured, skip to the next step.

Note: The output below is for illustrative purposes only. The site information for this system will
determine the network interfaces (network devices, bonds, and bond enslaved devices) to configure.
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For this example, add network route on management network.

$ sudo /usr/ TKLC pl at/ bi n/ net Adm add - - rout e=net - -devi ce=<TVCE_Managenent _Bri dge>
- - gat eway=<Net Backup_gat eway_addr ess> - - addr ess=<Net Backup_net wor k_| P>

- - net mask=<TVOE_Net Backup_Net mask_or _prefi x>

Route to <TVOE_Net Backup_Bri dge> added

For this example, add host route on management network.

Note: For the configuration of a host route, the <TVOE_NetBackup_Netmask> will be set to
"255.255.255.255".

$ sudo /usr/TKLC pl at/ bi n/ net Adm add - - r out e=host

- -devi ce=<TVCE_Managenent Bri dge> - - gat eway=<Net Backup_Server _| P>
- - addr ess=<Net Backup_Server _| P>

Route to <TVOE_Net Backup_Bri dge> added

12. TVOE Management Server: Set hostname

$ sudo /bin/su - platcfg

Navigate to Server Configuration > Hostname and set the hostname.
Set TVOE Management Server hostname
Press OK.

Navigate out of Hostname

_wh e

13. TVOE Management Server: Set time zone and/or hardware clock

1. Navigate to Server Configuration > Time Zone.

Select Edit.

Set the time zone and/or hardware clock to GMT (Greenwich Mean Time).
Press OK.

Navigate out of Server Configuration.

IS N

14. This step will configure NTP servers for a server based on TPD.
Note: 3 NTP Sources will be configured in this step.
a) TVOE Management Server: Log in as platcfg
Log in as platcfg user on the server. The platcfg main menu will be shown.

b) TVOE Management Server: Navigate to Time Servers configuration page. Select the following
menu options sequentially: Network Configuration > NTP. The 'Time Servers' page will now
be shown, which shows the configured NTP servers and peers.
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c¢) TVOE Management Server: Update NTP Information
Select Edit. The Edit Time Servers Menu is displayed.

Edit Time Servers Mena

Edit an existing NIF Server
Delate an exiating NIP Seswer E

Exit

d) TVOE Management Server: Edit NTP Information

Select the appropriate Edit Time Servers Menu option. When all Time Server actions are
complete exit the Edit Time Servers Menu. Remember that 3 (or more) NTP sources are required.

Note: You can move directly to Substep 2 Editing an NTP Server to edit the existing NTP servers
(if they exist) instead of adding new NTP servers.
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1. Adding an NTP Server
a. TVOE Management Server: If adding a new NTP server select Add a New NTP Server.
The Add an NTP Server window is displayed.

Rdd an HTP Server

Rddress;
Heatna=e (optisnal):
Oprions:

b. TVOE Management Server: Enter Appropriate data, and select OK
The NTP server is added. The Edit Time Servers Menu is displayed.
Note: The default NTP option is iburst. Additional NTP options are listed in the ntp.conf
man page, some of the valid options are: burst, minpoll, and maxpoll.
2. Editing an NTP Server

a. TVOE Management Server: If editing an existing NTP server select Edit an existing NTP
Server.

The NTP Server to edit Menu window is displayed.
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NIP server to edit Mena

ntpserverd

ntpsecverd §
10.240.4.1 §
Exic

b. TVOE Management Server: Select appropriate NTP server.
The Edit an NTP Server window is displayed.

Edit an HIP Sezver

Rddress;
Heatna=e (optisnal):
Oprions:

3. Deleting an existing NTP Server

a. TVOE Management Server: If deleting an existing NTP server, select Delete an existing
NTP Server.

The NTP server to delete Menu is displayed.
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NIF server to deleve Memn

ntpserverd
ntpsexverd §

10.240.4.1 §
Exic

b. TVOE Management Server: Select appropriate NTP server.
The NTP server is deleted. The Edit Time Servers Menu is displayed.

e) TVOE Management Server: Restart the NTP server
f) TVOE Management Server: Exit platcfg.

Select Exit on each menu until platcfg has been exited.

15. This step will add an SNMP trap destination to a server based on TPD. All alarm information will
then be sent to the NMS located at the destination.

a) TVOE Management Server: Log in as platcfg user on the server. The platcfg main menu will be
shown.

b) TVOE Management Server: Navigate to NMS server configuration page.

Select the following menu options sequentially: Network Configuration > SNMP
Configuration > NMS Configuration. The 'NMS Servers' page will be shown, which displays
all configured NMS servers for the server.
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r|E_.| london : root 5 S S
File Edit View Bookmarks Settings Help
3.04 [C)

3 - 2011 Tekelec, Inc. | e

] >

< >l

¢) TVOE Management Server: Add the SNMP trap destination.

Select Edit and then choose Add a New NMS Server. The 'Add an NMS Server' page will be
displayed.
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r|E_.| london : root o ) 2%
File Edit View Bookmarks Settings Help

] >

Add an NMS Server

Hostname or IF: 1N
B

Port:

sumP community String: [N

< >l

Use arrow keys to move between options | <Enter> selects

Complete the form by entering in all information about the SNMP trap destination. Select OK
to finalize the configuration.

The 'NMS Server Action Menu' will now be displayed. Select Exit. The following dialogue will
then be presented.
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-
~
Modified an NMS entry in snmp.cfg file:
Do you want to restart the Alarm Routing Service?
Use arrow keys to move between options | <Enter> selects i
W

Select Yes and then wait a few seconds while the Alarm Routing Service is restarted. At that
time the SNMP Configuration Menu will be presented.

d) Select Exit on each menu until platcfg has been exited.

Note: If NetBackup is to be configured on the TVOE host, please follow the steps in 3.11.2 TVOE
NetBackup Client Configuration. The steps in 3.11.2 TVOE NetBackup Client Configuration can only
be performed after the Aggregation Switches in 3.1.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation
Switches (PM&C Installed) (netConfig) have been properly configured.

16. TVOE Management Server: Verify server health

$ sudo /usr/TKLC pl at/bin/al armvgr --al ar nt at us

Alarms may be observed if network connectivity has not been established.

17. TVOE Management Server: Ensure time set correctly.
a) Set time based on NTP Server

$ sudo /sbin/service ntpd stop
$ sudo /usr/sbin/ntpdate ntpserverl
$ sudo /sbin/service ntpd start

b) Reboot the server

$ sudo /sbin/init 6
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18. This step will backup system files which can be used at a later time to restore a failed system.
Note: The backup image is to be transferred to a customer device.

a) TVOE Management Server: Log in as platcfg user.
The platcfg "Main Menu" is presented.
b) TVOE Management Server: Navigate to the Backup and Restore Menu.

Select the following menu options sequentially: Maintenance > Backup and Restore. The
‘Backup and Restore Menu' is presented.

Backup and Restore Menu

Backup Platform(USE) [
Restore Platform

Restore USB fArchive

Exit

c) TVOE Management Server: Navigate to the Backup TekServer Menu.
Select Backup Platform (CD/DVD).

Note: If this operation is attempted on a system without media (ie. the CD/DVD), a message
may appear stating "No disk device available. This is normal on systems without a cdrom
device." This can be ignored. Hit any key to continue.

d) TVOE Management Server: Build the backup ISO image.
Select Build ISO file only.
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Backup Tek3erwver Menu

Select Backup Tupe (plat-app) &
UView Index Table of Contents
Select Backup Device ()

Select Backup Media (CD-R)

Build IS0 file omly

Test Backup
Backup
Exit

Note: The message "Creating ISO Image... This may take a while" may appear briefly.

After the ISO is created, platcfg will return to the "Backup TekServer Menu" as shown in substep
d. The ISO has now been created and is located in the / var / TKLC/ bkp/ directory. An example
filename of a backup file that was created is: "hostname1307466752-plat-app-201104171705.is0"

e) TVOE Management Server: Exit platcfg

Select Exit on each menu until platcfg has been exited. The SSH connection to the TVOE server
will be terminated.

f) Customer Server: Log into the customer server and copy backup image to the customer server
where it can be safely stored.

Note: This step assumes the network configuration is complete and the source and target servers
can connect to each other. If this is not the case, skip this step for now and return to it when the
network configuration is complete.

If the customer system is a Linux system, execute the following command to copy the backup
image to the customer system.

# scp tvoexfer @TVOE | P Address>:/var/ TKLC/ bkp/* /path/to/destination/

When prompted, enter the tvoexfer user password and press Enter.

An example of the output looks like:

# scp tvoexfer @TVOE | P Address>:/var/ TKLC/ bkp/* /path/to/destination/
t voexfer @O0. 24. 34. 73' s password:
host nane1301859532- pl at - app- 301104171705. i so 100% 134MB 26. 9MB/ s 00: 05

If the Customer System is a Windows system refer to A.1 Using WinSCP to copy the backup
image to the customer system.

The TVOE backup file has now been successfully placed on the Customer System.
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3.7.4 Deploy PM&C Guest

The pmac-deploy script is responsible for deploying a PM&C guest in the absence of a PM&C to create
the guest and install the OS and application. This is all done at build-time and the system disk image
is kept on the PM&C media, along with this script. The media will either be physical media (USB) or
a disk image (.iso file) from OSDC. The media can be stored on a USB or downloaded to the TVOE
(usually /var/TKLC/upgrade). Once the PM&C media is mounted, the pmac-deploy script can be
found in the upgrade directory of the media.

Prerequisites:

3.7.2 Installing TVOE on the Management Server
3.7.3 TVOE Network Configuration
PM&C Installation Media

1. TVOE Management Server iLO: Log into the management server on the remote console

Log into the management server iLO using application provided passwords following F.1 How to
Access a Server Console Remotely.

http://<managenent _server i LO_ i p>

Click in the Remote Console tab and launch the Integrated Remote Console on the server. Click
Yes if the Security Alert pops up.

Alternatively, the user can log into the management console through PuTTY.

a) Connect to the server using <management_server_iLO_ip>
b) Start the virtual serial port by executing the vsp command
¢) Log into the remote server using admusr credentials.

10 IS0 80
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2. TVOE Management Server: Mount the PM&C media to the TVOE Management server.

Example of mounting a USB media

$ sudo /bin/ls /nedia/*/*.iso

/ medi a/ usb/ 872-2441-104-5. 0. 0_50. 8. 0- PMAC- x86_64. i so

$ sudo /bin/nmount -o | oop /nmedia/usb/872-2441-104-5.0.0_50. 8. 0- PMVAC- x86_64. i so
/ mt / upgr ade

3. TVOE Management Server: Validate the PM&C media.

Execute the self-validating media script:

$ cd / mt/upgrade/ upgr ade
$ sudo .validate/validate_cd
Val i dating cdrom ..

UWT Validate Utility v2.2.2, (c)Tekelec, June 2012
Val i dati ng <device or |SO>

Dat e&Ti me: 2012-10-25 10:07: 01

Vol ume ID: tklc_872-2441-106_Rev_A 50.11.0

Part Nunber: 872-2441-106_Rev_A

Version: 50.11.0

Di sc Label: PMAC

Di sc description: PMAC

The nedia validation is conplete, the result is: PASS

CDROM is Vvalid

If the media validation fails, the media is not valid and should not be used.

4. TVOE Management Server: Using the pmac-deploy script, deploy the PM&C instance using the
configuration detailed by the completed NAPD.

For this example, deploy a PM&C without NetBackup feature

$ cd /mt/upgrade/ upgrade

$ sudo ./ pnac-depl oy --guest=<PMAC Nane> - - host nane=<PMAC_Nane>

--control Bri dge=<TVCE_Control _Bri dge> --control | P=<PMAC Control _i p_address>

- -control NM=<PMAC Cont r ol _net mask> - - managenent Bri dge=<PMAC_Managenent _Bri dge>
- - managenent | P=<PMAC_Managenent _i p_addr ess>

- - managenent NM=<PMAC_Managenent _net mask_or _prefi x>

- -rout eGM=<PVAC_Managenent _gat eway_addr ess>

- - nt pserver =<TVCE_Managenent _server _i p_addr ess>

Deploying a PM&C with the NetBackup feature requires the "--netbackupVol" option, which creates
a separate NetBackup logical volume on the TVOE host of PM&C. If the NetBackup feature's source
interface is different from the management interface include the "--bridge" and the "--nic" as in the
example below.

$ cd /mt/upgrade/ upgrade

$ sudo ./ pnac-depl oy --guest=<PMAC Nane> - - host nane=<PVMAC_Nane>

--control Bri dge=<TVCE_Control _Bri dge> --control | P=<PMAC Control _i p_address>
- -control NM=<PMAC Cont r ol _net mask>

- - managenent Bri dge=<PMAC_Managenent _Bri dge>

- - managenent | P=<PMAC_Managenent _i p_addr ess>

- - managenent NM=<PMAC_Managenent _net nask_or _prefi x>

- -rout eGME=<PVAC_Managenent _gat eway_addr ess>

- - nt pser ver =<TVCE_Managenent _server _i p_addr ess>

- - net backupVol
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--bri dge=<TVOE_Net Backup_Bri dge>
- - ni c=net backup --i soi magesVol Si zeGB=20

Note: If a mistake in the pmac-deploy is identified during this step the operator under the
advisement of customer service can remove the guest with the following command:

$ sudo /usr/TKLC pl at/ bi n/ guest Mgr --renpbve <PMAC Nane>

5. The PM&C will deploy and boot. The management and control network will come up based on
the settings that were provided to the pmac-deploy script.

6. TVOE Management Server: Unmount the media and remove.

$ cd /
$ sudo /bi n/unmount /mt/ upgrade

7. TVOE Management Server: Remove the PM&C Media

3.7.5 Setup PM&C

The steps in this section configure the PM&C application guest environment on the Management
Server TVOE host. It also initializes the PM&C application. At the conclusion of this section, the PM&C
application environment is sufficiently configured to allow configuration of system network assets
associated with the Management Server.

Prerequisites:
o 3.7.4 Deploy PM&C Guest

1. TVOE Management Server iLO: Login to the management server on the remote console

http://<managenent _server i LO i p>

Click in the Remote Console tab and launch the Integrated Remote Console on the server.

Click Yes if the Security Alert pops up.

2. Log into the PM&C with admusr credentials

Note: Ona TVOE host, If you launch the virsh console, i.e.,"$ sudo /usr/bi n/virsh consol e
X" or from the virsh utility "virsh # consol e X" command and you get garbage characters or the
output is not correct, then there is likely a stuck "virsh console" command already being run on
the TVOE host. Exit out of the "virsh console", then run "ps -ef | grep virsh", then kill the
existing process "ki I | -9 <Pl D>". Then execute the "virsh console X" command. Your console
session should now run as expected.

Login using vi r sh, and wait until you see the login prompt. If a login prompt does not appear
after the guest is finished booting, press ENTER to make one appear:

$ sudo /usr/bin/virsh
virsh # |ist

4 pmacUl7- 1 runni ng
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virsh # consol e pmacU17-1

[ Qut put Renoved]

HHHBH BRI BT BRI R R H AR

1371236760: Upstart Job readahead-col |l ector: stopping
1371236767: Upstart Job readahead-col |l ector: stopped
HHIHH A AR R

Cent CS rel ease 6.4 (Final)
Kernel 2.6.32-358.6.1.el6prerel6.5.0_82.16.0.x86_64 on an x86_64

pmacULl7-1 | ogi n:

3. Verify the PM&C configured correctly on first boot.
Run the following command (there should be no output):

$ sudo /bin/ls [usr/TKLC pl at/ etc/depl oynent. d/
$

4. Determine the TimeZone to be used for the PM&C

Note: Valid time zones can be found on the server in the directory "/usr/share/zoneinfo". Only
the time zones within the sub-directories (i.e. America, Africa, Pacific, Mexico, etc.....) are valid
with platcfg.

5. Set the TimeZone
Run:

$ sudo /usr/TKLC smac/ bi n/ set _pmac_t z. pl <ti mezone>

For Example:

$ sudo set_pmac_tz.pl Americal/ New_York

6. Verify the TimeZone has been updated
Run:

$ sudo /bin/date

7. This step will add an SNMP trap destination to a server based on TPD. All alarm information will
then be sent to the NMS located at the destination.

1. Server: Login as user platcfg on the server. The platcfg main menu will be shown.

2. Server: Navigate to NMS server configuration page. Select the following menu options
sequentially: Network Configuration > SNMP Configuration > NMS Configuration. The
'NMS Servers' page will be shown, which displays all configured NMS servers for the server.
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r|E_.| london : root 5 S S
File Edit View Bookmarks Settings Help
3.04 [C)

3 - 2011 Tekelec, Inc. | e

] >

< >l

3. Server: Add the SNMP trap destination. Select Edit and then choose Add a New NMS Server.
The 'Add an NMS Server' page will be displayed.

E80301 Revision 01, October 2016 221



Procedures

r|E_.| london : root o ) 2%
File Edit View Bookmarks Settings Help

] >

Add an NMS Server

Hostname or IF: 1N
B

Port:

sumP community String: [N

< >l

Use arrow keys to move between options | <Enter> selects

Complete the form by entering in all information about the SNMP trap destination. Select OK
to finalize the configuration.

The 'NMS Server Action Menu' will now be displayed. Select Exit. The following dialogue will
then be presented.
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File Edit View Bookmarks Settings Help
F A 3 - 2011 Tekelec

1>

Modified an NMS entry in snmp.cfg file:

Do you want to restart the Alarm Routing Service?

Use arrow keys to move between options | <Enter> selects

< 2|

Select Yes and then wait a few seconds while the Alarm Routing Service is restarted. At that
time the SNMP Configuration Menu will be presented.

4. Server: Exit platcfg. Select Exit on each menu until platcfg has been exited. The PM&C login
prompt will be printed.

8. Log in to the PM&C as user admusr.

9. Reboot the server to ensure all processes are started with the new TimeZone.
Run:

$ sudo /sbin/init 6

10. Gather and prepare configuration files that must be resident on the PM&C. These might be required
to proceed with the Application installation after the PM&C has been deployed but before it has
been initialized. These files are usually located within a given ISO on physical media.

Note: This is an optional step only required if needed by an Application.
Needed Material:

e HP Misc. Firmware DVD
¢ Upgrade Pack of the HP Solutions Firmware Upgrade Pack [2]

If this procedure fails, contact My Oracle Support and ask for assistance.

a) Once the PM&C has completed rebooting, but prior to initializing, log into the PM&C as admusr
using virsh on the management server iLO.
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b) Create any necessary destination subdirectories in the PM&C/ usr/ TKLC/ smac/ et ¢ directory
if not using an existing directory to transfer files. For each subdirectory created, set the directory's
ownership. If you create multiple levels of subdirectories, set the ownership of each level
separately, as shown:

sudo nkdir /usr/TKLC/ smac/etc/ <dir1>
sudo chown pnacd: pmacbackup /usr/ TKLC/ smac/ et ¢/ <di r 1>

sudo nkdir /usr/TKLC snac/ et c/ <dir1>/<dir2>
sudo chown pnacd: pmacbackup /usr/ TKLC/ smac/ et ¢/ <di r 1>/ <di r 2>

AH PP

c) Make the media available to the TVOE Host server. Mount the media on the TVOE Host using
the following method:

1. Insert the USB into an available USB slot on the TVOE Host server and execute the following
command to determine its location and the ISO to be mounted:

$ sudo /bin/ls /nedia/*/*.iso

Example:/ medi a/ sdd1/ 872- xxxx-104-5. 0. 0_50. 8. 0-appl i cati on-x86_64.i so

Note: The USB device is immediately added to the list of media devices once it is inserted
into a USB slot on the TVOE Host server.

2. Note the device directory name under the media directory. This could be sdb1, sdc1, sdd1,
or sdel, depending on the USB slot into which the media was inserted.

3. Loop mount the ISO to the standard TVOE Host mount point (if it is not already in use):

$ sudo /bin/nmount -o | oop /nedia/ <devi ce directory>/<I SO Nane>.iso /mt/upgrade

d) Execute the following commands on the PM&C guest to copy the required files from the TVOE
host to the PM&C guest.

Wildcards can be used as necessary.

$ sudo /usr/bin/scp -r adnusr @TVOE_nanagenent _i p_addr ess>: / mt / upgr ade/ <pat h
to files>/* /<path to destination directory>

e) Remove the application media from the TVOE host:

$ sudo /bi n/unmount /mt/ upgrade

11. Initialize the PM&C Application; run the following commands:

Note: If performing the setup on a Redundant PM&C do not initialize, skip this step and continue
to 3.7.5 Step 15.

12. Wait for the background task to successfully complete.
The command will show "IN_PROGRESS" for a short time.

Run the following command until a "COMPETE" or "FAILED" response is seen similar to the
following:

$ sudo /usr/ TKLC/ smac/ bi n/ pmaccli get BgTasks
1. Initialize PM&C COWPLETE - PM&C initialized
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Step 2: of 2 Started: 2012-07-13 08:23:55 runni ng: 29 sinceUpdate: 47
taskRecordNum 2 Server ldentity:

Physi cal Bl ade Locati on:

Bl ade Encl osure:

Bl ade Encl osure Bay:

Quest VM Locati on:

Host | P:

CGuest Nane:

TPD | P:

Rack Mount Server:
| P:

Nane:

Note: Some expected networking alarms may be present.
13. Perform a system healthcheck on PM&C
$ sudo /usr/TKLC/ pl at/ bi n/al armMgr --al ar St at us

This command should return no output on a healthy system.

Note: An NTP alarm will be detected if the system switches are not configured. Additionally, a
tpdDefaultRouteNetworkError alarm may be detected if the system switches are not configured.

$ sudo /usr/TKLC/ smac/ bi n/ sentry status

All Processes should be running, displaying output similar to the following:

PM&C Sentry Status

sentryd started: Mon Jul 23 17:50:49 2012
Current activity node: ACTIVE

Process PI D St at us StartTS NunR
smacTal k 9039 runni ng Tue Jul 24 12:50:29 2012 2
smachMbn 9094 runni ng Tue Jul 24 12:50:29 2012 2
hpi Por t Audi t 9137 runni ng Tue Jul 24 12:50:29 2012 2
snnpEvent Handl er 9176 runni ng Tue Jul 24 12:50:29 2012 2

Fri Aug 3 13:16:35 2012
Command Conpl et e.

14. Verify the PM&C application release
Verify that the PM&C application Product Release is as expected.

Note: If the PM&C application Product Release is not as expected, STOP and contact My Oracle
Support by referring to the 1.4 My Oracle Support (MOS) section of this document.

$ sudo /usr/TKLC pl at/ bi n/ appRev
Install Tine: Mon Mar 14 16:12: 33 2016
Product Nane: PMAC
Product Rel ease: 6.2.0.0.0_62.16.0
Base Di stro Product: TPD
Base Distro Release: 7.2.0.0.0_88.17.0
Base Distro 1SO TPD.install-7.2.0.0.0_88.17.0-O acl eLi nux6. 7-x86_64. i so
1 SO nane: PMACBLD-6.2.0.0.0_62.16.0.iso
CS: Oracl eLinux 6.7
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15. Logout of the virsh console
Exit the virsh console session using H.1 How to Exit a Guest Console Session on an iLO.
16. Management Server iLO: Exit the TVOE console.

Run:

$ | ogout

You may now close the iLO browser window.

17. If the NetBackup feature is to be configured on this PM&C, execute 3.7.27 Initialize PM&C Application
using the GUI to initialize the PM&C using the GUI and enable the NetBackup feature.

3.7.6 Configure PM&C Application

Configuration of the PM&C application is typically performed using the PM&C GUI. This procedure
defines application and network resources. At a minimum, you should define network routes and
DHCP pools. Unlike initialization, configuration is incremental, so you may execute this procedure
to modify the PM&C configuration.

Prerequisites:

* PM&C has been deployed and initialized, but possibly not fully configured.
e Aggregation switches have been properly configured.

Note: The installer must be knowledgeable of the network and application requirements. The final
step will configure and restart the network and the PM&C application; network access will be briefly
interrupted.

Note: If a procedural STEP fails to execute successfully, STOP and contact 1.4 My Oracle Support
(MOS).

1. PM&C GUI: Load GUI and navigate to the Configuration view

Open web browser and enter:

htt ps: // <pmac_nanagenent _net work_i p>

Login as guiadmin user.
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ORACLE

QOracle 5'}'51:&“1 Lugin
Tue Sep 1 20:26:21 215 UTC

Log In
Enter your username and password to log in

Session was logged out at 8:26:21 pm.

Username:
Password:

[] Change password

Log In

Unauthorized access is profibited. This Oracle system requires the use of Microsoft Internet Explorer 9.0, 1000,
ar 11.0 with support for JavaScript and cookies.

Oracle and Jave are regisiered trademarks of Oracle Corpaoralion and/or ifs affiiates.
Cther names may be frademarks of their respaciive owrars.

Copyright ® 2090, 2015, Oracile and/or £5 affiates. Al nights resersed

Navigate to Main Menu > Administration > PM&C Configuration.

2. PM&C GUI: Select a profile

Click on "Feature Configuration" in the navigation pane.

3. PM&C GUI: Configure optional features

If NetBackup is to be used, enable the NetBackup feature. Otherwise use the selected features as
is. The following image is for reference only:

E80301 Revision 01, October 2016 227



Procedures

Feature Description Role Enabled
DEVICE METWORK. METBOOT Metwork device PXE inftialization Fanagement | []
DEVICE NTP PMAC as a time server |
PMAC MANAGED SUSHTACRE NRKRSLE] S IMVSNIE i fesel- Management i [
server Management
PMAC REMOTE. BACKUP Remaote server for backup i
PMAC METBACKUP MetBackup client O
PMAC IPVE NOAUTOCONFIG ae S aldnll i ool UL "0

autoconfiguration

Add Role

The "Enabled" checkbox selects the desired features. The "Role" field provides a drop-down list
of known network roles that the feature may be associated with. The "Description” may be edited
if desired.

If the feature should be applied to a new network role (e.g. "NetBackup"), click on the "Add Role"
button. Enter the name of the new role and click on "Add". (Note: role names are not significant,
they are only used to associate features with networks). The new role name will appear in the
"Role" drop-down field for features.

When done, click on the "Apply" button. This foreground task will take a few moments, and then
refresh the view with an Info or Error notice to verify the action. To discard changes, just navigate
away from the view.

4. PM&C GUI: Reconfigure PM&C networks

Note: The Network reconfiguration enters a tracked state. After you click on "Reconfigure", you
should use a "Cancel" button to abort.

Click on "Network Configuration" in the navigation pane, and follow the wizard through the
configuration task.

1. Click on "Reconfigure" to display the "Network" view. The default "management" and "control"
networks should be configured correctly. Networks may be added, deleted or modified from
this view. They are defined with IPv4 dotted-quad addresses and netmasks, or with IPv6 colon
hex addresses and a prefix. When complete, click on "Next".

2. On the "Network Roles" view, you may change the role of a network. Network associations
can be added (e.g. "NetBackup") or deleted. You cannot add a new role since roles are driven
from features. When complete, click on "Next".

3. Onthe "Network Interfaces" view, you may add or delete interfaces, and change the IP address
within the defined network space. If you add a network (again, for example, "NetBackup"), the
"Add Interface" view is displayed when clicking on "Add". This view provides an editable
drop-down field of known interfaces. You may add a new device here if necessary. The Address
must be an IPv4 or IPv6 host address in the network. When complete, click on "Next".

4. On the "Routes" view, you may add or delete route destinations. The initial PM&C deployment
does not define routes. Most likely you will want to add a default route - the route already
exists, but this action defines it to PM&C so it may be displayed by PM&C. Click on "Add". The
Add Route view provides an editable drop-down field of known devices. Select the egress
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device for the route. Enter an IPv4 dotted-quad address and netmask, or an IPv6 colon hex
address and prefix for the route destination and next-hop gateway. Then click on "Add Route".
When complete, click on "Next".

5. On the "DHCP Ranges" view, you will need to define DHCP pools used by servers that PM&C
manages. Click on the "Add" button. Enter the starting and ending IPv4 address for the range
on the network used to control servers (by default, the "control" network). Click on "Add DHCP
Range". Only one range per network may be defined. When all pools are defined, click on
"Next".

6. The "Configuration Summary" provides a view of your reconfigured PM&C. Click "Finish" to
launch the background task that will reconfigure the PM&C application. A Task and Info or
Error notice is displayed to verify your action.

7. Verify your reconfiguration task completes. Navigate to: Main Menu > Task Monitoring. As
the network is reconfigured, you will have a brief network interruption. From the Background
Task Monitoring view, verify the "Reconfigure PM&C" task succeeds.

5. PM&C GUIL Set the User Defined Site Name and the Welcome Message
Navigate to Main Menu > Administration > General Options

Set the "User Defined Site Name" to a descriptive name, and set the "Welcome Message" that is
displayed upon login.

6. PM&C: Perform PM&C application backup.

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm backup
PM&C backup been successfully initiated as task ID 7
$

Note: The backup runs as a background task. To check the status of the background task use the
PM&C GUI Task Monitor page, or issue the command "pmaccli getBgTasks ". The result should
eventually be "PM&C Backup successful” and the background task should indicate "COMPLETE".

Note: The "pmacadm backup" command uses a naming convention which includes a date/time
stamp in the file name (Example file name: backupPmac_20111025_100251.pef ). In the example
provided, the backup file name indicates that it was created on 10/25/2011 at 10:02:51 am server
time.

7. PM&C: Verify the Backup was successful

Note: If the background task shows that the backup failed, then the backup did not complete
successfully. STOP and contact My Oracle Support by referring to the 1.4 My Oracle Support (MOS)
section of this document.

The output of pmaccli getBgTasks should look similar to the example below:

$ sudo /usr/TKLC/ smac/ bi n/ pmaccl i get BgTasks

2: Backup PM&C COWPLETE - PM&C Backup successf ul

Step 2: of 2 Started: 2012-07-05 16:53:10 runni ng: 4 sinceUpdate: 2 taskRecordNum
2 Server ldentity:

Physi cal Bl ade Locati on:

Bl ade Encl osure:

Bl ade Encl osure Bay:

Quest VM Locati on:

Host | P:
Guest Nane:
TPD | P:

Rack Mount Server:
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8. PM&C: Save the PM&C backup

The PM&C backup must be moved to a remote server. Transfer (sftp, scp, rsync, or preferred
utility), the PM&C backup to an appropriate remote server. The PM&C backup files are saved in
the following directory: "/var/TKLC/smac/backup".

3.7.7 Add Cabinet and Enclosure to the PM&C System Inventory

This procedure provides the instructions for adding a cabinet and an enclosure to the PM&C system
inventory.

Prerequisite: The 3.7.6 Configure PM&C Application procedure has been completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login

Open your web browser and enter:

htt ps:// <pmac_nanagenent _net work_i p>

Log in as the guiadmin user.

2. PM&C GUI: Navigate to Configure Cabinets

Navigate to Main Menu > Hardware > System Configuration > Configure Cabinets.
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= lMain Menu
[=] ‘-3 Hardware
[+] [ System Inventory

[=] ‘=3 System Configuration
| ] Configure Cabinets
D Configure Enclosures
[ Configure RMS
[+] [_] Software
[] VM Management
[+] [_] Storage
[+] [_] Administration
[+] [ Status and Manage
[] Task Monitoring

@ Help

[] Legal Notices
[= Logout

3. PM&C GUI: Add Cabinet
On the Conf i gur e Cabi net s panel, press the Add Cabinet button

Main Menu: Hardware -> System Configuration -> Configure Cabinets

Tue Sep 01 20:37:38 Z0L3 UTC

Provisioned Cabinets
503
505

Add Cabinet

4. PM&C GUI: Enter Cabinet ID
Enter the Cabi net | Dand press the Add Cabinet button.
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Main Menu: Hardware -> System Configuration -> Configure Cabinets [Add Cabinet]

Cahinat ID (requirad). 50| Cabinet i0 mus! be fom 1 lo 654,

Tue Sep 01 20431102 2013 UTC

Add Cabinet  Cancel

5. PM&C GUI: Check errors

If no error is reported to the user you will see the following:

Main Menu: Hardware -> System Configuration -» Configure Cabinets [Add Cabinet]

1)

* Cabinat 501 has been successtully addad 1o the systam

502
505

Add Cabimet | Delefe Cab

Or you will see an error message:

Tue Sep 01 20;43:58 2015 UTC

Main Menu: Hardware -> System Configuration -> Configure Cabinets [Add Cabinet]

Error -

Error

A

= Cablnet D 933 i3 Invalld: must be between 1 and 654

Tue Sep 01 20043118 2013 UTC

fdd Cabinel | Camcel

6. PM&C GUI: Navigate to Configure Enclosures

Navigate to Main Menu > Hardware > System Configuration > Configure Enclosures.
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= = Main Kenu
[=] S Hardware
[+ 1 System Inventory
[=] —J Systerm Configuration
[ Configure Cabinets
[ Configure Enclosures
|5 Configure RMS
[+ ] Software
[ vM Management
[+ 1 Storage
[+] [ Administration
[+] [ Status and Manage
[%] Task Monitoring
g Help
[ Legal Mofices
(=l Logout

7. PM&C GUI: Add Enclosure

On the Conf i gur e Encl osur es panel, press the Add Enclosure button
Main Menu: Hardware -= System Configuration -> Configure Enclosures

“Tua Sag 01 20:32:04 2013 UTC
| Tagks =

Provisioned Enclosures

Thara are no pravisioned
andosures

Add Enclosure

8. PM&C GUI: Provide Enclosure Details

On the Add Encl osur e panel, enter the Cabi net | D,Locati on | D,and two OA | Paddresses
(the enclosure's active and standby OA).

Then click on Add Enclosure.
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Main Menu: Hardware -»> System Configuration -= Configure Enclosures [Add Enclosure]
Tuw Sep 01 20:53:29 2015 JTC

Cabmset|D: 505 |
Location 10 [required) 1 Locaton (D rmust be front 1 o 4
4t least ane 0A IP is required.
241 (Bay 0AR) 1P 10.240.17.51

2 (Bay 0BIR) IP: 10240 17 56 *

&dd Enclosure Cancel

Note: Location ID is used to uniquely identify an enclosure within a cabinet. It can have a value
of 1, 2, 3, or 4. The cabinet ID and location ID will be combined to create a globally unique ID for
the enclosure (for example, an enclosure in cabinet 502 at location 1, will have an enclosure ID of
50201).

9. PM&C GUI: Monitor Add Enclosure

The Configure Enclosures page is then redisplayed with a new background task entry in the Tasks
table. This table can be accessed by pressing theTasks button located on the toolbar under the
Configure Enclosures heading.

Main Menu: Hardware -> System Configuration -> Configure Enclosures [Add Enclosure]
Tum Sap 01 Z0:56:00 2015 UTC

Info - Tasks =

| Tasks
I Task Target Status State Rul
B 88 AddEnclosure Ene:50501 Starting Add Enclasure IN_PROGRESS A
7] 85  AddEnciosure Enc:50501 I'fﬂ";’f;'l‘_lfu“d“ starting COMPLETE
1 81 AddEnclosure Enc:S0301 E""g‘:ﬂi‘;fu“d“ - storting COMPLETE
A 80 AddEnclosure Encialan] :r:;;:‘i't’;'r'i'r'.;”'d“" ot COMPLETE
2 79 AtdEnclosura Enc:SI01 Eﬂ:ﬂi'l‘i:!u“‘md - starting COMPLETE
2l 76 AddEnclosure Enc:50301 B COMPLETE
j 75 Bl Enclosuns Enc:E0304 Canned reach O&, IP vl responding  FAILED
5 a4 AcdEnciosure Ene:50501 :n"ﬂfti'l‘_lfu“d“ il COMPLETE .
< >
Add Enclosure | it Enclosire

When the task is complete and successful, its text will change to green, and its Progress column
will indicate "100%".
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3.7.8 Edit an Enclosure in the PM&C System Inventory

This procedure provides the instructions for editing an existing enclosure configuration in the PM&C
system inventory. This action is used to notify PM&C of enclosure OA IP address changes.

Prerequisite: The 3.7.7 Add Cabinet and Enclosure to the PM&C System Inventory procedure has been
completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact 1.4 My Oracle Support
(MOS).

1. PM&C GUI: Login

Open your web browser and enter:

https:// <pnmac_managenent _network_i p>

Login as the guiadmin user.

2. PM&C GUI: Navigate to Configure Enclosures

Navigate to Main Menu > Hardware > System Configuration > Configure Enclosures.

= &Z Wain Menu
[=] Ty Hardware
[+ ] System Inventary
[= =y System Configuration
[7] Configure Cabineis
[ Configure Enclosures
[ Configure RMS
[+ ] Software
j Wi Managemenl
[+ [ Storage
[+] [ Administration
[+] [ Status and Manage
[} Task Monitoring
dex Help
| Legal Mofices
[=l Logout

3. PM&C GUI: Edit Enclosure

On the Conf i gur e Encl osur es panel, select a row from the list of provisioned enclosures and
press the Edit Enclosure button
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Main Menu: Hardware -> System Configuration -> Configure Enclosures

Tue Sep 01 20:46:34 2015 UTC

Provisioned Enclosures
50301
50501

Add Enclosure

4. PM&C GUI: Modify Enclosure Details
On the Edi t Encl osur e panel, modify the OA | P addresses as needed.

Press on the Edit Enclosure button.

Main Menu: Hardware -> System Configuration -> Configure Enclosures [Edit Enclosure 50501]

Tue Sep 01 20:16:37 2015 UTC

Atleast one OA P is required,
OA1 (Bay OAR) IP: 10.240.17.51

OAZ (Bay 0BR) IP: 10.240.17.56

Edit Enclosure  Cancel

5. PM&C GUI: Monitor Add Enclosure

The Configure Enclosures page is then redisplayed with a new background task entry in the Tasks
table. This table can be accessed by pressing the Tasks button located on the toolbar under the
Configure Enclosures heading.
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Main Menu: Hardware -> System Configuration <> Configure Enclosures [Add Enclosure]

Tus Sep 01 Z0:56:00 2015 UTC

Infe_ - lazks =
| Tasks
i Taszk Target Status Staie R
j 98 B Enclosung Enc:S0501 Sarling Add Enclosure IH_PROGRESS ]
1 enclosure added - starting
g s Add Enclogune Enc:S0501 N — COMPLETE
, Enclosure added - starting
g m Add Enclosure Enc:50301 manitoring COMPLETE
3 oo At Enclosure Ene:SIIn] Enclosiune added - starting COMPLETE
- mamitoring
- BN Enclosure added - slarting .
_1 8 Add Enclosura Enc:Zlcio it g COMPLETE
. — » Enclosure added - starting
j 76 Add Enclosure Enc:&0504 —— COMPLETE
j 75 Bl Enclosunse Enc:50504 Canncd reach O&, IP vl responding  FAILED
1 eEnclosure added - starting
5 22 Add Enclosune Enc:50501 monitorng COMPLETE W
< >
Add Enclosure

When the task is complete and successful, its text will change to green, and its Progress column
will indicate "100%".

3.7.9 Adding ISO Images to the PM&C Image Repository

Note: If the ISO image has already been added to the PM&C Software Inventory in a previous

procedure, skip this procedure.

This procedure provides the steps for adding ISO images to the PM&C repository.

Prerequisite: The 3.7.6 Configure PM&C Application procedure has been completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by

referring to 1.4 My Oracle Support (MOS).

1. Make the image available to PM&C

There are two ways to make an image available to PM&C:

¢ Attach the USB device containing the ISO image to a USB port of the Management Server.

* Use sftp to transfer the iso image to the PM&C server in the

/var/TKLC/smac/image/isoimages/home/smacftpusr/ directory as pmacftpusr user:

* cd into the directory where your ISO image is located (not on the PM&C server)

¢ Using sftp, connect to the PM&C management server as the pmacftpusr user . If using IPv6,
shell escapes around the IPv6 address may be required.

> sftp prmacft pusr @pnmac_nanagenent _net wor k_i p>
> put <inmage>.iso
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¢ After the image transfer is 100% complete, close the connection

> quit

Refer to the documentation provided by application for pmacftpusr password.

2. PM&C GUI: Login

Open web browser and enter:

htt ps:// <pmac_nanagenent _net work_i p>

Login as guiadmin user.

3. PM&C GUI: Attach the software image to the PM&C guest

If in Step 1 the ISO image was transferred directly to the PM&C guest via sftp, skip the rest of this
step and continue with step 4. If the image is on a USB device, continue with this step.

In the PM&C GUI, navigate to Main Menu > VM Management.. In the "VM Entities" list, select
the PM&C guest. On the resulting "View VM Guest" page, select the "Media" tab.

Under the Media tab, find the ISO image in the "Available Media" list, and click its "Attach" button.
After a pause, the image will appear in the "Attached Media" list.

View guest pmacU16-3
VI Infa Sofware Metwork Media
Altached Media Avallable Media

Available Media

Aftach Label Image Path

Altach 3.2.000_88.8.0 ImediatsdclTVOE-3.2.0.0.0_58.8.0-x86_64.is0

Edit Delete Clone Guest Regenerate Device Mapping 150

4. PM&C GUI: Navigate to Manage Software Images

Navigate to Main Menu > Software > Manage Software Images
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= = Main Menu
[+] [_] Hardware
=] ‘{3 Software
] Software Inventory
D Manage Software Images
] VM Management
[+] ] Storage
[+ [_] Administration
[+] [_] Status and Manage
] Task Monitoring

&) Help

] Legal Notices
@ Logout

5. PM&C GUI: Add image
Press the Add Image button.

Main Menu: Software -> Manage Software Images

Wad Sep 02 13:26:48 2015 UTC
Tasks —-
Image Name Type Architecture  Descripticn
PMAC-6.2.0.0.0_52.0.5-56_64 Upgrade w6 _64
TRDUnStaN-7.0.20.0_86 2B [-Cradelinuxs. 5-036_64 Bootable ¥A6_Bd

Add Image

6. PM&C GUI: Add the ISO image to the PM&C image repository.

Select an image to add:

e Ifin Step 1 the image was transferred to PM&C via sftp it will appear in the list as a local file
"/var/TKLC/...".
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¢ If the image was supplied on a USB drive, it will appear as a virtual device ("device://...").
These devices are assigned in numerical order as USB images become available on the
Management Server. The first virtual device is reserved for internal use by TVOE and PM&C;
therefore, the iso image of interest is normally present on the second device, "device:/ /dev/srl".
If one or more USB-based images were already present on the Management Server before you
started this procedure, choose a correspondingly higher device number.

Enter an appropriate image description and press the Add New Image button.

Main Menu: Software -> Manage Software Images [Add Image]

Wed S=p 02 13:38:03 2015 UTC

Images may be added from any of these sources

+ Oracle-provided media in the PMAC host's COIDVD drive (Refer 1o Mate)
+ 5B madia atached bo the PMAC's host (Refer b Nols)
+ Extamal mounts. Prafix the draclony with “extfilaci®.
+ These local search paths:
= tanTHKLCupgradeliso
= WENTKLCE manimageisaimagesihometsmacpusn™.iso

Hobe: CO and USB Images mounted on PM&S's W host mustfirs? be made accessible 1o the PME&C WM guest To do this, go to the Media
12l ofthe PRIEC guests View WM Guest page In'V Managament.

PE‘."|+]E-'.-1EE"J.I|!E~'.'3|'1 12000 _ERA0 xl ¥

NanTELCsmacimagetsoimageshomea/smadipusnTPOn=128-T.0.2.0.0_86.27.0-0racleLineb. 6265 _E4.150

Liescrption: 1 i a RO

Add Hew Image Cancel

7. PM&C GUI: Monitor the Add Image status
An Info message, accessible via the Info button, will confirm that a background task has been
started to add the image:

Main Menu: Software -» Manage Software Images [Add Image]

* W Sap 07 13:39:034 FOI1E UTE

mfo ! | Tasks =
Infa

+ Software image devoe:ddewsr1 3.2 0.0 0_82 8 O will ba added in the background pEEELA

+ The ID nurnbier far @is ask is. 98

TPOuIngtall-7.0.2.0.0_856.28.0-0raclelinux3 606 54 Soalable A6 54

Add image

8. PM&C GUI: Wait until the Add Image task finishes

When the task is complete, its text changes to green and its Progress column indicates "100%".
Check that the correct image or source device name appears in the Status column:
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Main Menu: Software -> Manage Software Images [Add Image]

Wad Sap 02 13:59:34 2015 UTC

Irfa + | Tasks Tl
Tasks
s D Ta=k Targed Slalus Slale Rus
=TEr
:I oa Aidd Image Dione: devicedew'srd COMPLETE 0

TFQ

. i Dome: TPOLUnslall-70.2.0.0 BE_2810. . i
i5 Al Imiazg e OracleLInuxG.5-x05_6d COMPLETE (k0

[k

L

. ) P install-F, 0.2 0,056,300 - ]
_1 28 Dalata Image OracleLinyxh.G.xBE G4 COMPLETE (1)
Done: TPDUinsial-7.0.2.000_B6.30.0- - i
O 2 asdimege OrackeLiny . G-xh5_54 EOUE ETE L
3 7 A Imasge Done: PMACS.2.00.0_ 6785286 64 COMPLETE 0
¢ ! |
£ ¥ 4

Bl bmeage

PM&C GUI: Detach the image from the PM&C guest

If the image was supplied on USB, return to the PM&C guest's "Media" tab used in Step 3, locate
the image in the "Attached Media" list, and click its "Detach" button. To confirm that the new
image has been attached, reload the page by reselecting the VM guest in the "VM Entities" list and
select the Media > Attached Media subtab. This will release the virtual device for future use.

Remove the USB device from the Management Server.

Note: If there are additional ISO images to be provisioned on the PM&C, repeat the procedure
with the appropriate ISO image data.

3.7.10 IPM Servers Using PM&C Application

This procedure provides the steps for installing TPD or TVOE using an image from the PM&C image
repository.

Prerequisites:

Enclosures containing the blade servers or servers containing a TVOE host targeted for IPM have
been configured using the 3.7.7 Add Cabinet and Enclosure to the PM&C System Inventory procedure.
Rack mount servers targeted for IPM have been configured using the 3.7.16 Add Rack Mount Server
to the PM&C System Inventory procedure.

A bootable image was added to the PM&C image repository using the 3.7.9 Adding ISO Images to
the PM&C Image Repository procedure.

The BIOS settings on the servers have been verified using the 3.4.2 Confirm/Upgrade Blade Server
BIOS Settings procedure (for blade servers) or Section 3.2 of TPD Initial Product Manufacture
Software Installation Procedure, E53017.

Note: If you are about to IPM as preparation for SAN configuration, follow the 3.8.2 Remove SAN
Volume from Blade Server Without Preserving Existing TPD Installation procedure.
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Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login

If needed, open web browser and enter:

https:// <pmac_managenent _net wor k_i p>

Login as the guiadmin user.

2. PM&C GUI: Navigate to the Software Inventory
Navigate to Main Menu > Software > Software Inventory.

=] =, Main Menu
= 23 Hardwiare
Sy Safwerg
:'I Selvare Invenlary
_‘| Manags Saftaans IMagas
[ M Management
= [2] Stormge
=[] Administrabon
= 23 St=us and Manage
|] Task Moritoring
& Help
[] Legal Hoaces
Il Logoul

3. PM&C GUI: Select Servers

Select the servers you want to IPM. If you want to install the same OS on more than one server,
you may select multiple servers by individually Ctrl-clicking multiple rows. Selected rows will be

highlighted.
Main Menu: Software = Software Inventony
Iraraiy I Sdran [ESLETENY FlaFeem Hene i e ion Srpdi i B Eppieatar Eaiar Dusignefon  Twncion

EAC SO By af

EncI0i By F

Enc303i) Fay F

2004 By I
{ Enc:iii Bar ke SEMESAIME | neswemelsITIIET (TPDOBE_GN (BS34ZM0 i TvaE R5 ERIED

Fac 200l Rur I

Guett EHmn LY heTpaT 1IEN TICEE  TPDER_GE) LERLL AL Ll

Enc 2003 By
G B OraHEL

B S0k Buy 11F

T TR T S E TS T P ] BROA144500 P B L i

Eaciii Buy 31F
EacS00) Bay LiF
RS graciné

Harat
hosiramelime Besldyy 10310 P TR TP (B _fE) T20AHEN D FUAC E2R0E B2 IER
4 '

St n Bcive — eode depley ipeies gl

LR Trdseiisr 1500 Wi Pl prd
g
Patcs
...... PG B JOUk, DRk G S i AL il

Press the Install OS button.

4. PM&C GUI: Select Image
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The left side of the screen displays the servers to be affected by the OS installation. From the list
of available bootable images on the right side of the screen, select the OS image to install on the
selected servers.

Software Install - Select Image

Wiwd Samp 02 14:45:10 2005 UTC

Targets Select Image ~
Entity Satus Image Hams Typse Architeciure  Descripton
FncA0h01 Asy 7F TP md.-d.-m TH2O0_EE A NDmdalinndi B o 0 A5G4

P » #BE_G4

I TYOE-3200.0 2380185 &4 DEnctabla | R G4 :

[ T

Supply Software Install Arguments (Optional)

Slart Software nstall  Camcel

5. PM&C GUL Supply Install Arguments (Optional)

Install arguments can be supplied by entering them into the text box displayed under the list of
bootable images. These arguments will be appended to the kernel line during the IPM process. If
no install arguments need to be supplied for the OS being installed, leave the install arguments
text box empty.

Note: The valid arguments for a TPD IPM are listed in TPD Initial Product Manufacture Software
Installation Procedure, E53017.

6. PM&C GUI: Start Install
Press the Start Install button.

7. PM&C GUI: Confirm OS Install
Press the OK button to proceed with the install.

Windows Internet Explorer

~
2

¥ou have selected to install a bootable 5 iso on the selected targets.

The Following targets already have an Application:
Enc:&402 Bay:10F ==> ALExA

Are wou sure wou want bo inskall TPD--6.0,0_80, 13.0--x86_64 on the lisked entities?

[ ok 1 [ Cancel

8. PM&C GUI: Monitor Install OS

Navigate to Main Menu > Task Monitoring to monitor the progress of the Install OS background
task. A separate task will appear for each server affected.
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Main Menu: Task Monitoring

Wimd Sap 07 14:53:50 F008 UTC

Filler = |
[k} Task largat Etatus Siakn lask Ctput L]
o Starting install of TROLINStal.
2B install 0% EHS'1‘_:'m:;:'_';:“°E FO200_SE RO Omciel inexB - IN_PROGRESS Wik, [
uast I Wb -54
M5 Al Lo
] 58 Delste Guest Eu‘h :::;ﬁ;,ﬁ' — Guest delation Completed pABS2E)  COMPLETE W
- L*
T MS: pmacU Gtvoe
Bl 55 Create Guest RME: pmacU1s Guest creation completsd (pd8620)  COMPLETE HiA
L4 >

Delete Completad  Delate Faled

When the task is complete and successful, its text will change to green and its Progress column
will indicate "100%".

Note: Repeat this procedure for additional RMS servers with appropriate data.

3.7.11 Install/Upgrade Applications Using PM&C

This procedure provides the steps for performing an application install /upgrade using an image from
the PM&C image repository.

Prerequisites:

* Enclosures containing blade servers or servers containing a TVOE host targeted for application
install/upgrade have been configured using the 3.7.7 Add Cabinet and Enclosure to the PM&C System
Inventory procedure.

* Rack mount servers targeted for application install /upgrade have been configured using the 3.7.16
Add Rack Mount Server to the PM&C System Inventory procedure.

* Anupgradable image was added to the PM&C image repository using the 3.7.9 Adding ISO Images
to the PM&C Image Repository procedure.

Note: Firmware update is only supported for HP c-Class blades and Rack Mount Servers.

Note: Until the target servers are fully discovered by PM&C, the user will be unable to install patches
on the servers (this might take up to 15 minutes after the upgrades complete).

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login

If needed, open your web browser and enter:

https:// <pnac_managenent _network_i p>

Login as the guiadmin user.

2. PM&C GUI: Navigate to the Software Inventory

Navigate to Main Menu > Software > Software Inventory.
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[] Legat Meaces
[l Logout

3. PM&C GUI: Select Servers

Select the servers you want to upgrade. If you want to perform an upgrade on more than one server,
you may select multiple servers by individually clicking multiple rows. Selected rows will be

highlighted in green.
Main Menu: Software > Software Inventory
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Press the Upgrade button.

Note: Until the target servers are fully discovered by PM&C, the user will be unable to start an
application install or upgrade on the servers (this may take up to 15 minutes after the OS Installs
complete). A server that has not yet been discovered is represented by an empty row on the Software
Inventory page (no IP address, hostname, plat name, plat version, etc. is displayed).

4. PM&C GUI: Select Image

The left side of the screen displays the servers to be upgraded. From the list of upgrade images on
the right side of the screen, select the image to install on the selected servers.
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Tue Jul 12 17:22:24 2016 UTC

Targets

Entity
Enc:50301 Bay:9F

Select Image

Status

Image Name

TPD.install-7.2.0.0.0_88.20.0-OracleLinux6.7-

Type

Bootable

Architecture  Description

Y XB6_64

Supply e Upgrade Arg

Start Software Upgrade Back

Copyright ® 2010, 2016, Oracle and/or its affiliates. All rights resarved.

5. PM&C GUI: Supply Upgrade Arguments (Optional)

E80301 Revision 01, October 2016

Upgrade arguments can be supplied by entering them into the text box displayed under the list of
upgrade images. Each upgrade argument must be of the form key=value and supported by the
version of TPD that the application being installed /upgraded is based on. Multiple arguments
must be separated by spaces or entered on new lines. If no upgrade arguments need to be supplied
for the application being installed /upgraded, leave the upgrade arguments text box empty.

Note: PM&C does not validate supplied firmware update arguments.

. PM&C GUI: Start Upgrade

Press the Start Upgrade button.

. PM&C GUI: Confirm Upgrade

Press the OK button to proceed with the upgrade.

d —- -_ Bl
Message from webpage ﬁ

4 You have selected to upgrade with a bootable 05 iso on the selected
¥ targets,

The following targets already have an Application:
Enc:50301 Bay:9F ==» TVOE

Areyou sure you want to upgrade to
TPDuinstall-7.2.00.0_88.21.0-0racleLinuxd.7-x86_64 on all entities in the
Targets list?

OK

N

L —_ —

Cancel ]

. PM&C GUI: Monitor Upgrade

Navigate to Main Menu > Task Monitoring to monitor the progress of the Upgrade background
task. A separate task will appear for each server being upgraded.
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Main Menu: Task Monitoring
Wed Sep 02 14:53:58 2013 UTC

B e e S L i R TaskOstpat | B
j 99 Upgrade Enc:50402 Bay:2F In Progress IN_PROGRESS NiA -~
B nmwmee Done-devcesievsrt  coNPLETE WA
j a7 Backup PM&C PM&C Backup successful COMPLETE NI
B 96  AddEnclosure Enc:50501 fr:';:?tf)‘r'i’“eg“ded - starting COMPLETE NA
) o5  AddEnclosure Enc:50501 E:';r"?tf}':i'negaddw - starting COMPLETE A
j a4 Backup PM&C PMA&C Backup successful COMPLETE NiA (V]
< >

Delete Completed  Delete Failed Delete Selected

When the task is complete and successful its text will change to green and its Progress column will
indicate "100%".

9. PM&C GUI: Verify that the installed /upgraded application is fully functional. The application
must provide the steps necessary for verifying its functionality.

10. PM&C GUI: Accept or Reject Upgrade (Platform 6.x Applications Only)
If the application you just upgraded or installed is based on a TPD 6.x release, you must either
accept or reject the upgrade. To accept an upgrade using PM&C, perform the 3.7.19 Accepting

Upgrades Using PM&C procedure. Likewise, to reject an upgrade using PM&C, perform the 3.7.20
Rejecting Upgrades Using PM&C procedure.

3.7.12 Patch Applications Using PM&C

This procedure provides the steps for performing an application patch using an image from the PM&C
image repository.

Prerequisites:

* Enclosures containing blade servers or servers containing a TVOE host targeted for application
patch have been configured using the 3.7.7 Add Cabinet and Enclosure to the PM&C System Inventory
procedure.

* Rack mount servers targeted for application patch have been configured using the 3.7.16 Add Rack
Mount Server to the PM&C System Inventory procedure.

* A patch image was added to the PM&C image repository using the 3.7.9 Adding ISO Images to the
PM&C Image Repository procedure.

* The target servers have been IPM'd with an application based on a TPD release supported by PMAC
6.3.

Note: Until the target servers are fully discovered by PM&C, the user will be unable to install patches
on the servers (this might take up to 15 minutes after the upgrades complete).

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).
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1. PM&C GUI: Login

If needed, open your web browser and enter:

htt ps:// <pmac_nanagenent _net wor k_i p>

Login as the guiadmin user.

2. PM&C GUI: Navigate to the Software Inventory
Navigate to Main Menu > Software > Software Inventory.

<) 8, Min Weny
= 23 Hardware
£y Sotware
:] Sedware Invenlory
|] Manags SuttaEre Imagas
[F M Management
= [2] Stormge
=[] Administrabon
= 23 St=tus and Manage
|] Task Moritoring
Q Help
[] Legal Hoaces
Il Logoul

3. PM&C GUI: Select Servers

Select the servers you want to patch. If you want to perform a patch on more than one server, you
may select multiple servers by individually clicking multiple rows. Selected rows will be highlighted

Main Menu: Software -> Software Inventory
Identity IP Address Hostname Platform Name Platform Version Application Name Application Version Designation ~ Function

Enc50301Bay.1E
Enc50301 Bay.2F
Encs0301 Bay.3E

ENCE0301 BayeE

EncE0301 Bay7

ENcE0301 Bay i1692541343  [hosiname1461772817 [TPD(186.64) 165382380 iTvoE 125382380
c 0015y S 1602541362 hostnamen1a23stiices TPD(6_64)  67.0.0.1-84200

Guest tpdohpt

160.264.1349  hostnamesSdscsbidalfa TPD (xB5_64) 6700184200 Pending Upgrade AcciRe]
Enc50301 Bay.10F

Enc0301 Bay 11E.

Encs0301 Bay.12F

RMS: pmacU1s

s
hostname02be2beddd27 1692541341  pmacU1e4 TPD (x86_64) 7200088200 PHUAC 6.2.00.0_62.180
Guest pmacU164.

hostname02be2be44427
Guest pmacu161

hostname02be2be44427
Guest pmacu162

160.264.1347  hostname02be2bedd427 TPD (xB5_64) 7200088210 TVoE 3200088210

Selection active — periodic display updates paused
Install OS Transfer IS0 Image Rediscover
Upgrade

Patch

Copyright © 2010, 2015, Oracle and/or its affiliates. All rights reserve o

Press the Patch button.

Note: Until the target servers are fully discovered by PM&C, the user will be unable to install
patches on the servers (this might take up to 15 minutes after the OS Installs complete). A server
that has not yet been discovered is represented by an epty row on the Software Inventory page (no
IP address, hostname, plat name, plat version, etc. is displayed).

4. PM&C GUI: Select Image
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The left side of the screen displays the servers to be patched. From the list of patch images on the
right side of the screen, select the image to install on the selected servers.

Patch Installation - Select Image

Tasks v

Targets Select Image
Entity. SErS Image Name Type Architecture  Description
Enc:50301 Bay:9F NewPatch Patch ~ noarct n

Supply Patch Installation Arguments (Optional)

5. PM&C GUI: Supply Patch Installation Arguments (Optional)

There are three optional arguments that can be specified as part of a patch. These are located on
the bottom of the Select Image page.

Supply Patch Installation Arguments (Optional)

Reboot
No runlevel change required
Wodify runlevel ime out
Runlevel timeoutin minutes: 0

Start Patch Installation  Back

The first option is Reboot. If this is enabled, the patched server will reboot once the patch installation
has completed. The second option is No runlevel change required. If this is enabled, the patched
server will not transition from runlevel 4 to 3 prior to installing the patch. This means that
applications running on the server will not be halted during the patch installation. The third option
is Modify runlevel timeout. If this is enabled, a custom runlevel timeout can be specified in the
box below this option. This timeout (in minutes) determines how long the patching process will
wait for a runlevel transition from 4 to 3 before the installation is aborted.

Any of these options can be specified as the sole option. Additionally, Reboot and Modify runlevel
timeout may be specified together. No runlevel change required cannot be specified with either
of the other options.

6. PM&C GUI: Start Patch Installation
Press the Start Patch Installation button.

7. PM&C GUI: Confirm Patch
Press the OK button to proceed with the patch.
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Are you sure you want to install MewPatch on all entities in the Targets list?

Ok ] I Cancel

8. PM&C GUI: Monitor Patch
Navigate to Main Menu > Task Monitoring to monitor the progress of the Patch background task.
A separate task will appear for each server being patched.

Main Menu: Task Monitoring

D Task Target Status State Task Qutput Running Time Start Time Progress

A &121 Patch Enc:11901 Bay:3F Success COMPLETE B 0:01:01 f%gz” 100%

2016-0713

A 8120 Patch Enc:11901 Bay:3¢ Success COMPLETE A 0:01:00 110139

100%

When the task is complete and successful, its text will change to green and its Progress column
will indicate "100%".

9. PM&C GUI: Verify the Patch Installation.

The application must provide the steps necessary for verifying that the patch is fully functional.

10. PM&C GUI: Accept or Reject Patch

If the application you just patched is based on a TPD 7.2 or newer release, you must either accept
or reject the patch. To accept a patch using PM&C, perform the 3.7.21 Accepting Patches Using PM&C
procedure. Likewise, to reject a patch using PM&C, perform the 3.7.22 Rejecting Patches Using PM&C
procedure.

3.7.13 Install PM&C on Redundant DL360 or DL380

This procedure is optional and required only if the redundant PM&C Server feature is to be deployed.

This procedure will provide the instructions for installing and configuring TVOE on a redundant
DL360 or DL380 server and deploying a redundant PM&C, as well as creating the first backup from
the primary PM&C.

Prerequisites:

o 3.7.9 Adding ISO Images to the PM&C Image Repository has been completed using the TVOE media.

* 3.7.9 Adding ISO Images to the PM&C Image Repository has been completed using the PM&C media.
Make note of the PM&C Image Name; it will be used during the procedure as
<PMAC_Image_Name>.

e 3.7.10 IPM Servers Using PM&C Application has been completed on the redundant management
server using the TVOE media.

* 3.7.3 TVOE Network Configuration has been completed for the redundant management server.

Note: In the event a disaster recovery is required, refer to the recovery procedure in 909-2210-001.
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Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

Note: It is assumed that the use of a redundant PM&C means the NetBackup feature is not in use.
1. Redundant Management Server iLO: Log in to the redundant management server on the remote
console.
Log in to the TVOE as admusr using F.1 How to Access a Server Console Remotely.
Log in to iLO in IE using the password provided by application:

http://<redundant _nanagenent _server i LO i p>

Click in the Remote Console tab and launch the Integrated Remote Console on the server.

Click Yes if the Security Alert pops up.

2. Primary Management Server iLO: Log in to the primary management server on the remote console.

Log in to the primary PM&C guest as admusr using the virsh console.

$ sudo /usr/bin/virsh
virsh # |ist
Id Nane State

4 pmacUl7-1 runni ng
virsh # consol e pmacUl7-1
[ Qut put Renoved]

pmacUl7-1 | ogi n:

3. Primary PM&C: Export the PM&C ISO image to the Redundant Management Server's address on
the control network.

$ sudo /usr/sbin/exportfs
<r edundant _pmac_control _i p>:/usr/ TKLC/ smac/ ht Ml / TPD/ <PMAC_| nage_Nane>
$

4. Redundant Management Server TVOE: Mount the PM&C upgrade media from the PM&C server.

$ sudo / bi n/ nount
<primary_pnac_control i p>:/usr/ TKLC smac/ ht M / TPDY <PMAC | mage_Nane> / mt / upgr ade
$

5. Redundant Management Server TVOE: Using the pmac-deploy script, deploy the PM&C instance
using the configuration detailed by the completed NAPD. All configuration options (NetBackup
or isoimagesVolSizeGB) should match the configuration of the primary PM&C.

For this example, deploy a PM&C without NetBackup feature:

$ cd / mt/ upgrade/ upgr ade

$ sudo ./pmac-depl oy --guest=<Redundant _PMAC Nane>

- - host name=<Redundant _PMAC Nane> --control Bri dge=<TVOE_Control Bri dge>
--control | P=<Redundant _PMAC Control _i p_address>

- - cont r ol NM=<PMAC_Cont r ol _net mask>

- - managenent Bri dge=<PMAC_Managenent _Bri dge>

- - managenent | P=<Redundant PMAC Managenent _i p_addr ess>

- - managenment NM=<PMAC_Managenent _net nask_or _prefi x
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- -rout eEGAE<PMAC_Managenent _gat eway_addr ess>
- - nt pser ver =<Redundant _TVOE_Managenent _server _i p_addr ess>
- -i soi magesVol Si zeGB=20

6. The PM&C will deploy and boot. The management and control network will come up based on
the settings that were provided to the pmac-deploy script.

7. Redundant Management Server TVOE: Unmount the media.

$ cd /
$ sudo /bin/umount /mt/upgrade

8. Perform 3.7.5 Setup PM&C on the Redundant PM&C.
ij Warning: Initialization of the redundant PM&C is to be avoided at all costs

WARNING

9. Primary PM&C Server GUI: Log in
https://<pmac_managenent _networ k_i p>
Log in as guiadmin user.

10. Primary PM&C Server GUI: Configure the primary PM&C to send backups to the redundant PM&C
Navigate to Main Menu > Administration > PM&C Backup > Manage Backup

= Main Menu

& £ Hardware Main Menu: Administration -> PM&C Backup -> Manage Backup
[ [ Software ——
[ vm Management
e (] Storage Backup Settings
[=] ‘3 Administration )
[ GUI Sessions Backup Frequency: Daily |v| Backup Time: 05:00[v]
D PM&C Application
(] £ PM&C Backup Remote Backup Settings
D Manage Backup Remote IP Address: 10.240.5.214

[5) Perform Backup
[+] ] PM&C Configuration
[+] [ Credentials
[£] General Options
[+] ] Access Control
[+] [ Remote Servers
[+ [ Status and Manage
[ TaskMonitaring
@ Help
[ Legal Notices
[= Logout

Update Settings

E

On the Manage Backup panel, enter the IP address of the redundant PM&C
(redundant_management_server_mgmtVLAN_IP) and click on Update Settings.

11. Primary PM&C Server GUI: Verify update was successful

Click on the Task Monitoring link to monitor the Update PM&C Backup Data status. Verify the
task completes successfully.
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12. Primary PM&C Server GUI: Perform initial backup to the redundant PM&C server
Navigate to Main Menu > Administration > PM&C Backup > Perform Backup.

= Main Menu . .. .
& O Hardware Main Menu: Administration -> PM&C Backup -> Perform Backup
[+ ] Software
Tasks -
D WM Management
[+] ] Storage
= 3 Administration Media: Disk| v/

[F) eI sessions
[Z) PM&C Application
[=] iz PM&C Backup
D Manage Backup
D Perform Backup
[+ 1 PM&C Configuration
[+] ] Credentials
[£] General Options
[+] ] Access Control
[+] 1 Remote Servers
[+ [ Status and Manage
[£) Task Monitoring
& Help
[F) Legal Motices
@ Logout

Comment:

Select "Remote Server" from the drop down media, enter any desired comment and click Backup.

13. Primary PM&C Server GUI: Verify the backup was successful

Click on the Task Monitoring link to monitor the Backup PM&C status. Verify the task completes
successfully.

Note: This backup copies the existing PM&C backup files and all of the images added to the PM&C
image repository from the primary PM&C Server to the redundant PM&C Server.

14. Primary PM&C: Unexport the PM&C ISO image.

$ sudo /usr/sbin/exportfs —u
<redundant _prmac_control _i p>:/usr/ TKLC/ smac/ ht M / TPDY <PMAC_| nage_Nane>
$

3.7.14 Configure Management Server SNMP Trap Target

This procedure will configure SNMP settings for the Management Server.
Prerequisites:

¢ The 3.7.6 Configure PM&C Application procedure has been completed.
* Knowing the IP address of the target NMS Server(s) for SNMP traps.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. Perform the steps to add an SNMP trap destination.

Perform the steps in 3.10.3 Add SNMP trap destination on TPD based Application, logging into the
Management Server and providing the IP address of each trap destination(s).
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2. Ensure the PM&C MIB is available to the SNMP trap destination

PM&C specific MIB files are located in the / usr/ TKLC/ srmac/ et ¢/ i b directory on the
Management Server.

The file of interest is pmac AppAl ar ns. ni b.

3.7.15 PM&C NetBackup Client Installation and Configuration
This procedure provides instructions for installing and configuring the Netbackup client software on
a PM&C application.

Prerequisites:

¢ The PM&C application must be initialized, or subsequent to the initialization configured with the
NetBackup Feature enabled. Additionally the appropriate NetBackup network configuration for
this system must be completed.

o 3.7.23 Initialize PM&C Application, or 3.7.6 Configure PM&C Application

Note: If a procedural STEP fails to execute successfully, STOP and contact 1.4 My Oracle Support
(MOS).

1. PM&C GUI: Verify the PM&C application guest has been configured with "NetBackup" virtual
disk.

Execute 3.7.24 Configure PM&C Application Guest NetBackup Virtual Disk.
2. TVOE Management Server iLO: Log in with PM&C admusr credentials

Log into iLo using application provided passwords via F.1 How to Access a Server Console Remotely.
Log into iLO in IE using password provided by application:

htt p: // <managenent _server_i LO i p>

Click in the Remote Console tab and launch the Integrated Remote Console on the server.

Click Yes if the Security Alert pops up.

3. TVOE Management Server iLO: Log in with PM&C admusr credentials

Note: On a TVOE host, If you launch the virsh console, i.e., "$ sudo / usr/ bi n/ virsh consol e
X" or from the virsh utility "virsh # consol e X' command and you get garbage characters or the
output is incorrect, then there is likely a stuck "virsh console" command already being run on the
TVOE host. Exit out of the "virsh console", thenrun "ps - ef | grep virsh", thenkill the existing
process "ki | | -9 <Pl D>". Then execute the "virsh console X" command. Your console session
should now run as expected.

Log into PM&C console using virsh, and wait until you see the login prompt:

$ sudo /usr/bin/virsh
virsh # |ist
I d Nane St ate

4 pmacUl7-1 runni ng

virsh # consol e pmacU17-1
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[ Qut put Renpved]

pmacUl7-1 | ogi n:

4. PM&C: Perform 3.10.5 Application NetBackup Client Install Procedures.

Note: The following data is required to perform the 3.10.5 Application NetBackup Client Install
Procedures:

* Netbackup support:

* PM&C 5.7.0 supports Netbackup client software versions 7.1 and 7.5.
e PM&C 5.7.1 and up supports Netbackup client software versions 7.1, 7.5, and 7.6.

* The PM&C is a 64 bit application.

¢ The PM&C application NetBackup user is "NetBackup". See appropriate documentation for the
password.

* The paths to the PM&C application software NetBackup notify scripts are:

e /usr/TKLC/ smac/ shin/bpstart_notify
e /usr/ TKLC snac/ sbi n/ bpend_notify

* For the PM&C application the following is the NetBackup server policy files list:
e /var/ TKLC/ smac/ i mage/ repository/*.iso
e /var/ TKLC/ smac/ backup/ backupPrac* . pef
After executing the 3.10.5 Application NetBackup Client Install Procedures, the NetBackup installation

and configuration on the PM&C application server is complete.

Note: At the NetBackup Server the NetBackup policy(ies) can now be created to perform the
NetBackup backups of the PM&C application.

3.7.16 Add Rack Mount Server to the PM&C System Inventory

This procedure provides instructions for adding a rack mount server to the PM&C system inventory.
Prerequisite:
* The 3.7.6 Configure PM&C Application procedure has been completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

Note: You cannot edit the RMSiLO IP address. To change this address, delete, and then add, the RMS
with the correct address.

1. PM&C GUI: Login

Open web browser and enter:

htt ps: // <pmac_nanagenent _net work_i p>

2. PM&C GUI: Configure Cabinet (optional)
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If this is a RMS installation only or a cabinet has not been previously configured, perform steps
3.7.7 Step 2 through 3.7.7 Step 5 of procedure 3.7.7 Add Cabinet and Enclosure to the PM&C System
Inventory to add one or more cabinets.

3. PM&C GUI: Configure RMS

Navigate to Main Menu > Hardware > System Configuration > Configure RMS

El Main Menu
[=] ‘3 Hardware
[+ [ System Inventory
[=] ‘=3 System Configuration
[ Configure Cabinets
D Configure Enclosures
[ ] Configure RMS
[+ [ Software
(] VM Management
[+ [ Storage
[+] [ Administration
[+] [ Status and Manage
(] Task Monitoring

& Help

(] Legal Notices
(=] Logout

4. PM&C GUI: Add RMS
On the Configure RMS panel, click the Add RMS button.

Main Menu: Hardware -» System Configuration -> Configure RM3
Wed Sup 02 15:57:30 2015 UTS

RME P RME Hamsa
024D A4B3 pmacliGtos
Ard RME Find RMS  Foand RMS

5. PM&C GUI: Enter information

Enter the IP Address of the rack mount server management port (iLO) in the specified field. In the
User field enter user "root" and in the Password field enter the password for the iLO root user. All
the other fields are optional.

Then click on the Add RMS button.
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Main Menu: Hardware -> System Configuration -»> Configure RMS [Add RMS]

Wad Sep 02 15:59:33 2015 UTC

IF (reguired). 10 240 321
Mame:  appservarl
Cabmea D 507 [
Lisgr

Fagsword:
]
AdRMS | Cancel

Note: If the initial iLO credentials provided by Oracle have been changed, enter valid credentials
(not to be confused with OS or Application credentials) for the rack mount server management
port.

6. PM&C GUI: Check errors
If no error is reported to the user you will see the following:

Main Menu: Hardware -» System Configuration -»> Configure RMS [Add RMS]

“Wied Bap 02 17101139 2015 UTC

Infn =}
................... 4
| Into
RMS Hame
* RWE 10.240.32.1 wag added o he Syatam.
appeener
10240492 prac) 1 ivae
Kild RME it & qe HCS Fimd RMS - Foumd RS

Or you will see an error message:

Main Menu: Hardware -> System Configuration -= Configure RMS [Add RMS]

“Wed Sep 02 17102:23 2015 UTC

Frmor -
Error
/‘i\.. = Baodh the user and !ie pasaward musl b specilied or neilher.
Kame
Catinal D, - [v]
Uiz
“asswond

Cancal

7. PM&C GUI: Verify RMS discovered

Navigate to Main Menu > Hardware > System Inventory > Cabinet xxx > RMS yyy Where "xxx"
is the cabinet id selected when adding RMS (or "unspecified") and "yyy" is the name of the RMS.
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= Main Menu
[=] ‘3 Hardware

[= ‘3 System Inventory
[] Cabinet 501

(] Cabinet 503
[=] ‘4 Cabinet 505
[+] [C1 Enclosure 50501
[ ] RMS pmacU16tvoe
(] FRU Info
[+] 2] System Configuration
[+ O] Software
(] VM Management
[+] [ Storage
[+] (] Administration
[+] (O] Status and Manage
[] Task Monitoring
& Help
(] Legal Notices
= Logout

The RMS inventory page is displayed.

Procedures

Main Menu: Hardware -> System Inventory -> Cabinet 505 -» RMS pmacU16tvoe with IP 10.240.4.93

Hardwars Salware  Melsik WK Infa

Rafrash

Hardware Infarmation
eniry Type Hack Mour Server

Dlscovary Stake Lndlscovansd
i
Wanuladurer
Predud Mame
Parl Humiber
Serial Humber
FEimrmwane Tine
Flmaveans Verzion
Slalus

LED State: OFF
Tura On LED
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Periodically refresh the hardware information using the Refresh button until the "Discovery state"
changes from "Undiscovered" to "Discovered". If "Status" displays an error, contact My Oracle
Support for assistance.

Main Menu: Hardware =» System Inventory -= Cabinet 5305 -> RMS pmacU16tvoe with IP 10.240.4.93

wed Sep 0F 1700945 2015 UTC

Hardwears Softesre  Rebwark W I

Refrash

Hardware Information
Enhfy Tvpa Rack Mour Sanver
Dizpovery State  Disciwerad
uuiD  30343535-3138-5355-4532-31 3632333248
Kanuvfadurer  HPY
Product Hama  Frollam DL3G0p Gand
Patbumber 654087
Sevial Mumber  USE2162232H
Firnwaara Typs 1104
Firmavare Weralon  1.30.0u1 18 2013
Slaluz

LED Stale: OFF

Turn Cm LED

HAesel

3.7.17 Edit Rack Mount Server in the PM&C System Inventory

This procedure provides instructions to edit a rack mount server in the PM&C system inventory. This
option is used to modify the name, cabinet, or credentials of an already provisioned rack mount server.

Prerequisite:
e 3.7.16 Add Rack Mount Server to the PM&C System Inventory has been completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login

Open web browser and enter:

https://<pmac_managenent _net wor k_i p>

2. PM&C GUI: Configure RMS
Navigate to Main Menu > Hardware > System Configuration > Configure RMS.
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El Main Menu
[=] ‘3 Hardware
[+ [ System Inventory
[=] ‘=3 System Configuration
[ Configure Cabinets
D Configure Enclosures
[ Configure RMS
[+ [ Software
(] VM Management
[+ [ Storage
[+] [ Administration
[+] (O] Status and Manage
[ Task Monitoring

& Help

[ Legal Notices
(=] Logout

3. PM&C GUI: Edit RMS
On the Configure RMS panel, select one row in the list of rack mount servers and click the Edit
RMS button.

Main Menu: Hardware -> System Configuration -> Configure RMS
Wad Sep 02 17116100 2015 UTC

RMS 1P RMSE Hame
10.240.32.1 appsener
110,240,493 ! pacUtos

4. PM&C GUI: Edit RMS
In the Edit RMS panel, modify the field that needs to be altered.
Then click on the Edit RMS button.
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Main Menu: Hardware -> Systam Configuration -» Configure RMS [Edit RMS 10.240.4.93]

Wied Sep 0Z 17:17:51 2015 UTC

rame:  pmacl)18tvoe
CabingtID: &b |
User: root Fequired fizld when Fassword is entered.

Passward. sesesens Raquired ield when Liser is enlered

EditRMS @ Cancel

5. PM&C GUI: Check errors

If no error is reported to the user you will see the following:

Main Menu: Hardware -> System Configuration -> Configure RMS [Edit RMS 10.240.4.93]

Wad Sap 02 17121101 2013 UTC

Infe =
Inibg 2
RME Harme
» RMS 10.240.4.93 was updated Inthe database.
appserder
10.240.493 pmacll 16hoe
Add RMS  FIRE 0 Dedete RES Find RMS Found RMS

Or you will see an error message:

Main Menu: Hardware -> System Configuration -> Configure RMS [Edit RMS 10.240.

Wad Seo 0F 17:23:12 ZI

Ermar -

Erron &

& | = Eoth te userand the passward must be specified or naither.
1

10240433 pmaclEtvoe

Add RMS | EdiRes Delete KOS ) Find RME - Found RMS
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3.7.18 Finding and Adding a Rack Mount Server to the PM&C System Inventory

This procedure provides instructions to find and add a rack mount server to the PM&C system
inventory. This option is used to locate rack mount servers already running a Tekelec OS or within a
specified IP Address range and then add those to the PM&C system inventory.

Prerequisites:
¢ The 3.7.6 Configure PM&C Application procedure has been completed.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login
Open web browser and enter:

htt ps:// <pmac_nanagenent _network_i p>

2. PM&C GUI: Configure RMS

Navigate to Main Menu > Hardware > System Configuration > Configure RMS

B S Main Menu

3. PM&C GUI: Find RMS
On the Configure RMS panel, click the Find RMS button.

Configure RMS & reip

Tus Aug 21 14123023 2012 UTC

RMS I RIS Name

There e no proviskoned RMS

Add RMS Find RMS Found RMS

4. PM&C GUI: Find unprovisioned RMS

On the Find unprovisioned RMS panel, click on the type of find you wish to perform. If the RMS
has a Tekelec OS installed then use the default "Find all unprovisioned RMS" option. If the RMS
does not have a Tekelec OS Installed then PM&C can search a range of IP Addresses for a valid
Management Port (e.g. iLO) connection. Click the Submit button.
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Find unprovisoned RMS & nelp
Tus Aug 21 14:28:45 2012 UTC
Tasks -
Fimg il unprovisioned RMS:. &
Find unprovisioned RS within IP range | " . wilh mtwork matk

Submat

5. PM&C GUI: Monitor Find RMS
The Find unprovisioned RMS page is then redisplayed with a new background task entry in the
Tasks table. This table can be accessed by pressing the Tasks button located on the toolbar under
the Find unprovisioned RMS heading.

Find unprovisoned RMS & el
Tue Aug 21 1433016 2012 UTC
infa =] [ Tasks ~
Tasks
0 Task Target Status Start Time Progress
20120811
Findunprd ) 31 RMSOS Search RMS Search completed A 100%
130 RMSOS Search RMS Search compieted Sl 100%

When the task is complete and successful, its text will change to green, and its Progress column
will indicate "100%".

6. PM&C GUI: Found RMS
On the Configure RMS panel, click the Found RMS button.

Configure RMS & Help

Tuw Aug 21 14123023 2012 UTC

RMS I RIS Name

There afe no provisioned RMS

[ Add RMS. | | Find RMS || Found RMS |

7. PM&C GUI: Add a found RMS

On the Found RMS panel, click on one of the found RMS, enter values for any of the optional fields
as needed. Press the "Add the selected RMS" button.

Found RMS & nelr
- Tue Aug 21 14:37:36 2012 UTC
- Found RMS

] Product Type Time Found Hame Cabingt User Password
152.168.176.30 Proliant DL350G7  2012-08-21 103316 ——™™ ™

[ Add the selected RMS | [ Delete the selected RMS | [ Detete il RMS |
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8. PM&C GUI: Check errors

If no error is reported to the user you will see the following:

Found RMS

= The lellowing rms were successiully added fo the sysiem
RMS 182 168 176.30

There are no found rms vailable for provisioning.

9. PM&C GUI:Verify RMS discovered

Procedures

Password

Navigate to Main Menu > Hardware > System Inventory > Cabinet xxx > RMS yyy Where xxx
is the cabinet id selected when adding RMS (or "unspecified") and yyy is the name of the RMS.

-1 .__C!“-‘Iain Menu
B & Hardware
B & System Inventory
B & Cabinet Unspecified
.
i FRU Info
i @ im System Configuration
B & Software
: |§ Software Inventory
: | [ Manage Software Images
i § VM Management
i Storage
M Administration
i [lj Task Monitoring
' B Logout

The RMS inventory page is displayed.

RMS rms192.168.176.30 with IP 192.168.176.30

Hardwara Software Nabwork
Hardware Information 4]

Entity Type R&CK Mounl Server
DisCovery Stabe Undiscovered
UiRD

Mamutactuner

Product Hams

Part Numiber

Serial Number

Firmaane Type

Firmware Viersion

Slatus

LED State: Re[r.ewng ﬁ

Periodically refresh the hardware information using the double arrow to the right of the title
"Hardware Information" until the "Discovery state" changes from "Undiscovered" to "Discovered".
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If "Status" displays an error, contact My Oracle Support for assistance by referring to 1.4 My Oracle
Support (MOS).

RMS rms192.168.176.30 with IP 192.168.176.30

Hardware Software Netwiork VM Info

Hardware Information Q

Entity Type Rack Mount Server
Discovery State Discovered
32393735.3733.5355.4531.

Uuio 30324E414042

Manufacturer HP

Product Name ProLiant DL3I&0 G7

Part Number 579237

Serial Humber USE10ZNAMB

Firmware Type iLO3

Firmware Veersion  1.15 0ct 22 2010

Status
LED State:  OFF o TumCnlEDal

3.7.19 Accepting Upgrades Using PM&C

This procedure provides the steps for accepting upgrades via PM&C.
Prerequisites:

* Enclosures containing blade servers or servers containing a TVOE host targeted for accept upgrade
have been configured using the 3.7.7 Add Cabinet and Enclosure to the PM&C System Inventory
procedure.

* Rack mount servers targeted for accept upgrade have been configured using the 3.7.16 Add Rack
Mount Server to the PM&C System Inventory procedure.

* The BIOS settings on the target servers have been verified using the 3.4.2 Confirm/Upgrade Blade
Server BIOS Settings procedure or section 3.2 of TPD Initial Product Manufacture Software Installation
Procedure, E53017.

* The target servers have been upgraded with an application based on a TPD 6.x release.

Note: Until the target servers are fully discovered by PM&C, the user will be unable to accept upgrades
on the servers (this might take up to 15 minutes after the upgrades complete).

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login
If needed, open your web browser and enter:

htt ps:// <pmac_managenent _net wor k_i p>

Login as the guiadmin user.

2. PM&C GUI: Navigate to the Software Inventory
Navigate to Main Menu > Software > Software Inventory.
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=1 Main Menu
= 23 Hardware
o Softwerg
] Sedweare Invenlery
J Manage Softaans Images
£ WK Management
=l (2] Storege
= [ Administratan
= 2] St=us and Manage
|] Tasx Moriterng
@ Help

[] Legat Meaces
{l Logout

3. PM&C GUI: Select Servers

To accept upgrades, the servers must be in the pending accept/reject upgrade state. Servers in the
pending accept/reject upgrade state will have Pending Upgrade Acc/Rej or Pending Upgrade
and Patch Acc/Rej displayed in their App Version column. Note that it may take up to 15 minutes
for PM&C to discover and display the Pending Upgrade Acc/Rej or Pending Upgrade and Patch
Acc/Rej state after an upgrade completes. Select the servers whose upgrades you want to accept.
If you want to perform an accept upgrade on more than one server, you may select multiple servers
by individually clicking multiple rows. Selected rows will be highlighted.

Main Menu: Software -> Software Inventory

Tue Jul 12 17:44:54 2016 UTC

Identity IP Address Hostname Platform Name Platform Version Application Name Application Version Designation  Function

Cisusy say o st HuswEInE e U ey R —_— oo ee_ueuy

EOc030481y 96 169.254.134.2 hostnamen13235111c95  TPD (x86_64) 6.7.0.0.1-84.20.0
Guest tod4onpi

{Enc:50301 Bay.9F
1 Guest: upgradetest
L

Enc:50301 Bay.10F

1169.254134.9  |hostname5d5cSbidalfa | TPD (:86_64) 167.0.0.1-84.20.0 H i Pending Upgrade AccRej |

Enc:50301 Bay 11F
Enc:50301 Bay 12F

i

RMS: pmacU16

Host
hostname02be2be44427 1602541341 pmacU164 TPD (x86_64) 72000-88200 PMAC 6.2000_62180
Guest pmaclJ164

Host

hostname02be2bed4427

Guset nmarn1fl s
] il ’

Selection active - pericdic display updates paused

Install 0S TransferiSOImage  Map Device Aliases Rediscover
Upgrade Accept Upgrade Reject Upgrade
Patch

Copyright © 2010, 2016, Oracle and/or its affiliates. All rights rasarvad

Press the Accept Upgrade button

Note: This action might result in a reboot if a migration of the file system is required.

4. PM&C GUI: Confirm Accept Upgrade
Press the OK button to proceed with the accept upgrade.

Message from webpage @

| Do you really want to accept the upgrades on all selected servers?

oK | ’ Cancel
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5. PM&C GUI: Monitor Accept Upgrade

Navigate to Main Menu > Task Monitoring to monitor the progress of the Accept Upgrade
background task. A separate task will appear for each upgrade being accepted.

Main Menu: Task Monitoring

D B I D

~

ID

Task

Accept Upgrade

Install 05

Install OS

Upgrade

Backup PM&C

Status

=t Task ID Assigned : 1438282570.0

£ Canceled

Done: TPD.install-7.2.0.0.0_88.7.0-
OracleLinux6.6-x86_64

= Success

PM&.C Backup successful

Delete Completed  Delete Failed

Procedures

Wed Sep 02 20:25:58 2015 UTC

State

IN_PROGRESS

CANCELED

COMPLETE

COMPLETE

COMPLETE

Task

(TEa

M

When the task is complete and successful, its text will change to green, and its Progress column
will indicate "100%".

3.7.20 Rejecting Upgrades Using PM&C

This procedure provides the steps for rejecting upgrades via PM&C.

Prerequisites:

Enclosures containing blade servers or servers containing a TVOE host targeted for reject upgrade

procedure.
Rack mount servers targeted for reject upgrade have been configured using the 3.7.16 Add Rack

Mount Server to the PM&C System Inventory procedure.

have been configured using the 3.7.7 Add Cabinet and Enclosure to the PM&C System Inventory

The target servers have been upgraded with an application based on a TPD 6.x release.

Note: The image transfer is only supported for discovered entities (IP address is known).

Note: If a procedural STEP fails to execute successfully, stop and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login

If needed, open your web browser and enter:

htt ps:// <pmac_nanagenent _network_i p>

Login as the guiadmin user.

2. PM&C GUI: Navigate to the Software Inventory
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=1 Main Menu
= 23 Hardware
o Softwerg
] Sedweare Invenlery
J Manage Softaans Images
£ WK Management
=l (2] Storege
= [ Administratan
= 2] St=us and Manage
|] Tasx Moriterng
@ Help

[] Legat Meaces
{l Logout

3. PM&C GUI: Select Servers

To reject upgrades, the servers must be in the pending accept/reject upgrade state. Servers in the
pending accept/reject upgrade state will have Pending Upgrade Acc/Rej or Pending Upgrade
and Patch Acc/Rej displayed in their App Version column. Note that it may take up to 15 minutes
for PM&C to discover and display the Pending Upgrade Acc/Rej or Pending Upgrade and Patch
Acc/Rej state after an upgrade completes. Select the servers whose upgrades you want to reject. If
you want to perform a reject upgrade on more than one server, you may select multiple servers
by individually clicking multiple rows. Selected rows will be highlighted.

Main Menu: Software -> Software Inventory

Tue Jul 12 17:44:54 2016 UTC
Identity 1P Address Hostname Platform Name ~ Platform Version Application Name ~ Application Viersion Designation ~ Function

Cieousu s ay ol [ — HuSMaIE 0 U oy [ — o PR

Enc:50301 Bay9F
Guest tpd4ohpi

169.254 134 2 hostnameb13235111¢95  TPD (x86_64) 67001-84200

| EneS0201 Bay.9F 11692641349 |hostname5d5c5b1dafa | TPD (86_64)  |6.7.0.0.1-84.20.0 ; | Pending Upgrade AccRej |
| Guest uparadetest 8 8 i : : H :
0 i ; i ;

Enc:50301 Bay 10F

Enc:50301 Bay 11F

Enc:50301 Bay:12F

m

RMS: pmacU16

Host

hostname02be2be44427 169.254 1341 pmacuU164 TPD (x86_64) 7.200.0-88200 PMAC 6.2000_6218.0
Guest pmacl164

Host

hostname02be2be44427

Cuest nmari1R1 <
<« i

Selection active — periodic display updates paused

Install OS Transfer SO Image Map Device Aliases Rediscover

Upgrade Accept Upgrade ...Reject Upgrade

Patch

Copyright ® 2010, 2016, Oracle and/or its affiliates. Al rights reserved.

Press the Reject Upgrade button.

4. PM&C GUI: Confirm Reject Upgrade
Press the OK button to proceed with the reject upgrade.

-

Message from webpage @

::I Do you really want to reject the upgrades on all selected servers?

0K | [ Cancel
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5. PM&C GUI: Monitor Reject Upgrade

Navigate to Main Menu > Task Monitoring to monitor the progress of the Reject Upgrade
background task. A separate task will appear for each upgrade being rejected.

Main Menu: Task Monitoring

ID

9

15

26

E I B I O

29

Task

Reject Upgrade

Upgrade

Upgrade

Upgrade

Upgrade

~ Target Status

Task ID Assigned : 1438282870.0

Guest:test3 Success
Enc:50301 Bay:.1F Success
Guest: test2

Enc:50301 Bay:9F s

Guest: test3 UCCess
Enc:50301 Bay:.1F Success
Guest: test2

Delete Completed  Delete Failed

Procedures

Wed Sep 02 20:29:12 2015 UTC

State

IN_PROGRESS

COMPLETE

COMPLETE

COMPLETE

COMPLETE

Task

When the task is complete and successful, its text will change to green, and its Progress column
will indicate "100%".

3.7.21 Accepting Patches Using PM&C

This procedure provides the steps for accepting patches via PM&C.

Prerequisites:

* Enclosures containing blade servers or servers containing a TVOE host targeted for application
patch have been configured using the 3.7.7 Add Cabinet and Enclosure to the PM&C System Inventory
procedure.

* Rack mount servers targeted for application install /upgrade have been configured using the 3.7.16
Add Rack Mount Server to the PM&C System Inventory procedure.

* The target servers have been patched with an application based an a TPD release supported by
PMAC 6.3.

Note: Until the target servers are fully discovered by PM&C, the user will be unable to accept patches
on the servers (this might take up to 15 minutes after the upgrades complete).

Note: If a procedural STEP fails to execute successfully, stop and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login

If needed, open your web browser and enter:

https:// <pnac_managenent _network_i p>

Login as the guiadmin user.
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2. PM&C GUI: Navigate to the Software Inventory
Navigate to Main Menu > Software > Software Inventory.

<) Msin Weny
= | Hardvsare
£y Sotware
[ Secweare lnvenkery
] Manage Sxftwans Images
[F] ¥k Management
= (27 Storege
=/ ] Adrninistraton
= 23 St=tus and Manage
|] Tazk Moritoring
Q Help
[] Legal Hoaces
I&l Logout

3. PM&C GUI: Select Servers

To accept patches, the servers must be in a pending patch acc/rej state. Servers in this state will
have Pending Patch Acc/Rej or Pending Upgrade and Patch Acc/Rej in their App Version column.
Note that it may take up to 15 minutes for PM&C to discover and display the Pending Patch Acc/Rej
or Pending Upgrade and Patch Acc/Rej state after a patch completes. Select the servers whose
patches you want to accept. If you want to perform an accept patch on more than one server, you
may select multiple servers by control-clicking multiple rows. Selected rows will be highlighted.

Main Menu: Software -> Software Inventory

Identity 1P Address Hostname Platform Name  Platform Version Application Name  Application Version Designation _ Function

Mon Jul 18 13:49:12 2016 UTC

a2 {169.25413410 | hosiname3asdad03oido (TPD (86.64) 7200088240 PO R |

RMS: pmacU1e

hostname02be2bed4427 1692541341  pmacU1ss TPD (x86_64) 7200088200 PlAC 056226
Guest pmacU164

hostname02be2bed4427
Guest pmacu161

hostname02be2bed4427
Guest pmacu162

hostname02be2bed4427
Guest pmacu163

Selection active - periodic display updates paused

nstal 0 Transfer 150 Image Rediscoer
Upgrade Acceptupgrade | | Reject Upgrade
Patcn ‘Acceptpaiches || Reject Patches

Copyright © 2010, 2015, Oracle and/or its affiiates. All rights reserve: o

Press the Accept Patches button.

4. PM&C GUI: Confirm Accept Patch
Press OK to proceed with accepting the patches.
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Ok, accepting.

PM&C GUI: Monitor Accept Patch

Navigate to Main Menu > Task Monitoring to monitor the progress of the Accept Patch background
task. A separate task will appear for each patch being accepted.

Enc:11901 Bay:3F e 2016-07-16 "
) 10099 Accept Patch Guest: testiM 2 Success COMPLETE A 0:00:02 20:39:46 100%

When the task is complete and successful, its text will change to green, and its Progress column
will indicate "100%".

3.7.22 Rejecting Patches Using PM&C

This procedure provides the steps for rejecting patches via PM&C.

Prerequisites:

Enclosures containing blade servers or servers containing a TVOE host targeted for application
patch have been configured using the 3.7.7 Add Cabinet and Enclosure to the PM&C System Inventory
procedure.

Rack mount servers targeted for application install /upgrade have been configured using the 3.7.16
Add Rack Mount Server to the PM&C System Inventory procedure.

The target servers have been patched with an application based an a TPD release supported by
PMAC 6.3.

Note: Until the target servers are fully discovered by PM&C, the user will be unable to reject patches
on the servers (this might take up to 15 minutes after the upgrades complete).

Note: If a procedural STEP fails to execute successfully, stop and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login

If needed, open your web browser and enter:

htt ps: // <pmac_nanagenent _net work_i p>

Login as the guiadmin user.

2. PM&C GUI: Navigate to the Software Inventory

Navigate to Main Menu > Software > Software Inventory.
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=1 Main Menu
= 23 Hardware
o Softwerg
] Sedweare Invenlery
|_] Manage Suttwans Images
£ WK Management
=l (2] Storege
= [ Administratan
= 2] St=us and Manage
|] Tasx Moriterng
Q Help
[] Legat Meaces
Il Logoul

3. PM&C GUI: Select Servers

To reject patches, the servers must be in a pending patch acc/rej state. Servers in this state will
have Pending Patch Acc/Rej or Pending Upgrade and Patch Acc/Rej in their App Version column.
Note that it may take up to 15 minutes for PM&C to discover and display the Pending Patch Acc/Rej
or Pending Upgrade and Patch Acc/Rej state after a patch completes. Select the servers whose
patches you want to reject. If you want to perform a reject0 patch on more than one server, you
may select multiple servers by control-clicking multiple rows. Selected rows will be highlighted.

Main Menu: Software -> Software Inventory

Identity 1P Address Hostname Platform Name  Platform Version Application Name  Application Version Designation _ Function

Mon Jul 18 13:49:12 2016 UTC

ay.9F 116026413410 | hostname3aa4ad03bidb | TPD (xB6_64) 17.200.0-88.240 :i:;ggfuvwaﬂea"”a“" i

01
Enc50301
01

Enc03

RMS: pmacu1e

hostname02be2bed4427 1692541341  pmacU1ss TPD (x86_64) 7200088200 PlAC 056226
Guest pmacU164

hostname02be2bed4427
Guest pmacu161

hostname02be2bed4427
Guest pmacu162

hostname02be2bed4427
Guest pmacu163

Selection active - perotic dsplay updates paused
nstall 05 Transter 50 image Rediscaver
Upgrade AcceptUpgrade | Refect Upgrade
Patch Accept Patches Reject Patches ||

Copyright © 2010, 2016, Oracle and/or its affiiates. Al rights raserved.

Press the Reject Patches button.

4. PM&C GUI: Reject Patches - Options
There are three options that can be specified as part of a patch rejection.

The first option is Reboot. If this is enabled, the patched server will reboot once the patch rejection
has completed. The second option is No runlevel change required. If this is enabled, the patched
server will not transition from runlevel 4 to 3 prior to rejecting the patch. This means that applications
running on the server will not be halted during the patch rejection. The third option is Modify
runlevel timeout. If this is enabled, a custom runlevel timeout can be specified in the box below
this option. This timeout (in minutes) determines how long the rejection process will wait for a
runlevel transition from 4 to 3 before the rejection is aborted.
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Any of these options can be specified as the sole option. Additionally, Reboot and Modify runlevel
timeout may be specified together. No runlevel change required cannot be specified with either
of the other options.

Press OK to proceed with rejecting the patches.

Reject Patches - Options

Reboot:
Mo runlevel change required:
Modify runlevel timeout:
Funlevel timeautin minutes: ]

0K Cancel

5. PM&C GUI: Monitor Reject Patch

Navigate to Main Menu > Task Monitoring to monitor the progress of the Reject Patch background
task. A separate task will appear for each patch being rejected.

2016-07-15

j a0 Reject Patch Enc:50301 Bay:9F Success COMPLETE j 0:01:04 16:52:40

100%

When the task is complete and successful, its text will change to green, and its Progress column
will indicate "100%".

3.7.23 Initialize PM&C Application

Initialization of the PM&C application can be performed using the PM&C CLI if an initialization profile
exists with the desired features. In the case where a PM&C feature needs to be enabled or modified
the PM&C GUI is used to initialize the application. This procedure defines the initialization of the
PM&C application and network resources.

Prerequisites:

* PM&C has been deployed and is not initialized or fully configured.
* Aggregation switches have been properly configured.

Note: The installer must be knowledgeable of the network and application requirements. The final
step will configure and restart the network and the PM&C application; network access will be briefly
interrupted.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

If the PM&C application is to be initialized using the PM&C CLI, execute 3.7.26 Initialize PM&C
Application using CLI, otherwise, execute 3.7.27 Initialize PM&C Application using the GUL.

Note: If the NetBackup feature is to be configured on this PM&C, execute 3.7.27 Initialize PM&C
Application using the GUI.
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3.7.24 Configure PM&C Application Guest NetBackup Virtual Disk

1. PM&C GUI: Determine if the PM&C application guest is configured with a "NetBackup" virtual
disk.
Navigate to "Virtual Machine Management" view and select the PM&C application guest from
the "VM Entities" list.

2. PM&C GUI: Select the "VM Info" tab and the "Virtual Disks" sub-tab. Determine if the "Virtual
Disks" list contains the "NetBackup" device.
If the "NetBackup" device exists for the PM&C application guest then return to the procedure that
invoked this procedure. Otherwise continue with this procedure.

3. PM&C GUI: Edit the PM&C application guest to add the "NetBackup" virtual disk.
Click "Edit" and enter the following data for the new NetBackup virtual disk.
* Size (MB): "2048"
¢ Host Pool: "vgguests"

* Host Vol Name: "<pmacGuestName>_netbackup.img"
* Guest Dev Name: "netbackup”

Note: The "Guest Dev Name" must be set to "netbackup" for the PM&C application to mount the
appropriate host device. The <pmacGuestName> variable should be set to this PM&C guest's name
to create a unique volume name on the TVOE host of the PM&C.

4. PM&C GUI:Verify the new NetBackup virtual disk data and save.

Main Menu: VM Management

Thu Sep 03 17:24:26 2015 UTC

Tasks -
VM Entities i Edit guest pmaclJ16-2
Hetrash £ WMimfo  Softweare  Metwordc  Medls
= 2 hosmamelZbelteddd2? | summars  Vichwal Desks  Wintual MICs
B, pmacl16-1
= pmadl16-2
‘& pmacL16-3 Virtual Disks acd | Dt
= pmacil16-4
Primary  Size (ME] Host Poal Hosi Vol Hame  Guest Dey Hame «
{lv] 048 wiguests :  pmac)i6-2_netbataupimg nelbackug
YES 51200 wlguests pmad -2 img FRIMARY
O 20460 WIQuests prnacd15-2_Images.img mages
HO 10240 wJguests pracl15-2_logs.img logs
Lo >
Swen  Canced
£ >

5. PM&C GUI: Confirm the PM&C application guest edit.

A confirmation dialog will be presented with the message, "Changes to the PMAC guest:
<pmacGuestName> will not take effect until after the next power cycle. Do you wish to continue?".
Click "OK" to continue.
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6. PM&C GUI: Confirm the Edit VM Guest task has completed successfully.

Navigate to the Background Task Monitoring view. Confirm that the guest edit task has completed
successfully.

7. TVOE Management server iLO: Shutdown the PM&C application guest.

Note: In order to configure the PM&C application with the new NetBackup virtual disk the PM&C
application guest needs to be shut down and restarted. Refer to PM&C Incremental Upgrade, Release
5.7 and 6.0, E54387, Appendix O, "Shutdown PM&C 5.5 or Later Guest."

8. TVOE Management Server iLO: Start the PM&C application guest.

Note: To configure the PM&C application with the new netbackup virtual disk, the PM&C
application guest needs to be shut down and restarted.

Using virsh utility on TVOE host of PM&C guest, start the PM&C guest. Query the list of guests
until the PM&C guest is "running".

$ sudo /usr/bin/virsh
virsh # list --all
Id Nane State

20 prmacUl4-1 shut off

virsh # start pnacUl4-1
Domai n pmacUl4-1 started

virsh # list --all
Id Nane State

20 prmacUl4-1 running

9. Return to the procedure that invoked this procedure.

3.7.25 PM&C Guest Migrate NetBackup Client to New File System

If the Netbackup client software was installed on a PM&C application guest prior to the "NetBackup"
virtual disk being required for a PM&C deploy with NetBackup, execute 3.7.24 Configure PM&C
Application Guest NetBackup Virtual Disk.

Note: The procedure above will create a new NetBackup virtual disk for the PM&C guest. The PM&C
guest will be shut down and restarted. The content of the "/usr/openv" directory will be moved to
the new NetBackup virtual disk, and mounted at "/usr/openv".

3.7.26 Initialize PM&C Application using CLI

Prerequisites:
¢ PM&C has been deployed and is not initialized or fully configured.

Note: The installer must be knowledgeable of the network and application requirements. The final
step will configure and restart the network and the PM&C application; network access will be briefly
interrupted.
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Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).
1. TVOE Management Server iLO: Login with TVOE admusr credentials

Login to the TVOE as admust.

Login to iLO in IE using password provided by application:

htt p: // <managenent _server_i LO i p>

Click in the Remote Console tab and launch the Integrated Remote Console on the server.

Click Yes if the Security Al ert pops up.

2. PM&C: Login with PM&C admusr credentials

Note: On a TVOE host, If you launch the virsh console, i.e., "$ sudo / usr/ bi n/ virsh consol e
X" or from the virsh utility "virsh # consol e X' command and you get garbage characters or
output is not quite right, then more than likely there is a stuck "virsh console" command already
being run on the TVOE host. Exit out of the "virsh console", thenrun"$ ps -ef |grep virsh’,
then kill the existing process "$ sudo ki |l -9 <Pl D>". Then execute the "virsh console X"
command again. Your console session should now run as expected.

Login using virsh, and wait until you see the PM&C login prompt:
virsh # list --all

Id Nane State

13 nmyTPD runni ng
20 prmacdev? running

virsh # consol e pmacdev?
Connect ed to domai n pmacdev?
Escape character is 7]

Cent OS rel ease 6.2 (Final)
Kernel 2.6.32-220.17.1.el6prerel6.0.0_80.14.0.x86_64 on an x86_64

pmacdev? | ogin:

3. PM&C: Initialize the PM&C Application with the PM&C profile.
Note: The example below uses the default PM&C profile named TVOE

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm appl yProfile --fil eNane=TVCE
Profile successfully applied.

$ sudo /usr/TKLC/ smac/ bi n/ pmacadm fi ni shProfil eConfig
Initialization has been started as a background task

4. Wait for the background task to successfully complete. The command will show "IN_PROGRESS"
for a short time.
Run the following command until a "COMPLETE" or a "FAILED" response is seen similar to the
following:

$ sudo /usr/TKLC/ smac/ bi n/ pmaccli get BgTasks

1. Initialize PMRC COWPLETE - PM&C initialized

Step 2: of 2 Started: 2012-07-13 08:23:55 running: 29 sinceUpdate: 47
taskRecordNum 2 Server ldentity:
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Physi cal Bl ade Locati on:
Bl ade Encl osure:

Bl ade Encl osure Bay:
Guest VM Locati on:

Host | P:

CGuest Nane:

TPD | P:

Rack Mount Server:
| P:

Nane:

5. Perform a system healthcheck on PM&C:

$ sudo /usr/TKLC/ pl at/bin/al armvgr --al arnt at us

Thi s command shoul d return no output on a healthy system

$ sudo /usr/TKLC/ smac/ bi n/ sentry status

Al'l Processes should be running, displaying output simlar to the foll ow ng:
PM&C Sentry Stat us

sentryd started: Mon Jul 23 17:50:49 2012

Current activity node: ACTIVE

Process PI D St at us StartTS NunmR
smacTal k 9039 runni ng Tue Jul 24 12:50:29 2012 2
smachMbn 9094 runni ng Tue Jul 24 12:50:29 2012 2
hpi Por t Audi t 9137 runni ng Tue Jul 24 12:50:29 2012 2
snnpEvent Handl er 9176 runni ng Tue Jul 24 12:50:29 2012 2
ecl i pseHel p 9196 runni ng Tue Jul 24 12:50:30 2012 2

Fri Aug 3 13:16:35 2012
Conmmand Conpl et e.

6. Logout of the virsh console
Exit the virsh console session using Appendix I, How to Exit a Guest Console Session on an iLO.

7. Management Server iLO: Exit the TVOE console.
Run:

$ | ogout

3.7.27 Initialize PM&C Application using the GUI

Note: You must be logged in as the guiadmin user to access this page.

1. PM&C GUI: Load GUI and navigate to the Configuration view
Open web browser and enter:

htt ps: // <pmac_nanagenent _net work_i p>

Login as guiadmin user.
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ORACLE

QOracle System Lngin
Tue Sep 1 20:26:21 215 UTC

Log In
Enter your username and password to log in

Session was logged out at 8:26:21 pm.

Username:
Password:

[] Change password

Log In

Unauthorized access is profibited. This Oracle system requires the use of Microsoft Internet Explorer 9.0, 1000,
ar 11.0 with support for JavaScript and cookies.

Oracle and Jave are regisiered trademarks of Oracle Corpaoralion and/or ifs affiiates.
Cther names may be frademarks of their respaciive owrars.

Copyright ® 2090, 2015, Oracile and/for 5 affiiates. Al nights resered.

2. PM&C GUI: Select the appropriate PM&C initialization profile.
The "PM&C Initialization" view will be presented to the operator. Select the appropriate profile.
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=) ]
Qo : T ione

‘ Fle Edit View

Favorites Tools Help

& - > =3 @ v Pagev Safetyv Tools~ @v @ @| 6( <

ORACLE’ Platiorm Management & Configuration 620006295 [ PauseUpdates | Help | Loggedin Account guiadmin[v] | Log Out

B e Main Menu: PM&C Initialization
D Syslem |nvenlo|’y Thu Sep 03 18:56:26 2015 UTC
2] System Configuration
[=] iy Software
[0 Software Inventory
D Manage Software Images
[ vM Management
(Z] Storage
(Z Administration
(Z7 Status and Manage
[ Task Monitoring
& Help
[ Legal Notices
@ Logout

Profiles

File Hame

Comment

Initialize

opyright @ 2010, 2015, Oracle and/or its affilistes. All rights reserved.

[site] | Updates enabled

R -

3. PM&C GUI: Select and enable, appropriate PM&C Features, and if required add new Roles.

Note: In this example the Features view was used to create a "NetBackup" role, and the NetBackup
Feature was enabled.

Enable the appropriate feature and role, and click "Next".
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View Favorites

Help

‘ File Edit Tools

& - > =3 @ v Pagev Safetyv Tools~ @v @ @| 6( <
ORACLE’ Platiorm Management & Configuration

620006295 [] PauseUpdates | Help | Loggedin Account guladmm | LogQut

[ & Main Menu . e
& Main Menu: PM&C Initialization
5] ‘=3 Hardware
Thu Sep 03 18:59:52 2015 UTC

[Z] System Inventory

2] System Configuration
[=] iy Software

[0 Software Inventory Features
D Manage Software Images Feature Description

[ vM Management
[ Storage DEVICE.NETWORK.NETBOOT Metwork device PXE initialization
(1) Administration DEVICE.NTP PM&C as atime server iianagement
(Z7 Status and Manage

[ Task Monitoring PMAC MANAGED Remote management of PH&C O

& Help

i

[ Legal Notices PMAC.REMOTE.BACKUP Remote server for backup Management

[ Logout
< > PMAC.NETBACKUP MetBackup client Management O

PMAC IPVE NOAUTOCONFIG RS EOIIEC e YV O
autoconfiguration ]
Add Role
Cancel  Next
opyright @ 2010, 2015, Oracle and/or its affilistes. All rights reserved.

[site] | Updates enabled

R -

4. PM&C GUI: Provision the PM&C application Networks.
Note: In the example below the NetBackup network was provisioned and added.

Provision the appropriate networks and click "Next".
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‘ Fle Edit View

Favorites Tools Help

ﬁ A =3 @ v Pagew Safety > Tools~ @v @ @| & D

ORACLE’ Platiorm Management & Configuration 620006295 [ PauseUpdates | Help | Loggedin Account guiadmin[v] | Log Out

B e Main Menu: PM&C Initialization

. [:‘S it Ii it Thu Sep 03 19:01:30 2015 UTC
ystem Inventory
2] System Configuration

[=] iy Software
[0 Software Inventory

Networks

[ wanage Software Images Network Address Network Mask/Prefix
[ vM Management

(Z] Storage
(Z Administration 10.240.17.0 i 2552552550
(Z7 Status and Manage

1169.254.132.0 i 1265.255.255.0

Add | | Delete
[ Task Monitoring —
& Help i
[ Legal Notices
@ Logout
< >

Cancel Next

opyright @ 2010, 2015, Oracle and/or its affilistes. All rights reserved.

[site] | Updates enabled

Ao -

5. PM&C GUI: Provision the PM&C application Network Roles.
Note: In the example below the NetBackup role was provisioned and added.

Provision the appropriate network role and click "Next".
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e
(< ]© : T loes

‘ Fle Edit View

Favorites Tools Help

ﬁ - > =3 @ v Pagev Safetyv Tools~ @v @ @| ﬁc <

ORACLE’ Platiorm Management & Configuration 620006295 [ PauseUpdates | Help | Loggedin Account guiadmin[v] | Log Out

[ & Main Menu . e
& Main Menu: PM&C Initialization
5] ‘=3 Hardware
Thu Sep 03 19:02:15 2015 UTC
[Z] System Inventory
2] System Configuration
[=] 3 Software
a Network Roles
[0 Software Inventory
[ wanage Software Images Network Address Network Mask/Prefix Role
[ vM Management
169.254.132.0 255.255.255.0
(Z] Storage
(Z Administration 10.240.17.0 255.255.255.0

(Z7 Status and Manage

Add | | Delete
[ Task Monitoring —
& Help i
[ Legal Notices
@ Logout
< >

Cancel Next

opyright @ 2010, 2015, Oracle and/or its affilistes. All rights reserved.

[site] | Updates enabled

R -

6. PM&C GUI: Provision the PM&C application Network Interfaces.
Note: In the example below, the NetBackup interface was provisioned and added.

Provision the appropriate interface and click "Next".
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P=raT
(&) ; T ioce

‘ Fle Edit View

Favorites Tools Help

ﬁ - > =3 @ v Pagev Safetyv Tools~ @v @ @| ﬁc <

ORACLE’ Platiorm Management & Configuration 620006295 [ PauseUpdates | Help | Loggedin Account guiadmin[v] | Log Out

[ & Main Menu . e
& Main Menu: PM&C Initialization
5] ‘=3 Hardware
Thu Sep 03 19:02:55 2015 UTC
[Z] System Inventory
2] System Configuration
[=] 3 Software
a Network Interfaces
[0 Software Inventory
[(] Manage Software Images Device IP Address Description
[ vM Management . np
control 1169.254.132.1 { Private Control network

(Z] Storage
(] Administration management 10.240.17.94 i Management access
(Z7 Status and Manage

Add | | Delete
[ Task Monitoring —
& Help i
[ Legal Notices
@ Logout
< >

Cancel Next

opyright @ 2010, 2015, Oracle and/or its affilistes. All rights reserved.

[site] | Updates enabled

R -

7. PM&C GUI: Provision the PM&C application Routes.

Note: In the following example the default route and NetBackup routes were provisioned.

Provision the appropriate routes and click "Next".
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Tools = 0' @ @| Qc <

ORACLE’ Platiorm Management & Configuration

620006295 [] PauselUpdates | Help | LoggedinAccoumguladmm | LogQut

[E 2 Main Menu
5] ‘=3 Hardware
[Z] System Inventory
2] System Configuration
[=] iy Software
[0 Software Inventory
D Manage Software Images
[ vM Management
(Z] Storage
(Z Administration
(Z7 Status and Manage
[ Task Monitoring
& Help
[ Legal Notices
@ Logout

[site] | Updates enabled

Main Menu: PM&C Initialization

Thu Sep 03 19:03:48 2015 UTC

Destination Address Network Mask/Prefix Gateway Address

Add | Delete

Cancel Next

opyright @ 2010, 2015, Oracle and/or its affilistes. All rights reserved.

8. PM&C GUI: Provision the PM&C application DHCP Ranges.
Provision the appropriate DHCP ranges.
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‘ File Edit

View Favorites Tools Help

ﬁ - > =3 @ v Pagev Safetyv Tools~ @v @ @| ﬁc <

ORACLE’ Platiorm Management & Configuration 620006295 [ PauseUpdates | Help | Loggedin Account guiadmin[v] | Log Out

B e Main Menu: PM&C Initialization

Thu Sep 03 19:04:42 2015 UTC
[Z] System Inventory
2] System Configuration
[=] iy Software
[0 Software Inventory
D Manage Software Images Start DHCP End DHCP
[ vM Management
(Z] Storage
(Z] Administration Add | Delete
(Z7 Status and Manage o
[ Task Monitoring
& Help
[ Legal Notices
@ Logout

DHCP IPv4 Ranges

H68 2541351 | 169.294,132.254

Cancel Next

opyright @ 2010, 2015, Oracle and/or its affilistes. All rights reserved.

[site] | Updates enabled

R -

9. PM&C GUI: Finish the PM&C application initialization.

Verify the PM&C application initialization is correct on the "Configuration Summary" view and
click Finish.
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e@@ hﬂpﬂffpm-ﬂll‘ £ = & Certificate error Q”ETaskMom..|E]DracleS_-,vs...|EPM&C |ETaskMomm| ‘ :
File Edit View Favorites Tools Help | & McAfee IR
f-?} - v [Z] @ v Pagev Safety~ Tools~ ﬂ' @ @ | & e
ORACLE’ Platiorm Management & Configuration 620006295 [ PauseUpdates | Help | Loggedin Account guiadmin[v] | Log Out
[E 2 Main Menu . T .
B 53 Hardwars Main Menu: PM&C Initialization
Thu Sep 03 19:05:11 2015 UTC
[+] [ System Inventory
[+] [Z1 System Configuration
[=] 3 Software = Network Description
[0 Software Inventory ~
D Manage Software Images Hetwork Address Hetwork Mask/Prefix
[ vM Management 169.254.132.0 255 255 255
[+l [ Storage 10.240 17.0 255 255 255.0
[+ [ Administration
&l () Status and Manage + Network and Roles Description
[ Task Monitoring
& Help Network Address Network Mask/Prefix Role
[ Legal Notices
169.254.132.0 255.256.2565.0 Control
@ Logout
r'd > 10.240.17.0 255.256.265.0 Management
= Network Interface Description
Device IP Address Description
5
conirol 169.254 1321 Private Control network
management 10.24017.94 Management access
< >
- Route Configuration
Device Destination Address Network MaskiPrefix Gateway Address
There are no provisioned routes found
< >
+ |Pv4 DHCP Configuration
Start DHCP End DHCP
169.254.132.1 169.254 132 254 V]
Cancel || Finish
Copyright @ 2010, 2015, Oracle and/or its affiliates. All rights resarved.
[site] | Updates enabled
#100% -

10. PM&C GUI: Verify the PM&C application initialization.
Navigate to the Background Task Monitoring view and verify the "Initialize PM&C" task was

successful.

3.7.28 Updating the TVOE Host SNMP Community String from the GUI

This section details how to use the PM&C GUI interface to

update the Read Only or Read /Write SNMP

Community String on all TVOE hosting servers and the PM&C Guest TPD which are known to the

PM&C control network.

Note: You must be logged in as the Admin user to access this page.

1. PM&C GUI: Load GUI and navigate to the Configuration view

Open web browser and enter:

https:// <pnac_managenent _network_i p>
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Login as guiadmin user.

ORACLE

QOracle System Lngin
Tue Sep 1 20:26:21 215 UTC

Log In
Enter your username and password to log in

Session was logged out at 8:26:21 pm.

Username:
Password:

[] Change password

Log In

Unauthorized access is profibited. This Oracle system requires the use of Microsoft Internet Explorer 9.0, 1000,
ar 11.0 with support for JavaScript and cookies.

Oracle and Jave are regisiered trademarks of Oracle Corpaoralion and/or ifs affiiates.
Cther names may be frademarks of their respaciive owrars.
Copyright ® 2090, 2015, Oracile and/for 5 affiiates. Al nights resered.

2. PM&C GUI: Navigate to Main Menu > Administration > Credentials > SNMP.
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ORACLE’ Platiorm Management & Configuration 620006295 [] PauseUpdates | Help | Logged in Account guiadmin[v] | Log Out

= %g‘::ﬁ:ﬁare Main Menu: Administration -> Credentials -> SNMP Community String Update
Thu Sep 03 19:36:02 2015 UTC
[+ [ Software e
[ vM Management
[l (1 Storage Select Read Only or Read/\Write Community String
[=] {3 Administration @ ReadOnly () Read\Write
[3 GuI Sessions
[3) PM&C Application
[3] [ PM&C Backup Check this box if updating servers using the Site Specific SNMP Community String:
[ O3 PM&C Configuration [[] Use Site Specific Read Only Community String: TPDverejny
[Z] ‘=3 Credentials
) shmp
[£] General Optians Community String
[+] [ Access Control Note: The Community String value can be 110 31 uppercase, lowercase, or numeric characters.

[+ (1 Remote Servers
] [ Status and Manage

[3 Task Monitoring

& Help

[0 Legal Notices

(@ Logout

Copyright @ 2010, 2015, Oracle and/or its affiliates. All rights resarved.

[site] | Updates enabled

#100% -

3. PM&C GUI: Select the Read Only or Read/Write radio button depending on which SNMP
Community String is to be updated.

Note: In this example the Read Only radio button is selected.

4. PM&C GUI: If this the first time the SNMP Community Strings have been updated for this PM&C,
leave the Use Site Specific checkbox unchecked. If this is an attempt to update one or more servers
hosting the TVOE application “after” the Read Only and/or Read /Write Community String has
already been updated, then select the Use Site Specific checkbox. This will disable the Community
String textbox and enable the Update Servers button because the string to be used is the one stored
in the PM&C database (or the one given in the GUI indicated next to the checkbox). Proceed to
3.7.28 Step 6.

5. PM&C GUI: Enter a new Read Only Community String into the Community String textbox.
Note: The string may only contain 1 to 31 characters in the set a-z, A-Z, and 0-9.

Once the first character has been entered, the Update Servers button will become enabled.

6. PM&C GUI: Click on the “Update Servers” button.

The following error or warning messages may be displayed depending on the Community String
entered into the textbox after the user clicks on the Update Servers button:

¢ Invalid string length (over 31 characters)
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Message from webpage

& ERROR: Invalid Corm. String: 123456789012345678901234567890123

Must be 1ta 31 chars in length,

¢ Invalid characters (must be a-z, A-Z, 0-9)

Message from webpage @

.r_h Only characters a-z, &-Z, and 0-9 are allowed.,

& ERROR: Imvalid Comim. String: @123

7o

* Use of non-recommended Community String (any mixed case combination of “public”, “private”,
“password” , or “snmp-trap”).

i

Message from webpage

B

2

I@ You are about to update the Read Only SHMP Credentials on all

supporting known TVOE servers and the PM&C guest TPD on the
contrel network of this PME&C with the string: public. It is not
recommended that this string be used.

Are you sure you want to continue?

ok || Concel

L8

r.

These whole words are not recommended as a standard Community String but the user is

allowed to override the controls and allow these string to be set.

¢ Valid Community String general warning.
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[ 3
Message from webpage

You are sbout to update the Read Only SNMP Credentials on all known
supporting TVOE servers and the PM&C guest TPD on the control
netwaork of this PM&C. Changing of SMMP Community Strings is onby
supported across preduct release versions that support this
functionality and attempting to do so with product versions not
supporting it may cause the system to beceme inoperable.

Are you sure you want to continue?

ok | [ cance

This general warning is always displayed after the Community String validation is performed
to make sure the user is aware that changing these TVOE host Community Strings can cause
their system to become in-operable if other components are not changed to reflect what is entered
here.

Note: When this operation is initiated, all supporting TVOE hosting servers and the PM&C guest
TPD on the PM&C control network will be updated. All those servers that match the existing Site
Specific Community String will not be updated again until the string name is changed. Once
validation is complete and the user selects OK on the general warning, a background task is created
which can be monitored at the SNMP GUI page from the Tasks button or from the main menu
Task Monitoring page.
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[=] 3 Administration @® Readd U] Task Target Status State Runn
[0 GUI Sessions i i
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] PM&C Backup Check this by
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[ snmP
[Z] General Options Community
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[0 Task Monitoring
& Help
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Copyright ® 2010, 2015, Oracle and/or its affilistes. All rights reserved.
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H100% ~

L

The Info button can also be displayed which indicates a successful or failed update operation:

Info

+ SNMP Read Only Community String: TPDvergjny. The update will proceed as a single BG task: 55 which
updates each TVOE server and the PM&C guest TPD that supponts the SNMP Credentials change.

1)

7. If the update needs to be validated, the user can enter the pmaccli command getCommStrStatus
at a SSH terminal connection to the PM&C to display the status of the Community Strings on all
servers on the PM&C control network.

Execution loops over all known servers on the PM&C control network and attempts to retrieve the
Read Only and Read/Write Community String. It displays the IPv4 and IPv6 for each server, the
TPD release, the Application name and version, whether the servers supports the update
functionality, and the status of the Community Strings for that server. All servers whose TPD
instance is greater than 6.5.0_82.4.0 will be queried. It uses the values set in the PM&C database to
determine the status of each Community String. The status can be either of the following;:

¢ Query Failed - Unable to retrieve the Read Only and Read /Write Community Strings from a
given server.

* Site Specific - Matches the current (the non-default) Read Only or Read /Write Community
String stored in the PM&C database.

* Default - Matches the default (non-editable) Read Only or Read /Write Community String stored
in the PM&C database.
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* Unknown - Was able to retrieve the Read Only or Read /Write Community String but it does
not match what is maintained in the PM&C database. Usually indicates the Community String
was updated manually from an interface other than the PM&C.

* Not Applicable - This indicates the server does not support the Update functionality and therefore
the status cannot be determined. It is assumed this server matches the default values since they
cannot be updated. Usually the server release is an older TPD and Application or a TVOE of <
2.5.0-82.4.0.

The output of the command includes “Server Update Supported” with a value indicating if the
Update is actually supported or not. The possible values for support are:

* Supported - This indicates the TPD release is >= 6.5.0_82.4.0 and the Application name is TVOE
or PMAC.

¢ Supported for Query Only - This indicates the TPD release is >= 6.5.0_82.4.0 and the Application
name is unknown or something other than TVOE or PMAC. The Community Strings will not
be updated via the PM&C but they can be queried from this command or the getHostCommStr
command.

* Not Supported - This indicates the TPD release is < 6.5.0_82.4.0 and cannot be queried. In this
case the Community String is set to the default values and the status is indicated as Not
Applicable.

Example output:
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praccli getCommStritatus

SNMP Credentials Status Info:

Server IP Address (IPvd - IPvE)
Server Releasze Info (Host - App):
Server Update Supported
EHMP Read Only Community String @
SHMP Read Write Community String:

Server IP Address (IPv4 - IPwe)
Server Release Info (Host - App):
Server Update Supported
ENMP Read Only Community String
SNMP Read Wrice Community String:

Serwer IP Address (IPwd - IPve)
Server Release Info (Host - App):
Server Update Supported
ZEMP Read Only Community String
ENMP Read Write Community String:

Server IP Address (IPvd - IPwE)
Server Release Info {Host - Appl:
Server Update Supported

SNMF Read Only Community String
SHMP Read Write Community String:

Server IP Address (IPv4 - IPWG)
Server Release Info (Host - App):
Server Update Supported
SHMP Read Only Community String
SHMP Read Wrirte Community String:

Server IP Addeess (IPvd - IPve)
Server Release Info (Hosc - App):
Server Update Supported
SHMF Read Only Community String :
SHMP Read Write Community String:

Server IP Address (IPv4 - IPwG)
Server Release Info (Host - App):
Server Update Supported
S5HMP Read Only Community String
SHMP Read Write Community Sering:

TPD: 6.0.0-80.28.1 - Unknowm: Unknowm

: Hot Supported

TPDiwereiny - Status: Not Applicable
TPDsoukromy - Status: Not Applicable

: 169.254.131.7 - fef@i::lecl:deff: fe?S:df00

TPD: 6.5.0-82.4.0 = TVWOE: 2.5.0_82.4.0

¢ Supported

newcescrol - Status: Site Specific
newcescrwl - Sravus: Sice Specific

1 169.254,131.12 - £e80::5054: ££: feee: 550

TFD: 6.0.0-80.28.0 - Unknowmn: Unknowm
ot Supported

TPivereiny - Status: Not Applicable
TPDsoukromy - 3tatus: Not Applicable

: 169.254.131.14 - fed0::5054: ££: fel7: a6l

TPD: 5.0.0-72.44.0 - Unknown: Unknowm

: Hot Supported
i TPDwerejny - Status: Not Applicable

TPDsoukromy - 3tatus: Not dpplicable

1 169.254.131.8 - fe@i::lecl:deff:fe7S:fcal

TPD: 6.5.0-82.4.0 - TVOE: 2.5.0_82.4.0
Supported

newtesctrol - Status: Site Specific
newcestrwl - Status: Site Specific

¢ le9.254,131.5 - fe@::2e76: Gaff: £e50:3974

TPD: 6.5.0-82.4.0 - TVOE: 2.5.0_82.4.0

t Supported

newtestrol - Status: Site Specific
newtestrwl - Status: Site Specific

: 169.254.131.2 - fed0::3ed9:2bLe: fefd: 3238

TPD: 6.5.0-82.4.0 - TVWOE: 2.5.0_82.4.0

¢ Supported

testro - Status: Unknown
newcescrwl - Status: Site Specific

: 169.254.131.6 - feB0::bE99:baff: fead:ba60

Procedures

This procedure allows the user to expand PM&C temporary area for importing software images using
sftp in cases where PM&C already exists and larger ISO images need to be imported. The preferred
method is to designate the extra space during PM&C deployment, refer to 3.7.4 Deploy PM&C Guest.

1.

3.
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PM&C GUI: Edit the PM&C application guest to add the "isoimages" virtual disk.

PM&C GUI: Determine if the PM&C application guest is configured with a "isoimages" virtual
disk.

Navigate to "Virtual Machine Management" view and select the PM&C application guest from
the "VM Entities" list.
PM&C GUI: Determine if the "Virtual Disks" list contains the "isoimages" device.

If the "isoimages" device exists for the PM&C application guest then return to the procedure that
invoked this procedure. Otherwise continue with this procedure.
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Click "Edit" and then click the "Add" button in upper corner of Virtual Disks grid. Then enter the
following data for the new isoimages virtual disk.

Size (MB): "20480"
Host Pool: "vgguests"

Host Vol Name: "<pmacGuestName>_isoimages.img"
Guest Dev Name: "isoimages"

4. PM&C GUI Verify the new isoimages virtual disk data and save.

Main Menu: VM Management

Thu Sep 17 19:16:50 2015 UTC

Tasks +
VM Entities i Edit guest pmacU16-4
Refresh Q) VM Info = Software  MNetwork  Media

= hostname(2be2be44427 Summary  Virtwal Disks ~ Virtual NICs
pmaclJ16-1
pmacl16-2

Virtual Disks
pmacl16-3 Add Delete
pmaclJ16-4
& hostname6199ee5b4c5d Primary  Size (MB) Host Pool Host Vol Hame Guest Dev Name
[+] hostname7b0275%a2ecc YES 51200 vgguests pmacl16-4.img PRIMARY
MNO 10240 vgguests pmacl16-4_logs.img logs
* pmacl16- )
MNO 20480 vgguests 4_images.img images
: pmacU16- o
NO : 20480 : vgguests : 4_isoimages.img isoimages : .

Save | Cancel

5. PM&C GUI: Confirm the PM&C application guest edit.

A confirmation dialog will be presented with the message, "Changes to the PMAC guest:
<pmacGuestName> will not take effect until after the next power cycle. Do you wish to continue?".
Click "OK" to continue.

6. PM&C GUI: Confirm the Edit VM Guest task has completed successfully.

Navigate to the Background Task Monitoring view. Confirm the guest edit task has completed
successfully.

7. TVOE Management server iLO: Shutdown the PM&C application guest.

Note: In order to configure the PM&C application with the new NetBackup virtual disk the PM&C
application guest needs to be shut down and restarted. Refer to PM&C Incremental Upgrade, Release
5.7 and 6.0, E54387, Appendix O, "Shutdown PM&C 5.5 or Later Guest."

8. TVOE Management Server iLO: Start the PM&C application guest.

Note: To configure the PM&C application with the new netbackup virtual disk, the PM&C
application guest needs to be shut down and restarted.

E80301 Revision 01, October 2016 294



Procedures

Using virsh utility on TVOE host of PM&C guest, start the PM&C guest. Query the list of guests
until the PM&C guest is "running".

$ sudo /usr/bin/virsh
virsh # list --all
Id Nane State

20 prnacUl4-1 shut off

virsh # start pmacUl4-1
Domai n pmacUl4-1 started

virsh # list --all
Id Nane State

20 prnacUl4-1 runni ng

9. Return to the procedure that invoked this procedure.

3.7.30 Certificate Management

3.7.30.1 Set the PM&C Domain Name

For instructions on how to set the Domain Name, refer to procedure 3.7.33 Confiquring PM&C Domain
Name System.

3.7.30.2 Generate a New Certificate Signing Request

This procedure will generate a new self-signed HTTPS certificate and a Certificate Signing Request to
be submitted to the customer’s Certificate Authority. The CA will then provide a signed certificate
that can be used to replace the self-signed certificate using the procedure 3.7.30.3 Update an HTTPS
Certificate.

Prerequisite: Procedure 3.7.30.1 Set the PM&C Domain Name

Use this procedure if the customer does not already have an HTTPS certificate to install. Such a
certificate may have been generated by a previous use of this procedure or by using the customer's
own procedure. If the customer already has a certificate to install, use 3.7.30.4 Import an HTTPS Certificate
or 3.7.30.3 Update an HTTPS Certificate instead.

1. Login to the PM&C GUI as the guiadmin user.
2. Navigate to Main Menu > Administration > Access Control > Certificate Management

This page will display any certificates already present on the PM&C system. A certificate currently
in use by PM&C will be shown in green text.
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Main Menu: Administration -> Access Control -> Certificate Management

Fri Sep 04 16:30:10 2015 UTC
Info =

Certificate Name ?::;ﬁc‘“e Certificate Subject Certificate Issuer Valid Dates
From: September 4,
* |abs oracle.com HTTPS Common Name: * |abs oracle.com Self-Sioned 2015, 4:49 pm
AEEe = Wildcard Organization: Oracle e To: October 4, 2015, 4:49
pm
Establish S50 Zone  Create CSR  Import Report

Click the Create CSR button.

3. On the resulting Create CSR page, modify any fields as necessary to describe the system for which
the new certificate will be generated. All fields are required.

Main Menu: Administration -> Access Control -> Certificate Management [Create CSR]
Fri Sep 04 16:54:45 2015 UTC

Distinguished Name A
Field Value Description

The 2-letter country code of which the entity being described lives in. [Allowet
Country * us 2 il g [

characters are A-Z] [Avalue is required)]

The state or province (full name) which the entity being described lives in.
State or Province*  Morth Carolina [Range = A 1-100 character long string. Allowed characters are A-Z, a-z,
spaces, and hyphens]. [Avalue is required.]

The locality name (eq. city) of the entity being described. [Range = A 1-100
Locality * Marrisville character long string. Allowed characters are A-Z, a-z, spaces, and hyphens.
[Avalue is required.]

The common name of the entity being described. Replacing a certificate

marked visible or active will resultin the browser connection errors - which
Common Name * * labs.oracle.com (active) ﬂ may then require a reload or restart of the browser to restore connectivity. Th

listincludes only those entities that do not already have an associated v

mndtifinate Thoualinn ic ramirad 1

< >

Generate CSR ~ Back
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The Common Name field will determine whether the new certificate will apply only to this PM&C
host (e.g. "pmacl.office.company.com") or to any host in the same domain (e.g.

"* .office.company.com". Use the host-specific option unless there are other hosts in the same domain
sharing a single certificate.

The Common Name field will only offer names for which no certificate is already present on this
PM&C. To replace an existing certificate, first delete it as instructed in 3.7.30.5 Delete an HTTPS
Certificate.

4. Click the Generate CSR button.

This will create and install a new (self-signed) HTTPS certificate in PM&C and write the related
Certificate Signing Request to a file. This file will be available immediately via the Main Menu >
Status and Manage > Files screen (refer to 3.7.30.3 Update an HTTPS Certificate).

Because a new self-signed certificate is in use now, the user will need to re-establish the GUI session
and accept the certificate.

3.7.30.3 Update an HTTPS Certificate

This procedure is used to replace a self-signed certificate generated by PM&C with a CA-signed
certificate provided by the customer's Certificate Authority. This will be done after these steps have
been taken:

* The Procedure "Generate a new Certificate Signing Request" has been used to generate a new
self-signed certificate and CSR

The CSR has been submitted to a Certificate Authority
The CA has provided a signed certificate

=

Login to the PM&C GUI as the guiadmin user.
2. Navigate to Main Menu > Administration > Access Control > Certificate Management.

o

Select the certificate to be updated.
The Import button will change to an Update button.

Main Menu: Administration -> Access Control -> Certificate Management

Fri Sep 04 16:37:532 2015 UTC

Certificate Name Certificate

Type
: : : ! From: September 4,

HTTPS Common Name: * |labs.oracle.com Self-Signed 2015, 457 pm
' Wildcard Organization: Oracle ' g ' To: October 4, 2015, 4:57
| | | L pm |

Certificate Subject Certificate Issuer Valid Dates

|
1 *labs.oracle.com
|

Establish $SO Zone  Create CSR  Update  Delete  Report

4. Click the Update button.
This will display the certificate currently installed.
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Main Menu: Administration -> Access Control -> Certificate Management [Update Certificate]
Fri Sep 04 17:01:28 2015 UTC

MIIDZDCCASCgAWIBAgIEVenNhTANEgkghki GSwOBAQUFADCBnzELMAKGRITUEBRMC
VVMxFzAVEQNVERGMDkSvenRo IENhcmO saWs hMROWE g Y DVQQHDAtNb3 JvaXN2 alxs
ZTEPMAOGRIUECgWGET 3JhY2XIMREWDWwYDVQQLDAhBcHBXb3JroczEaMBgGA1UEAWWER
KiSsYWJzLmOyYWNsZ55]b20xITAfBgkghki GOwWOBCQEWEnNN1cHEvenRALSJhY2x1
LrNvbThe FwOxNTASMDQxNS USNDFaFw0xNTEwMDQxN U3NDFaMIGEMQswCQYDVQQG
EwJVUzEXMBUGRIUECAWC TmS vdGoggR2 Fyb2 xpbmExFDASBgHNVBACMCOlvenJpc3Zp

bEx1MQEWDQYDVQQKDAZ P emE ) bEUXETAPBgNVEASMCE FucFdvemt zMRowGAYDVQQD PEM
DBEqQLmxh¥YnMub3JnY2x1 LnNvbTERMBEGCSqGS Ib3DQE JARY Sc3VcGoydEBvemE S encoded
bGUUY29tMI BT ANBakahkiGOw0BAQEFAROCAQEEMI IBCOKCAQEANS T SaUMZ3VEE %509
vBEDtDDoohRWEBIMHmul EGP)pro CSmitkRj +hipZ+LyGMInEmXDXQUrbGy1xLdbTH certificate

. kTvsisURgUerCl54Rp6HWh3/ SkbgBrXhJUmcSrgHeE01Z+eFZEMOGFYNIok4Ueki

X508 Certificate ® | o v o1 62729 k6EdvreaPsu04XvY553MYFTA00CMEVEGINQZaET 1ViwhaTCCIBEE [Max Length
L5VaxdUGde80WMHERScXV0aul CdnlUpRbas yKPNHSp/ h3s 1késr ST Izm/ XEVZ SKLKV =2048
xrSKBELsG33W6kM1iTPDQUzu] +InNcUJREHK It RS 9Zpher]l 4H+sanPLlr MqGnXMY characters ]
d/cs54312QTIDAQABoxowEDATBgNVERMER S AAMA S GA 1 UdDwQEAWT FADANEokankiG [Avalue is
9wOBLQUFALOCAQER SEnxHe LawErQrnANUMKZYCOZNVOZvE/ su+FEvCuucEL 2kas required]

EDdgqu9gGKu+kB+VturrmYbG54gow S THkmRiNsmZ Z1MkdNzVaHy 051 XWhkkjgTw4H
SLGYNbyzWgS5aHdtE]j ENgKvuBSdNoB/ xtEBE6rORyvSgvLGQG5Y5k/ k/ 0Tb3CYWhO
ExONYws54wYdjYz349J+rSTRwCX 1hkeghAFiml cnFbXkkf24v0+AMUPPnCmt 6IEST
+/EBmAHTr TrnJ6hY3PFcEEQMnrCdRE2Fs5izxhHbheJgd4z yAYBAUVZsMIvr 2GAIWY
TTeXoYvEMLv54xJ0deDloonfng7CIlpTIvgEiOw==

Ok  Cancel

5. Select this text and delete it, but do not click the OK button yet.

Main Menu: Administration -> Access Control -> Certificate Management [Update Certificate]
Fri Sep 04 17:01:28 2015 UTC

PEM
encoded
X509
certificate

| | Max Lengtn
=2048
characters.]
[Avalue is
required.]

X.509 Certificate *

Ok  Cancel

6. Using an ASCII text editor on the PC, open the signed certificate provided by the Certificate
Authority.

7. Copy the certificate from the editor to the "X.509 Certificate" field on the PM&C screen.
Include the BEGIN and END lines and everything between:

----- BEG N CERTI FI CATE- - - - -
<encoded certificate data>
----- END CERTI FI CATE- - - - -
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Main Menu: Administration -> Access Control -> Certificate Management [Update Certificate]

Fri Sep 04 17:04:35 2015 UTC

MIIDZDCCAsCoNrWekM1iTPDQUzmYbG54gow Y THkmMRIBAQUFADCEnzELMAKGRITUER
VVMxFzAVBgNVELgMDkSvenRoIENhemS=saWShMROWEgYDVQQHDAENE 3 JyaXN2allxs
ZTEPMAOGRIUECgwWET 3ThY 2x IMREWDWYDVQQLDAhBcHEXE3 JroczEaMBgGRAIUEAWWER
KiSsYWJzLmSyYWNsZ55ib20xITAfBogkghkiGOwOBCQENENN1 cHEvenRALR3JThY2x]1
LoNvbTAe FwOxNTASMDQxN USNDFaFw0xNTEWMDQxNj USNDFaMIGEMQswCQYDVOQS
EwJVUzEXMBEUGRAIUTECAWCTmO ydGggR2 Fyvb 2 xpbnE x FDASEgNVBACHMCO1venJpc3Zp

bGxIMOEWwDQYDVOOEDAZPemF b GUXETAPEgNVBASMCEFweFdvemt ZMRowGAYDVQQD PEM
DBEgLmxhYnMub3JhY2x1LmNvETERMBEGCSgGSIb3DQEJARY Sc3Vwe G vdEBvemE] encoded
bGUuYZ9tMITEI jANBgkghki GOwOBAQEFARCOCAQEAMI IBCgECAQEANSTSalUMZSVEE X500
vBEDLDDoohRWEBrMHmulEGPIpoCSmitkR] +hipZ +LyGMIh8mXDEQUrbGy1xLdbTH certificate
X.509 Certificate * kTvs15URgUe;Cl54RpGHWh3fSkquIXhJUmESIquEOlZ+eFZKH?GFYN3ok4Uek1 [Max Length
06Y+0V16sTzik6EdvreaPsul4XvY S5 3MYFTdCocMEVEGrNQZgf TiViwha7CCIEPE
L5Vax4UGde 80wMHn5cXV0aulCdmUpRkhasyKPNHSp/h3s1k6sr51Jzm/ XKVZSKLEV =2043
XrSEBLsG3SWekM1iTPDOUzuj+InNcUJREHKStRS9Zpherl 4H+sanPL1r6MgGnXMY characters ]
d/cs5431ZQIDAQERoxowGDAJBgNVHRMER AAMA=GRA1UdDwQEAWIF4DANBokghkiG [Avalue is
9wOBAQUFARCCRQEA] SERXHELgwErQtnAWuMxZYCOZnVOZve,/ su+fEvCunucEt2kgb required.]

EDdgu9gGKu+kB+Vturrm¥YbGS4gow S THkmRINsmZ Z 1MkdNzVaHy 05 1XWDkkjgTw4H
SLGYNbyzWgSSaHdtEj 8NgKvuBSdNoB/ xtEB6rORyvSgyLGQRG5YSk/ k/0Tb3tYWhO
ExONYws54wY¥diY¥z349J+rSTRwCK1hkeghFruml cnEbXkkf2 4 yv0+AMUPPnCmt 6IEST
+/BmAHTr 7TrnJ6hY3PFcEEQMhrCdR62Fs5izxAHbhe Jg4zyAYBRAUVZ SMIVE2GAIWY
TTeXoYVEMLv54xJ0deDloonfng7CIlpIvgiidw==

Ok  Cancel

8. Click the Ok button.

The PM&C web server will be restarted immediately to put the updated certificate into effect. If
the signing CA is not known to the browser or the PM&C was not accessed by DNS name, the user
will have to re-establish the GUI session and accept the new certificate.

Users will now be able to access the PM&C GUI without having to acknowledge and accept the
server's certificate if the following conditions are met:

¢ The PM&C is accessed by DNS name, not by IP address. This will require either a DNS server

provided by the customer or configuration of the PM&C host name in the client PC's hosts file.

* The browser recognizes the CA's signature on the certificate. This requires that the certificate
be signed by a Certificate Authority known to the browser. Browsers are shipped with
well-known CAs already installed, but certificates for additional CAs, such as customer-operated
CAs, can be installed manually.

3.7.30.4 Import an HTTPS Certificate

This procedure is used to install a certificate and private key provided by the customer. If the key is
encrypted, the customer's passphrase for the key must also be provided.

Note: The customer's passphrase is used only once to decrypt the customer's private key. The key is
then re-encrypted by PM&C using its own passphrase. The customer's passphrase is not retained by
PM&C.

1. Login to the PM&C GUI as the guiadmin user.
2. Navigate to Main Menu > Administration > Access Control > Certificate Management.
3. Click the Import button.
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Main Menu: Administration -> Access Control -> Certificate Management [Import Certificate]
Fri Sep 04 17:06:09 2015 UTC

PEM encoded X.509
certificate [Max

X.509 Certificate * Length = 2048
characters ] [Avalue
is required.]

PEM encoded
Private Key [Max

Private Ke
4 Length = 2048
characters.]
The passphraze
Passphrase used to protect the
Private Key
Ok Cancel

4. Using an ASCII text editor on the PC, open the certificate to be imported.
5. Copy the certificate from the editor to the "X.509 Certificate" field on the PM&C screen.

Include the BEGIN and END lines and everything between:
----- BEG N CERTI FI CATE- - - - -

<encoded certificate data>
----- END CERTI FI CATE- - - - -
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Main Menu: Administration -> Access Control -> Certificate Management [Import Certificate]

Fri Sep 04 17:08:18 2015 UTC
Info =

MIIDZDCCASCOAWIBAGIEVenNhTANBgkaghkiGIwOBAQUFADCENZELMAKGAIUEEBNMC
VVHMxFzAVBgNVEBAGMDESvenRoIENhcmIsaWShMRQWEgYDVQOHDATHDb 3JvaXNZaWxs
EZTEPMAOGRIUECOWGT 3JhYZXx1MREWDAPBgNVEDANBCcHEBXD3JrcZEaMBgGR1TEAWWER
KiSsYWJIzLm3yYWNsSZ55]b20xITAIBgkghkiGIwOBCQEWENN1cHEVCNRAD3IJhY2 X1
LmivbTRe FwlXNTASMDOxNj USNDFaFWwl XN EWMDOXN JUSNDF aMIGIMQswCQYDVOOG
EwIVUzEXMBUGAIUECAWCTmY ydGggR2 Fyb2 xpbnExFDASBgNVBACHCOlvenJpc3Zp
bEx1MQEWDGYDVQQKDAZ PonF j bGUETAPEgNVBASMCE FwcFdvemt zMRowGAYDVERD
DBEQLmxhYnMub3JhY2x1LnNvbTERMEEGCSgG5Ib3DQEJARY Sc3VweEIydEBvemE J
BEUUY29tMIIEIj ANBgkghkiGIwlBAQEFARCCADEANT IBCORCAQEANSTSalMZ3VEs

vBEDtDDaoohRwPBrMHmm1EGPIpoCSmi tkRT +h pZ+LyGMIhemXDXGUrbGy 1 xLdbTH PEM encoded X.509
" . |ETvsisURgUerCl54Rp6HWh3/ SkbqBrXhIUmc5rqHeEQ1Z+eFZEMIGFYNIok4Ueki certificate [Max Length =
K509 Certificate ™ | o\ 511 52729 k6EdvreaPsu04Xvy553MYFTA00CEVEGINQZGETiVYwhaTCCIBEE 2045 characters.] [A
L5Vax4UGde 80wMHn5cXV0aulCdnUpRbas yKPNHESp/h3s1k6srSTJzm/ XKVZ SKLEV value is required ]
XrSKBLsG33WekM1iTPDQUzuj +InNcUJREHKItRS SZpRer] 4H+sanPL1r6MgGnRMyY
d/cs5431ZQIDAGARoxowGDAJEgNVHRMER § RAAMASGA1 UdDwQERWIF4DANEgkghkiG
9wOBAQUFAACCAQER] SEhxHE LawfrQtnANuUMxZYCOZnVOZva/ su+fEvCuucEc2kgs
EDdquigGEu+kB+VturrnYbG54gewdTHkmRiNsmZ Z1MkdNzVaHy 05 1XWhkkjgTw4H
SLGYNbyzWgSSaHdtB] 8NgEvuBSdNoB/xtEB6r0RyvSgyLEQGEYSk/ k/0Tb3tYWhO
kxONYw=54wYdi¥Yz34 87+ STRWCK 1hkeqhFim] cnKbXkkf24y0+AMUPPNCmt 6IES T
+/BmAHTrTrnJ6hY3PFocBEQMhrCdRE62FsbizxAHbhe Jodz yAYBAGVZsMIvr2GAIWY
TTeXoYVEMLvS4xJ0deDloonfngTCIlpIvgKiw==
————— END CERTIFICATE----—-
PEM encoded Private
Private Key Key [Max Length = 2048
characters ]
The passphrase used
Passphrase to protect the Private
Key
Ok Cancel

6. Using an ASCII text editor on the PC, open the private key file.
7. Copy the private key from the editor to the "Private Key" field on the PM&C screen.

Include the BEGIN and END lines and everything between:

----- BEG N RSA PRI VATE KEY-----
<encoded key dat a>
----- END RSA PRI VATE KEY--- - -
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Main Menu: Administration -> Access Control -> Certificate Management [Import Certificate]

Fri Sep 04 17:08:18 2015 UTC
Info =

MITEpQIBARKCAQEASHul SXuruTbhF4Y644crjwIvrGZ3daDzadwiNrumd+ugg4DI
CMx9QRiHpeNSrSubbtWCYBcpRO6aYHIofgOi S tYbgVEXEVMbcuBRiIFOSWRS9G1ES
JOIJ1S5BZMmMASGRXE368GssF6v1iBWwnOnEXCVZVERHE6180R5SEfe8g3ogJDY 4HoRWM=oO
CTGYISayoGTKtReZkRQ4IXAHUUIgdkmaGQN5TtiBPflVng&smugAgnukaokon
CWYzghHASE1EhYES2CjupMIzRGELFuVHE 2XAZX1 FyhrOEV4vdPWRi31BpUzVhGEt
BCRV3rSW1XAeB8lyvEQVHgrfeHIOLLWCOXRgzmAQIDAQARAIBARE sNbgRipRuZigd
D3eVITwASXf+eQd+TBhZ1JdQucTXITC+WPfRe2wEI4T4nATUdgZChLvHEXSMT 7Tow
kyW71lIlcnziAGwnpr/AtDMuZAUSgyRr74xH41EH+9010uHCuwMT ENwTBSnIoQxVA
Tn/QVunm5AP49kARgkFgki8tkik15ZHNW] CwX6E 6mzOmxs LUKFULE6CQWO3W2 tg0
J5EZ4tMauBHqMMNOVkdege/ ZPdSaFWyL4+9wlwi+SUE4F/ qJ] aq8CPkUnmBuHBi 1 £
331Q201UMEmnr0hCe4i0Dr4mfWPaluNE tWinL3wT OvGHNe2FNz16D1wyEMy0 56 TMD
WHS/cbECQYEA/hrOPCuovVrhD/in05w0/bl1TyDMV2nVSNEr8GrEsD265zrEqNulZ

PEM encoded

) ©/WEVWET FxbkyTVL] t QWEBT329a+x1T0ER/HESS6CHASJpoWD3 6/ JSoE o) Dewl+ Private Key
Private Key TpnOXI+dD¥plcoRWplSnIfNeodzw/EYZ1UzdZRBIas SuVTAQIP3s+t0CeYEAS kDL [Max Length =
ThnHTEvIuikMOHgbX310E0Y0aviCTBWKS Bnh5KoJ6CLN ZCExN0UgzrazgGyegyF 2048
AAuTEdPUHUSEw+e1dbabZ5BoX4NwyGhe 2w3Vh3tNB0 I 9GEp2pHvZ AN 71150 characters ]
YMAL9EV1/4DFEyMDXbdx55ghnWiwT1l=2nCbal y3UCgYEAvnaTLeCgGz yaQ+FmUvm/
1tip/v6imTqipOVEMEZABSXEMTQEZES 32BcQ0t1vSThEYJgciXgaUNH2 TpeVEY 48
2FEqCgswikzdyShnTrd£5NkEwv+ImJ1+DhRAWFT5KdgnkQYReZ0PIXiHoTe +/ 1KE,
FREmREE/ Zfwj 11CHCHM31RUCEYEAv4yr6ThaaokUVELyl YhoZXDak3c32PkhtRlg
Todn2ax5K26waC3DolEESWR] 7DINUMqHK 4ULXFnl P3qel 8 0FmOTXQ2 daDg TWanme
auSiKS6kNRPEyoklinBexS2yE1CIPAITEYdyLTvoli02Ni fFlofe TYLEY/pDipn
®euRYE0CQYEA31QDz/C101hRN1gourfn/E/vvviRKAD] SbWk+ETXCuw2 91mvxRIn
vk1C6oNnTvDOEMEGO1tWodgS5oGdE350h0oCldka6FMS1FEpposUr+EwEfmVg9yhYa
uhMaQkmsiEKbPs6/ fmBESu771y0HnWbnj zrBgelhS8hNsQidMEJSxTI=
o END RSA PRIVATE KEY-—-—-
The
Passphrase passphrase
used to protec
the Private Key
Ok  Cancel v
< >

8. If the private key is encrypted, type or paste the passphrase into the "Passphrase"” field.
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Main Menu: Administration -> Access Control -> Certificate Management [Import Certificate]

Fri Sep 04 17:08:18 2015 UTC
Info =

MITEpQIBAAKCAQEASHul SXuruTbhF4Y644triwIvrGZ3daDzaAw(Nrum4+us8g4DT
CMx9QAiHpeN5r5ubbtWCYBcpRO6aYHOofg0i 5t YbgVEXEVHbocuBRiFO9WRS59G1P9
JOIJ15BZMmASGRx838GssF6v1BwnOhEXCVZvEKHE618oR5Efe8g30gJDY4NoRWM=o
CT6YISayoGTKtReZkR94IXAHUUIgdkmaGQNS7tiBPflVng&smugAgnukaokon
CWYzghHAS618hYK32CjupMIzRG5LFUVHEZXAZX1 FyvhrOEV4vdPWRiI31BpUzVhGEL
BCRV3rSW1XAeBlyvEQVHgrfeHIOLLWCOXgzmAQIDAQARAAIBAEEsNEgRjpRuZRgY
D36VITWASKf+eQd+TBhZ1JdQucTXITC+WPfRe2wBI4T4nATUdgZOhLvHEXSMT Tow
kyW71IlcnziAGwnpr/AtDMuZAUSgyRr74xH41EH+901o0uHCuwMT fNw7BSnIoQxVA
Tn/QVunmSAP49kARgkFokig8tkik1SZHNw] CwXeE6mzCmxs LUKFULB6CQWO3W2 g0
JSEZ4tMauBHgMMNOVEkdeqe/ZPdSaFWyL+9wlwi+9UE4F/qJjag8CPkUnmBuHBilf
33Q201UMRmnr0hCh4i0Dr4mfWPa0uN8 tWinL3wTl OvGHNe2FNz16D1wy fMy056THE
WHS/cbECgYEA/hr0PCuovVrhD/ih05w0/ b1 TyDMV2nVENEr8Gt£5D2652zrEgNulZ

PEM encoded

Private Key t/WEVWKTFxbkyTVLI tqWEBJ3z9a+x1UoER/H8556CMAYJpoWD36/ JSoEfgiDewl+ ;v:::tfe::rh -
7pn0XI+dDXpltgRWplSnIfNco3zw/EYZ1UzdZRBIa] QuV7AQIP3s+t0CgYEASkbL
ThnHTEvIuikMOHgbX310EoY0avNCTEWKSBnASKIJ6CLNSZC5xN0UgzrazgGyegyF 2043
AAwrEdPUHUSKw+eldbabZ5BoX4NwyGhe2w3Vh3tNB0I2GEp2pHVZHWImwr 71150 characters.]
YMALIEV1/4DFEyMI¥bdx55ghnWiwTlenCbaly3UCgYEAvnaTLeCgGeya+FmUvm/
1tip/v6imTgipOVEMEZABSXEMTQ6ZE] 32BcQ0t1vSThEyJgciXg4UNW2 TpeVEY 48
2FEquswUkzdyShnTIdeNkva+ImJl+DthwFt5KdgnkQYReZOPJXiHCJE+I£E§
FhEmREF/ZfwjliCHCWM31RUCGYEAV4yr6ThaackUVSLylYboZXDak3c32PkhtRlg
Todh2ax5SK26w4C3DolEEEWh] 7DJHNUMgHKk4ULXFnl1 P3gel 80PmOTXQ2daDgIW3mwe
auSiKSGkNRPGyoklichx52yf1CJPdQTEydthvoHiO2NifFlofeJTYLByKEQHEg
xeuRYE0CGYEAS1QDz/Cl01hRN1gourfh/E/vvviREdD] SbWk+ETXCuw2 91lmvxRJIn
vE1C6oNnTvDOEMEGO1tWodgS5oGdf350h0oCLdka6EMS51FEpposUr+EwfmVg9vhYa
uhMaQkmsiEKbPs6/fmBESu771y0HnWbn) zrBgclh58hNs0idMEJSXTI=
————— END RSA PRIVATE HEY-—-—-

The

Passphrase ssssssssses - passphrase

used to protec

the Private Key
Ok Cancel v
[ 4 >

9. Click the Ok button.

The PM&C web server will be restarted immediately to put the new certificate into effect. If the
signing CA is not known to the browser or the PM&C was not accessed by DNS name, the user
will have to re-establish the GUI session and accept the new certificate.

Users will now be able to access the PM&C GUI without having to acknowledge and accept the
server's certificate if the following conditions are met:

¢ The PM&C is accessed by DNS name, not by IP address. This will require either a DNS server
provided by the customer or configuration of the PM&C host name in the client PC's hosts file.

¢ The browser recognizes the CA's signature on the certificate. This requires that the certificate
be signed by a Certificate Authority known to the browser. Browsers are shipped with
well-known CAs already installed, but certificates for additional CAs, such as customer-operated
CAs, can be installed manually.

3.7.30.5 Delete an HTTPS Certificate

This procedure is used to remove a certificate from PM&C. PM&C will then revert to using the default

HTTPS certificate. This will require that the user acknowledge and accept the certificate when accessing
the PM&C GUL

1. Login to the PM&C GUI as the guiadmin user.
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2. Navigate to Main Menu > Administration > Access Control > Certificate Management.
3. Select the certificate to be deleted.

Main Menu: Administration -> Access Control -> Certificate Management

Fri Sep 04 16:57:52 2015 UTC
Certificate

Certificate Name Type Certificate Subject Certificate Issuer Valid Dates

! From: September 4,

i 2015, 4:57 pm :
i To: October 4, 2015, 457
i pm :

'HTTPS | Common Name: *.labs.oracle.com

[EhaEE T ‘Wildcard  : Organization: Oracle

' Self-Signed

Establish SSO Zone  Create CSR  Update Delete  Report

4. Click the Delete button.
The PM&C web server will be restarted immediately to put the default certificate into effect.
Users will now have to acknowledge and accept the certificate when accessing the PM&C GUL

For this reason the current session might need to be re-established.

3.7.31 Using the PM&C File Management System

This section details how to use the PM&C GUI interface to manage files on the PM&C server. These
files are stored locally in the /var/TKLC/db/filemgmt/csr directory (considered to be the FMA or
File Management Area). Any files added to the FMA will be visible from the Main > Status and
Management > Files menu on the PM&C GUI interface. Up to 20 files are visible on the page. After
that, scrollbars are enabled to view the remaining files.

Note: Do not manually copy files to the FMA. Currently only Certificate Signing Request (CSR) files
are stored in the FMA when Certificates are created (see 3.7.30 Certificate Management).

There are three possible actions which can be invoked on a file:

* Delete - Select one or more files to be deleted.
* View - View a single selected file.
* Download - Download to the client browser a single selected file.

Note: The user must be logged in as the Admin user to access this page.

1. Delete one or more files:
a) PM&C GUI: Navigate to Main Menu > Status and Management > Files.
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[=] = Main Menu
[+ [ Hardware
[=] iy Software
[ software Inventory
D Manage Software Images
3] vM Management ST Size Type  Timestamp
& [ Storage * |labs.oracle.com.csr 11KB  csr EIDTE_DQ_M 18.57.42
[+ [ Administration
£ 3 Status and Wanage pmacU16-1.labs.oracle.com.csr 11KB  csr AR (e
[ Files e
[7] Task Monitoring
@ Help
[2) Legal Notices
[@ Logout

Main Menu: Status and Manage -> Files
Fri Sep 04 17:47:10 2015 UTC

b) PM&C GUI: Select one or more files to be deleted.

Note: Upon initial display of the Files Management page, all available files located within the
FMA will be visible. If no files are located within the FMA, “There are no files present” is
displayed. No files will be selected and all buttons will be visible but disabled. If a single file is
selected all buttons will be enabled. If more than one file is selected, the View and Download
buttons will be disabled.

[=] /& Main Menu
[+] 1 Hardware
5] 4 Software
[ software Inventary
D Manage Software Images i §
D VM Management Name Size Type Timestamp
B (3 Storage * |abs.oracle.com.csr 11KB  csr a?rEE_Ug_UME:ET 42
[+] (] Administration
[7] =3 Status and Manage
[} Files
[ Task Monitoring
@ Help
[0 Legal Natices
[& Logout

Main Menu: Status and Manage -> Files

Fri Sep 04 17:47:10 2015 UTC

| 2015-09-04 16:54:03

pmacU16-1.1abs.oracle.com.csr 11KB csr ' UTC

Delete  View  Download

¢) PM&C GUI: Select the Delete button.
d) The user is prompted to acknowledge that the selected files are to be deleted.

The user should click on the OK button (or click on the Cancel button if the operation is to be
cancelled).
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Message from webpage

Are you sure you wish to continue?

| ok || cancel

L
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e) PM&C GUI: If the OK button is selected, the user is returned to the Files Management page
with the selected file(s) no longer displayed and a status info box (which can be selected)
indicating the action was successful.

Info

o -

Selected files successfully deleted.

2. View a single file:

a) PM&C GUI: Navigate to Main Menu > Status and Management > Files.

[=] = Main Menu
[+ [ Hardware
[=] ‘3 Software

[ software Inventory
D Manage Software Images
[£) v Management

[+ [ Storage

[+ 1 Administration
[=] iy Status and Manage

[ Files

[7] Task Monitoring

g Help

[ Legal Notices

[@ Logout

Main Menu: Status and Manage -> Files

Hame

*|labs.oracle.com.csr

pmacl)16-1.1abs.oracle.com.csr

b) PM&C GUI: Select a single file to be viewed.

Note: Only one file may be selected for viewing. If more than one file is selected the View button

is disabled.
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Size

11KB

11KB

Fri Sep 04 17:47:10 2015 UTC

Timestamp

2015-09-04 16:57.42
utc

2015-09-04 16:54:03
utc
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[+ 1 Hardware
[ 3 Software
[7] software Inventary
[1] Manage Software Images
[ VM Management
[+ ] Storage
[+ 1 Administration
[=] ‘= Status and Manage

[ Files

[7 TaskMonitaring
@ Help

[ Legal Notices
(& Logout
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Main Menu: Status and Manage -> Files

Fri Sep 04 17:47:10 2015 UTC

Name Timestamp

2015-09-04 16:57:42
uTC

| 2015-09-04 16:54:03
P UTC

*labs oracle.com.csr

E pmacU16-1.1abs.oracle.com.csr

Delete  View  Download

¢) PM&C GUI: The following View File page is displayed which includes the contents of the file.

ORACLE piatform Management & Configuration

= g Main Menu
[+ (] Hardware
[7] {4 Software
[0 Software Inventory
D lanage Software Images
[F] vM management
[+] [ Storage
[+ 1 Administration
[=] ‘4 Status and Manage
[ Files
[7) Task Monitoring
& Help
[ Legal Notices
@ Logout

6.2.0.00-6295 [] Pause Updates | Help | Loggedin Account guladmmﬂ | Log Out

Main Menu: Status and Manage -> Files [Viewfile]

Fri Sep 04 18:08:21 2015 UTC

MITDFjCCAFACAQAwgacxCzAJBgNVBAYTAIVTMRCWFQYDVQQIDAS0b3 J0aCBDYRIv
bGluYTEUMBIGAIUEEBWWLIWIycml zdml sbGUADzANBgNVEACMBE 9y YWN3ZTERMAEG
RIUECWWIQKBWY2 9ya3Mx ] AgBgNVEAMMGEB L YRNVMT Y tMS 55 YWIZLmay YW s 2555
b20xITAfBgkqhkiGawIBCQEWENN] cHBvCnRAL3ThY2x 1 LeiNvbTCCAS IWDQY JKoZ I
hvcHAQFBBQADggEPADCCAQOCgEEAPWDFRY 4x2Ndh Ut re ZEUEr 1 0dw(S 2eNTE T
Buz2X¥zoT7iz¥rACuU++IMeBLrRajHaTqBkSEyIICxXa4 JZmfI2kpJgHNCzBaill]j
walLkFQvMKIwV3 DV 3umnFn/n6145CcaJiX3agF tqul 0kPMpOGMF Rt s++w/vOYNE
HP4Kd7g0LarwuEBBSNCOBBEEMIMivV1ioQ+mna I ApdEXkxLd2dDucéZPkH+IL 75D
dml2x1ud/UbH/patl]/ddxATavinh7 1l iwiMEZNC+AEGhQibhLrCW1yVIMLIQUVELC
Ypnd9snQdnCz1clYkV2] zglKteFRZGIF2gbIABwW/0TirSAGWI ccCAWEARARDMCCE
C5q65Ib3DQEID EaMBqwCQYDVROTEATWADALBNVHQAEBAMCBe AwDQY JKoZ Thvell
LQEFBQRDggEBAFbgf1TACWCYkPReus /E0OKaT1 BvaXKgCi BoTENmk01 YiQ3hu+Kz
NOtTiAfuXBRYVOMEtXJR/S1bUyVDCas5zR+rbSmI1Zrm+coTN1J/idUKhMaltTcE
/1lem¥3Uafbka+eBxliSe fxmalDéa2 PTB5r0+1pTavCOkCK 1 RVEKVEOB/ / vRd70BO
EROWGWFJm+8Y] 2TIMmaQzEW1u0IM11 98V x TVLISMVYHgl 6eTMwviZhglmlL3Tr
8s5+VMAVEKFh779ZBGUovEefSph4EKIHUPiwHylyU6F1MeoDXDkiAwgeaSeWkemke
o/ AxHgYiKiWAYudZ 2e 6keXm9B/BFOQbmyal=

————— END CERTIFICATE REQUEST-----

Copyright @ 2010, 2015, Oracle and/or its affiliztes. All rights reserved.

d) PM&C GUI: Once the file has been viewed the user can click on the Back button to return to the
original Files Management page (no files will be selected).

3. Download a single file:

Note: These download steps are browser specific. In this case these instructions apply to Internet

Explorer 9 only.

a) PM&C GUI: Navigate to Main Menu > Status and Management > Files.
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[=] = Main Menu
[+ [ Hardware
[=] iy Software
[ software Inventory
D Manage Software Images
D VM Management Name Size Type Timestamp
3] (] Storage * labs.oracle.com.csr 1.1KB csr L2JDT1CS_DQ-U4 16.57.42
[+ [ Administration
[=] iy Status and Manage 2015-09-04 16:54:03
[ Files e
[7] Task Monitoring
@ Help
[2) Legal Notices
[@ Logout

Main Menu: Status and Manage -> Files
Fri Sep 04 17:47:10 2015 UTC

pmacl)16-1.1abs.oracle.com.csr 1.1KB Csr

b) PM&C GUI: Select a single file to be downloaded

Note: Only one file may be selected for downloading. If more than one file is selected the
Download button is disabled.

[=] /& Main Menu
[+] 1 Hardware
5] 4 Software
[ software Inventary

D Manage Software Images i §
[1] vM Management [ Size Type  Timestamp

Main Menu: Status and Manage -> Files

Fri Sep 04 17:47:10 2015 UTC

B (3 Storage * |abs.oracle.com.csr 11KB  csr a?rEE_Ug_UME:ET 42
[+ CaAdministration |
E] &3 Status and Manage pmacU16-1.labs.oracle.com.csr 1.1KB csr PR
[} Files I : : ;utc

[ Task Monitoring

& Help

[0 Legal Natices N

[& Logout
< >

Delete  View  Download

¢) PM&C GUI: The Download button should be enabled. Select the Download button.

d) PM&C GUI: Depending on the browser, the user is prompted to save or open the file. The user
can choose to open the file or save the file to disk.

Note: The default editor program (usually set to Notepad which does not format files completely)
used by Internet Explorer can be changed (as of IE 9) by going to Tools > Internet Options >
Programs > Set Programs > Associate a file type or protocol with a program and choosing the
desired default editor for the given file type.

3.7.32 Deleting ISO Images From the PM&C Image Repository

This procedure provides the steps for deleting ISO images from the PM&C repository.
Prerequisite: 3.7.9 Adding ISO Images to the PM&C Image Repository has been completed.
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Note: If a procedural STEP fails to execute successfully, STOP and contact 1.4 My Oracle Support
(MOS).

1. PM&C GUI: Login

Open web browser and enter:

https:// <pmac_managenent _net wor k_i p>

Login as guiadmin user.

2. PM&C GUI: Navigate to Manage Software Images

Navigate to Main Menu > Software > Manage Software Images

= =) Main Menu
[+ [_] Hardware

= {3 Software
] Software Inventory
D Manage Software Images
] VM Management
[+ || Storage
[+ [_] Administration
[+ [ Status and Manage
] Task Monitoring

@ Help

] Legal Notices
@ Logout

3. PM&C GUI: Select image to delete.

Select a software image to delete.
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Main Menu: Software -> Manage Software Images

Fri Sep 04 18:11:27 2015 UTC

{ Tasks v
Image Name Type Architecture Description
! PMAC-6.2.0.0.0_(2 8 5-%36_64 Upgrade xB6_64
TPD.install-7.0.2.0.0_86.28.0-OracleLinux6.5-x86_64 Bootable x86_64
TWOE-3.2.0.0.0_88.8.0-x86_64 Bootable X86_64

Addlmage  Editlmage  Delete Selected

4. PM&C GUI: Delete the image.

Press the Delete Image button. Confirm that you wish to delete the image by pressing OK in the
popup dialog.

5. PM&C GUI: Confirm Delete Image finishes successfully.

The Manage Software Images page is then redisplayed with a new Info button displayed in green
above the image list. Press Info and confirm that the correct image name appears in the info popover.

Main Menu: Software -> Manage Software Images

Fri Sep 04 18:17:02 2015 UTC

info_ ~[ Tasks =|

Info

+ TasklID: 102

o + Software image PMAC-6.2.0.0.0_52.8.5-x86_64 has been deleted from OS distribution repository

TVOE-3.2.0.0.0_888.0-x26_64 Bootable ¥86_64

AddImage Editimage Delete Selected

3.7.33 Configuring PM&C Domain Name System

This procedure provides the steps to configure the PM&C Domain Name System (DNS).

1. Update the Domain Server only
a) PM&C GUI: Go to Main Menu > Administration > Remote Servers > DNS Configuration.
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Main Menu: Administration -» Remote Servers -» DNS Configuration

Fri Sep 04 18:21:57 2015 UTC

System Domain
Domain Mame

Mote: The Domain Mame value may only contain alphanumeric, hyphen, and decimal characters. Length must be 1 to 255 chars.

External DNS Name Servers

Name Server 1 Address
Name Server 2 Address

Name Server 3 Address

Mote: Each Name Server Address value must be a IPvd address, IPvG address, or blank.

Update DNS Configuration

b) PM&C GUI: On initial setup, all fields should be empty. Enter the required Domain Name into
the Domain text box. This should be a valid domain name consisting of 1 to 255 alpha numeric

“" o1

characters plus the “.” and “-“ characters.
¢) PM&C GUI: Leave all Name Server text boxes blank.
d) PM&C GUI: Click on the Update DNS Configuration button.

Note: This action will save the Domain Name into the PM&C database. It will not update the
DNS /etc/resolv.conf file nor enable DNS for the PM&C. After the update, the DNS Configuration
page is reloaded and the domain name will be displayed in the Domain text box.

Main Menu: Administration -> Remote Servers -> DNS Configuration
Fri Sep 04 18:21:57 2015 UTC

System Domain
Domain Name labs oracle.com

Mote: The Domain Name value may only contain alphanumeric, hyphen, and decimal characters. Length must be 1to 255 chars.

External DNS Name Servers

Mame Server 1 Address
Name Server 2 Address

Name Server 3 Address

Mote: Each Name Server Address value must be a IPv4 address, IPvG address, or blank.

Update DNS Configuration

* Upon success, the following Info popup displays:

Infio

i
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Note: The /etc/resolv.conf file will not be updated from the textbox fields in this case. This
file will be in the following format (TPD Default):

H*

Gener at ed by Networ kManager

No naneservers found; try putting DNS servers into your
ifcfg files in /etc/sysconfig/network-scripts |ike so:

DNS1=XXX. XXX. XXX. XXX

DNS2=XXX. XXX. XXX. XXX

DOVAI N=I ab. f 0o0. com bar. f 00. com
cat /etc/resolv. conf

Gener at ed by Networ kManager

HAHHHFHHH

* Upon Domain Name validation failure, the following error popup displays:

Error

& « Diomain name: labs lekelec com(} valldation falled - invalid characters

e) A user prompt is displayed indicating that this action will cause the PM&C Web Server to be
restarted. This action can disrupt any existing GUI sessions in progress. The user must respond
with "OK" or "Cancel". If the user hits "OK", the action continues. If the user hits "Cancel", the
action is stopped and the user is returned back to the DNS Configuration page.

Message from webpage ]
I.-"'_"“-.I This action will cause the PRM&C Web Server to be restarted.
' This may disrupt any existing GUI sessions.
Are you sure you want to continue?
OK l ’ Cancel

f) When the update is complete, the DNS Configuration page must be refreshed due to the Web
Server restart.

2. PM&C GUI: Update the full DNS Configuration.
a) PM&C GUI: Go to Main Menu > Administration > Remote Servers > DNS Configuration.
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Main Menu: Administration -» Remote Servers -» DNS Configuration

Fri Sep 04 18:21:57 2015 UTC

System Domain
Domain Mame

Maote: The Domain Mame value may only contain alphanumeric, hyphen, and decimal characters. Length must be 1 to 255 chars.
External DNS Name Servers

Name Server 1 Address

Name Server 2 Address

Name Server 3 Address

MNote: Each Name Server Address value must be a IPvd address, IPvE address, or blank.

Update DNS Configuration

b) PM&C GUI: On initial setup, all fields should be empty. Enter the required Domain Name into
the Domain text box. This should be a valid domain name consisting of 1 to 255 alpha numeric

“" o1

characters plus the “.” and “-“ characters.

¢) PM&C GUI: Enter a valid IPv4 or IPv6 address into each Name Server text box. Note that it is
not required to enter an IP into all three Name Server text boxes.

d) PM&C GUI: Click on the Update DNS Configuration button.

Note: This action will save the Domain Name into the PM&C database. It will also update the
DNS /etc/resolv.conf file and enable DNS for the PM&C. After the update, the DNS Configuration
page is reloaded and the domain name and all servers entered will be displayed in the
appropriate text box.

Main Menu: Administration -> Remote Servers -> DNS Configuration
Fri Sep 04 18:28:44 2013 UTC

System Domain
Domain Mame  labs oracle.com

Mote: The Domain Mame value may only contain alphanumeric, hyphen, and decimal characters. Length must be 1 to 255 chars.

External DNS Name Servers

MName Server 1 Address  10.20.100.101
MName Server 2 Address  10.20.100.102

MName Server 3 Address

MNote: Each Name Server Address value must be a IPv4 address, IPvE address, or blank.

Update DNS Configuration

* Upon success, the following Info popup displays:
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= |
1)

Note: Note: The /etc/resolv.conf file will be updated from the textbox fields. This file will
be in the following format (TPD Default):

=« DME Configuration settings have been updated. :

—d

# PMRC DNS Configuration File

B m o m e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m -
# WARNING Do not make nmanual changes to this file. This file
# is auto generated by the PM&C GUI Application at

# Adm ni stration->Renote Servers->DNS Confi gurati on.

domai n | abs. t ekel ec. com

naneserver 102. 255. 255. 255
nanmeserver 102. 255. 255. 254
nanmeserver 102. 255. 255. 253

¢ Upon Domain Name validation failure, the following error popup displays:

Error

& « Domain name: labs ekelec.com(} valldation falled - imvalld charactars.

e Upon Server Name validation failure, the error popup may contain a failure message for
each Name Server if it was entered incorrectly.

Error

« DNS Config Validation failed: NS: 102.255.255. 255abc invalid
« DME Config Validation falled: WS 102254254 254 abc invalid ]
« DNE Config Validstion failed: NS: 102.253.253,253abc invalid :

3. PM&C GUI: Remove the current DNS Configuration.
a) PM&C GUI: Go to Main Menu > Administration > Remote Servers > DNS Configuration.
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Main Menu: Administration -> Remote Servers -> DNS Configuration
Fri Sep 04 18:28:44 2015 UTC

System Domain
Domain Mame  labs_oracle.com

Mote: The Domain Mame value may only contain alphanumeric, hyphen, and decimal characters. Length must be 1 to 255 chars.
External DNS Name Servers

MName Server 1 Address  10.20.100.101

Name Server 2 Address  10.20.100.102

MName Server 3 Address

MNote: Each Mame Server Address value must be a IPv4 address, IPvE address, or blank.

Update DNS Configuration

b) PM&C GULI: Delete all entries from all Name Server fields. This is assuming that the Domain
Name must remain defined for use by the Certificates Management page at Main Menu >
Administration > Access Control > Certificate Management.

¢) PM&C GUI: Click on the Update DNS Configuration button.

Note: This action will save the Domain Name into the PM&C database. It will also update the
DN /etc/resolv.conf file to the TDP default value and disable DNS for the PM&C. After the
update, the DNS Configuration page is reloaded and the Domain Name will be displayed in
the Domain text box. The Name Servers will be blank.

Main Menu: Administration -» Remote Servers -» DNS Configuration

Fri Sep 04 18:21:57 2015 UTC

System Domain
Domain Name  labs.oracle.com

Mote: The Domain Mame value may only contain alphanumeric, hyphen, and decimal characters. Length must be 1to 255 chars.
External DNS Name Servers

Name Server 1 Address

Name Server 2 Address

Name Server 3 Address

Mote: Each Name Server Address value must be a IPv4 address, IPvG address, or blank.

Update DNS Configuration

Note: The /etc/resolv.conf file will be updated from the text box fields. This file will be in the
following format (TPD Default):

# Gener at ed by Networ kManager
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No nanmeservers found; try putting DNS servers into your
ifcfg files in /etc/sysconfig/ network-scripts |ike so:

DNS1=XXX. XXX. XXX. XXX

DNS2=XXX. XXX. XXX. XXX

DOVAI N=I ab. f 0o0. com bar. f 00. com
cat /etc/resolv. conf

Gener at ed by Networ kManager

HAHHHFHHH

3.7.34 Setting User Authentication on the PM&C

This procedure provides information necessary to properly configure the authentication on a new or
existing user from the Main Menu > Administration > Access Control > Users page using the Insert
button for new users or selecting an existing user entry and selecting the Edit button. Remote
Authentication can only be used if an LDAP Server has been properly configured on the PM&C. Please
see section 3.7.36 Configuring an LDAP Server on the PM&C for information regarding LDAP Server
configuration.

Main Menu: Administration -> Access Control -» Users

Thu Jul 14 15:23:33 2016 UTC

Consecutive Concurrent

Account Remote Local  GUI MM Inactivity

Username ‘g T i e Access Access FailedLogin  Logins Limit | Comment Groups
Attempts Allowed

guiadmin E”ame Disable Enable Enable Enable Unrestiicled 1440 PMAC GUI Superuser

pmacop ~ Enedle Disable Emable  Emadle  Enadle 4 1440 PMAC GUIOperators

guest Enavie  Dissole Enanle  Enanle  Enasle 4 1440 PMAC GUI Guests guests:

Insert Report

Copyright @ 2010, 2016, Oracle and/or its affiliates. All rights reservad.
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Main Menu: Administration -> Access Control -> Users [Edit]

Thu Jul 14 15:25:14 2016 UTC

Modifying attributes of user : guest

Selectthe usemame to be used with the account. Note - ence set, the usermame cannot be changed. [Range = A

Username *
guest lowercase alphanumeric (a-z, 0-9) string between 5 and 16 characters long ] [A value is required]
admin

Group * aps Select the group(s) that this user account belongs to. [A value is required]
guests

m

Select the authentication methods to be used with this account. When using local authentication, the account will
Allow Remote Authentication M#Main disabled until you establish a password using the "Administration-= Users [Change Password]” action
Authentication Options . When using remote authentication, you must configure an authentication server using the "SS0: Authentication
7] Allow Local Authentication .
Servers [insert]” action.

[Default: Local Auth enabled, Remote Auth disabled]

7] Allow GUI Access
Access Options Select the ways this user will be able to access their account. [Default GUI and MMI access enabled.]
] Allow MMI Access

Access Allowed 7| Account Enabled Is the user account enabled? [Default enabled.]

The maximum number of concurrent logins for this user account. [Default 0. Range = A number between 0 and 50

Maximum Concurrent Logins 4

Copyright © 2010, 2016, Oracle and/or its affiliates. All rights resarvad.

When creating a new user or updating an existing user, the Authentication Options - Allow Local
Authentication checkbox is initially checked. The user must apply the following rules when selecting
the authentication type:

1.

E80301

The three default users (guiadmin, pmacops, and guest) will have a default setting of Allow Local
Authentication selected and Allow Remote Authentication not selected. On upgrade these settings
will be configured according to the setting of the GUI Site Settings > Local Authentication Enabled
(if included in the "from" release).

The guiadmin user authentication settings cannot be changed and will be disabled. All other user
authentication settings are configurable.

The authentication settings for each user (except for the guiadmin user) can be Allow Local
Authentication or Allow Remote Authentication only selected, both Allow Local Authentication
and Allow Remote Authentication selected, or neither selected.

If a user is created with neither authentication selected, that user will fail local authentication unless
it is an admin group user. It will not attempt remote authentication.

If a new user is created with Allow Remote Authentication only selected, on first login, the
password change request will not be initiated. Once Allow Local Authentication is selected on
this new user, the user will be prompted for a password change on the next login. After the password
change, operation behaves normally.

If both Allow Local Authentication and Allow Remote Authentication are selected, the system
will attempt remote authentication first. If communication is established to the LDAP server for
authentication and authentication fails, local authentication will not be attempted. The login will
be rejected.

If both Allow Local Authentication and Allow Remote Authentication are selected, the system
will attempt remote authentication first. If communication is NOT established to the LDAP server
for authentication, local authentication will be attempted. The login request will be accepted if the
proper local credentials were used.
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8. The local password and the remote password do not have to be the same. When logging in, the
user must use the appropriate password for the given authentication method. For remote
authentication, it is not necessary to enter the password as it is maintained on the LDAP Server.

3.7.35 Configuring the PM&C into an existing Single-Sign-On (SSO) Domain

This procedure provides instructions on how to setup and incorporate the PM&C into an existing
Single Sign-On Domain. Within a given Domain (S50 can only be configured within a single Domain),
the PMAC will be defined within a different Domain Zone than the NO/SO/MP. The SSO certificates
of the different zones must be imported manually using the Certificate Management interface of the
two Zones (typically from the Appworks GUI and the PM&C GUI). Once each Zone includes the Local
SSO certificate and the Remote SSO certificate, the user can log in from one Zone Management GUI
which then logs the user into the other Zone Management GUIs.

1. There must be a common user defined on both zones with the same group privileges. This user
can be configured to use Local or Remote Authentication (see section 3.7.34 Setting User Authentication
on the PM&C).

2. The current zone ( ZoneA - consisting of the NO/SO/MP architecture) should already have an
existing SSO certificate configured from the Main Menu > Administration > Access Control >
Certificate Management page using the Establish SSO Zone button. This would be indicated as
the "SSO Local" certificate type.

Main Menu: Administration -> Access Control -> Certificate Management
Tue Sep 08 19:10:19 2015 UTC

Certificate

Certificate Name Type Certificate Subject Certificate |ssuer Valid Dates
Common Name: From: September 8, 2015,
ZoneA/domain=labs.oracle.comitype=AWS . 710 pm
ZoneA S50 Local S0 Self-Signed To: September 7, 2016,
Organization: Oracle 710 pm
Create CSR  Import Report

3. From the ZoneB (PM&C) GUI go to Main Menu > Administration > Access Control > Certificate
Management, select the Establish SSO Zone button.

Main Menu: Administration -> Access Control -> Certificate Management [Establish SSO Zone]
Tue Sep 08 19:05:23 2015 UTC

Mame ofthe S50-compatible local zone. [Range = A 1-15 character long string. Allowed characters are A-Z a-
z,0-9]. [Avalue is required]

Zone Name *

Ok  Apply Cancel
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4. Enter a valid name in the Zone Name field. Select the Ok button. This will create a "SSO Local"
certificate type on the PM&C and return the user to the Main Menu > Administration > Access
Control > Certificate Management page.

Main Menu: Administration -> Access Control ->» Certificate Management

Tue Sep 08 19:08:31 2015 UTC

Certificate Name g;:gﬁcate Certificate Subject Certificate Issuer Valid Dates
Common Name: From: September 8§, 2015,
ZoneBldomain=labs.oracle.comitype=AWS . 708 pm
ZoneB 550 Local a0 Self-Signed To: September 7, 2016,
Organization: Oracle 7:08 pm
Create CSR Import Report

5. From ZoneA (Appworks) GUI go to the Main Menu > Administration > Access Control >
Certificate Management page. Select the ZoneA SSO Local certificate and select the Report button.
This should display a printable encrypted version of the certificate.

6. Copy the certificate from the "-----BEGIN CERTIFICATE-----" to the end of the "-----END
CERTIFICATE-----".

7. Select the Back button to return to the Main Menu > Administration > Access Control > Certificate
Management page.

8. Go to the ZoneB (PM&C) GUI Main Menu > Administration > Access Control > Certificate
Management page.

9. Select the Import button.

Main Menu: Administration -> Access Control -> Certificate Management [Import Certificate]

Fri Sep 04 17:06:09 2015 UTC

PEM encoded X.509
certificate [Max

¥.509 Certificate * Length = 2048
characters.] [Avalue
is required.]

PEM encoded
Private Key [Max

Private Ke
¥ Length = 2048
characters.]
The passphrase
Passphrase used to protect the
Private Key
Ok  Cancel

10. Paste the copied certificate from ZoneA into the X.509 Certificate field. Leave the other fields blank.

E80301 Revision 01, October 2016 319



Procedures

11. Select the Ok button. This should create a Remote SSO certificate and return to the Main Menu >
Administration > Access Control > Certificate Management page displaying ZoneB as the SSO
Local certificate type and ZoneA as the SSO Remote certificate type.

Main Menu: Administration -> Access Control -> Certificate Management
Tue Sep 08 15:15:20 2015 UTC

Certificate Name g:;gﬂcate Certificate Subject Certificate Issuer Valid Dates
Common Name: From: September 8, 2015,
ZoneB/domain=labs.oracle.comftype=AW . 714 pm

ZoneB S350 Local 220 Self-Signed To: September 7, 2016,
Organization: Oracle 714 pm
Common Name: From: September 8, 2015,
ZoneAldomain=labs.oracle.comitype=AWW . 710 pm

ZoneA S50 Remote S50 Self-Signed To: September 7, 2016,
Organization: Oracle 7:10 pm

< >
Create CSR Import Report

12. From ZoneB (PM&C) GUI go to the Main Menu > Administration > Access Control > Certificate
Management page. Select the ZoneB SSO Local certificate and select the Report button. This should
display a printable encrypted version of the certificate.

13. Copy the certificate from the "--——-BEGIN CERTIFICATE--—-" to the end of the "--——--END
CERTIFICATE-----".

14. Select the Back button to return to the Main Menu > Administration > Access Control > Certificate
Management page.

15. Go to the ZoneA (Appworks) GUI Main Menu > Administration > Access Control > Certificate
Management page.

16. Select the Import button.

Main Menu: Administration -> Access Control -> Certificate Management [Import Certificate]
Fri Sep 04 17:06:09 2015 UTC

PEM encoded X.509

cerificate [Max
X.509 Certificate * Length = 2048

characters.] [Avalue
is required.]

PEM encoded
Private Key [Max

Private K
rivate Key Length = 2048
characters ]
The passphraze
Passphrase used to protect the
Private Key
Ok Cancel

17. Paste the copied certificate from ZoneB into the X.509 Certificate field. Leave the other fields blank.
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18. Select the Ok button. This should create a Remote SSO certificate and return to the Main Menu >
Administration > Access Control > Certificate Management page displaying ZoneA as the SSO
Local certificate type and ZoneB as the SSO Remote certificate type.

Main Menu: Administration -> Access Control -> Certificate Management

Tue Sep 08 19:15:20 2015 UTC

Certificate Name g;:gﬂcate Certificate Subject Certificate Issuer Valid Dates

! Common Name: From: September 8, 2015,

i ZoneB/domain=labs.oracle. comitype=AWW . 714 pm

EZoneEl S50 Remote 330 Self-Signed To: September 7, 2016,
Organization: Oracle 714 pm
Common Name: From: September &, 2015,
ZoneAldomain=labs.oracle.comitype=AWW 2 710 pm

ZoneA S50 Local 350 Self-Signed To: September 7, 2016,
Organization: Oracle 710 pm

< >
Create CSR Report

19. Once both Zones have their Local and Remote SSO certificates configured, the user should be able
to login from ZoneA or ZoneB using the configured user that is defined on both zones. Once logged
in from one zone, the other zone GUI should be logged in immediately.

20. If the user logs out from either Zone, both zones will be logged out.

21. If a user logs in from ZoneA, which logs in ZoneB, and later the ZoneB session times out due to a

short session timeout settings configured on ZoneB, ZoneA will remain logged in. This works the
same in either direction.

3.7.36 Configuring an LDAP Server on the PM&C

This procedure provides instructions on how to configure a LDAP server on the PM&C. The main
configuration page is at Main Menu > Administration > Remote Servers > LDAP Authentication

Main Menu: Administration -> Remote Servers -> LDAP Authentication
Tue Sep 08 19:31:23 2015 UTC

Lo Canonic Follow I
Hostname Domain Hame HName Port Base DN Username Filter Format Requires
Form Referral
Short DN
Insert Report

Only the Insert and Report buttons should be available for selection and no LDAP Servers configured.
1. Select the Insert button.

The following page is displayed:
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Note: Port 389 has been set as default. This is the standard port number for LDAP communication.

(Change it if necessary):

Main Menu: Administration -> Remote Servers -> LDAP Authentication [Insert]

Adding new LDAP account

Hostname *

Account Domain Name

Account Domain Name Short

Port* 389

Base DN*

Username

Tue Sep 08 19:40:10 2015 UTC

Unique name for the server. It can be either a valid IPv4 or IPvE address or a
valid hostname. Hostname must be unique and case-insensitive. The length
should not exceed 255 characters. Valid hostname characters include
alphanumeric characters (a-z), (A-Z), (0-9), period (), or minus sign (-). The first
character of a hostname must be an alpha character. [Range = A 1 - 255
character string.] [Avalue is required]

Domain name of the LDAP server. Use following form: <name=.<tid= (ex.
oracle.com). [Range = A 1-20 character string. Allowed characters are A-Z, 8-z, {
9 and periods. |

The NetBIOS domain of the server. This is the shorter version of the account
domain name listed above (ex. ORACLE). Must be a capitalized version ofthe
domain name, without the extension. [Range = A 1-10 character string. Allowed
characters are A-Z, 0-9]

Portthat the LDAP servers can be accessed by on the host machine [Default =
389. Range = Integer with value between 0 and 65535.] [Avalue is required.]

Directory path of the user being authenticated. [Range = A 1-100 long character
string.] [Avalue is required.]

User DN used for account DM lookups (not the user being authenticated.)

Tha nasswnrd nfthe nsar OK nsed far arcnnnt Innkine Passwnrd restrictinns

(¥

This page contains the necessary fields required to configure a LDAP Server. Please contact your
LDAP Server Administrator for the proper values required to complete the fields provided.

2. Select the OK button which configures the LDAP Server and returns to the Main Menu >
Administration > Remote Servers > LDAP Authentication page or select the Apply button which

remains on the Insert page.

Once entered the following is displayed at the Main Menu > Administration > Remote Servers >
LDAP Authentication page (assuming the configuration indicated):
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Main Menu: Administration -> Remote Servers -> LDAP Authentication

Info

Tue Sep 08 19:46:35 2015 UTC

LIS Canonic Follow b
Hostname Domain Name MName Port Base DN Username Filter Format Requires
Form Referral
Short DH
|dap.labs.orac  labs.oracle.co Backsl _ IGNOR  Disable
le.com m ORACLE 389 ash dc=com E d
Insert Report

The user can verify the communication to the LDAP server if they know a valid username and
password configured on the LDAP Server by selecting the Test Server button. This will send a
LDAP message to the server to verify the user and verify communication to the LDAP Server.

Test Server

Lsername: [username
Passward: esssessses

] Cancel

The user can also select the Report button to display the configuration data of the LDAP for printing
purposes.

Main Menu: Administration -> Remote Servers -> LDAP Authentication [Report]
Tue Sep 08 159:48:03 2015 UTC

Main Menu: Administration -> Remote Servers -> LDAP Authentication [Report]
Tue Sep 08 19:48:03 2015 UIC

Server ID: 1
haost: ldap.labs.oracle.com
port: 389
useStartTls: False
bindRegquiresDn: False
baseDn: dc=com
accountCanonicalForm: Backslash
accountDomainName: labs.oracle.com
accountDomainNameShort: ORACLE
optReferrals: IGHORE

Print  Save Back
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3.7.37 Transfer Image from PM&C Repository to Other Servers

This procedure provides the steps for transferring a software image from the PM&C image repository
to servers managed by PM&C.

Prerequisites:

* Enclosures containing blade servers or servers containing a TVOE host targeted for application
install/upgrade have been configured using the 3.7.7 Add Cabinet and Enclosure to the PM&C System
Inventory procedure.

* Rack mount servers targeted for application install /upgrade have been configured using the 3.7.16
Add Rack Mount Server to the PM&C System Inventory procedure.

* Animage was added to the PM&C image repository using the 3.7.9 Adding ISO Images to the PM&C
Image Repository procedure.

Note: The image transfer is only supported for discovered entities (IP address is known).

Note: If a procedural STEP fails to execute successfully, stop and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login

If needed, open your web browser and enter:

htt ps:// <pmac_nanagenent _net wor k_i p>

Login as the guiadmin user.

2. PM&C GUI: Navigate to the Software Inventory
Navigate to Main Menu > Software > Software Inventory.

=1 = Main Menu
= 2] Hardviare
i Saftwerg
] Sciweare lnvenlers
] Manage Sattwane Images
[F] ¥K Management
=l (2] Stormge
-] ] Adrninistration
= 2] Status and Manage
|] Tasx Moriterng
Q Help
[] Legat Meaces
Il Logoul

3. PM&C GUI: Select Servers

Select the servers you want to transfer the image to. If you want to perform an upgrade on more
than one server, you may select multiple servers by individually clicking multiple rows. Selected
rows will be highlighted.
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Tue Sep 08 19:51:30 2015 UTC

Platform Version

Application Nar

i e e e e S SSSSSSSS

11602541342 | hostname7b02759a2Zece : TPD (x86_F4)

169.254.134.12 hostnamee5f0a3c2c0fé  TPD (x86_64)

1720008860

7.2.000-887.0

Selection active - periodic display updates paused

Install 0§ Upgrade

Transfer IS0 Image

Press the Transfer ISO Image button.

4. PM&C GUI: Select image

Rediscover

The left side of the screen displays the servers to be targeted for the transfer. From the list of ISO
images on the right side of the screen, select the image to transfer to the previously selected servers.

Image Transfer - Select Image

Tue Sep 08 13:52:43 2015 UTC

Tasks ~
Targets Select Image A
Entity Status Image Name Type Architecture Description
503 T IPD install7 2.0.0.0 88 6 0-OracleLinuxé & T N
Enc:50301 Bay.1F : TPD.install-7.2.0.0.0_88.6.0-OracleLinuxt.&  Bootable X86._64
- | XBG_64 H
Enc:50301 Bay 1F I S N R ——
Guest: test2 TPD.install-7.2.0.0.0_88 7.0-OracleLinuxt.6- Boatable 8664
< > xBE_G4
i W
bl
Entity Path User Password
Enc:50301 Bay1F #varTKLClupgrade i fadmusr sessseee
Enc:50301 Bay.1F
Cuest lest? varTKLC/upgrade i admusr [TIITITT]

Start Image Transfer

5. PM&C GUL Supply path, user and password for target entities

Cancel

The arguments to be used for transfer of the image to previously selected servers can be supplied

by entering them into the fields displayed below the software images table.

Note: PM&C does not validate supplied arguments; it only verifies they are all present. The
credentials should be consistent with credentials that would be used for SCP. The path should be

accessible with the credentials given.
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6. PM&C GUI: Start Image Transfer
Press the Start Image Transfer button.

7. PM&C GUI Confirm the image transfer action
Press the OK button to proceed with the image transfer.

Message from webpage &J

I.-"'_"‘-. You have selected to transfer
' TPD.install-7.2.0.0.0_88 6.0-Oraclelinuxb.6-186_64 to the following

a targets:

Enc:50301 Bay:1F
Enc:50301 Bay:1F Guest: test2

Are you sure you want to proceed?

| 0K | ’ Cancel

8. PM&C GUI: Monitor the Image Transfer
Navigate to Main Menu > Task Monitoring to monitor the progress of the File Transfer background
task. A separate task will appear for each server being updated.

Main Menu: Task Monitoring

Tue Sep 08 19:59:28 2015 UTC

D Task Target Status State Task Output
) 83  File Transfer éﬂi;%ﬂ“ﬁ File Transfer initiated IN_PROGRESS HIA A
j a2 File Transfer Enc:50301 Bay:1F File Transfer initiated IN_PROGRESS NiA
j 81 Backup PME&C PME&C Backup successful COMPLETE NiA
j a0 Backup PM&C PM&C Backup successful COMPLETE NiA
j 79 Backup PM&C PM&C Backup successful COMPLETE NiA
j 78 Backup PM&C PM&C Backup successful COMPLETE NiA
j T Backup PM&C PM&.C Backup successful COMPLETE NiA
W

AF
v

Delete Completed  Delete Failed

When the task is complete and successful, its text will change to green, and its Progress column
will indicate "100%".
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3.8 Configuring SAN

3.8.1 Configure SAN Storage Using PM&C Application

This procedure will configure a SAN storage using the PM&C application. The end user will be able
to configure the SAN controller and corresponding host volumes using XML files uploaded by the
PM&C application. The XML files will allow the end user to: add virtual disks, delete virtual disks
without an associated volume, add global spares, delete global spares and delete volumes on the SAN
controller and/or host volume. Refer to the instructions provided by the application to obtain or create
XML files used in this procedure.

Prerequisite:

* 3.5.2 Configure Initial OA Settings Using the Configuration Wizard and

* 3.7.6 Configure PM&C Application have been completed.

* 3.3.3 Configuring Advanced Settings on MSA2012fc Fibre Channel Disk Controllers or

* 3.3.4 Configuring Advanced Settings on P2000 Fibre Channel Disk Controllers have been completed for
given SAN storage type.

* 3.2.3 Configure Zones in Brocade Switches has been completed.

Note: When a disk fails, the system looks for a dedicated spare first. If it does not find a properly
sized dedicated spare, it looks for a global spare. A best practice is to designate spares for use if disks
fail. Dedicating spares to vdisks is the most secure method, but it is also expensive to reserve spares
for each vdisk. Alternatively, you can assign global spares. A properly sized spare is one whose capacity
is equal to or greater than the largest disk in the vdisk.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. Handle failed SAN configuration

Note: If any attempt to add SAN storage components have failed, a partial configuration may
exist. This needs to be cleaned-up before attempting again.

Note: If an attempt to add SAN storage components fails before any configuration is done, such
as an invalid XML file or a wrong disk name, then correct the XML file error and attempt the SAN
storage configuration again.

If a partial configuration exists, follow the instructions provided by application to obtain/create
XML files that will delete the partial configuration and clear the SAN controller or host volume.
Note that after a host volume is deleted or cleared, PM&C will automatically reboot the server
blade. Once the XML file is obtained, continue following 3.8.1 Configqure SAN Storage Using PM&C
Application to correctly upload and execute the XML file using the PM&C application. If the end
user desires to IPM the blade server to cleanup host volumes, refer to 3.7.10 IPM Servers Using
PM&C Application.

2. PM&C server: Provide SAN configuration xml files
Log in to the management server as user 'admusr'.

Copy all SAN configuration xml files into / usr / TKLC/ smac/ et ¢/ st or age directory.

3. PM&C server: Update SANcontroller password in PM&C
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If default password has been changed on SAN controllers, then the stored password in PM&C
must be changed to match. Run this script on PM&C and set the SAN controller password for the
manage user:

$sudo /usr/TKLC snmac/ bi n/ updat eCredential s --type=nsa

4. PM&C GUI: Login

If needed, open web browser and enter: https://<pmac_management_network_ip>

Login as guiadmin user.

5. PM&C GUI: Configure SAN
Navigate to Main Menu > Storage > Configure SAN Storage .

=] Main Menu

[+] (] Hardware

[+] 1 Software
& vM Management

[-] {3 Storage

& 3 Eministration

[+ 7 Status and Manage
[} Task Monitoring
@ Help
[F] Legal Natices
@ Logout

From the Storage Configuration drop down menu choose SAN configuration file and press
Configure Storage.

Main Menu: Storage -> Configure SAN Storage
Tue Sep 08 20:14:10 2015 UTC
Tasks -

Mote:
Configurations may be added from the specified local directory.

Canfiguration Search Path:

Juasr/TKELC/amac/etc/atorage/*

SIENET R NENL R st TKLC/smac/etc/storage/AppVolume. xml v

Configure Storage

Note: Concurrent execution of SAN configuration files is supported. Do not run configuration
files at the same time if the xml files configure either the same blade server or the same MSA storage
system, otherwise a failure may occur . Additionally, configuration on a server blade is being
cleared, or if a host volume is being deleted, then execution may take longer since PM&C will
automatically reboot the server blade after configuration removal.
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If any errors occur with this procedure, collect logs from the affected blade in
/var/ TKLC/ | og/ t pdProvd/ t pdProvd. | og

6. PM&C GUI: Monitor the configuration status
The Configure SAN Storage page is then redisplayed with a new background task entry in the
table at the bottom of the page:

Main Menu: Storage -> Configure SAN Storage [Apply]

Tue Sep 08 20:19:07 2015 UTC

Info v | Tasks +|

Info

+ Storage Configuration in fusrTKLC/smac/etc/storage/AppVolume.xml will be
o applied in the background. The ID number for this task iz: 86 Check
Task Maonitaring for status.

OO UTdnoT SEdreIm Fatrt.

Jusr/TKLC/smac/etc/storage/*

Storage Configuration:  fusnTKLC/smac/etc/storage/AppWVolume xml ﬂ

Configure Storage

7. Recovery from configuration errors

If PM&C is able to successfully parse the XML configuration file, the actual configuration process
is executed. If any error is encountered, the processing is aborted, and the state is left as it was at
the point of failure. For recovery suggestions, refer to step 1: Handle failed SAN Configuration.

3.8.2 Remove SAN Volume from Blade Server Without Preserving Existing TPD
Installation

This procedure describes how to remove volumes from the partially installed SAN. This can happen
if the SAN configuration fails. Blade servers are IPMed again.

Note: If a procedural STEP fails to execute successfully, STOP and contact 1.4 My Oracle Support
(MOS).

1. Management server: Update SAN controller password

If default password has been changed on SAN controllers, then the stored password in the PM&C
must be changed to match. Run this script on PM&C and set the SAN controller password for the

manage user:

$ sudo /usr/TKLC/ smac/ bi n/ updat eCredenti al s --type=nsa

2. Log into the Fibre Channel Controller GUI as manage
https://<controller_IP_address>
a) For MSA2012 Dual Controller Array configuration:
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1. Navigate to Manage > Volume Management > Delete volume and select the volume to
delete.

Repeat for all volumes.

2. Navigate to Virtual Disk Config > Delete a vdisk and select the vdisk to delete.
Repeat for all vdisks.

3. Navigate to Virtual Disk Config > global spares menu > delete global spares.
Select all of the global spare disks and click Delete Global Spares button.

Repeat this step for second controller.
b) For P2000 MSA Dual Controller Array configuration:

1. Navigate to Provisioning > Delete volumes and select all volumes to delete.
2. Navigate to Provisioning > Delete vdisks and select all vdisks to delete.

3. Navigate to Provisioning > Manage Global Spares and unselect all the global spare disks,
then click Modify Spares button.

Repeat this step for second controller.

3. OA GUI: Login to active OA

Navigate to the IP address of the active OA, using C.1 Determining Which Onboard Administrator Is
Active. Login as an administrative.

4. OA GUI: Delete zones from Brocade switches
Select one of the Brocade switches and click on Management Console
Login as an administrative user.
Select Zone Admin and click on Clear All.

Wait for success message in bottom left of window and Ef f ecti ve zone Config: Default,
Al l Access in bottom right of window.

Click Save Config.
Repeat for the second switch.
5. Run IPM on the blade servers
Run IPM on blade servers following 3.7.10 IPM Servers Using PM&C Application application.

Note: A new IP address will be assigned to bond0 of each blade at the end of the IPM process, so
the .xml files will need to be updated accordingly.
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3.9 Virtualization Procedures

3.9.1 Create guest server using PM&C application

This procedure provides the steps for creating a virtualized guest server on a TVOE host, using the
PM&C web GUL

Prerequisites:

* Enclosure containing the TVOE host blade server to host the guest has been configured using 3.7.7
Add Cabinet and Enclosure to the PM&C System Inventory.

¢ The TVOE host has been installed using 3.7.10 IPM Servers Using PM&C Application.
Note: PM&C will not prevent over-subscription of memory or CPU resources.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login
If needed, open web browser and enter:

htt ps: // <pmac_nanagenent _net work_i p>

Login as guiadmin user.

2. PM&C GUI: Navigate to VM Management
Navigate to Main Menu > VM Management.

= =) Main Menu
[+] [C] Hardware
[+ ] Software

[+ ] Storage

[+] [C] Administration

[+] ] Status and Manage
[ Task Monitoring
dg) Help
[ Legal Motices
@ Logout

3. PM&C GUI: Click the "Create Guest" button.
On the Virtual Machine Management page, click the Create Guest button
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Refresh T

1+ Enc: 50301 Bay: 1F
I+] Enc: 50301 Bay: 9F
[+] hostname02be2bed4d

£ >
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View host on 9F in enclosure 50301

VM Info Software Metwork  Media

Summary Bridges  Storage Pools  Memory

Host Mame: hostname&19%ee5bdchd
Location: bay 9F in enclosure 50301

Guests
Hame Status
test3 Running
test4 Running

Create Guest

4. PM&C GUI: Enter guest name
Fill in the Name field with something unique to the TVOE host. The name can be identical to a

guest on a different host.
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Main Menu: VM Management

Tue Sep 08 20:27:09 2015 UTC

VM Entities @ | Create guest
Refresh T2
l+] = Enc: 50301 Bay: 1F Suymmary Virual Disks  Virtual NICs

[+ Enc: 50301 Bay: 9F
[+ hostname02be2bed44

Set Power State  On v
Guest Name (Required). lguest32| «
Host Enc: 50301 Bay: 9F  |v|
i .

Number of vCPUs: 1

Ak

Memory {(MBs). 4098
Available host memory: 125
MB
VM UUID:
Enable Virtual Watchdog

Create  Import Profile  Cancel

< >

5. PM&C GUI: Select the TVOE Host for the new guest.
Using the dropdown Host field, select the TVOE host on which to create the guest.
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Main Menu: VM Management

Tue Sep 08 20:37:09 2015 UTC

VM Entities @ | Create guest

Refresh )
Enc: 50301 Bay: 1F Ssummary  Virtual Disks  Virual NICs
Enc: 50301 Bay: 9F
hostname02be2bed44

Set Power State  On v

Guest Mame (Required): guest32

Flel-iel Enc: 50301 Bay: 9F

. Enc: 50301 Bay: 1F S
Number of VEPUS: | hostname02be2bed4427 =
Memory (MBs). 4096 |%
Available host memory: 125
MB
WM UUID:

Enable Virtual Watchdog

Create  Import Profile = Cancel

< >

6. PM&C GUI: Select the desired initial power state

Using the dropdown field to the right, select the initial power state for the guest. In this context,
Shutdown and Destroy both behave the same, the guest will not be powered on upon creation.

Summary  Virtual Disks  Virtual NICs

L]
Set Power State [lely

Shutdown
Destroy
Guest Name (ReauiredY. lmnactao

7. PM&C GUI: Edit the vCPU count and Memory size.

Using the arrows to the right of the fields, adjust the number of virtual CPUs and the amount of
memory (in MBs) to use for the guest. These fields are also manually editable test fields. PM&C
will not prevent over-subscription of these resources.
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Host:  Enc: 50301 Hay: 9 V]
Number of vCPUs: 1

Memory (MBs): t[:: 096 x |
Available host memory: 125

MB
WA LI

ol A

8. PM&C GUI: Edit the Watchdog setting (if available)

If this Guest is being created on a version of TVOE having support for virtual guest watchdogs,
the Enable Virtual Watchdog item will be present. Set this checkbox according to whether or not
watchdog support is desired for this Guest.

Avallable host memory: 125
MB
VM UUID:
Enable Virtual Watchdog [«

Create Import Profile  Cancel

9. PM&C GUI: Edit the primary virtual disk

A primary disk is specified by default. The Virtual Disks list can be edited to change the details of
the primary disk and to add virtual disks. The primary disk will be used to install the OS. See the
application requirements for the desired settings.

Size (MB): By default, a primary disk is specified with the minimum size supported by TPD, click
on the number to adjust the size via arrow or the keyboard.

Host Pool: The default vgguests storage pool is selected. Using the dropdown box, other pools
that have been configured on the TVOE can be selected.

Host Vol Name: For the primary disk, this will be filled in automatically based on the guest name
provided above. It can be modified manually if needed.

Guest Dev Name: For the primary disk, this value is not set.
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VM Entities Create guest

Refresh T
0 Enc: 50301 Bay: 1F Summary  Virtual Disks  Virtual NICs
1+ Enc: 50301 Bay: 9F

T}
4] hostname02be2beaddd Virtual Disks s | boscte
Primary  Size (MB) Host Pool Host Vol Name Guest Dev Name
YES 12288 = vgguests guesta2imag
,
Create  Import Profile = Cancel
< >

10. PM&C GUI: Add extra virtual disks

If the application requires extra virtual disks to be specified, repeat this step for each extra disk.

Click on the Add button at the top-right corner of the Virtual Disks pane

Size (MB): Click on the number to adjust the size via arrow or the keyboard.

Host Pool: The default vgguests storage pool is selected. Using the dropdown box, other pools
that have been configured on the TVOE can be selected.

Host Vol Name: Fill in this value. It must be unique among all disks on all guest hosted on the

TVOE.

Guest Dev Name: This is the alias that will be used inside of the TPD instance running on the
guest. It will help the application identify the disk.
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Main Menu: VM Management

Tue Sep 08 20:37:09 2015 UTC

VM Entities 0 | Create guest
Refresh T
[+] [=) Enc: 50301 Bay: 1F Summary  Virtual Disks ~ Virtual NICs
1+ Enc: 50301 Bay: 9F
'+ =) hostname02be2bed44 " R
Virtual Disks s | e
Primary  Size (MB) Host Pool Host Vol Name Guest Dev Name
YES 12288 vgguests guest3Zimg
NO 40900 vgguests ! datat.img DataBase !

Create  Import Profile = Cancel

< >

Repeat, as needed, for all extra disks.

11. PM&C GUI: Add virtual NICs.

By default, the control network is configured, and is required for PM&C to install and upgrade the
guest. If this is removed, one will be added during the guest creation.

To add additional NICs, repeat this step using the instructions below for each virtual NIC.
Click on the Add button at the top-right corner of the Virtual NICs pane

Host Bridge: Using the dropdown box, select the desired bridge that has been previously configured
on the TVOE.

Guest Dev Name: This is the alias that will be used inside of the TPD instance running on the
guest. It will help the application identify the network.
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Main Menu: VM Management

[ info ~|[ Tasks ~|

VM Entities

Refresh )

<

Enc: 50301 Bay: 1F
Enc: 50301 Bay: 9F
hostname02be2beddd

>

Create guest

Summary  Virtual Disks  Virtual NICs

Virtual NICs Add Delete

Host Bridge Guest Dev Name

control contral

Import Profile  Cancel

Repeat, as needed, for all vNICs.

12. PM&C GUI: Create the guest.

Verify the guest configuration.
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VM Entities

(]

[+ Enc: 50301 Bay: 1F
Enc: 50301 Bay: 9F
hostname02be2bedd4

Refresh

[+
[+]

< >

Click on the Create button.

Summary

Create guest

Yirtual Disks  Virual MICs

Procedures

Tue Sep 08 20:27:09 2015 UTC

Set Power State  On v
Guest Name (Required). lguest32| «
Host Enc: 50301 Bay: 9F  |v|
Number of vCPUs: 1 =

Memory {(MBs). 4098
Available host memory: 125
MB
WM UUID:
Enable Virtual Watchdog |«

Create  Import Profile  Cancel

13. PM&C GUI: Verify guest creation started.
If there was an immediate problem, an alert box will report the error, and the values can be corrected

and retried. Otherwise, the Info box will confirm the creation of a Background Task.

Main Menu: VM Management

i _info~i| Tasks =|

Wed Sep |

Info

o

+ Successfully started the creation of the guest. (task: 92)

[#] Enc: 50301 Bay: 1F
= Enc: 50301 Bay: 9F
=) testa

[+] hostname02be2bed4427
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14. PM&C GUI: Monitor guest create

Navigate to Main Menu > Task Monitoring to monitor the progress of the "VirtAction: Create"
background task.

Main Menu: Task Monitoring

Wed Sep 09 14:17:53 2015 UTC

------------------------------------------------------------------------------------------------------------------------------------

1 Enc:50301 Bay:9F
EGuest:guestsz

a7 Backup PM&C PM&C Backup successful COMPLETE NiA

Storage configuration successful
86 Configure Storage for lusrTKLC/smac/etc/storage/AppV COMPLETE MNiA
olume.xml

j 83 File Transfer e Ak File transfer success COMPLETE j
j a1 Backup PM&C PM&C Backup successful COMPLETE NiA

20 Backup PM&.C PMB&.C Backup successful COMPLETE NiA LV

Delete Completed Delete Failed Delete Selected

When the task is complete, the text will change to green and the Progress column will indicate
"100%".

3.9.2 Delete guest server using PM&C application

This procedure provides the steps for deleting a virtualized guest server on a TVOE host, using the
PM&C web GUL

Prerequisites:

* Enclosure containing the host blade server hosting the guest has been configured using 3.7.7 Add
Cabinet and Enclosure to the PM&C System Inventory.

Note: All data belonging to this guest server will be lost in the execution of this procedure.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login
If needed, open web browser and enter:

https:// <pmac_managenent _network_i p>

Login as guiadmin user.

2. PM&C GUI: Navigate to VM Management
Navigate to Main Menu > VM Management.
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= =) Main Menu
[+] (O] Hardware
[+] [ Software

[+] [ Storage

[+ [ Administration

[+] ] Status and Manage
[1] Task Monitoring

g Help

[} Legal Motices
[= Logout
3. PM&C GUI: Select TVOE hosting the guest

Click on the & to the left of the TVOE host that contains the guest server to delete. This will expand
the tree to make the guests hosted on the selected TVOE visible.

Main Menu: VM Management

Wead Sep 09 14:15:12 2015 UTC

VM Entities View host on 9F in enclosure 50301
Refresh T2 VMInfo = Software  Metwork  Media

[+ Enc: 50301 Bay: 1F

= & F

Summary Bridges Storage Pools Memory

Host Name: hosthameg199ee5b4cs5d

19814 Location: bay 9F in enclosure 50301
[+ hostname02be2bed4427

Guests
»
Name Status
guest3z Running
testd Running

Create Guest

4. PM&C GUI: Select the guest and delete

The left side of this screen shows the guest servers on the TVOE host. Select the desired guest and
the guest details will be displayed on the right.
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VM Entities @ | View guest guest32
Refresh T2 M Info Software Metwark Media
[+ &) Enc: 50301 Bay: 1F Summary  Virtual Disks  Virtual NICs

= Enc: 50301 Bay: 9F

Delete

Then press the Delete button.

. PM&C GUI: Confirm delete

VM UUID: e1a79ed1-1a70-46b5-9dd6-

Clone Guest

guest32 Current Power State. Running ~
test4 Set Power State  On [v]
0| hostname02be2bed4427
Change
v Guest Name (Required). guesta2
Host: fe80::21f.29ff.feee:489a
Number of vCPUs: 1
Memory (MBs): 2,048

LS

Regenerate Device Mapping 150  Install 05

Take a moment to double-check that the guest name is correct. There will be no further confirmation

and the delete will be final.

-

Message from webpage

) |

I Are you sure you want to delete guest guest327

(8].8

]

Cancel

Click on the OK button to confirm the delete.

. PM&C GUI: Monitor guest delete

Navigate to Main Menu > Task Monitoring to monitor the progress of the "VirtAction: Delete"

background task.
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D

91

90

a7

86

83

81

20

79

73

AL b D P D B B O

Task

Delete Guest

Create Guest

Backup PM&.C

Configure Storage

File Transfer

Backup PM&.C

Backup PM&.C

Backup PM&.C

Backup PM&.C

Target

Enc:50301 Bay:9F
Guest: quest32

Enc:50301 Bay:9F
Guest: quest32

Status

Guest deletion completed (guest32)

Guest creation completed (guest32)

PMB&.C Backup successful

Storage configuration successful
for lusrTKLC/smacletc/storage/AppV
olume.xml

File transfer success

PME&.C Backup successful

PM&C Backup successful

PM&C Backup successful

PMB&.C Backup successful

Delete Completed  Delete Failed

Procedures

Wed Sep 0% 14:32:19 2015 UTC

State

COMPLETE

COMPLETE

COMPLETE

COMPLETE

COMPLETE

COMPLETE

COMPLETE

COMPLETE

COMPLETE

Task Output

NIA

NIA

NIA

NIA

NIA

NIA

NIA

NIA

~

When the task is complete, the text will change to green and the Progress column will indicate

"100%".

3.9.3 Create guest server from guest archive using PM&C application

This procedure provides the steps for creating a virtualized guest server from a guest archive image

on a TVOE host, using the PM&C web GUL

Prerequisites:

* Enclosure containing the TVOE host blade server to host the guest has been configured using 3.7.7
Add Cabinet and Enclosure to the PM&C System Inventory.

¢ The TVOE host has been installed using 3.7.10 IPM Servers Using PM&C Application.

¢ The ISO image providing the guest archive image and profile has been provisioned using 3.7.9
Adding ISO Images to the PM&C Image Repository.

Note: PM&C will not prevent over-subscription of memory or CPU resources.

Note: The guest archive profiles might not contain values for all required fields.

Note: The values provided by the guest archive profile can be overridden before the guest is created.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by

referring to 1.4 My Oracle Support (MOS).

1. PM&C GUI: Login
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If needed, open web browser and enter:
htt ps:// <pmac_nanagenent _net wor k_i p>

Login as guiadmin user.

2. PM&C GUI: Navigate to VM Management
Navigate to Main Menu > VM Management.
B Main Menu

[+] [C] Hardware
[+ ] Software

[+ ] Storage

[+] [C] Administration

[+ [[] Status and Manage
[ Task Monitoring
dg) Help
[ Legal Motices
@ Logout

3. PM&C GUI: Click the Create Guest button.
On the Virtual Machine Management page, click the Create Guest button.
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Refresh [Q

[+ Enc: 50301 Bay: 1F
[#] Enc: 50301 Bay: 9F
[+ hostname02be2bedd4427
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View host on 9F in enclosure 50301

VM Info Software Metwork  Media

Summary Bridges Storage Pools Memaory

Host Mame: hosthnameg&199ee5b4csd
Location: bay 9F in enclosure 50301

Guests
Hame Status
guest3z Running
testd Funning

Create Guest

4. PM&C GUI: Click the Import Profile button
Select the Import Profile button to bring up the pop-in dialog box
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Main Menu: VM Management

[ info -|| Tasks +|
VM Entities
Refresh {2

Enc: 50301 Bay: 1F
Enc: 50301 Bay: 9F

[ B [

hostname02be2bed4427

Create guest

Virual Disks  Virual MICs

Summary

Set Power State  On [v]

Guest Name (Required):
Host: Enc: 50301 Bay: 9F  [v]

L]
Number of vCPUs: [1 lé
Memory (MBs): 4098 l%
Available host memory: 2173
MB
VM UUID:

Enable Virtual Watchdog

import Profile {ile:1[=:1]

5. PM&C GUI: Select the desired profile, and click the Select Profile button
Using the drop-down menu, select the desired ISO/Profile (It is possible there will be multiple
profiles on an ISO). Verify the details, then select the Select Profile button.

Import Profile
IS0/Profile: ALEXA--4.0.0 40.8.0-872-9999-888--x86_64 == alexa (arch) =
ALEXA—tJ-.0.0____4?.8.0—8?2—9999—_888—:(85____54 == alexa (arch)

Num CPUs:
Virtual Disks:  prm  size (MB) Pool TPD Dev
& 30720 o
HICs: Bridge TPD Dev
control control
imi imi| =

xmi

xmi

6. PM&C GUI: Enter guest name
The profile fills in the default name. If a different name is desired, fill in the "Name" field with
something unique to the TVOE host. The name can be identical to a guest on a different host.
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alexal

Host:
Number of vCPUs:
Memory (MBs):

Enc: 50301 Bay: 9F

Enc: 50301 Bay: 1F |;
hostname02beZbed4427 >
4096 =

7. PM&C GUI: Select the TVOE Host for the new guest
Using the dropdown "Host" field, select the TVOE host on which to create the guest.

Main Menu: VM Management

VM Entities (1)

Refresh )

Enc: 50301 Bay: 1F
Enc: 50301 Bay. 9F
hostnamel2he2heddq

EIEY

Create guest

Virtual Disks Virtual MICs

Summary

Set Power State  On

Guest Mame (Required): guest32

Enc: 50301 Bay: 9F
. Enc: 50301 Bay: 1F

Host:
Mumber of vCPUs:

hostname(2be2bed4427 |%
Memory (MBs): 4096 =
Available host memory: 125
MB
Wi UUID:
Enable Virtual Watchdog

Create  Import Profile = Cancel

< >

8. PM&C GUI: Select the desired initial power state.

Using the dropdown field to the right, select the initial power state for the guest. In this context,
Shutdown and Destroy both behave the same, the guest will not be powered on upon creation.
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Set Power State
Shutdown
Destroy

9. PM&C GUI: Edit the vCPU count and Memory size

The profile inserted the profile's vCPUs and Memory settings. These can be adjusted using the
arrows to the right of the fields, adjust the number of virtual CPUs and the amount of memory (in
MBs) to use for the guest. These fields are also manually editable test fields. PM&C will not prevent
over-subscription of these resources.

Number of vCPUs: 1 x|$
Memory (MBs). 4096 -

10. PM&C GUI: Edit the Watchdog setting (if available)

If this Guest is being created on a version of TVOE having support for virtual guest watchdogs,
the Enable Virtual Watchdog item will be present. Set this checkbox according to whether or not
watchdog support is desired for this Guest.

Enable Virtual Watchdog v

11. PM&C GUI Edit the primary virtual disk

The primary disk is specified by the profile. The disk image at the left shows how the disk will be
populated with the archive's image. The only fields that should be modified are the Host Pool, and
Host Vol Name columns.

Host Pool: The desired storage pool can be selected here. It is possible that the profile did not
specify a value for the storage pool. The GUI will not allow you to continue until one is selected.

Host Vol Name: For the primary disk, this will be filled in automatically based on the guest name
provided above. It can be modified manually if needed.

Create guest

Summary  Virtual Disks  Virtual MICs

Virtual Disks Add Delete

Primary Size (MB) Host Pool Host Vol Hame Guest Dev Name

12. PM&C GUI: Modify extra virtual disks
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If the profile provides extra virtual disks to be specified they will show up below the primary disk.
If needed, extra virtual disks may be added at this time, as well.

Click on the Add button at the top-right corner of the Virtual Disks pane
Size (MB) : Click on the number to adjust the size via arrow or the keyboard.

Host Pool: The default vgguests storage pool is selected, but using the dropdown box, other pools
that have been configured on the TVOE can be selected.

Host Vol Name: Fill in this value. It must be unique among all disks on all guests hosted on the
TVOE.

Guest Dev Name: This is the alias that will be used inside of the TPD instance running on the
guest. It will help the application identify the disk.

Create guest

Summary  Virtwal Disks  Virtual MICs
Virtual Disks Add  Delete
Primary  Size (MB) Host Pool Host Vol Hame Guest Dev Name
YES 12288 vgguests alexal.img
MO: 23072 vadir ! datat.img DataBase:

Repeat, as needed, for all extra disks.

13. PM&C GUI: Edit virtual NICs

The required networks should be defined by default, the control network is configured, and is
required for PM&C to install and upgrade the guest. If this is removed, one will be added during
the create.

If additional NICs are required, repeat this step for each virtual NIC.
Click on the Add button at the top-right corner of the Virtual NICs pane

Host Bridge: Using the dropdown box, select the desired bridge that has been previously configured
on the TVOE.

Guest Dev Name: This is the alias that will be used inside of the TPD instance running on the
guest. It will help the application identify the network.
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Create guest

Summary  Virtual Disks  Virtual HICs

Virtual NICs Add Delete

Host Bridge Guest Dev Name

control control
imi imi
Xmi Xmi

Repeat, as needed, for all vINICs

14. PM&C GUI: Create the guest
Verify the guest configuration.

Create guest

Summaﬂi Virtual Disks  Virtual MICs

Set Power State  On v

Guest Name (Required): |3lexa

Host: Enc: 50301 Bay: 9F  |v|
Number of vCPUs: 11

A

A

Memory (MBs): 4,096

Available host memory: 2173
MB
VM UUID:
Enable Virtual Watchdog |«

Create  Import Profile  Cancel
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Click on the Create button.

15. PM&C GUI: Verify guest creation started

If there was an immediate problem, an alert box will report the error, and the values can be corrected
and retried. Otherwise, the alert box will confirm the creation of a Background Task.

Main Menu: VM Management

Info v | Tasks =]

Info

o + Successfully started the creation of the guest. (task: 93)

[#] Enc: 50301 Bay: 1F
[+] Enc: 50301 Bay: 9F
[#] hostname02be2bedd437

16. PM&C GUI: Monitor guest create

Navigate to Main Menu > Task Monitoring to monitor the progress of the "VirtAction: Create"
background task.

Main Menu: Task Monitoring

D Task Target Status State Task Output

Wed Sep 09 14:32:15 2015 UTC

When the task is complete, the text will change to green and the Progress column will indicate
"100%".

3.10 General TPD Based Application Procedures

3.10.1 Backup Procedure for TVOE

This procedure will backup system files which can be used at a later time to restore a failed system
Note: The backup image is to be stored on a customer provided medium.

1. TVOE Host: Login as platcfg user.
Login as platcfg user on the server. The platcfg main menu will be shown.

2. TVOE Host: Navigate to the Backup TekServer Menu page

Select the following menu options sequentially: Maintenance > Backup and Restore > Backup
Platform. The 'Backup TekServer Menu' page will now be shown.
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wll koredon ; root R

File Edit ‘Wiew Bookmarks Sefings Help

Backup TekServer Menu

View Index Tab of ts

i
Select Backup Device (/devshda) B
Select Backup Media (CD-R) E
Build 150 file anly

Test Backup g
Backup E
Exit

lise arrow keys to move between options | <Emter= selects | «Fl2= Hain Hemu

Note: If this operation is attempted on a system without media, the following message will appear:

4 Proliant - Server: hostname1345214838 | ILO: ILOUSE21628HE Jabs.nc.tekelec.com nctekelec.com ssztekelec.com tekelec... | = |[(=) | #3

Power Switch  Virtual Drives  Keyboard Help
Flatform Co ation Utility 3. (C) Z8m3 - 2 Tekelec, Inc.
Hostname :

| Error Message |

No disk device available. This is normal
on systems without a cdrom device.

Error Code: warning

Use arrow k i ot {F12> Main Menu
720 % 400 W 2] & RCa Qe® ®

3. TVOE Host: Build the backup ISO image.
Select Build ISO file only. The following screen will display:

Note: Creating the ISO image may happen so quickly that this screen may only appear for an
instant.
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!rlgl-“ london : root ; ; '\ )-(
| File Edit View Bookmarks Settings Help
atform Conf ration ility - 20011 Tekelec,

>

| System Busy |

Creating ISO Image... This may take a while.

Please walt. ..

Use arrow keys to move between options | <Enter> selects | <F12> Hain Henu

Le>(

ke

After the ISO is created, platcfg will return to the Backup TekServer Menu as shown in step 2. The
ISO has now been created and is located in the / var / TKLC/ bkp/ directory. An example filename
of a backup file that was created is: "hostname1307466752-plat-app-201104171705.is0"

4. TVOE Host: Exit platcfg
Select Exit on each menu until platcfg has been exited. The SSH connection to the TVOE server
will be terminated.

5. Customer Server: Login to the customer server and copy backup image to the customer server
where it can be safely stored.
If the customer system is a Linux system, execute the following command to copy the backup image
to the customer system.

# scp tvoexfer @TVOE | P Address>: backup/* /path/to/ destination/

When prompted, enter the tvoexfer user password and press Enter.
An example of the output looks like:
# scp tvoexfer @TVOE | P Address>: backup/* /path/to/destination/

tvoexfer @o. 24. 34. 73' s password:
host nane1301859532- pl at - app- 301104171705. i so 100% 134MB 26. 9MB/ s 00: 05

If the Customer System is a Windows system, refer to A.1 Using WinSCP to copy the backup image
to the customer system.

The TVOE backup file has now been successfully placed on the Customer System.
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3.10.2 Configure NTP on TPD based Application

This procedure will configure NTP servers for a server based on TPD.
1. Server: Login as platcfg user
Login as platcfg user on the server. The platcfg main menu will be shown.

2. Server: Navigate to Time Servers configuration page. Select the following menu options sequentially:
Network Configuration > NTP. The Time Servers' page will now be shown, which shows the
configured NTP servers and peers.

3. Server: Update NTP Information
Select Edit. The Edit Time Servers Menu is displayed.
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4. Server: Edit NTP Information

Edit Time Servers Mena

Edit an existing NIF Server

Delate an exiating NIP Seswer E
Exit

Procedures

Select the appropriate Edit Time Servers Menu option. When all Time Server actions are complete

exit the Edit Time Servers Menu. Remember that (3) NTP sources are required.

a. Adding an NTP Server

a. Server: If adding a new NTP server select Add a New NTP Server.

The Add an NTP Server window is displayed.

Rdd an HTP Server

Rddress;
Heatna=e (optisnal):
Oprions:

b. Server: Enter Appropriate data, and select OK
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The NTP server is added. The Edit Time Servers Menu is displayed.

b. Editing an NTP Server
a. Server: If editing an existing NTP server select Edit an existing NTP Server.

The NTP Server to edit Menu window is displayed.

NIP server to edit Mena

ntpserverd
ntpsexverd §

10.240.4.1 §
Exic

b. Server: Select appropriate NTP server.
The Edit an NTP Server window is displayed.

Edit an NTP Jesve:s

Address:
Boatname (opmional):
Cpriora:
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¢. Deleting an existing NTP Server

a. Server: If deleting an existing NTP server, select Delete an existing NTP Server.

The NTP server to delete Menu is displayed.

HTF server to delece Menu

ntpserver?
ntpserverd §

10.240.4.1 §
Exic

b. Server: Select appropriate NTP server.
The NTP server is deleted. The Edit Time Servers Menu is displayed.

5. Server: Restart the NTP server

Upon exit from the Edit Time Servers Menu the Modified an entry in the ntp.conf file is displayed.
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Modified an entry im che atp.conf file:

Do you Want To restast the ntp Sezvice?

a. Server: Restart the NTP service by selecting Yes. The Network Configuration Menu is displayed.
6. Server: Exit platcfg.

Select Exit on each menu until platcfg has been exited.

3.10.3 Add SNMP trap destination on TPD based Application

This procedure will add an SNMP trap destination to a server based on TPD. All alarm information
will then be sent to the NMS located at the destination.
1. Server: Log in as platcfg user

Log in as platcfg user on the server. The platcfg main menu will be shown.

2. Server: Navigate to NMS server configuration page

Select the following menu options sequentially: Network Configuration > SNMP Configuration >
NMS Configuration. The 'NMS Servers' page will be shown, which displays all configured NMS
servers for the server.
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r|E_.| london : root 5 S S
File Edit View Bookmarks Settings Help
: n Utility 3.04 (C)

Wl — Options ———

] >

< >l

3. Server: Add the SNMP trap destination.

Select Edit and then choose Add a New NMS Server. The 'Add an NMS Server' page will be
displayed.
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r|E_.| london : root o ) 2%
File Edit View Bookmarks Settings Help
: iguration Utili 04 (C)

] >

Add an NMS Server

Hostname or IF: 1N
B

Port:

sumP community String: [N

< >l

Use arrow keys to move between options | <Enter> selects

%

Complete the form by entering in all information about the SNMP trap destination. Select OK to
finalize the configuration.

The 'NMS Server Action Menu' will now be displayed. Select Exit. The following dialog will then
be presented.

E80301 Revision 01, October 2016 360



Procedures

.! |
File Edit View Bookmarks Settings Help
Res 3 - 2011 Tekelec, Inc. ~
Modified an NMS entry in snmp.cfg file:
Do you want to restart the Alarm Routing Service?
Use arrow keys to move between options | <Enter> selects o
W

Select Yes and then wait a few seconds while the Alarm Routing Service is restarted. At that time
the SNMP Configuration Menu will be presented.

4. Server: Exit platcfg

Select Exit on each menu until platcfg has been exited.

3.10.4 Delete SNMP trap destination on TPD based Application

This procedure will remove an SNMP trap destination on a server.

1. Server: Login as platcfg user
Login as platcfg user on the server. The platcfg main menu will be shown.

2. Server: Navigate to NMS server configuration page.

Select the following menu options sequentially: Network Configuration > SNMP Configuration >
NMS Configuration. The 'NMS Servers' page will now be shown, which displays all configured
NMS servers for the server.
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|!| london : root B G o8
File Edit View Bookmarks Settings Help

< >l

Use arrow keys to move between options | <Enter> selects

3. Server: Remove the SNMP trap destination

Select Edit and then choose Delete an Existing NMS Server. The 'NMS Server to Edit' page will
be displayed as shown below.
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- [ london : root

File Edit View Bookmarks Settings Help
. i qurs Utilits

NMS Server To Edit Menu

Use arrow keys to move between options | <Enter> selects | <F12> Hain Henu

< >l

Select the server to remove from the configuration and press ENTER. A confirmation dialog will

appear. Select Yes to confirm the removal of the NMS server.

The 'NMS Server Action Menu' will now be displayed. Select Exit. The following dialog will be

presented.
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!I!I i london : root w8 X-

I File Edit View Bookmarks Settings Help
- ~

Modified an NMS entry in snmp.cfg file:
Do you want to restart the Alarm Routing Service?

|
Use arrow keys to move between options | <Enter> selects "
N

Select Yes and then wait a few seconds while the Alarm Routing Service is restarted. At that time
the SNMP Configuration Menu will be presented.

4. Server: Exit platcfg
Select Exit on each menu until platcfg has been exited.

3.10.5 Application NetBackup Client Install Procedures

NetBackup is a utility that allows for management of backups and recovery of remote systems. The
NetBackup suite is for the purpose of supporting Disaster Recovery at the customer site. This procedure
provides instructions for installing or upgrading the Netbackup client software on an application
server.

Note: PMAC 6.3 supports NetBackup 7.1, 7.5, and 7.6 clients. If the NetBackup Client that is being
installed is not supported, contact customer support for guidance on creating a config file that will
allow for install of unknown NetBackup Clients. 3.10.13 Create NetBackup Client Config File can be
used once the contents of the config are known.

Note: Failure to install the NetBackup Client properly (i.e., by neglecting to execute this procedure)
may result in the NetBackup Client being deleted during a Oracle software upgrade.

Prerequisites:

¢ Application server platform installation has been completed.
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* NAPD has been completed to determine the network requirements for the application server, and
interfaces have been configured.

* NetBackup server is available to copy, sftp, the appropriate Netbackup client software to the
application server.

¢ Filesystem for Netbackup client software has been created 3.10.11 Create LV and Filesystem for
NetBackup Client Software.

Note: For PM&C Application deployed with NetBackup Volume option "--netbackupVol" the
guest virtual disk will be created by deploy.

¢ Conlfig file has been created if the version of NetBackup Client is not supported 3.10.13 Create
NetBackup Client Config File.

1. Choose NetBackup Client Install Path

There are two different ways to install NetBackup Client. The following is a guide to which method
to use:

¢ If a customer has a way of transferring and installing the NetBackup client without the aid of
TPD tools then use 3.10.9 Netbackup Client Install with nbAutolnstall. This is not common and if
the answer to the previous question is not known then do not use 3.10.9 Netbackup Client Install
with nbAutolnstall.

¢ If youdon't use 3.10.9 Netbackup Client Install with nbAutolnstall, use 3.10.10 NetBackup Client
Install/Upgrade with platcfg.

Chosen Procedure:

2. Execute the procedure chosen in Step 1

3. Application Console: Use platform configuration utility (platcfg) to modify hosts file with NetBackup
server alias.

Note: If NetBackup Client has successfully been installed then you can find the NetBackup server's
hostname in the "/usr/openv/netbackup/bp.conf" file. It will be identified by the "SERVER"
configuration parameter as is shown in the following output:

List NetBackup servers hostname:
$ sudo cat /usr/openv/ netbackup/ bp. conf
SERVER = NB76Ser ver

CLI ENT_NAME = 10. 240. 117. 134
CONNECT_OPTIONS = | ocal host 1 0 2

Note: In the case of nbAutolnstall NetBackup Client may not yet be installed. For this situation
the "/usr/openv/netbackup/bp.conf" cannot be used to find the NetBackup server alias.

Use platform configuration utility (platcfg) to update application hosts file with NetBackup Server
alias.

$ sudo su — platcfg

Navigate to Network Configuration > Modify Hosts File
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Address

127.0.0.1

166,
168.
168.
168.
168.

192.168.1.101
192.
=F
192.
192.
192,

1.102
1.103
1.104
176.1
176.45

Configure Hosts |

[

Aliazes

localhost pmacDevd smacweb
localhosté, localdomainé localhosts
server_pppd

client_pppd

server_pppl

client pppl

ntpserverl

nb70server

Select Edit, the Host Action Menu will be displayed.

Hostc

Delete Host f§
Add Alias

Edit

Delete Alias
Exit

Action Menu

Alias

Select "Add Host", and enter the appropriate data
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IF Address:
Initial Alias:

Select "OK", confirm the host alias add, and exit Platform Configuration Utility

4. Application Console: Create a link for the application provided NetBackup client notify scripts to
path on application server where NetBackup expects to find them.

Note: Link notify scripts from appropriate path on application server for given application.

$ sudo nkdir -p /usr/openv/netbackup/bin/
$ sudo In -s <path>/bpstart_notify /usr/openv/netbackup/bin/bpstart_notify
$ sudo In -s <path>/bpend_notify /usr/openv/netbackup/bin/bpend_notify

5. Application Console: Netbackup client software installation complete; if applicable return to calling
procedure.

3.10.6 Changing SNMP Configuration settings for iLO2

This procedure provides instructions to change the default SNMP settings for the HP ProLiant iLO 2
devices.

Perform this procedure for every iLO 2 device on the network. For instance, for every HP ProLiant
G1/G5/G6 Blade and Rack Mount server.

1. From Workstation: Launch Internet Explorer 7.x or higher and connect to the iLO2 device using
"https:/ /"
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10.240.251 68

2= G X | @ Cetificate Error Naagation... %

Edit  View Favorites Teols Help

@' There is a problem with this website's security certificate.
k-

The security certificate presented by

The security certificate presented by this website was issued fi

Security certificate problems may indicate an attempt to fool you

We recommend that you close this webpage and do not continue to this website.
& Click here to dose this webpage.
& Continue to this website (not recommended

= More information

2. iLO2 Web UI:
The user should be presented the login screen shown below.

Login to the GUI using an Administrator account name and password.

OO -

Integrated Lights-Out 2
HP Proliant

Login nama:  sdmin

| Pastword: esees

3. iLO2 Web UL The user should be presented the iLO2 System Status page as shown on the right
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iLO 2: daniels - ILOUSE921N... %

A Lntegrc{tgd Lights-Out 2

HP Pr

Power Management | Administration

System Status

R Integrated Lighs-Out irtual Media

Status Summary

Summary Server Name: daniels; ProLiant DL380 G&

System Serial Number / Product ID: USESQ21N4J1 / 494329-B21

Information UUID: 33343034-3032-5355-4530-32314E344A31

ILO 2 Log System ROM: P62 07/24/2009; backup system ROM: 07/24,/2009
ML System Health: D ok

Diagnostics
iLO 2 User
Tips

Insight Agent

Server Power:

UID Light:

Last Used Remote Console:
Latest IML Entry:

Momentary Press @ ON
Turn UID On @ orr
Remote Consol

Uncorrectable Memory Error

iLO 2 Name: ILOUSE9Z21N4]1
iLO 2 FQDN: ILOUSE9Z21N4]:
License Type: iLO 2 Advanced
iLO 2 Firmware Version: 2.05 12/17/2010

IP address:

Active Sessions:

Latest iLO 2 Event Log Entry:
iLO 2 Date/Time:

4. iLO 2 Web UL

10.250.36.147

iLO 2 user:admin
Browser login: admin -
05/23/2012 17:55:32

1. Select the [Administration] tab on the top navigation bar.
2. Select the [Management] menu item on the left navigation bar to display the SNMP Settings

page.

‘D ank[a%rcted Lights-Out 2

System Status | Remote Console | Virtual Media

Power Management

Upgrade iLO 2 Firmware

iL_O 2 Current Firmware: 2.05 12/17/2010
FERE Select New Firmware Image
Licensing

User

New firmware image:

Browse...

Administration

Send firmware image

iLO 2 firmware update has not started.

Settings
Access
Security
Network

Update iLO 2 firmware as follows. For alternatives, consult the help page.

1. Obtain the firmware image (.bin) file from the Online ROM Flash Component for HP Integrated Lights-O
option to save the .bin file.

5. iLO2 Web UI:
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The user should be presented the SNMP /Insight Manager Settings page.

1. Select option [Disabled] for each of the 3 SNMP settings as shown to the right
2. Click [Apply Settings] to save the change.

The web page will refresh but no specific indication will be given that settings have been saved.

Integrated Lights-Out 2
HP Proliant

SNMP/Insight Manager Settings a

Lo 2 Configure and Test SNMP Alerts
Firmware

Licensing SNMP Alert Destination(s):

User
Administration  ILO 2 SNMP Alerts: ) Enablef{ @ Disabled

Settings Forward Insight Manager Agent SNMP Alerts: (0 Enabled
Access SNMP Pass-thru: © Enablef]; @ Di
Security Send Test Alert
Network

WEUEEENEN Configure Insight Manager Integration

Insight Manager Web Agent URL: https:// 12381

Level of Data Returned: Enabled (ILO 2+Server Association Data) -

‘ Apply Settings I Reset Settings
e ———

View XML Reply

6. iLO 2 Web UL

To verify the setting change navigate away from the SNMP/Insight Manager Settings page and
then go back to it to verify the SNMP settings as shown on the right.

1. Click [Log out] link in upper right corner of page to log out of the iLO Web UL
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(2 iLO 2: daniels - ILOUSE921N...

D Lnteg_roted Lights-O T

System Status | Remote Console | Virtual Media Power Management Administration

SNMP/Insight Manager Settings a
Lo 2 Configure and Test SNMP Alerts
Firmware
Licensing SNMP Alert Destination(s):
User
Administration L0 2 SNMP Alerts: ) Enablef]_ @ Disabled
Settings Forward Insight Manager Agent SNMP Alerts: ) Enableq @ Disabled
Access SNMP Pass-thru: ) Enable |
Security Send Test Alert
Network

WELEEEUEN Configure Insight Manager Integration

Insight Manager Web Agent URL: https:// 12381
Level of Data Returned: Enabled (iLO 2+Server Association Data) ~

Wiew XML Reply

7. Complete for remaining iLO2 devices
Repeat this procedure all remaining iLO 2 devices on network.

3.10.7 Changing SNMP Configuration Settings for iLO 3 and iLO4
This procedure provides instructions to change the default SNMP settings for the HP ProLiant iLO 3
devices.

Perform this procedure for every iLO 3 device on the network. For instance, for every HP ProLiant
G7 Blade and Rack Mount server.

1. From Workstation: Launch Internet Explorer 7.x or higher and connect to the iLO 3/iLO 4 device
using "https:/ /"

& httpo/ 1024025168 & Certificate Error: Navigation.. %

Edit Miew Favortes Tools Help

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted certificate authority,
The security certificate presented by this website was issued for a different website's address.

Security certificate problems may indicate an attempt to fool you or intercept any data you send to the
Server.

We recommend that you close this webpage and do not continue to this website.
& Click here to dose this webpage.

& Continue to this website (not recommended).

= More information
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2. iLO 3/iLO 4 Web UL
The user should be presented the login screen shown below.

Login to the GUI using an Administrator account name and password.

£ Integrated Lights-Out 3

Integrated Lights-Out 3
HP ProLiant

Firmware Version 1.20
ILOUSE124B6VT

3. iLO 3/iLO 4 Web UL
The user should be presented the iLO 3/iLO 4 Overview page as shown below.

c®r - P

g kel

A

Local User: DAtmp1337797170

Integrated Lights-Out 3
A

iLO Hostname:ILOUSE124B6V7.

ProLiant BLE20c GT
Expand All

E‘ Information
Overview
System Information
iLO Event Log
Integrated Management Log
Diagnostics
Insight Agent
Remote Console
Virtual Media
Power Management
Administration
BL c-Class

4. iLO 3/iLO 4 Web UL

iLO Overview |

) -
Information Status i
Server Name hostnama1304701476 System Health OOK
Product Name ProLiant BL620c GT

Server Power @ on
uuID 37333436-3635-5355-4531-
323442365637 UID Indicator @ Ui OFF

Server Serial Number USE124B6W7 TPM Status Mot Present
Product ID 643786-821 iLO DateTime  Wed Jul 13 21:05:31 2011 =
System ROM 125 05/23/2011
Backup System ROM 12/02/2010
Last Used Remote Console  Mone
License Type iLO 3 Standard Blade Edition
iLO Firmware Version 1.20 Mar 14 2011
IP Address 10.240.8. [ 4
iLO Hostname ILOUSE124B8VT.
Active Sessions
User: - |IP Source
Local User: OAtmp1337797170 10.26.3. Web UI

1. Expand the [Administration] menu item in the left hand navigation pane.
2. Select the [Management] sub-menu item to display the Management configuration page.

E80301 Revision 01, October 2016

372



Procedures

<@ prEommwl o

lﬁa IntegratEd ng hts-Out 3 Local User: OAtmp 0

ProLiant BL620c GT Home |

Expand All Hanﬂement

D Information

iLO Hostname:ILOUSE124B6V7.

QOverview

) Test SNMP Alerts
System Information -
iLO Event Log Alert | Setting
Integrated Management Log iLO SNMP Aleris Disabled lz‘
Diagnostics Forward Insight Manager Agent Disabled |z|
X SHNMP Alerts
Insight Agent -
SNMP Pass-thru Disabled [~ |
Remote Console

Power Management

Configure SNMP Alerts
minig on

O Erare SNMP Alert Destination(s): |
Licensing
User Administration Configure Insight Manager Integration
:‘e:f:yse"'“gs Inaight Manager Web Agent hitps r hostname 1304701476 2381
Netyork Level of Data Returned: Enabled {(iLO+Server Association Data) |Z|
Management
BL c-Class View XML Reply m

5. iLO 3/iLO 4 Web UL

The user should be presented the Management configuration page as shown on the right.

1. Select setting [Disabled] for each of the 3 SNMP Alerts options as shown to the right.
2. Click [Apply] to save the change.

On the iLO 3 the web page will refresh but no specific indication will be given that settings have
been saved.

iLO3 Web UI:

O ..

[@ Integrated Lights-Out 3 Local User: OAImp1337797170

ProLiant BL620c G7 Home |

Expand All Hanﬂement

D Information
QOverview
System Information

iLO Event Log Alert |ﬁ'ﬂﬂﬂ___

iLO Hostname:ILOUSE124B6V7.

Test SNMP Alerts

Integrated Management Lag iLO SNMP Alerts Disabled [« ] .J
Diagnostics ;‘:J“MV:‘I:IE:&I;QM Manager Agent Disabled n
Insight Agent =

SMHMP Pass-thru

Remote Console

P M nt
A";““?r_ :::“eme Configure SNMP Alerts
minis’ on

iLO Firmware SNMP Alert Destination(s): |
Licensing
User Administration Configure Insight Manager Integration
Access Seffings Insight Manager Web Agent . -
Security URL: hitps/ hostname1304701476 2381
Network Level of Data Returned: Enabled {(iLO+Server Association Data) |Z|
Management
View XML Reph
BL c-Class e i @
iLO4 Web Ul
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Local User: root
iLO Hostname:HostnameTest IPTCPU.COM
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Expand All
E‘ Information
Qverview
System Information
iLO Event Log
Integrated Management Log
Active Health System Log
Diagnostics
Insight Agent
Remote Console
virtual Media
Power Management
[-] Administration
iLO Firmware
Licensing
User Administration
Access Seftings
Security
Metwork
Management

6. iLO 3/iLO 4 Web UI:

Man ment

Configure SNMP

Enable :

@ pgentless Management ©) SNMP Pass-thru

System Location:

System Contact:

System Role:

System Role Detail:

Read Community:

Trap Community:

SNMP Alert Destination(s):

SNMP Port: 161

SNMP Alerts

Alert

iLO SNMP Alerts

Forward Inzight Manager Agen
SHMP Alers

Cold Start Trap Broadcast

[Disabled [ ]
Disabled : I

‘q.-_-__/

Insight Management Integration

HP System Management Homepage (HP SMH):

Level of Data Returned:

https:// [hostname1333954165 | 2381
| Enabled (iLO+Server Association Data) El

View XML Reply

&

To verify the setting changes navigate away from the Management configuration page and then
go page back to it to verify the SNMP settings as shown on the right.

1. Click [Sign Out] link in upper right corner of page to log out of the iLO Web UL
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Integrated Lights-Out 3 Local User: OAtmp1337797170 [r—
Home | | Sign Ouf
h il ,
/B ProLiani B iLO Hosiname:ILOUSE124B6V7. =
Expand All
B Information
Overi
verew Test SNMP Alerts
System Information
iLO Event Log Alert
Integrated Management Log iLO SNMP Alerts
Diagnostics Forward Insight Manager Agent
Insight Agent SNMP Alerts
SMHMP Pass-thru

Remote Console

+ | Power Management _
Configure SNMP Alerts
[-] Administration
SNMP Alert Destination(s): |

iLO Firmware

Licensing

User Administration Configure Insight Manager Integration

:‘e:f:yse“'“gs Inaight Manager Web Agent hitps hostname 1304701476 2381
Netwark Level of Data Returned: |Enabled {iLO+Server Association Data)[~ |
Management

View XML Reply
BL c-Class m

7. Complete for remaining iLO3/iLO 4 devices
Repeat this procedure all remaining iLO 3/iLO 4 devices on network.

3.10.8 Change SNMP Configuration Settings for ILOM

This procedure provides instructions on how to change the default SNMP settings for ILOM devices.
Perform this procedure for every ILOM device on the network.

1. From Workstation:

Launch a web browser and connect to the ILOM device.

2. ILOM Web UL

The user will be presented within a login screen as shown below. Login using an account that has
the admin level of privileges.

R ACLE

Oracles Integrated Lights Out Manager

P Hoarmame  ROENSMel S0 Tl ik

s [

Wi [

T
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3. ILOM Web UI:

The user will be presented with the System Information > Summary page. From the menu on the
left select the ILOM Administration option. From the drop-down list, click on the Management
Access option.

w SyabEiT IAAOTASGN

T | summary

[e—— iy S BT S UMY ST MRS YU My AIS0 ChANQE Bower 3 LILE AN vlw Spsten alitas ana |
MEmony

Pomsr | Generalinformation |
Cosng e Tiee Rack Mgunt

Storage TP FIfel] %4270 M3

M Par dumbe

P D Barial Humber

Flrrrrwaig Syaten Idenifise

Cpan Protdemas. [

R T 112128
¥ Ramsts Contr Primg erabing Syatem Mot Awalaizie
b HEA MEAESIanE Host Primary MAC Address OO 10040 11:04
» System Wanagemant LM Addians 10 2 0 229
» Pt ManaQemisnd IO WAL ASeEE 00 1000 40 1108

w IOk deteraird i uiean

Crenrall Seatwic oF OK  Total Prolem Count O
Ll yatim amlus | Dwtais
Processors | of OH

UM MU T
Processor Archileciure =B 6 S4-dl
Conra iy

Prostdnsod Sumamnsry Ty Il Ko PaoCess

guration Managemy
HOARCAOnS

Ibermoy Q«" o Inwlaled HKAM Sire 20 G

Chate and Tirms Powwer o oK
MEnlgnancs Actual Poaver Consumpsssn: 144 walty

Permii eod Poswesr 1 Dol Sagemali sDe T wadls

drasdises & S Iovled L Tesvrapiatuig b "1 Bl

4. ILOM Web UI:

At the top of the Management Access page click on the SNMP tab. In the Settings sections click on
the State Enabled checkbox in order to uncheck it. Click the Save button.

3.10.9 Netbackup Client Install with nbAutolnstall

Executing this procedure will enable TPD to automatically detect when a Netbackup Client is installed
and then complete TPD related tasks that are needed for effective Netbackup Client operation. With
this procedure, the Netbackup Client install (pushing the client and performing the install) is the
responsibility of the customer and is not covered in this procedure.

Note: If the customer does not have a way to push and install Netbackup Client, then use 3.10.10
NetBackup Client Install/Upgrade with platcfg.

Note: It is required that this procedure is executed before the customer does the Netbackup Client
install.

Prerequisites:

* Application server platform installation has been completed.

e NAPD has been completed to determine the network requirements for the application server, and
interfaces have been configured.

* NetBackup server is available to copy, sftp, the appropriate Netbackup client software to the
application server.

* Filesystem for Netbackup client software has been created using 3.10.11 Create LV and Filesystem
for NetBackup Client Software.
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Contact 1.4 My Oracle Support (MOS) to determine if the version of Netbackup Client being installed
requires workarounds.

If workaround is required:

As directed by 1.4 My Oracle Support (MOS), complete required workarounds to prepare the server.

Enable nbAutolnstall:
Execute the following command:

$ sudo /usr/ TKLC pl at/ bi n/ nbAut ol nstal |l —-enabl e

The server will now periodically check to see if a new version of Netbackup Client has been installed
and will perform necessary TPD configuration accordingly.

At any time, the customer may now push and install a new version of Netbackup Client.

Return to calling procedure if applicable.

3.10.10 NetBackup Client Install/Upgrade with platcfg

Executing this procedure will push and install NetBackup Client using platcfg menus.

Prerequisites:

Application server platform installation has been completed.

NAPD has been completed to determine the network requirements for the application server, and
interfaces have been configured.

NetBackup server is available to copy, sftp, the appropriate Netbackup client software to the
application server.

Filesystem for Netbackup client software has been created. Execute 3.10.11 Create LV and Filesystem
for NetBackup Client Software if the application installed on the server does not provide an alternative
to creating the NetBackup logical volume.

Conlfig file has been created if the version of NetBackup Client is greater than 7.5.0.0.

Note: If a procedural STEP fails to execute successfully, STOP and contact 1.4 My Oracle Support
(MOS).

1.

Application server iLO: Login and launch the integrated remote console
Log in to iLO in IE using password provided by application

http://<managenent _server i LO i p>

Click in the Remote Console tab and launch the Integrated Remote Console on the server.

Click Yes if the Security Al ert pops up.

TVOE Application Server iLO: If the application is a guest on a TVOE host: Log in with application
admusr credentials. If the application is not a guest on a TVOE host continue to step 3.

Note: On a TVOE host, If you launch the virsh console, i.e., "# vi rsh consol e X' or from the
virsh utility "virsh # consol e X' command and you get garbage characters or output is not quite
right, then more than likely there is a stuck "virsh console" command already being run on the
TVOE host. Exit out of the "virsh console”, thenrun"ps -ef | grep virsh", thenkill the existing
process "ki | | -9 <Pl D>". Then execute the "virsh console X" command. Your console session
should now run as expected.
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Login to application console using virsh, and wait until you see the login prompt:

$ virsh
$ virsh list --all
Id Nane State

13 nyTPD runni ng
20 appli cati onGuest Nane runni ng

$ virsh consol e applicati onGuest Name

[ Qut put Renpved]

Starting ntdMgr: [ OK ]

Starting atd: [ OK ]

"TPD Up' notification(s) already sent: [ OK ]

upstart: Starting tpdProvd...

upstart: tpdProvd started.

Cent OS rel ease 6.2 (Final)

Kernel 2.6.32-220.17.1.el 6prerel6.0.0_80.14.0.x86_64 on an x86_64
appl i cati onGuest Nanme | ogi n:

3. Application Console: Configure NetBackup Client on application server

$ sudo su — platcfg

Navigate to NetBackup Configuration

NetBackup Configuration Henu

Enable Push of Netbackup Client
Verify NecBackup Client Push

Install NetBackup Client

Verify NecBackup Clisnt Instcallation
Remove File Transfer User

Exit

4. Application Console: Enable Push of NetBackup Client
Navigate to NetBackup Configuration > Enable Push of NetBackup Client
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1 Enable Push of Netbackup Client |

Do you wish to initialize this server for NetBackup Client?

Select Yes to initialize the server and enable the Netbackup client software push.
5. Application Console: Enter NetBackup password and select OK.

f U RS TS A M ST TR T

2012 Tekelec, Inc.

Enter netbhackup Password

Enter Password:
Fe—enter Password:

Uzse arrow keys to move between options <Enter> =

6. If the version of NetBackup is 7.6.0.0 or greater, follow the instructions provided by the OSDC
download for the version of NetBackup that is being pushed.

7. Application Console: Verify Netbackup client software push is enabled.
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Navigate to NetBackup Configuration > Verify NetBackup Client Push

Platform Configuration Utility 3.05

Hoscneame: pmacDeyvd

Verify HetBackup Client Envircnment

[OK] - User acct set up: nethackup

[OK] - Uzer netbackup shell =set up: fusr/bin/rssh

[OEK] - Home directory: /var/TELC/home/rssh/home/netbackup
[OK] - Tmp directory: fvar/TELC/home/rssh/tmp

[OK] - Tmp directory perms: 1777

Verify list entries indicate "OK" for Netbackup client software environment.

Select "Exit" to return to NetBackup Configuration menu.

8. NetBackup server: Push appropriate Netbackup client software to application server

Note: The NetBackup server is not an application asset. Access to the NetBackup server, and
location path of the NetBackup client software is under the control of the customer. Below are the
steps that are required on the NetBackup server to push the NetBackup client software to the
application server. These example steps assume the NetBackup server is executing in a Linux
environment.
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Note: The backup server is supported by the customer, and the backup utility software provider.
If this procedural STEP, executed at the backup utility server, fails to execute successfully, STOP
and contact Customer Support for the backup and restore utility software provider that is being
used at this site.

Note: The NetBackup user on the client will be a new user which will require the operator to
change the password immediately. The operator should login to client to change the initial password.

Log in to the NetBackup server using password provided by customer:

Execute the sftp_to_client NetBackup utility using the application IP address and application
NetBackup user:

# ./sftp_to_client 10.240.17.106 netbackup
Connecting to 10.240.17. 106. ..

Passwor d:
You are required to change your password i nmedi ately (root enforced)

Changi ng password for netbackup.
(current) UN X password:

New passwor d:

Ret ype new password:

sftp conpl eted successfully.
The root user on 10.240.17.106 nust now execute the command

"sh /tnp/bp.26783/client_config [-L]". The optional argunent,
"-L",is used to avoid nodification of the client's current bp.conf file.

9. Application Console: Install Netbackup client software on application server.
Navigate to NetBackup Configuration > Install NetBackup Client

Install NetBackup Client

Do you wish to install the NetBackup Client?

Select Yes to install the Netbackup client software.

Select "Exit" to return to NetBackup Configuration menu.
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10. Application Console: Verify Netbackup client software installation on the application server.
Navigate to NetBackup Configuration > Verify NetBackup Client Installation.

Verify NetBackup Client Installation

[DE] — Looks like a 7.1 Client is installed
[DKE] — BC script: nethbackup
[OK] - rpm: SYMCpddea

[OK] = pkgEeep: STMCpddea
[OK] - rpm: STMCnbjre

[OK] = plkgEeep: 3¥MCnbire
[OK] = rpm: 3TMCnbjsva

[OK] = pkgKeep: 3TMCnbjave
[OK] — rpm: STMCnbeolt

[2E] - pkgEeep: STMCnbolt
[DKE] - rpm: VRTSpbx

[OK] = pkgEeep: VRETS3phx

Use arrow keys to

Verify list entries indicate "OK" for Netbackup client software installation.

Select "Exit" to return to NetBackup Configuration menu.

11. Application Console: Disable Netbackup client software transfer to the application server.
Navigate to NetBackup Configuration > Remove File Transfer User

Femove File Transfer User

Do you wish to remove the filetransfer userc?

Select "Yes" to remove the NetBackup file transfer user from the application server.
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12. Application Console: Verify that the server has been added to the
[ usr/ openv/ net backup/ bp. conf file.

$ sudo cat /usr/openv/ netbackup/bp. conf
SERVER = NB76Ser ver

CLI ENT_NAME = 10.240.117. 134
CONNECT_OPTIONS = |l ocalhost 1 0 2

13. Application server iLO: Exit platform configuration utility (platcfg)
14. Return to calling procedure if applicable.

3.10.11 Create LV and Filesystem for NetBackup Client Software

This procedure will carve out storage for the NetBackup Client to reside on. This is necessary so that
the NetBackup Client does not lead to disk shortage in the /usr/ filesystem.

Prerequisites:

¢ The volume group that the NetBackup logical volume will reside in has been previously determined.
You can determine what space is available in each volume group by running the 'vgs' command
and looking at the 'VFree' column. Ultimately applications should decide what volume group that
the NetBackup LV should reside in.

1. Server: Login as admusr user.
2. Server: Create a storageMgr configuration file that defines the LV to be created.

$ sudo echo "lv --nountpoint=/usr/openv --size=5G --nanme=net backup_|v --vg=$VG'
> /tnp/nb.lvm

The above example uses the $VG as the volume group. Replace $VG with the desired volume group
as specified by the application group.

3. Server: Create the LV and filesystem by using storageMgr.

$ sudo /usr/TKLC/ pl at/sbi n/storageMyr /tnp/nb.|vm

This will create the LV, format it with a filesystem, and mount it under /usr/openv/. Example
output is shown below:

Called with options: /tnp/nb.lvm

VG vgguests al ready exi sts.

Creating |v netbackup_|v.

Vol une netbackup_|Iv will be created.
Success: Vol une netbackup_|l v was creat ed.
Creating filesystem this may take a while.
Updating fstab for |v netbackup_|v.
Configuring existing |v netbackup_|v.

The LV for NetBackup has been created!

3.10.12 Migrate NetBackup Client to New Filesystem

This procedure will migrate the installed files for NetBackup Client from the /usr/ filesystem into a
filesystem dedicated to NetBackup Client.
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Server: Login as admusr user.
2. Server: Stop the NetBackup services using the following two commands:

$ sudo service netbackup stop
$ sudo service vxpbx_exchanged stop

3. Server: Bind mount /usr/openv to a temporary mount point

$ sudo nkdir /tnp/openv
$ sudo mount --bind /usr/openv /tnp/openv

4. Server: Follow 3.10.11 Create LV and Filesystem for NetBackup Client Software to create the LV and
filesystem.

5. Server: Move all contents of /tmp/openv to /usr/openv

$ sudo nv /tnp/openv/* [usr/openv

6. Server: Unmount bind mount and remove mount point

$ sudo unmount /tnp/openv
$ sudo rndir /tnp/openv

7. Server: Start the NetBackup services.

$ sudo service vxpbx_exchanged start
$ sudo service netbackup start

3.10.13 Create NetBackup Client Config File

This procedure will copy a NetBackup Client config file into the appropriate location on the TPD based
application server. This config file will allow a customer to install previously unsupported versions
of NetBackup Client by providing necessary information to TPD.

The contents of the config file should be provided by My Oracle Support. Contact 1.4 My Oracle Support
(MOS) if you are attempting to install an unsupported version of NetBackup Client.

Prerequisites:

¢ The TPD-NetBackup RPM has been installed on the server.
* The contents of the NetBackup Client config file are known.

1. Server: Create NetBackup Client Config File

Create the NetBackup Client config file on the server using the contents that were previously
determined. The config file should be placed in the /usr/TKLC/plat/etc/netbackup/profiles
directory and should follow the following naming conventions:

NB$ver.conf

Where $ver is the client version number with the periods removed. For the 7.5 client the value of
$ver would be 75 and the full path to the file would be:

/usr/ TKLC pl at/ et ¢/ net backup/ profil es/ NB75. conf
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Note: The config files must start with "NB" and must have a suffix of ".conf". The server is now
capable of installing the corresponding NetBackup Client.

The server is now capable of installing the corresponding NetBackup Client.
Server: Create NetBackup Client config file script.

Create the NetBackup Client config script file on the server using the contents that were previously
determined. The config script file should be placed in the /usr/TKLC/plat/etc/netbackup/scripts
directory. The name of the NetBackup Client config script file should be determined from the
contents of the NetBackup Client config file. As an example for the NetBackup 7.5 client the following
is applicable:

NetBackup Client config:

[usr/ TKLC pl at/ et ¢/ net backup/ profi |l es/ NB75. conf

NetBackup Client config script:

[ usr/ TKLC/ pl at/ et c/ net backup/ scri pt s/ NB75

3.11 TVOE Host Procedures

3.11.1 Enable Virtual Guest Watchdogs as appropriate for the application

This procedure provides instructions for using the PM&C application on the management server to
enable the Virtual Guest Watchdog on VM Guests after upgrading a TVOE VM Host to a version that
adds watchdog support (TVOE version 2.0.0_80.11.0 or later).

Prerequisites:

One or more installations of TVOE have been upgraded to TVOE version 2.0.0_80.11.0 or higher.

Note: If a procedural STEP fails to execute successfully, STOP and contact 1.4 My Oracle Support
(MOS).

1.

2.

On the PM&C managing each newly upgraded TVOE server, navigate to the Main Menu > VM
Management page of the PM&C GUIL.

In the "VM Entities" list, locate the Host that was just upgraded and click its '+' icon to expand its
list of VM Guests.

Using the VM Entities list, for each VM Guest on the TVOE Host that was upgraded, select the VM
Guest and do the following;:

If virtual watchdog support is not desired for the current VM Guest, no further action is needed
for this guest. Proceed to the next VM Guest on this TVOE Host.

To enable virtual watchdog support for the current Guest:

a) Shut down the VM Guest by setting its power state to "Shutdown" and clicking the adjacent

"Change to..." button. Wait for the shutdown to complete, as indicated by the Current Power
State field of the GUL

b) Click the Edit button to enter edit mode for this VM Guest. Click the "Enable Virtual Watchdog"
checkbox to enable the watchdog, and then click Save. Wait for the Edit operation to finish.
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c) Start the VM Guest by setting the Current Power State back to On and clicking the "Change
to..." button.

d) When the VM Guest's power state indication shows "Running", proceed to the next VM Guest
on this Host.

3.11.2 TVOE NetBackup Client Configuration

This procedure will setup and install NetBackup Client on a TVOE host.

Note: Once the NetBackup Client is installed on TVOE, the NetBackup Master should be configured
to backup the following file from the TVOE host:

e /var/ TKLC/ bkp/*.iso

1. TVOE Server: Log in as admusr user

2. TVOE Server: Open firewall ports for NetBackup using the following commands:

$ sudo I n -s /usr/TKLC/ pl at/ shar e/ net backup/ 60net backup. i pt
/usr/ TKLC pl at/etc/i ptabl es/

$ sudo In -s /usr/TKLC/ pl at/ shar e/ net backup/ 60net backup. i pt
[usr/ TKLC/ pl at/ etc/ i p6t abl es/

$ sudo /usr/TKLC pl at/ bi n/i pt abl esAdm reconfig

3. TVOE Server: Enable platcfg to show the NetBackup Menu Items by executing the following

commands:

$ sudo pl at cf gadm --show NBConfi g

$ sudo pl at cf gadm --show NBI ni t

$ sudo pl at cf gadm - - show NBDel ni t

$ sudo pl atcfgadm --show NBI nstal |

$ sudo pl atcfgadm --show NBVeri f yEnv
$ sudo pl at cf gadm --show NBVeri fy

4. TVOE Server: Create LV and filesystem for Netbackup client software.
Using the vgguests volume group, use 3.10.11 Create LV and Filesystem for NetBackup Client Software
to create an LV and filesystem for the Netbackup client software.

5. TVOE Server: Install the Netbackup client software.
Install the Netbackup client software by executing 3.10.5 Application NetBackup Client Install
Procedures.

Note: Skip any steps relating to copying NetBackup "notify" scripts to /usr/openv /netbackup /bin.
The TVOE NetBackup notify scripts are taken care of in the next step.

6. TVOE Server: Create softlinks for TVOE specific NetBackup notify scripts.
$ sudo In -s /usr/TKLC pl at/sbin/bpstart_notify
/usr/ openv/ net backup/ bi n/ bpstart_notify

$ sudo I n -s /usr/TKLC pl at/ sbi n/ bpend_noti fy
/ usr/ openv/ net backup/ bi n/ bpend_notify
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A.1 Using WinSCP

The following is an example of how to copy a file from the management server to your PC desktop
1. Download the WinSCP Application
Download the WinSCP application:

http://w nscp. net/ eng/ downl oad. php

2. Connect to the management server

After starting this application, navigate to Session and enter: <management_server_IP> into the
Host narme, field, admusrinto the User nane field, and <admusr_password> into the Passwor d
field. Click Login.

[ B, WinsCP Login )

Session Session
- Stored sessions Fie protocol:
- Logging
Environmert SFTP hd
- Directories
) Host name: Port number:
- Recycle bin
- SFTP 10.240.4 251 2=
- SCP/Shell
Connecion Lser name: Password:
- Promy admusr TTITITIL)
- Tunnel
cSH Private ey file:
- Key exchange ]
- Authentication
- Bugs

Advanced options

| bout.. | | Languages | | Logn | | sae. |v| | Cose

e -

3. Copy the target file from the management server

On the left side is your own desktop filesystem. Navigate within it to Desktop directory. On the
right side is the management server file system. Within it, navigate into the location of the file you
would like to copy to your desktop. Highlight the file in the management server file system by
pressing the insert key and press F5 to copy the file.
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2. upgrade - root@10.240.4. 244 - WinSCP

Local Mark Files Commands Session Options Remote  Help
oHD 2R WS BRI Defaul - §-
[@reskiop » & =~ = - B4 [P T Ouwade ~ & & - = - 3 @ 4[4 i

C:ADocuments and SettingziD Seard TELC log/upgrade

Mame Ext Size | Type A | Marme Ext Size  Changed
.. Parent direckory skatus_counk 3 F9fz0lla
) backup File Folder @ success.log 463 7/19j2011 6

1 E) TrLCpkg g 7,275 7l19/2011 &
[Z] ugwrap.log 4,933 7j19j2011 &
ugwrap.log.l 4,815 42002011 4
ugwrap.log.2 3,299 4)20/2011 1
ugwrap.rc.info 335 7j19/2011 6
ugwrap.reskart 288 7l9jz0il 6
upgrade.info 1,003 7i19/2011 6
[E}upgrade.log 26,034 711972011 &
upgrade.log.D 24,112  H20fz2011 4
upgrade.log.l 35,615 4j2002011 1
| = uparade log.2 298 4/20{2011 1 »
< EIES | 3
0B of 1,836 MiB in 1 of B7 26,034 B of 226 KiB in 1 of 27

& F2Rename | F4Edit ES Fs Copy 3 Fé Move £ F7 Create Direchory 3% F& Delete B3 F9 Properties WL F10 Quit
8 srr3 3 02419

4. Close the WinSCP application

Then close application by pressing F10 and confirm to terminate session by pressing OK.
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P2000 MSA USB Driver Installation

B.1 P2000 MSA USB Driver Installation

The P2000 USB Driver allows Microsoft Windows to recognize the USB Port on HP StorageWorks
P2000 G3 MSA Controllers. This appendix describes how to install the driver on your laptop.

Prerequisite: 3.7.9 Adding ISO Images to the PM&C Image Repository has been completed using the HP
MISC firmware ISO image.

Note: If you are unable to detect the P2000 array after installing the USB driver, power cycle the P2000
array once.

Needed material:

e HP MISC firmware ISO image
* HP Release Notes of the HP Solutions Firmware Upgrade Pack [2]

1. Management Server: Obtain the USB driver executable

Copy the following file form the management server to your PC using an scp client:

[usr/ TKLC smac/ ht m / TPD/ HPFW - 872- 2488- XXX- - HPFW fi | es/ <USB_Dri ver >. exe

Windows users:
Refer to A.1 Using WinSCP to copy the zip file to your PC.

Note: Refer to the Release Notes of the HP Solutions Firmware Upgrade Pack [2] to select the
correct file to copy.

2. Microsoft Windows Laptop: Initiate the setup wizard.

Click the USB Driver executable on your laptop. If a security window pops up asking whether to
run the executable, click Run.

The following window should appear:

¥ HP Package Setup E|

HP Setup is ready to inztall the contents of thiz package. Press Tnztall to run the
inztallation program or presz 'Extract ' to anly extract the fles.

HP StorageWorks P2000 MSA USB Driver

Wersion: 1.0.0.5

Part on HP Storagetiarks P2000 53 M4 Contrallers.

Entract...
The P2000 USE Driver allovws Micrasoft Windows to recognize the USB

Cloze

Click Install

3. Microsoft Windows Laptop: Agree to install

After brief content extraction, the following window will present itself:
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<% Hp Setup E|
HP StorageWorks P2000 MSA USB Driver

Software Yersion: 1.0.0.5

Setup is ready to begin the install process. Please review information about the current
package below before continuing:

.E-l The zoftware iz not installed on this zpstemn, but iz suppaorted for installation.

Presz Install' to continue with the installation process or press Cloze' to exit
Setup.

I [riztall ] [ Cloge ]

Click Install. In the next window, click I agree to proceed with the installation

4. Microsoft Windows Laptop: Select installation directory
Then use the Browse button to select the folder where to install

@ HP StorageWorks P2000 USB Driver 1.0.0 (Build 5... [= ][5|[X]

( Setup will install HP StorageWorks P2000 USE Driver 1,0.0 (Build 5) in the
[ﬂ] Following Folder, Toinstall in a different Folder, click Browse and select
another Folder, Click Install to skart the installation,

Destinakion Folder

Browse, ..

Space required: 2,4ME
Space available: 52, 3GE

Cancel < Back | Install |

Click Install

5. Microsoft Windows Laptop: Verify the installation

The success confirmation window concludes the installation. Click the Close button
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<% HP Setup [‘E|
HP StorageWorks P2000 MSA USB Driver

Software Vergion: 1.0.0.5

The inztallation process has completed. Pleaze review information about the install process
belowr:

. The inztallation procedure was completed successiull.

You may look at the zetup log file for more details if desired.
Additional [nformation:

The inztallation log file for this product iz available at ; &
PROGRAMFILE S %\Hewlett-Pack ardyH ardwareProviders\M 542000
YUSBAinstall log

Prezs the ‘Cloze' buthon to exit Setup.

Cloze
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C.1 Determining Which Onboard Administrator Is Active

This appendix describes how to determine which Onboard Administrator is active in an enclosure

with two OAs.

Prerequisite: 3.5.2 Configure Initial OA Settings Using the Configuration Wizard has been completed.
OA GUI: Determine which OA is Active

Open your web browser and navigate to the IP address of one of the Administrators:

https://<OA_i p>

If you see the following page, you have navigated to a GUI of the Standby Onboard Administrator
as indicated by the red warning. In such case, navigate to the other Onboard Administrator IP
address.

This Grboard Adriri doy mods. Wost of the features
are not availabiz when in Stanohy ion in o the Active Onboard Acdministrator
itthis is not what you intenciect

© Gopyright 2006-2010 Hewieti-Packard Development Company, L.P. &llrights
reserved. HP, the HP Plus, and the HP Logo are registered trademarks of
Hewleti-Packard Development Company, L P.

If you navigate the GUI of active Onboard Administrator GUI, the enclosure overview table is
available in the left part of the login page as below.

[t crcomros | siueGomcton e o s

o s Qo lmes 2 onausssicooss

+ I v
o [[Q mesn Ooc mmy o osamessics

©Copyright 2008-2010 Hewlet-Packard Deveiapment Company, L P. AllFights
reserved. HP, the HP Plus, andl the HP Laga are registered trademarks of
Hewieti-Packard Development Compary, LP.
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D.1 Worksheet: netConfig Repository

Copy the following table as needed for each additional enclosure switch (6120XG, 6125G, 6125XG, or
3020):

Variable Value

<switch_hostname>

<enclosure_switch_IP>

<switch_platform_username>

<switch_platform_password>

<switch_enable_password>

<io_bay>

<OA1l_enX_ip_address> X= the enclosure #

<OA_password>

<FW_image>
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E.1 PM&C Feature Configuration

Overview

PM&C configuration allows users to manage identified software features. Features implemented by
PM&C may be defined as "editable" in profiles that are used during PM&C Initialization. This is
typically decided and specified in profiles by developers. When a feature is defined as "editable," it
may be managed by authorized users via the PM&C GUI or CLI. Features may be enabled or disabled,
and their associated role may be changed (used for features that expose or configure services on an
network interface basis).

Enabling Features

Enabling features may impact available APIs (that is, fail the requests), configure services (for example,
configure TFTP), or configure the host firewall. From the CLI, you may "administratively" disable a
feature to temporarily block actions. This is useful for NetBackup to prevent actions affecting the
backup images, or netConfig to prevent conflicts with TFTP services. Administratively disabled services
are either enabled manually or enabled when PM&C is restarted.

Editing Roles

Feature roles are used to associate a feature with a particular set of interfaces. This is used to manage
the host firewall or configure services. New roles may be defined and applied to dedicated interfaces.
For instance, NetBackup is often provided a unique role.

You should understand the network and product before changing roles. The "control”, "management"
and "NetBackup" roles are currently used by products. PM&C was designed to be flexible, so you are
able to create roles and map them to interfaces as desired (e.g., expanding a system may need to add
new non-contiguous networks for control or management).

Features

Features are declared as user editable by profiles. The current PMAC 6.3 TVOE profile exposes the
following features:

e "DEVICENETWORK.NETBOOT" is used to allow netConfig to initialize Cisco 3020 switches that
use TFTP. It is typically enabled on the "management" role.

e "DEVICE.NTP" allows devices to use PM&C as an NTP server. By default, the port is blocked by
the firewall.

¢ "PMACMANAGED" allows remote systems to access the SNMP service on PM&C
¢ "PMAC.REMOTE.BACKUP" is another optional feature.
e "PMAC.NETBACKUP" is an optional feature that should be enabled if NetBackup is used.

* "PMAC.IPV6.NOAUTOCONFIG" is an optional feature that disables auto-configuration of IPv6
on PM&C interfaces.

To add features as editable, they must be declared in the profile during PM&C Initialization. If PM&C
is in service, you must use the CLI to reset and re-initialize PM&C. To prevent profile changes from
being lost during upgrade, you should avoid modifying profiles delivered with PM&C. Best practice
is to copy the profile and edit this version.
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GUI Usage

From the PM&C GUI, navigate with: Main Menu > Administration > PM&C Configuration >
Feature Configuration.

The platform will be reconfigured when the Apply button is pressed.

CLI Usage

The pmacadmCLI allows features to be modified also. This is the only interface to administratively
disable a feature. The options on the pmacadmcommand map to integers for the enable/disable states
(see man pracadmn).

For example, to disable the DEVICE NETWORK.NETBOOT feature:
$ sudo /usr/ TKLC smac/ bi n/ pmacadm edi t Feat ur e - - f eat ur eName=DEVI CE. NETWORK. NETBOOT

--enabl e=0
$ sudo /usr/TKLC/ snmac/ bi n/ pmacadm r eset Feat ur es
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F.1 How to Access a Server Console Remotely

Procedure Reference Table:

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table
for the proper value to insert depending on your system type.

Variable

Value

<ilo_admin_user>

Privileged username for HP iLO access

<ilom_admin_user>

Privileged username for Oracle RMS ILOM access

1. Access the iLO/ILOM GUI

Using a laptop or desktop computer connected to the customer network, navigate with Internet
Explorer to the IP address of the iLO/ILOM of the Management Server. Click on "Continue to this
website (not recommended)." if prompted.

For HP servers:

a) Log in to the iLO as the user <ilo_admin_user>
b) If the iLO is an iLO 2, configure Hot Keys

The iLO GUI will indicate the iLO version as iLO 2 ("Integrated Lights-Out 2"),iLO 3, iLO 4,
etc.

If this is an iLO 2, perform the following Hot Key configuration:

1. Click the Remote Console tab

2. Click the Settings menu item and then the Hot Keys sub-tab

3. In the row starting with Ctrl-T change the first dropdown to L_CTRL and the second
dropdown to ] (right bracket). The rest of the dropdowns in the row should be NONE.

4. Inthe row starting with Ctrl-v: change the first drop down to L_CTRL, the second dropdown
to R_Shift and the third dropdown to "-". The rest of the dropdowns in the row should be
NONE.

Click Save Hot Keys. As a result, pressing Ctrl-T rather than Ctrl-] exits the console of a
TVOE guest and return to the console of the TVOE host. Pressing Ctrl-v disconnects the
switch console session.

. Launch the Remote Console Window

For HP servers:

Click the Remote Console tab and select Remote Console to launch the remote console in a new
window.

If prompted, click "Continue" on the popup labeled "Security Warning" that asks "Do you want to
continue?".

For Oracle rack mount servers:

Launch the Remote Console window by clicking the Launch button beside Remote Console in
the Actions frame.
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If prompted, click "Continue" on the popup labeled "Security Warning" asking "Do you want to
continue?".

If prompted, click "Run" on the popup asking "Do you want to run this application?"

3. Login to the Console

In the Remote Console window, log in to the console as user "admusr™:

| ogi n as: adnusr

Passwor d:

Last login: Wed Jun 5 17:52:28 2013
[admusr @voe ~]$

E80301 Revision 01, October 2016 403



Appendix

G

How to Attach an ISO Image to a Server Using the iLO or
ILOM

Topics:

*  How to Attach an ISO Image to an HP Server
Using the iLO.....405

*  How to Attach an ISO Image to an Oracle Rack
Mount Server Using the ILOM.....411

E80301 Revision 01, October 2016 404



How to Attach an ISO Image to a Server Using the

G.1 How to Attach an ISO Image to an HP Server Using the iLO

1. Local Workstation: Access the iLO Web GUI

iLO or ILOM

Access the ProLiant Server iLO Web Login Page from an Internet Explorer ® session using the

following URL:

https://<ilo_| P>/

2. iLO Web GUI: Log in to iLO as an "administrator” user.

Username = <ilo_admin_user>

Password = <ilo_admin_password>

Integrated Lights-Out 2
HP Proliant

Login name:

Password:

3. Determine which steps to take based on the iLO version

If the iLO GUI indicates "Integrated Lights-Out 2", continue at the next step.

If the iLO GUI indicates "Integrated Lights-Out 3" or "Integrated Lights-Out 4", continue at step

12.

4. iLO2 Web GUL:
a) Select the Virtual Media page.

b) Click the Virtual Media tab on the System Summary page.
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iLO or ILOM
W
System Status

Status Summary

Summary Server Name: hettname1172038151; Proiant OLIS0 66
System Serial Number / Product ID:  USED2INSSH / 494329821
WnFermacon vuID: 33I43004- 3912 355~ 4529+ 32146155348
L0 2leg System ROM: P62 03/27/2009; backup system ROM: 01/27/2009
b, Systom Health: <ok
Ouagrics o Internal Health LED: @ ok
Sarver POWer: | Uomentary Pross R
UID Light: | Twmuinon S
Last Used Remote Console: (AN Femote Conicle
Latest IML Entry: POST Error: 1770-Firmware Upgrade Regquired
O 2 Mame: ILOUSER INSSH

5. iLO 2 Web GUI:

a) Click on the Virtual Media Applet link to launch the Virtual Media application. The iLO GUI
should open to the Virtual Media page.

| System Status | Remote Console JULTTLUETR power Man
Virtual Media

[ virtual Media Applet |
Conrect thar foppy oikette, CO/DVD-ROM or USE
appear local 0o the server dunng System boot of »

You may alio connect virtual meda from withen th)
Other wirtual media opbions wast for users that wa

Interface.
Virtual Media Status
Virtual CD/DVD-ROM: Mot connected

Virtual Floppy /USB key: Not connacted

6. iLO 2 Web GUI - Java Security Prompt: Acknowledge Security Warning
If a security dialog is presented, click Yes to acknowledge the issue and proceed.

Warning - Security 3

The web site’s certificate cannot be venfied, Do you
want to contrwe?

M RO NN

Publbeen;  LOUSTRENEIH

(7] ey et comcord: From thes prubiben |
] Thu cortiersi £ arral ba warifad by 8 sbed gerce. Ordy oot #

Lo/ o bt o e of e gt s b,

If other warning dialogs are presented, acknowledge them as well to proceed to the Virtual Media
applet.

7. iLO 2 VM Applet: Select the specified ISO file.

In the Virtual CD/DVD-ROM Panel, select the Local Image File option and click the Browse button.
Navigate to the ISO image file specified by the procedure which referenced this appendix.
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My Npteak  Fle s 72211902 P00 20710, 0400 30 im0
LT TS

8. iLO 2 VM Applet: Create a Virtual Drive Connection
Click the Connect button to create a virtual DVD-ROM connection to the ISO image file.

When create the LED Light icon should be green.
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Virf sl Medus: hosiname 1277038151

Virtadl FlopeUSExey

* LotMMeda Dave:  [rioee |  Conomct | )

1 ILotal image File: | | i

I Force read-ony aicess

Virtasl COIOVD-ROM

» - 'mcw!! o

G CeempHPSUNGIL? Browss | L

Snbect abocal dhow o kg |

iLO or ILOM

At this point, DO NOT close the applet but rather return to the browser window containing the
iLO Web GUL.

9. iLO 2 Web GUI: Access the Remote Console Page.
At the iLO 2 Web GUI, click on the Remote Console tab.

[“.ﬂ Inlegromd LighTS-OUI 2

T T vt

Virtual Media

Virtual Media Applet
Connact the floppy dekette, CO/DVD-ROM of USE key physeCal deviles of mages
Appade GCal 1o the senver dunng syitem Boot of while the cperatng syitem i av

You may g0 Connect virtual madd from withen the Integrated Remote Condob.

Othr virtudl madd opbond xdt for users That want 1o SSnpl oparabons uing RN
Interface.

Virtual Media Status

Virtual CD/DVD-ROM: Connected, chant source
virtual Floppy /USB key: Not connected

10. iLO 2 Web GUI: Launch the Remote Console Applet.
On the Remote Console page, click on the Remote Console link to launch the console applet.

Information

Settngs

a2 Integrated Lights-Out 2
| System StatusJLLBiE ol Virtual Meda | Power Management |

Remote Console Information

Integrated Remote Console
Access the system KvM and control Virtual Power & Meda fn

Integrated Remote Console Fullsoreen
Rg-gze the Integrated Remote Conscde Lo the same daplay r
dasktop.

[Iiem:ﬂ_cm
ATowss thrsystem KM from 3 Java applet-based console e

Remote Serial Console
Access 3 VTI20 senal conscle from 2 Java applet-based con
ther avadabaity of 3 JVM,
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How to Attach an ISO Image to a Server Using the

iLO or ILOM

If a dialog similar to the one below is presented, click Yes to acknowledge the issue and proceed.

Warning - Security 3

The web site’s certificate cannot be venfied, Do you

vt to contrwe?

M RO LN
Publbeen;  LOUSTRENEIH

[7] s et contars, from ths publishes |

\L- s W B g of e gl aen.

Tha cartier s ol b warPad by & Wshid assce, Ordy o i

e

If other warning dialogs are presented you may also acknowledge them as well to proceed to the
Java Integrated Remote Console applet.

Skip to step 16

12.iLO 3 / iLO 4 Web GUI: Launch the Java Integrated Remote Console applet.

On the menu to the left navigate to the Remote Console page. Click on the Java Integrated Remote

Console to open it.

Integrated Lights-Out 3
() it

B information
Overview
System hformation
LO IEvent Log
ntegrated Management Log
Dagnoatcs
nsight Agent

u !@
B virtual

B Power Management
B Administration
B BL c-Class

Remote Console
toweer IR

Integrated Remote Console
Access the system KWL and control Virtual Power

Microgof NET Framework 3.5 (avalable through W

This machine reports 1o have the commect version of

MNET Version Detected
Version Status
35.30729 Q

Mote for Firefox users: Frefox also requires an Add
16 find the lalest version of the Micressf NET Frame

Java Integrated Remote Console

Access the system KWV from a Java appiet-based

13.iLO 3 / iLO 4 - Java Security Prompt: Acknowledge Security Warning.

If a dialog similar to the one below is presented, click Yes to acknowledge the issue and proceed.
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Warning - Security E

The web site’s certificate carnot be venlied, Do you 1
vt to contrwe?

Mo U N
Publbeen;  LOUSTRENEIH
[7] By Bt cirtert, Fes s prubibabure |

1 Tha cartier s ol b warPad by & Wshid assce, Ordy o i

wina AP T g of P e deor. e

On the menu to the left navigate to the Remote Console page. Click on the Java Integrated Remote
Console to open it.

14. iLO 3 / iLO 4 - Remote Console: Create Virtual Drive Connection

Click on the Virtual Drives drop down menu. Go to CD/DVD, then click on Virtual Image.

ProlLiant Server -
Power Switch RUGUENSEEN Keyboard
FloppylUSB-Key ¥

CD/DVD » :
Create Disk Image ERUGUENGEDLE]

—

Kernel 2.6.18-194.3Z2.1.¢e

8681 login:

Navigate to the location of the ISO image file specified by the procedure which referenced this
appendix.

Chrae COVDVD ROM bnage File
Lok [ L) HPSUF

LATI-214 - BOT-PWRO0 010D Fliss

My Comgu i

9 .
MyHotesl,  Filo pame: B72-2141- 002 P00 20100400 X mer
Fae:

Filet ol bpe ™

Select the desired file and click Open.

15. iLO 3 / iLO 4 - Remote Console: Verify Virtual Image Connection.

At the bottom of the remote console window, there should now be a green highlighted drive icon
and "Virtual M" written next to it.
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E Virtuali E None

16. Return to the referencing procedure
Return to the procedure which referenced this appendix.

G.2 How to Attach an ISO Image to an Oracle Rack Mount Server Using
the ILOM

1. Local Workstation: Access the ILOM Web GUI
Use the following URL:

https://<ilom.| P>/

2. ILOM Web GUI: Log in to the ILOM as a "root" user.

ORACLE" Integrated Lights Out Manager

About

Please Log In

SP Hostname: hostnamed7deefb74edc

User Name: |t00t

Password: [esessess

3. ILOM Web GUI:

From the Redirection screen, press Launch Remote Console.
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ORACLE" Integrated Lights Out Manager v3.2.4.10 About Refresh Logout

SP Hostname: hostnamec

HAVIGATION Redirection
O Manage the host remotely by redirecting the system console to your local machine. More details..
Open Problems (0)
System Lo

g 2 @& Use video redirection

2mote Contro . . .
FENTEEET " Use serial redirection

Redirection
Launch Remote Console
KVMS

Host Storage Device KVMS Ports

Host Management The following ports are utilized by the KVMS Redirection service and are the HTTP and HTTPS |

will be affected and requires a restart.
System Management

Non-secure Port: 30
Power Management

Secure Port: 443
ILOM Administration

Site Map

From the pop-up, click OK and then Accept the security warning to launch the Remote System
Console.

4. ILOM Remote System Console:

The Remote Console will launch.

.= Oracle(R) Integrated Lights Out Manager Remote System Cons - |EI|5|
KVMS Preferences Help

mouse sync| | [Lc [Lwin| [Lat] [R At [Rwin| [Rct] | [context] [iLocki] [cu-ainel Sg . B

Oracle Linux Server release 6.6
Kernel £2.6.32-584.1.3.el6prerel?.8.1.8.8_86.16.8.x86_64 on an xB86_64

hostnamed?deefb?4edc login: _

5. ILOM Remote System Console:
From the Remote Console title bar, select KVMS and then Storage.

[ oracle(R) Integrated Lights Out Manager Remote System Ce =10l =]
KVMS | Preferences Help
Storage... win| [L ait] [R att] [R win] [R ctl] | [context] [1Lock] [cu-aipe] Sg . B

Virtual Keyboard...

r release 6.6

. 1.3.el6prerel?.B.1.8.8_86.16.8.x86_64 on an x86_64
Turn local monitor off

lc login: _

Relinquish Full Control

Exit
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6. ILOM Remote System Console:

From the Storage Devices pop-up window, click Add, then navigate to the local directory and
select an image. Then press Select.

I+ Storage Devices x|

[ Add Storage Device

Look In: ‘|jiso ‘v| E

[ PMAC-6.0.0.0.0_60.1.0-x86_64.i50| [ ) PMAC-6.0.0.0.0_60.2.0-x86_64.

A m ] ID

File Name:  |PMAC-6.0.0.0.0_60.1.0-%86_G4.i50 |

Files of Type: |M| Files ‘ = |

| Add... | ‘ Connect ‘ | Remove...

7. ILOM Remote System Console:

From the Storage Devices window, press OK. The Storage Devices window will close.
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[% Storage Devices x|

Path Device Type

| | issznal1.ssz.tekelec.comleng_r... 150 Image

[v] SSL Enabled

| Add... | ‘ Connect ‘ | Remove...

8. ILOM Remote System Console:

Click on the image you just added, then click on Connect.
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-

ﬁ Storage Dewices

9. ILOM Remote System Console:

Leave the Remote Console active and return to the referencing procedure.
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| Path Device Type
! |  KATPDisoTPD.nstall-7.2.0.0.0_8... 150 Image
SSL Enabled
Add.. Connect Remove...
OK

A

iLO or ILOM
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H.1 How to Exit a Guest Console Session on an iLO

1. Enter the appropriate control sequence for the iLO version.

If the main iLO GUI window indicates that this is an iLO 2 ("Integrated Lights-Out 2"), press Ctrl-T.
Otherwise, press Ctrl-].

This step corresponds to the configuration of iLO 2 Hot Keys performed in F.1 How to Access a
Server Console Remotely.

2. Return to the procedure which referenced this appendix.
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I.1 Upgrade Cisco 4948 PROM

1. Virtual PM&C/Management Server: Verify that the PROM image is on the system.
If the appropriate image does not exist, copy the image to the server.
Determine if the PROM image for the 4948 /4948E /4948E-F is on the system.
For a PM&C system:

$ |'s /var/ TKLC/ smac/ i mage/ <PROM i mage_fi |l e>

For a NON-PM&C system:

$ |Is /var/lib/tftpboot/<PROM.inmage_file>

If the file exists, skip the remainder of this step and continue with the next step. If the file does not
exist, copy the file from the firmware media and ensure the file is specified by the Release Notes
of the HP Solutions Firmware Upgrade Pack [2].

2. Virtual PM&C/Management Server: Attach to switch console.

If upgrading the firmware on switch1B, connect serially to the switch by issuing the following
command as admusr on the server:

$ sudo /usr/bin/consol e -M <managenent _server _ngnt _i p_address> -1 platcfg
swi t chlA consol e

Enter platcfg@nac5000101' s password: <pl atcfg_password>

[Enter “~Ec?' for help]

Press Enter

If the switch is not already in enable mode ("switch#" prompt) then issue the enable command,
otherwise continue with the next step.

Swi t ch> enabl e
Swi t ch#

If upgrading the firmware on switch1B, connect serially to switch1B by issuing the following
command as admusr on the PM&C server:

$ sudo /usr/bin/consol e -M <managenent _server _ngnt _i p_address> -1 platcfg
swi t chlB consol e

Enter platcfg@nmac5000101' s password: <pl atcfg_password>

[Enter "“~Ec?' for help]

Press Enter

If the switch is not already in enable mode ("switch#" prompt), then issue the enable command,
otherwise continue with the next step.

Swi t ch> enabl e
Swi t ch#

3. Virtual PM&C/Management Server (switch console session): Configure ports on the
4948 /4948E /4948E-F switch.
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To ensure connectivity, ping the management server's management vlan ip
<pmac_mgmt_ip_address> address from the switch.

Swi tch# conf t

If upgrading the firmware on switch1A, use these commands:

Switch(config)# vlan <switch_ngnt VLAN i d>

Swi tch(config-vlian)# int vlan <sw tch_ngnt VLAN_ i d>

Switch(config-if)# ip address <swi tchlA nmgnt VLAN i p_address> <net mask>
Swi t ch(config-if)# no shut

Switch(config-if)# int gil/40

If upgrading the firmware on switch1B, use these commands:

Swi tch(config)# vlan <sw tch_nmgmt VLAN i d>

Switch(config-vlian)# int vlan <swi tch_ngnt VLAN i d>

Swi tch(config-if)# ip address <sw tchlB ngnt VLAN i p_addr ess> <net mask>
Switch(config-if)# no shut

Switch(config-if)# int gil/40

If the model is 4948, execute these commands:

Switch(config-if)# switchport trunk encap dot 1q
Swi tch(config-if)# switchport node trunk
Switch(config-if)# spanning-tree portfast trunk
Swi tch(config-if)# end

Switch# wite nmenory

If the model is 4948E or 4948E-F, execute these commands:

Swi tch(config-if)# switchport node trunk
Switch(config-if)# spanning-tree portfast trunk
Swi tch(config-if)# end

Switch# wite nmenory

Now issue ping command:

Note: The ip address <pmac_mgmt_ip_address> should be in the reference table at the beginning
of the Cisco 4948 configuration procedure that referenced this procedure.

Swi t ch# ping <pmac_ngnt VLAN i p_addr ess>
Type escape sequence to abort.
Sendi ng 5, 100-byte | CMP Echos to <pmac_ngnmt _i p_address>, tinmeout is 2 seconds:

Success rate is 100 percent (5/5), round trip mn/avg/max = 1/1/4 ns

If ping is not successful , double check that the procedure was completed correctly by repeating
all steps up to this point. If after repeating those steps, ping is still unsuccessful, contact My Oracle
Support.

4. Virtual PM&C/Management Server (Switch console session): Upgrade PROM

Swi tch# copy tftp: bootfl ash:

Address or nane of renote host []? <pmac_ngnt i p_address>
Source filenane []? <PROM.i nage_fil e>

Destination filenane [<PROM image file>]? [Enter]

Accessing tftp://<pmac_ngnt i p_address>/ <PROM i nage file>. ..
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Loadi ng <PROM i nage_file> from <pmac_ngnt __i p_address> (via VMlan2): 11111 [OK-
45606 byt es]

45606 bytes copied in 3.240 secs (140759 bytes/sec)

Swi t ch#

5. Virtual PM&C/Management Server (Switch console session): Reload the switch

Swi t ch# rel oad

Syst em confi gurati on has been nodified. Save? [yes/no]: no
Proceed with reload? [confirm [Enter]

=== Boot nmessages renoved ===

Type [Control-C] when "Type control-C to prevent autobooting" is displayed on the screen.
6. Virtual PM&C/Management Server (Switch console session): Upgrade PROM

rommon 1 > boot bootfl ash: <PROM i mage_fil e>
=== PROM upgr ade nessages renmoved ===
Systemwi || reset itself and reboot within few seconds....

7. Virtual PM&C/Management Server (Switch console session): Verify Upgrade

The switch will reboot when the firmware upgrade completes. Allow it to boot up. Wait for the
following line to be printed:

Press RETURN to get started!

Wuld you like to term nate autoinstall? [yes]: [Enter]
Swi t ch> show version | include ROM

ROM 12. 2(31r) SGAL

System returned to ROM by rel oad

Review the output and look for the ROM version. Verify that the version is the desired new version.
If the switch does not boot properly or has the wrong ROM version, contact My Oracle Support.

8. Virtual PM&C/Management Server: Reset switch to factory defaults.

Connect serially to the switch as outlined in 1.1 Step §, and reload by performing the following
commands:

Switch# wite erase
Swi t ch# rel oad

Wait until the switch reloads, then exit from console, enter <ctrl-e><c><.> and you will be returned
to the server prompt.

Note: There might be messages from the switch, if asked to confirm, press enter. If asked yes or
no, type in no and press enter.
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This appendix describes the operational
dependencies on Platform account passwords, in
order to provide guidance in cases when the
customer insists on modifying a default password.
Note that changing passwords should be attempted
only on systems that are fully configured and stable.
Modifying passwords during system installation is
strongly discouraged.

Note that prior to modifying the passwords stored
on PM&C, you should perform backup of PM&C
databases, in case you might need to return to
default passwords. To accomplish this, execute steps
3.7.6 Step 6 through 3.7.6 Step 8 (inclusive) in
procedure 3.7.6 Configure PM&C Application. To
restore the passwords stored in the backup file, you
can refer to steps 4 through 9 (inclusive), in
Procedure 1 of the PM&C Disaster Recovery, Release
6.2, E67647.
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J.1PM&C Credentials for Communication with Other System Components

This section covers the credentials that can be changed using the PM&C updateCredentials utility and
the Platform dependencies users must be aware of to keep PM&C fully functional. Only the credentials
that PM&C considers to be user accessible are listed here.

1. oaUser

PM&C uses these credentials to communicate with OAs for all enclosures it monitors. Therefore,
all active OAs must be updated to have the new credentials and then the updateCredentials should
be used to match the credentials PM&C uses. Lastly, all enclosures already provisioned in the
PM&C must be rediscovered.

a) To update the credentials on the OA's, log into the active OA GUI. On the left hand side of the
OA GUI, navigate to Users/Authentication > Local Users > pmacadmin. After supplying the
new password, click on Update User.

b) To update the credentials on the PM&C, execute the following on the Ul:

$ sudo/ usr/ TKLC/ smac/ bi n/ updat eCredenti al s --type=oaUser

c) To rediscover an enclosure already provisioned in the PM&C inventory, log into the PM&C
GUI and navigate to Hardware > System Inventory > Cabinet XXX > Enclosure XXXXX and
click the "Rediscover Enclosure..." button.

2. msa

All SAN controllers PM&C is expected to communicate with must be updated to have the new
credentials and then the updateCredentials should be used to match credentials PM&C uses.

a) To update the credentials, log into Fibre Channel Disk Controller via ssh as a manage user.
Then execute:

# set password manage

b) To update the credentials on the PM&C, execute the following in the Ul

$ sudo/ usr/ TKLC/ smac/ bi n/ updat eCredenti al s --type=nsa

3. tpdPlatCfg
Changing these credentials has no impact on PM&C functionality.
a) To update the credentials, log into the UI with platcfg credentials and execute:

$ passwd

4. tvoeUser

TVOE administrator passwords need to be changed for all TVOE hosts PM&C is expected to
communicate with and then the updateCredentials should be used to match the credentials PM&C
uses. Note each time a new TVOE is installed its default password will have to be updated to match.

a) To update the credentials, log into the TVOE UI with the admusr credentials and execute:

$ passwd
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b) To update the credentials on the PM&C, execute the following on the Ul:

$ sudo /usr/TKLC/ smac/ bi n/ updat eCredential s --type=tvoeUser

5. backupPassword

PM&C backup images are encrypted. The passphrase to encrypt the backup files may be changed.
This only changes the encryption for future backups; prior backups cannot be restored without
changing to the original pass phrase as shown below. A restore task that fails with a "Failed to
decrypt backup file" reason is an indication of this condition.

a) To update the passphrase on a PM&C, exceute the following in the UL

$ sudo /usr/ TKLC smac/ bi n/ updat eCredenti al s --type=backupPassword

6. remoteBackupUser

If pmacop credentials are changed on a redundant PM&C, the updateCredentials should be used
to match credentials the primary PM&C uses.

a) To update the credentials on a redundant PM&C, log into the redundant PM&C UI with the
pmacop credentials and execute:

$ passwd

b) To update the credentials on the primary PM&C, execute the following in primary PM&C Ul:

$ sudo /usr/TKLC/ smac/ bi n/ updat eCredenti al s --type=renot eBackupUser

7. oobUser

These credentials are used to communicate with the iLO of RMS, when no other credentials have
been specified when the RMS was provisioned in PM&C. So the user has the option to modify this
default password, or the RMS can be edited /added in the GUI with its specific credentials.

a) Toupdate the credentials on an RMSiLO, log into the iLO GUI and navigate to Administration >
User Administration. Check the box next to root password and click the Edit button. After the
password is changed, click Update User.

b) To modify the default oobUser credentials on the PM&C, execute the following in the UI:
$ sudo /usr/TKLC/ snac/ bi n/ updat eCredenti al s --type=oobUser
¢) Toadd a RMS to PM&C system inventory with its unique iLO password, refer to 3.7.16 Add

Rack Mount Server to the PM&C System Inventory.

d) To editiLO password of a specific RMS already in PM&C system inventory, refer to 3.7.17 Edit
Rack Mount Server in the PM&C System Inventory.

J.2 PM&C GUI Accounts Credentials

Modification of any of the PM&C GUI accounts has no system impact. The PM&C GUI users can be
updated by logging into the PM&C GUI as pmacadmin, and navigating to Administration > Users.
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Select the user from the first Username pull down menu and click the Set Password button. Then
enter the new password twice and click the Continue button.

J.3 PM&C Linux User Accounts Credentials

PM&C Linux User Accounts Credentials

Modification of any PM&C Linux user account has no system impact with the exception of the "pmacop"
user and "admusr" credentials. If pmacop credentials are changed on a redundant PM&C, the
updateCredentials should be used to match the credentials that the primary PM&C uses. If admusr
credentials are changed after configuration of the netconfig repository, then netconfig services must
be deleted and re-added using the new credentials.

1. To update the pmacop credentials on a redundant PM&C, log in to the redundant PM&C UI with
the pmacop credentials and execute:

$ passwd

2. To update the pmacop credentials the primary PM&C uses to communicate with the redundant
PM&C, execute the following in primary PM&C Ul:

$ sudo /usr/TKLC/ smac/ bi n/ updat eCredential s --type=prmacop

J.4 NetConfig Manager Password

The netConfig repository stores access credentials for network devices and platform services. To secure
these credentials, they are stored as encrypted strings.

Platform 7.0 implemented new cryptographic support. The pass phrase used to encrypt this data can
be changed by the user through the netConfig API:

$ sudo netConfig --repo setPassword

The preceding command prompts for a new pass phrase. It re-encrypts the credentials and stores the
pass phrase to a file for use by netConfig.
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K.1 Disabling SNMP on the OA

1. If necessary, log in to the Active OA.
2. Navigate to the SNMP Settings.

Use either the First Time Setup Wizard SNMP Settings menu item or the Enclosure Information >
Enclosure Settings > SNMP Settings menu item.

3. Uncheck the Enable SNMP checkbox.

[ HP BladeSystem Onboard Administrator

First Time Setup Wizard a

Setup inftial enclosure and server settings.

SNMP Settings

Step 10.0f 12

Welcome: This function forwards alerts from the enclosure (power supplies, fans, the Onboard Administrator,
Enclosure Selection enciosure thermals, etc.) to the specified alert destiations.

Configuratien Management Note: Individual server blades must be configured separately using iLO and Server Agents. Alert

Rack and Enclosure Settings destinations will be added to and removed from al selected linked enciosures.

Administrator Account Setup
Local User Accounts Enclosure: 500_05_01 SHMP Alert Destinations.
Enclosure Bay P Addressing

Directory Groups [C] Enable SnMP Host [ ]
Directery Settings

Gnboard Administrator SystemLocation: [500 0501 |
eiork secnss sysemconace [ | Communty Strng: | |

SNMP Settings.
B

(ex 61206.115.3, 20021 or host example.com)

Fower Management
Finish

T
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L.1 Downgrade 6125G Switch Firmware

Use this procedure to downgrade the 6125G enclosure switches when they are found to contain
firmware newer than the qualified baseline. See [2] HP Solutions Firmware Upgrade Pack, version
2.x.x (the latest is recommended if an upgrade is to be performed, otherwise version 2.2.8 is the
minimum) for the target firmware version.

Prerequisite: This procedure assumes the netConfig repository data fill is complete which includes
copying the target firmware to the netConfig Server (PM&C).

Note: Do not use this procedure for 6125XLG switches. See M.1 Downgrade 6125XLG Switch Firmware
for the correct procedure for that switch.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. Verify the existing firmware version by executing steps 2-4.
2. Active OA: SSH into the active OA as the administrative user:

l ogin as: <oa_user> [Enter]
<oa_user >@oa_i p>' s password: <oa_password> [Enter]

3. Active OA: Gain serial console access to the switch by executing the following command:

Note: Multiple Enter keystrokes are required to gain the switch console prompt.

> connect interconnect <io_bay> [Enter] [Enter] [Enter]
User nane: <sw tch_user> [Enter]
Password: <swi tch_password> [Enter] [Enter]

4. Switch: Execute the display version command to determine if a downgrade of the firmware needs
to be performed.

> di spl ay version

HP Comwar e Pl at form Sof t war e

Comnar e Software, Version 5.20.99, Release 2105

Copyright (c) 2010-2013 Hew ett-Packard Devel opnment Conpany, L.P.

HP 6125G Bl ade Switch uptinme is 0 week, 2 days, 23 hours, 49 ninutes

Slot 1 (M:

Uptime is O weeks, 2 days, 23 hours, 49 mi nutes
HP 6125G Bl ade Switch with 1 Processor

1024M byt es SDRAM

256M byt es Nand Fl ash Menory

Har dware Version is Ver.B

CPLD Version is 003

Boot Ware Version is 1.07

[ SubSl ot 0] Back Panel

[ SubSl ot 1] Front Panel

5. If the firmware is found to be newer than the target firmware proceed with the rest of this procedure;
otherwise, skip to step 21 and gracefully exit the switch and PM&C.
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6. Virtual PM&C: SSH into the PM&C and authenticate as admust:

login as: adnusr [Enter]

Password: <admusr_password> [ Enter]

Last login: Fri Aug 28 12:09: 06 2015 from 10. 75. 8. 61
[ admusr @pmac> ~] $

7. Virtual PM&C: Copy the firmware file to the switch:

$ sudo /usr/bin/scp 6125-cnmn520-r2105. bin

<swi tch_user>@kswi tch_i p>:/6125- crnb520-r 2105. bi n [ Enter]

<swi tch_user>@sw tch_i p>'s password: <swi tch_pl atform password> [ Enter]
100% 16MB 766. 3KB/ s 00: 21

8. Virtual PM&C: Gracefully exit from the PM&C SSH session:

$ | ogout [Enter]

9. Active OA: If not already connected, SSH into the active OA as the administrative user:

l ogin as: <oa_user> [Enter]
<oa_user>@oa_i p>'s password: <oa_password> [Enter]

10. Active OA: If not already connected, gain serial console access to the switch by executing the
following command:

Note: Multiple Enter keystrokes are required to gain the switch console prompt.

> connect interconnect <io_bay> [Enter] [Enter] [Enter]
User nane: <sw tch_user> [Enter]
Password: <swi tch_password> [Enter] [Enter]

11. Switch: Reboot the switch and enter into the extended boot menu by pressing Ctrl+B when
prompted:

Note: During this process you may be prompted for additional input. Only respond with the input
noted in this step; otherwise, let the system time out and continue automatically.

> reboot [Enter]

Start to check configuration with next startup configuration file, please
wait......... DONE! N

This command will reboot the device. Current configuration will be |ost,
save current configuration? [Y/NJ: N [Enter]

This command will reboot the device. Continue? [Y/ N : Y [Enter]

#May 15 15:03:44: 478 2015 HP6125G | OBAY5 DEVM 1/ REBOOT:

Reboot devi ce by conmmand.

%vhy 15 15:03: 44: 570 2015 HP6125G | OBAY5 DEVM 5/ SYSTEM REBOOT: Systemi s rebooti ng
now.

Systemis starting...

Press Crl+D to access BASIC BOOT MENU

Press CGrl+T to start nenory test

Booti ng Normal Extend Boot Ware

The Extend BootWare is

sel f-deconpressing. . .......... i Done!

[ OUTPUT REMOVED ]

E80301 Revision 01, October 2016 430



Boot Ware Validating. ..

Backup Extend BootWare is newer than Nornal
Press Ctrl+B to enter extended boot nenu...

Boot are password: Not required.

[ OUTPUT REMOVED ]

12. Switch: Enter file control by selecting <4> from the extend-bootware menu:

<1> Boot System

<2> Enter Seri al
<3> Enter Ethernet SubMenu

SubMenu

<4> File Control
<5> Restore to Factory Default

<6> Skip Current

<EXTEND- BOOTWARE MENU>

<7> Boot Ware Operation Menu
<8> Cl ear Super Password
<9> Storage Device Operation

<0> Reboot

Pl ease press Enter to continue.

How to Downgrade Firmware on a 6125G Switch

Ext end Boot Ware, Update? [Y/N]

Confi guration

Syst em Confi gurati on

Crl +Z: Access EXTEND- ASSI STANT MENU
Crl+C. Display Copyright

Ctrl+F: Format File System
Enter your choice(0-9):

4 [Enter]

13. Switch: Display all files by selecting <1> from the file control menu and identify the target firmware

from the list:

| Not e: the operating device is flash

| <1> Display All
| <2> Set Application File type

File(s)

| <3> Delete File
| <0> Exit To Main Menu

<Fi | e CONTROL>

Enter your choice(0-3): 1 [Enter]
Display all file(s) in flash:
"M = MAIN "B = BACKUP 'S = SECURE "NA NOT ASSI GNED
NO. Si ze(B) Ti me Type Nane
1 1584 Aug/ 27/ 2015 18:41:08 N A privat e-data. t xt
| 2 151 Aug/ 27/ 2015 18:41: 08 N A system xmi
3 3626 Aug/ 27/ 2015 18:41: 09 M config.cfg
4 16493888 Aug/ 20/ 2015 11:14: 44 M+B 6125- cmn520-r 2106. bi n
5 4 Apr/26/2000 07:00:52 N A snnpboot s
|6 16913408 Aug/20/2015 10:56:42 N A 6125- cmn520-r2112. bin
7 735 Apr/26/2000 12:04:14 N A host key_v3
8 591 Apr/26/2000 12:04:15 N A serverkey v3
9 16166 Sep/ 05/ 2013 10:17:21 N A t est
| 10 16053376 Jun/05/2012 10:14:37 N A ~/ 6125- cmn520-r 2103. bi n
11 16479296 Apr/26/2000 10:31:54 N A ~/ 6125- cmn520- r 2105. bi n
12 16493888 Apr/26/2000 10:59:10 N A ~/ 6125- cmn520-r 2106. bi n
13 16479296 Nov/05/2013 23:24:06 N A ~/ 2105. bi n
| 14 5361 Jun/ 25/ 2013 14:22: 05 N A ~/ confi g.cfg
15 16493888 Nov/05/2013 23:20:13 N A ~/ 2106. bi n
16 1048519 Aug/ 27/ 2015 23:30:55 NV A logfilel/logfile.log
17 735 Apr/ 26/ 2000 12: 05:10 N A host key
| 18 591 Apr/26/2000 12:05:11 N A serverkey
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[ OUTPUT REMOVED ]

14. Switch: Set application file type by entering <2> from the file control menu:

| Not e: the operating device is flash
| <1> Display Al File(s)

| <2> Set Application File type

| <3> Delete File
| <0> Exit To Main Menu

<Fi | e CONTROL>

Enter your choice(0-3):

2 [Enter]

15. Switch: Choose the firmware file identified in step 13 and enter the corresponding line number:

'M = MAIN 'B' = BACKUP 'S = SECURE "N A" = NOT ASSI GNED
| NO. Size(B) Ti me Type Nane |
| 1 16493888 Aug/ 20/ 2015 11: 14: 44 M+B 6125- cmn520-r 2106. bi n |
| 2 16913408 Aug/ 20/ 2015 10:56:42 N A 6125- cmnb520-r2112. bin |
|3 16053376 Jun/05/2012 10:14:37 N A ~/ 6125- cmn520-r 2103. bi n |
|4 16479296 Apr/26/2000 10:31:54 N A ~/ 6125- cmn520- r 2105. bi n |
|5 16493888 Apr/26/2000 10:59:10 N A ~/ 6125- cmn520-r 2106. bi n |
| 6 16479296 Nov/05/2013 23:24:06 N A ~/ 2105. bi n |
| 7 16493888 Nov/05/2013 23:20:13 N A ~/ 2106. bi n |
|0 Exi t |

Enter file No:

<4> [Enter]

16. Switch: Modify the file attribute to +Main by selecting <1> from the file attributes menu:

Modi fy the file attribute:

| <1>
| <2>
| <3>
| <4>
| <0>

+Mai n

- Mai n
+Backup
- Backup
Exi t

Enter your choice(0-4):

1 [Enter]
m nut es.

Thi s operation may take several
Set the file attribute success!

Pl ease wait....

17. Switch: Verify the file attribute modification by listing the files and inspecting the type attribute
for the target firmware. The type attribute on this line should display M:

| Not e: the operating device is flash
| <1> Display Al File(s)

| <2> Set Application File type

| <3> Delete File
| <0> Exit To Main Menu

<Fi | e CONTROL>

Ent er your choice(0-3):

Display all file(s) in flash:

M

= MAIN

B' = BACKUP

1 [Enter]

'S = SECURE

'"N/A" = NOT ASS| GNED
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Si ze(B)
1584

151

3626
16493888
4
16913408
735

591
16166
16053376
16479296
16493888
16479296
5361
16493888
1048519
735

591

Ti me

Aug/ 27/ 2015
Aug/ 27/ 2015
Aug/ 27/ 2015
Aug/ 20/ 2015
Apr/ 26/ 2000
Aug/ 20/ 2015
Apr/ 26/ 2000
Apr / 26/ 2000
Sep/ 05/ 2013
Jun/ 05/ 2012
Apr/ 26/ 2000
Apr / 26/ 2000
Nov/ 05/ 2013
Jun/ 25/ 2013
Nov/ 05/ 2013
Aug/ 27/ 2015
Apr/ 26/ 2000
Apr/ 26/ 2000

How to Downgrade Firmware on a 6125G Switch

Type Name

N A privat e-dat a. t xt

N A system xmi

M config.cfg

B 6125- cmn520-1 2106. bi n

N A snnpboot s

N A 6125- cmn520-r2112. bin

N A host key_v3

N A serverkey_v3

N A t est

N A ~/ 6125- crmn520-r 2103. bi n
M ~/ 6125- cmn520-r 2105. bi n
N A ~/ 6125- cmn520-r 2106. bi n
N A ~/ 2105. bi n

N A ~/ config.cfg

N A ~/ 2106. bi n

N A logfilellogfile.log

N A host key

N A serverkey

18. Switch: Exit to main menu by selecting <0> from the file control menu:

<Fi | e CONTROL>

| Not e: the operating device is flash

| <1> Display All
| <2> Set Application File type

File(s)

| <3> Delete File
| <0> Exit To Main Menu

Ent er your choice(0-3):

0 [Enter]

19. Switch: Boot the system by selecting <1> from the extend-bootware menu:

Note: Do NOT select reboot by choosing <0>!

Note: During this process you may be prompted for additional input. Only respond with the input
noted in this step; otherwise, let the system time out and continue automatically.

| <1>
| <2>
| <3>
| <4>
| <5>
| <6>
| <7>
| <8>
| <9>
| <0>

Boot
Ent er
Ent er

System
Seri al
Et her net SubMenu

SubMenu

File Control
Restore to Factory Default

Ski p Current

<EXTEND- BOOTWARE MENU>

Boot Ware Qper ation Menu

d ear

Super

Passwor d

St orage Device Operation

Reboot

Confi guration
Syst em Confi gurati on

Crl +Z: Access EXTEND- ASSI STANT MENU
Crl+C. Display Copyright

Ctrl+F: Format File System
Enter your choice(0-9):

1 [Enter]

Starting to get the main application file--flash:/~/6125-cmb20-r2105. bin!..

[ OUTPUT REMOVED ]
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........................ Done!
System application is starting...
User interface aux0 is avail abl e.

Press ENTER to get started.
Logi n aut henti cati on

User nane:

20. Switch: Log back into the switch and verify the firmware version by executing the display version
command:

Note: You may have to press Enter multiple times after authenticating to land on the switch
prompt.

User nanme: usernane [Enter]
Password: password [Enter] [Enter]
#Aug 28 09: 29: 09: 694 2015 HP6125g_sanity SHELL/4/LOd N
Trap 1.3.6.1.4.1.25506.2.2.1.1.3.0.1:plat |ogin from Consol e
%Aug 28 09:29:09:819 2015 HP6125¢g_sanity SHELL/5/SHELL _LOGA N: plat | ogged in
from auxO.

> di splay version [Enter]

HP Comwar e Pl at form Sof t war e

Comnar e Software, Version 5.20.99, Rel ease 2105

Copyright (c) 2010-2013 Hew ett-Packard Devel opnent Conpany, L.P.
HP 6125G Bl ade Switch uptinme is 0 week, 0 day, O hour, 9 ninutes

[ OUTPUT REMOVED ]

21. Switch: Gracefully disconnect from the switch serial console session by executing the escape
character '<Ctrl>_' (Control + Shift + Underscore).
> '<Crl>_" (Control + Shift + Underscore)

Conmmand: D)i sconnect, C)hange settings, send B)reak, E)xit command node X)nodem
send > D

D [Enter]

22, Active OA: Logout of the OA.

> | ogout [Enter]

You have completed this procedure.
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M.1 Downgrade 6125XLG Switch Firmware

Use this procedure to downgrade the 6125XLG enclosure switches when they are found to contain
firmware newer than the qualified baseline. See [2] HP Solutions Firmware Upgrade Pack, version
2.x.x (the latest is recommended if an upgrade is to be performed, otherwise version 2.2.8 is the
minimum) for the target firmware version.

Prerequisite: This procedure assumes the netConfig repository data fill is complete which includes
copying the target firmware to the netConfig Server (PM&C).

Note: Do not use this procedure for 6125G switches. See L.1 Downgrade 6125G Switch Firmware for the
correct procedure for that switch.

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. First verify the existing firmware version by executing steps 2-4.
2. Active OA: SSH into the active OA as the administrative user:

l ogin as: <oa_user> [Enter]
<oa_user >@oa_i p>' s password: <oa_password> [Enter]

3. Active OA: Gain serial console access to the switch by executing the following command:

Note: Multiple Enter keystrokes are required to gain the switch console prompt.

> connect interconnect <io_bay> [Enter] [Enter] [Enter]
User nane: <sw tch_user> [Enter]
Password: <sw tch_password> [ Enter]

4. Switch: Execute the display version command to determine if a downgrade of the firmware needs
to be performed.

Note: You will need to verify both the boot image version and the system image version.

> di splay version

HP Comware Software, Version 7.1.045, Rel ease 2403

Copyright (c) 2010-2014 Hewl ett-Packard Devel opment Conpany, L.P.

HP 6125XLG Bl ade Switch uptine is 0O weeks, 0 days, O hours, 1 minute
Last reboot reason : Power on

Boot inmage: flash:/6125x| g- cmw710- boot -r 2403. bi n
Boot image version: 7.1.045P08, Rel ease 2403

Conpi l ed Mar 06 2014 13:13:45
System i mage: flash:/6125x| g- cmw710-syst em r2403. bi n
System i mage version: 7.1.045, Release 2403

Conpi | ed Mar 06 2014 13:13:57

5. If the firmware is found to be newer than the target firmware proceed with the rest of this procedure;
otherwise, skip to step 21 and gracefully exit the switch and PM&C.

6. Virtual PM&C: SSH into the PM&C and authenticate as admusr:

l ogin as: adnusr [Enter]
Password: <admusr_password> [ Enter]
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Last login: Fri Aug 28 12:09:06 2015 from 10. 75. 8. 61
[ adnusr @prmac> ~] $

7. Virtual PM&C: Copy the firmware file to the switch:

$ sudo /usr/bin/scp 6125XLG CMAT10- R2403. i pe

<swi tch_user>@kswi tch_i p>:/ 6125XLG CMAT10- R2403. i pe [Enter]

<swi tch_user>@swi tch_i p>' s password: <swi tch_platform password> [Enter]
100% 16MB 766. 3KB/ s 00: 21

8. Virtual PM&C: Gracefully exit from the PM&C SSH session:

$ | ogout [Enter]

9. Active OA: If not already connected, SSH into the active OA as the administrative user:

l ogin as: <oa_user> [Enter]
<oa_user >@oa_i p>'s password: <oa_password> [Enter]

10. Active OA: If not already connected, gain serial console access to the switch by executing the
following command:

Note: Multiple Enter keystrokes are required to gain the switch console prompt.

> connect interconnect <io_bay> [Enter] [Enter] [Enter]
Usernanme: <switch_user> [Enter]
Password: <sw tch_password> [Enter]

11. Switch: Reboot the switch and enter into the extended boot menu by pressing Ctrl+B when
prompted:

Note: During this process you may be prompted for additional input. Only respond with the input
noted in this step; otherwise, let the system time out and continue automatically.

> reboot [Enter]

Start to check configuration with next startup configuration file, please
wait......... DONE! N

This command will reboot the device. Current configuration will be |ost,
save current configuration? [Y/ N: N [Enter]

This command will reboot the device. Continue? [Y/ N : Y [Enter]

Now r ebooting, please wait...

Systemis starting...

Press Crl +D to access BASI C- BOOTWARE MENU. . .

Press CGrl+T to start heavy nenory test

Booti ng Normal Extended Boot Ware

The Extended BootWare is self-deconpressing....................... Done.

[ QUTPUT REMOVED ]
Boot Ware Validating. ..

Press Cirl +B to access EXTENDED- BOOTWARE MENU. . .
[ QUTPUT REMOVED ]
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12. Switch: Enter file control by selecting <4> from the extend-bootware menu:

| <1>
| <2>
| <3>
| <4>
| <5>
| <6>
| <7>
| <8>
| <9>
| <0>

Boot System

Enter Serial SubMenu

Ent er Et hernet SubMenu
File Control

Restore to Factory Default
Ski p Current System Configu
Boot Ware Qper ation Menu

Cl ear Super Password

St orage Device Operation
Reboot

<EXTEND- BOOTWARE MENU>

Confi guration

ration

Cirl +Z: Access EXTEND- ASSI STANT MENU
Crl+C. Display Copyright
Ctrl+F: Format File System

Enter your choice(0-9):

4 [Enter]

13. Switch: Display all files by selecting <1> from the file control menu and identify the target firmware
from the list:

Note: Two files should be identified. One is a system file and the other is a boot file.

<Fi | e CONTROL>

| Not e: the operating device is flash

| <1>
| <2>
| <3>
| <0>

Display Al File(s)

Set Application File type
Delete File

Exit To Main Menu

Ent er your choice(0-3):

Display all file(s) in flash:

1 [Enter]

M = MAIN B' = BACKUP "NA NOT ASSI GNED

| NO. Size(B) Ti me Type Nanme
1 110167 Aug/ 28/ 2015 18: 05:46 N A flash:/startup. ndb
2 7388 Aug/ 28/ 2015 18: 05:46 M flash:/startup.cfg
3 1039 Aug/ 28/ 2015 18:05:46 N A flash:/ifindex. dat

| 4 252 Jan/ 27/ 2011 02:29:27 N A flash:/.trash/.trashinfo |
5 62561280 Aug/19/2015 16:55:55 N A flash:/6125XLG CMA710- R2406P03. i
pe
6 O Jan/ 03/2011 20:20:38 N A flash: /| auth. dat

| 7 62660608 Aug/19/2015 17:10:28 N A flash:/6125XLG CMA710- R2403. i pe |
8 591 Jun/ 02/ 2011 17:26:58 N A flash:/serverkey
9 735 Jun/ 02/ 2011 17:26:58 N A fl ash: / host key
10 536 Jan/ 27/ 2011 02:39:29 N A flash:/versionlnfo/versionl. dat

| 11 536 Jan/ 27/ 2011 02: 36: 40 N A fl ash: /versionl nfo/version0. dat |
12 8 Jan/ 01/2011 00: 00: 21 N A flash:/versionlnfo/versionCl.da
t
13 536 Aug/ 19/ 2015 17:13:37 N A fl ash:/versionl nfo/version7. dat

| 14 536 Mar/29/2011 18:38:24 N A fl ash: /versionl nfo/version5. dat |
15 536 Mar/ 29/ 2011 18:35:41 N A fl ash: /versionl nfo/ versi on4. dat
16 536 Aug/ 19/ 2015 16:59:08 N A fl ash: /versionl nf o/ ver si on6. dat
17 536 Mar/ 29/ 2011 18:24:06 N A flash:/versionlnfo/version2. dat

| 18 536 Mar/29/2011 18:31:37 N A fl ash: /versionl nfo/version3. dat |
19 536 Jan/ 27/ 2011 02: 32:46 N A fl ash: /versionl nfo/versi on9. dat
20 536 Jan/ 27/ 2011 02:25:15 N A fl ash: /versionl nf o/ ver si on8. dat
21 20 Aug/ 28/ 2015 18:48:29 N A flash:/.snnpboots

| 22 53308416 Aug/19/2015 17:11:52 M flash:/6125x| g- cnw710- syst em r 24|

| 03. bin |

E80301 Revision 01, October 2016

438
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24 18

796

26 796

N
(63}

27 796

28 805

29 54222848
06p03. bi n

30 8331264
p03. bi n

31 9345024
| . bin

How to Downgrade Firmware on a 6125XLG Switch

Jan/ 01/2011 00: 06: 50 N A
Jan/ 01/2011 00: 00: 14 N A
Jan/ 01/2011 00: 07:25 N A
Jan/ 01/ 2011 00: 07: 25 N A

20110101000725.di d

Jan/ 01/2011 00: 00: 14 N A

20110101000014. di d

Jan/ 01/2011 00: 00: 18 N A

20110101000018. di d

Aug/ 19/ 2015 16:57:16 N A
Aug/ 19/ 2015 16:57:06 N A
Aug/ 19/ 2015 17:11:38 M

flash:/logfilel/logfile.log
flash:/.pathfile

flash:/license/Devicel D did |
flash:/license/history/ Devicel D_
flash:/license/history/ Devicel D_
flash:/license/ history/ Devicel D_
flash:/6125xl g- cmw710- syst em r 24

I
flash:/6125xI g- crw710- boot - r 2406

flash:/6125xI g- cmw710- boot - r 2403
I

[ OUTPUT REMOVED ]

14. Switch: Set bin file type by entering <2> from the file control menu:

| Not e: the operating device is flash
| <1> Display Al File(s)

| <2> Set Bin File type

| <3> Delete File

| <0> Exit To Main Menu

<Fi | e CONTROL>

Enter your choice(0-3): 2 [Enter]

15. Switch: Choose the firmware files identified in step 13 and enter the corresponding line numbers:

'M = MAIN 'B' = BACKUP "N A = NOT ASSI GNED
| NO. Size(B) Ti me Type Nane |
| 1 53308416 Aug/19/2015 17:11:52 M flash:/6125x| g- cnw710- syst em r 24|
I 23' bl522_22848 Aug/ 19/ 2015 16:57:16 N A flash:/6125x| g- cnw710- syst em r 24|
I ngog_égIlgM Aug/ 19/ 2015 16:57: 06 N A flash:/6125x| g- cw710- boot - r 2406I
I 203 81’325024 Aug/ 19/ 2015 17:11:38 M flash:/6125x| g- cnw710- boot - r 2403I
I bbl "exit I

Not e: Sel ect .bin files. One but only one

be i ncl uded.

boot image and system i mage nust

Enter file No.(Allows multiple selection): 1 [Enter]
Enter another file No.(O-Finish choice):
Enter another file No.(0-Finish choice):0 [Enter]
You have sel ect ed:

flash:/6125x| g- cnw710- syst em r 2403. bi n
flash:/6125x| g- crnw710- boot - r 2403. bi n

4 [Enter]

16. Switch: Modify the file attribute to +Main by selecting <1> from the file attributes menu:

Modi fy the file attribute:

| <1>+Mai n
| <2>+Backup
| <0> Exit
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Ent er your choice(0-2):
Thi s operation may take several

1 [Enter]

m nut es.

Set the file attri bute success!

Pl ease wai t. ...

17. Switch: Verify the file attribute modification by selecting <1> to list the files and inspecting the
type attribute for the target firmware files. The type attribute on the applicable lines should display

M.

| Not e: the operating device is flash

| <1> Display Al

Fil e(s)

| <2> Set Bin File type
| <3> Delete File
| <0> Exit To Main Menu

<Fi | e CONTROL>

Enter your choice(0-3): 1 [Enter]

Display all file(s) in flash:
"M = MAIN "B = BACKUP "NA = NOT ASS| GNED

| NO. Size(B) Ti me Type Nanme
1 110167 Aug/ 28/ 2015 18: 05:46 N A flash:/startup. ndb
2 7388 Aug/ 28/ 2015 18: 05:46 M flash:/startup.cfg
3 1039 Aug/ 28/ 2015 18:05:46 N A flash:/ifindex. dat

| 4 252 Jan/ 27/ 2011 02:29:27 N A flash:/.trash/.trashinfo |
5 62561280 Aug/19/2015 16:55:55 N A flash:/6125XLG CMAT10- R2406P03. i
pe
6 O Jan/ 03/2011 20:20:38 N A flash: /| auth. dat

| 7 62660608 Aug/19/2015 17:10:28 N A flash:/6125XLG CMA710- R2403. i pe |
8 591 Jun/ 02/ 2011 17:26:58 N A flash:/serverkey
9 735 Jun/ 02/ 2011 17:26:58 N A fl ash: / host key
10 536 Jan/ 27/ 2011 02:39:29 N A flash:/versionlnfo/versionl. dat

| 11 536 Jan/ 27/ 2011 02: 36:40 N A fl ash: /versionl nfo/version0. dat |
12 8 Jan/ 01/2011 00: 00: 21 N A flash:/versionlnfo/versionCl.da
t
13 536 Aug/ 19/ 2015 17:13:37 N A fl ash:/versionl nfo/version7. dat

| 14 536 Mar/29/2011 18:38:24 N A fl ash: /versionl nfo/version5. dat |
15 536 Mar/ 29/ 2011 18:35:41 N A fl ash: /versionl nfo/versi on4. dat
16 536 Aug/ 19/ 2015 16:59:08 N A fl ash: /versionl nfo/ ver si on6. dat
17 536 Mar/ 29/ 2011 18:24:06 N A flash:/versionlnfo/version2. dat

| 18 536 Mar/29/2011 18:31:37 N A fl ash: /versionl nfo/version3. dat |
19 536 Jan/ 27/ 2011 02: 32:46 N A fl ash: /versionl nfo/versi on9. dat
20 536 Jan/ 27/ 2011 02:25:15 N A fl ash: /versionl nf o/ ver si on8. dat
21 20 Aug/ 28/ 2015 18:48:29 N A flash:/.snnpboots

| 22 53308416 Aug/19/2015 17:11:52 M flash:/6125x| g- cnw710- syst em r 24|
03.bin
23 10433677 Jan/01/2011 00: 06:50 N A flash:/logfile/logfile.log
24 18 Jan/ 01/2011 00: 00: 14 N A flash:/.pathfile

| 25 796 Jan/ 01/ 2011 00: 07:25 N A flash:/license/DevicelD. did |
26 796 Jan/ 01/ 2011 00: 07: 25 N A flash:/license/ history/ Devicel D_
20110101000725.di d
27 796 Jan/ 01/2011 00: 00: 14 N A flash:/license/history/ Devicel D_

| 20110101000014. di d |
28 805 Jan/ 01/2011 00: 00: 18 N A flash:/license/ history/ Devicel D_
20110101000018.di d
29 54222848 Aug/19/2015 16:57:16 N A flash:/6125xl g- cmw710- syst em r 24

| 06p03. bin |
30 8331264 Aug/ 19/ 2015 16:57: 06 N A flash:/6125x| g- crw710- boot - r 2406
p03. bi n
31 9345024 Aug/ 19/ 2015 17:11:38 M flash:/6125xI g- cmw710- boot - r 2403
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18. Switch: Exit to main menu by selecting <0> from the file control menu:

<Fi | e CONTROL>
| Not e: the operating device is flash

| <1> Display Al File(s)

| <2> Set Application File type

| <3> Delete File

| <0> Exit To Main Menu

Enter your choice(0-3): 0 [Enter]

19. Switch: Boot the system by selecting <1> from the extended-bootware menu:

Note: Do NOT select reboot by choosing <0>!

Note: During this process you may be prompted for additional input. Only respond with the input
noted in this step; otherwise, let the system time out and continue automatically.

<EXTENDED- BOOTWARE NMENU>
<1> Boot System

<2> Enter Serial SubMenu

| <3> Enter Ethernet SubMenu

<4> File Control

<5> Restore to Factory Default Configuration
<6> Skip Current System Configuration

| <7> Boot Ware Operati on Menu

<8> Ski p Authentication for Console Login
<9> Storage Device Operation

<0> Reboot

Ctrl +Z: Access EXTENDED ASSI STANT MENU

Crl+F:. Format File System

Enter your choice(0-9): 1

Loading the main image files...

Loading file flash:/6125xl g-cmv710-systemr2403.bin.........................
............................. Done.

Loading file flash:/6125xl g- cnw710- boot -r2403.bin............ Done.

Image file flash:/6125xl g- cmw710- boot -r2403.bin is sel f-deconpressing.......
[ QUTPUT REMOVED ]

........................ Done!

System application is starting...

User interface aux0 is avail abl e.

Press ENTER to get started.

Logi n aut henti cati on

User nane:

20. Switch: Log back into the switch and verify the firmware version by executing the display version

command:
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Note: You may have to press Enter multiple times after authenticating to land on the switch
prompt.

l ogin: <switch_user> [Enter]

Password: <switch_password> [Enter]

> di spl ay version

HP Comwar e Software, Version 7.1.045, Rel ease 2403

Copyright (c) 2010-2014 Hew ett-Packard Devel opnment Conpany, L.P.

HP 6125XLG Bl ade Switch uptinme is 0 weeks, O days, O hours, 1 minute
Last reboot reason : Power on

Boot inmge: flash:/6125x| g- cmw710- boot -r 2403. bi n
Boot inmge version: 7.1.045P08, Rel ease 2403
Conpi l ed Mar 06 2014 13:13: 45
System i mage: flash:/6125x| g- cmw710-syst em r2403. bi n
System i mage version: 7.1.045, Rel ease 2403
Conpi | ed Mar 06 2014 13:13:57

[ OUTPUT REMOVED ]

21. Switch: Gracefully disconnect from the switch serial console session by executing the escape
character '<Ctrl>_' (Control + Shift + Underscore).
> '<Crl>_" (Control + Shift + Underscore)

Command: D)i sconnect, C)hange settings, send B)reak, E)xit command node X)nodem
send > D

D [Enter]

22, Active OA: Logout of the OA.

> | ogout [Enter]

You have completed this procedure.
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N

How to Change Switch Passwords (netConfig)

Topics: This appendix describes the procedure to change
switch passwords using netConfig. This will update
* How to Change Switch Passwords the passwords in both the repository and on the
(netConfig).....444 devices.
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N.1 How to Change Switch Passwords (netConfig)

Use this procedure to change the switch password on both the device and in the netConfig repository
simultaneously.

Prerequisite: This procedure assumes the netConfig repository data fill is complete and the devices
have been previously added. If netConfig was not used to configure the switch originally, do not use
this procedure.

Caution: Executing these commands as stated will not cause a service interruption. The
switches are not rebooted or initialized. However, as with all in-service operations,
caution should be taken. This operation should be scheduled with the customer.

CAUTION

Atany time, you can view the contents of the netConfig repository by executing the following command
on the netConfig Server:

¢ For switches, use the command: sudo /ust/TKLC/plat/bin/netConfig --repo listDevices

Users can run the above command to confirm that the target devices have already been configured.
Duplicate entries cannot be added; if changes to a device repository entry are required, use the
editDevice command.

Terminology

The term ‘netConfig server’ refers to the entity where netConfig is executed. ‘Management server’
may also accurately describe this location but has been historically used to describe the physical
environment while “Virtual PM&C’ was used to describe the virtualized netConfig server. In this
procedure, ‘netConfig server” and Virtual PM&C’ are synonymous while management server indicates
the TVOE host or bare metal server.

Steps within this procedure may refer to variable data indicated by text within "<>". Fill these
worksheets out based on NAPD, then refer back to these tables for the proper value to insert.

Variable Value

<netConfig_server_mgmt_ip_address>

<switch_hostname> Gathered from NAPD or output from| i st Devi ces command

For each switch fill in the target password in cleartext:

Variable Value

<cleartext password>

Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support by
referring to the 1.4 My Oracle Support (MOS) section of this document.

1. netConfig Server: SSH into the netConfig server:
SSH into the netConfig server and authenticate as admusr:

I ogin as: adnusr [Enter]
Passwor d: <adnusr_password> [ Enter]
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Last login: Fri Aug 28 12:09:06 2015 from 10. 75. 8. 61
[ adnusr @prmac> ~] $

2. netConfig Server: Confirm device.
Confirm the device is listed in the repository by executing the following command:

$ sudo /usr/TKLC/ pl at/bi n/net Config --repo |istDevices [Enter]
Take note of the target device name. This will be referred to as the variable <switch_hostname> in
subsequent steps.

3. netConfig Server: Change password.
Execute the following command for device types of 4948, 4948E, 4948E-F, or 3020:
$ sudo /usr/TKLC pl at/ bi n/ net Confi g --devi ce=<swi t ch_host nane> set Passwor d

type=<consol e| | ogi n| pri vi | eged> passwor d=<cl eart ext _password>; history -d
$(history 1) [Enter]

Perform this step for each password type, i.e. console, login, or privileged.

Note: The appended part of the command, ; history -d $(history 1), deletes the history
so that the password is not observable in cleartext. If this is not desirable you may omit this part
of the command and resolve the risk manually.

4. netConfig Server: Change password.
Execute the following command for device types of 6120, 6125G, or 6125XLG:

$ sudo /usr/TKLC/ pl at/bi n/ net Confi g --devi ce=<swi t ch_host name> set Passwor d
passwor d=<cl eart ext _password>; history -d $(history 1) [Enter]

Note: The appended part of the command,; history -d $(history 1), deletes the history
so that the password is not observable in cleartext. If this is not desirable you may omit this part
of the command and resolve the risk manually.

5. netConfig Server: Gracefully exit from the netConfig server SSH session:

$ |l ogout [Enter]

You have completed this procedure.
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