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1 Introduction

1.1 Storage Plan Manager Overview

The DIVArchive Storage Plan Manager (SPM) software component provides the
capability to manage object lifecycle (interacting with the Oracle DIVArchive Manager)
and is typically installed on the same machine as the DIVArchive Manager. For example,
an archived object can reside on a specific medium the first day, and migrate (over time)
to a different medium according to the policies and rules established by the user.
DIVArchive executes the object lifecycle migration as a background activity by following
the rules and policies defined in the corresponding Storage Plan.

This document describes the installation, configuration, and operations of the Oracle
DIVArchive Storage Plan Manager for Oracle DIVArchive 7.5. Installation, Administration
and Operations personnel should use this guide to follow all of the necessary steps to
provide full functionality of the Storage Plan Manager component.

See A1 DIVArchive Options and Licensing for DIVArchive licensing information.

Caution: Misconfiguring the SPM may lead to unexpected and disastrous results! Minor
editions to slots can lead to catastrophic consequences, for example the deletion of
hundreds of thousands of instances on tape (e.g. wrong value in a slot's end time), or
database corruption (e.g. creating a STORAGE slot while the SPM is running and
changing it to RESTORE type while copy and del et ei nst ance actions have already
begun processing). Without special training and familiarity with the product, the Oracle
representative should always be contacted before making any changes to SPM. Failure
to do so may result in severe damage to the DIVArchive System or even permanent data
loss.

Note: Linux commands, paths and file names are case-sensitive.

1.2 Document Conventions
The following conventions are used with respect to text:
Normal Standard Text.

Italic Used to emphasize a term or variable.
Bold Used to emphasize critical information.
6.1 Refers to a section or sub-section in the document.

Courier New |Used for system screen output and system commands.

The following conventions are used with respect to file paths or variables:
e DI VA _HOVE: The Root Path on the file system where DIVArchive is installed.
The following conventions are used with respect to figures and drawings:

Red outlined boxes pointing to specific areas in a figure indicate procedural steps, or
point out specific parameters being discussed in the section text.

-

Red outlined boxes that surround specific areas in a figure indicate specific areas of
the figure being discussed in the section text.




1.3 Definitions, Acronyms, and Special Terms

Table 1: Definitions, Acronyms, and Special Terms

Term Definition

AXF

(or AXF Media
Format)

The Archive Exchange Format (AXF) is based on a file and storage media
encapsulation approach which abstracts the underlying file system, operating
system, and storage technology making the format truly open and non-
proprietary. AXF helps ensure long-term accessibility to valued assets, and
keeps up with evolving storage technologies.

Complex Object

An Obiject is defined as a Complex Object when it contains 1,000
(configurable) or more components. Complex Object handling may differ from
non-Complex Objects as noted throughout this document.

DSM A module in SPM that assists in Array clean-up when the object level reaches
the High Watermark.

Filter Determines what objects are affected by what Storage Plan.

Medium Storage media accessible to SPM (Disk Arrays and Tape Groups).

Legacy Format

DIVArchive proprietary storage format used in DIVArchive version 1.0 through
6.5.1.

Middleware

Software consisting of a set of services allowing multiple application processes
running on one or more machines to interact.

Non-Complex
Object

By default, DIVArchive Object with 1,000 files or less are considered Non-
Complex Object. The Maximum number of files a Non-Complex Object can
hold is configurable.

Process A sequence of instructions that may execute in parallel with each other, or in a
specified order from beginning to end.

Slot Contains the action to be applied when the associated Storage Plan is
executed.

SPM Storage Plan Manager: Typically installed on the same machine as the Oracle

DIVArchive Manager. See Al
DIVArchive licensing information.

DIVArchive Options and Licensing for

Storage Plan

Actions to execute when new content arrives.




1.4 New and Enhanced Features and Functionality

In DIVArchive 7.5, you can now change the status of SPM Failed Actions to Completed
by right clicking the action and selecting Mark Action Completed from the context menu.
See 3.2.4 for detailed information.

The SPM service is ported to 64-bit in Windows. O acleD vaDB_3-0-

previous database package will work with DIVArchive 7.5 and later.

See the Oracle DIVArchive Installation and Configuration Guide in the Oracle DIVArchive
7.5 Core documentation library for more information on running DIVArchive in a Linux
environment, and DIVArchive 7.5 enhanced functionality.

1.5 DIVArchive Object Lifecycle

The following sections describe the steps and processes encompassing the DIVArchive
Object Lifecycle.

Along with the standard DIVArchive terminology, Storage Plan Manager has additional
terms that require identification. Understanding these additional terms will assist in
comprehending the DIVArchive SPM module, the processes involved, and the
DIVArchive Object Lifecycle.

Table 2: SPM-Specific Terminology

Term Definition

Storage Plan | Set of rules defining the object lifecycle within the DIVArchive System.
e Each object is assigned 1 and only 1 Storage Plan.
e Storage Plans are assigned to objects using Filters.

e The default Storage Plan contains no Filter, and no actions are assigned to
be executed on the object.

The default Storage Plan is SP_DEFAULT. If an Object did not correspond with any
filter parameters, SPM will assign the SP_DEFAULT Storage Plan. SP_DEFAULT is
defined only for compatibility purposes and must not have any slots assigned to it.

Slot A rule with a set of Actions to be taken against the objects associated with a
Storage Plan.

e Storage Plans may contain a single Slot or multiple Slots.

e A Slot is generally analogous to a window of opportunity for when an Action
may be performed. This is the open time left for the Slot, minus the daily
schedule of the Slot.




Term Definition

Action Actions are contained within the Slots and define the activity to be taken on objects
assigned to a Storage Plan (Copy, Delete, Transcode Archived, Metadata Archive,
or Restore).

Filter A set of parameters used by SPM to identify if any Storage Plan needs to be
assigned to the object.

e If an object corresponds with a Filter's parameters, the Filter will assign a
Storage Plan to the object and the Storage Plan’s associated Slots will
execute the necessary actions on the object.

Media A Tape Group or Disk Array as defined in the DIVArchive System.
Medium The alias from media (Groups or Arrays) used in SPM configuration and
workflows.

There are several steps included in the object lifecycle, which are depicted in the general
example below. This example illustrates a generic object lifecycle which could be
automated using SPM.

Figure 1: Keep Object on Medium-1 for 75 Minutes (0 to 75)
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Figure 2: Copy the Object to Medium-2 and Store Forever
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Figure 3: Transcode Archived Object at 30 Minutes
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Figure 4: Archive Metadata at 45 Minutes
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Figure 5: The Object is Restored at 60 Minutes and Deleted from Medium-1 at 75 Minutes.

Slots

Slot-1

Slot-2

Slot-3

Slot-4

Slot-5

Initial Archive of the object
to the DIVArchive System.

After 15 minutes, copy object
from Array to Medium-2 and

Object deleted from Medium-1
at 75 minute mark.

keep there forever. \/
. 1
Medium-1 (Array)
" Medium-2 [ Tape Group)
At 60
minutes
Object is
Restored.
At 30 minutes
Transcode
Archived Object. '
Metadata is {E}
Archived at
45 minutes.
0 15 30 45 60 75 o
min. min. min. min. min. min.

Timeline



1.6 Object Lifecycle Management

DIVArchive can define a storage policy for each object or group of objects. This allows
the user to describe the complete lifecycle of an object and to manage the content
migration throughout the lifecycle. By using the Storage Plan Manager, content lifecycle
management becomes a background process that is performed automatically.

See A1 DIVArchive Options and Licensing for DIVArchive licensing information.

The Storage Plan is used to specify the different migrations and copies of the specified
objects from one media to another, according to storage rules and policies defined by the
user. These rules and policies include parameters such as:

e The amount of time an object is to be retained on a medium.
o This time interval is known as a slot.

e Where to copy an object when its time has expired on the medium (e.g., copy
from Array to tape after 2 weeks).

e Time-of-day (local time) when the action is executed.

o For example, tasks that consume relatively large amounts of system
resources can be scheduled during low-usage periods (e.g. between midnight
and 5 am). Note that these tasks are executed within the interval specified in
the corresponding slot configuration.

e When and where to restore an object.
e When to transcode an object and where to store the transcoded content.

The Storage Plan is managed by the Storage Plan Manager (SPM) component in
DIVArchive. The Storage Plan is a way to select the best trade-off between cost and
performance of the different storage media technologies as a function of the age and
access frequency of the object. The Storage Plan feature enables the customization of
content lifecycle management.

1.7 SPM Slot Types
There is a logical workflow to the DIVArchive SPM component:

e Mediums are a combination of defined medium (Disk Arrays or Tape Groups)
available to SPM.

e Each Storage Plan is associated with one or more Mediums and contains one
or more Slots.

e Each defined Filter is associated with a Storage Plan.

e Each Slot defines 1 or more actions to be performed:



Table 3 SPM Slot Types and Actions

Slot Type Actions

Storage

Allows for an object to be copied and then deleted (if the slot is configured
for deletion). Object deletion refers to either a Del et el nstance or
Del et ethj ect process, depending upon the SPM configuration and
whether or not other instances still exist.

Uses only the Storage Plans Tab in the DIVArchive Configuration Utility.

Refer to Section 1.10.5 for information on Storage Slot workflows,
and Section 2.5.1 for information on configuring Storage Slots.

Transcode Archive

Allows for Transcoding an archived object.

Uses both the Storage Plans Tab and SPM Actions Tab in the
DIVArchive Configuration Utility.

Refer to Section 1.10.4 for information on Action Slot workflows and
Section 2.5.2 for information on configuring Transcode Archive Slots.

Metadata Archive

Allows for archiving of the object’'s Metadata File.

Uses both the Storage Plans Tab and SPM Actions Tab in the
DIVArchive Configuration Utility.

Refer to Section Error! Reference source not found. for information on
Action Slot workflows and Section 2.5.3 for information on
configuring Metadata Archive Slots.

Restore

Allows for Restoring of an object.

Uses both the Storage Plans Tab and SPM Actions Tab in the
DIVArchive Configuration Utility.

Refer to Section Error! Reference source not found. for information on
Action Slot workflows and Section 2.5.3 for information on
configuring Restore Slots.

To create a new Slot, click the Plus (+) in the Slots section of the Configuration Utility.

Figure 6: Creating a New Slot

Click the Plus (+) to open the Slot Configuration Window.

0 0
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1.7.1 Actions, Action Steps and Action States

A single Storage Plan may have a single Slot or multiple Slots. Each Slot has one or
two Actions associated with it.

Every Action has one or two Steps associated with it:
e Copy, Transcode Archived, Metadata Archive and Restore.
o One step (Copy, Transcode Archived, Metadata Archive, or Restore).
e Delete (valid for Storage Slots only)
0 Two steps:
i. Postponed

1. Before SPM executes any Delete Actions, it checks whether or not
the medium is watermarked. If the medium is marked Yes for
Watermarking, and the level has not reached the High Watermark,
SPM will not execute the Delete Action immediately; it will mark the
object for deletion and set the object’s state to Postponed.

2. If the medium is not watermarked, there will only be one step
(Delete) and the object will be deleted immediately upon expiration.

ii. Delete

1 When the (Yes) watermarked medium level reaches the High
Watermark, then the object will actually be deleted.

With the new Unified Slot View (Slots Tab), all Slot details are managed from a single
Window and all Slot Types only require configuration from the Slots Tab of the
DIVArchive Configuration Utility.

When a new object is added to DIVArchive, SPM checks for object compliance with the
filters specified in the system. When an object conforms to one of the configured filters,
the filter determines which configured Storage Plan to use for processing of the object. An
object can be assigned to only one Storage Plan; if the object conforms to multiple filters,
the first filter the object conforms to is the one that is considered.

The Slots associated with the identified Storage Plan determine the actions performed on
the object. If an object did not conform to any configured filters, the object is assigned to
the SP_DEFAULT Storage Plan. SP_DEFAULT is the default Storage Plan and must have no
Slots associated with it.

Action States indicate the status of the Action. Each Action performed on an object goes
through different states as shown in the table below. Each state will finish processing
before the status is updated to the next state.

Example:
1. An object matches the filter for a specific Storage Plan.

2. The Storage Plan’s Slot schedules the associated Action(s) for execution on the
object (Status = Scheduled).

3. The Action is then loaded into the Action Queue (Status = Loaded).
4. The Action is now executed (Status = Processing).



5. Upon successful execution of the Action, the status is updated to Completed

(Status = Completed).

The additional statuses that an Action could be in are Postponed, Failed Long, and
Rejected. Refer to the table below for the definitions of these additional statuses and
Sections 1.10.4 and 1.9.5 for additional Slot Workflow information.

The table below identifies the different SPM Action States:

Table 4: SPM Action States

State Definition

Scheduled | The initial state of an Action. The Action is scheduled for execution and will be
loaded into the Action Queue for execution.

Loaded The Action is loaded into the Action Queue.

Processing | The Action is being executed. The Action is loaded into the Action Queue and SPM
has started processing this Action for execution.

Postponed | When a Delete Action is encountered on a Watermarked Array, SPM will mark the
object for deletion and set the state to Postponed. SPM will not actually delete the
object until the High Watermark level is reached and then the object will be
removed from the Array. If the medium is not watermarked, the object will be
deleted immediately. Only Deleted Actions can be in this state.

Completed | The Action has completed processing successfully.

Failed The Action failed and will be retried according to the SPM Configuration. Refer to

Long parameter UPDATE_ACTI ONS_RETRY_FAI LED DELAY in Table 12.

Rejected SPM sets an Action to the REJECTED state when it has reached the maximum

number of retries and has failed. REJECTED actions are never retried again.

SPM also sets Copy Actions of a storage slot to the rejected state if the
destination medium already has a number of instances greater than the number of
instances configured in the storage slot.

1.8 DIVArchive Watermark Array Management

Deletions on disk mediums can be managed by watermarks. When watermarks aren't
used, deletions occur immediately after the slot expires. When watermarks are used,
deletions will be postponed until the Disk Array's occupied space hits a configured
watermark.

The Disk Space Monitor (DSM), a function of the SPM, monitors SPM identified Arrays,
not individual disks. The DSM process only starts if there is a SPM Array that is
configured for Watermarking. Refer to the



SPM Configuration File Parameters or A2 Default Configuration (spm.conf.ini) for
configuration information.

When an object is set for deletion by a Storage Slot, it is not actually deleted until the
watermarked Array reaches the High Watermark. Once the Array reaches the High
Watermark, objects marked for deletion will be deleted either by Last Access Time or
Largest Object Size, depending on how the Watermark is configured. Objects are then
deleted until the Low Watermark is reached.

Objects on watermarked arrays are deleted using one of two methods:

e Last Access Time: This will delete the oldest objects, amongst the objects
marked for deletion (in non-Mixed Mode), first according to the last time the
object was accessed.

e Largest Object Size: This will delete the largest objects, amongst the objects
marked for deletion (in non-Mixed Mode), first according to the object size.
DSM has 2 methods for checking the Array watermark levels:
e Through the DIVArchive API.

o Requests are sent to the Manager and the watermark levels are sent back to
DSM.

o Typically this method is used.
e Directly from the Array.

o This method uses the Operating System’s commands to retrieve the
information.

Recommended Practice:

If the total size of all permanently stored objects (objects with no specified expiration time)
on an Array is greater than the configured Low Watermark, it is recommended to
reconfigure the Low Watermark setting to a value higher than the amount of permanently
stored objects.

Figure 7: Permanently Stored Object Size is Larger than Low Watermark Level
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The following figures characterize a typical Watermarked Medium (watermarking set to
Yes) and illustrate how Watermarking is used to ensure the medium does not reach full
capacity.

Figure 8: Watermarked Disk Array: No Objects
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Figure 9: Watermarked Disk Array: Permanently Stored Objects
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Figure 10: Watermarked Disk Array: Temporary Storage Lower than High Watermark
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Figure 11: Watermarked Disk Array: Temporary Storage Reaches High Watermark
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Figure 12: Watermarked Disk Array: Objects Deleted Down to Low Watermark
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SPM Arrays have three possible Watermark settings that are configurable in the

DIVArchive Configuration Utility:

e Yes: Watermark this Array (as in the examples).

o Only considers objects already marked for deletion.

e No: Do not watermark this Array.

e Mixed: This is a combination of watermarked and non-watermarked. The action
taken is dependent upon which event happens first:

o The Slot reaches its end time.
o The High Watermark is reached.

o Considers both objects marked for deletion and objects whose slots are still

open.

o Only valid for Storage Slots.

Note: To change the watermark state of an Array, SPM must be restarted.

1.9 Storage Plan Manager Workflows
1.9.1 Storage Plan Manager Tasks

The SPM module runs several processes, each in charge of a particular task, and uses
the DIVArchive Database to process Actions. There are multiple tasks processing in
parallel at all times when SPM is operational. All Actions currently being executed by
SPM reside in the Action Queue until the execution is completed and then they are
deleted from the queue. The Control GUI now has an SPM Actions panel located in the
Manager Tab and Actions within the queue may be viewed using the GUI's SPM Actions
Panel. You must at least be connected to the DIVArchive Database to access this view.




Figure 13: Control GUI — SPM Actions View

The following table describes the tasks utilized by SPM.

Table 5: SPM Internal Tasks

Task Function

Update Responsible for generating or updating the Actions based on the
SPM configuration so the Load Task can load the Actions into the
Action Queue.

Load Loads the Actions into the Action Queue from the Database for
processing.
Execution Executes the Actions that are loaded into the Action Queue and

submits requests to the Manager as necessary.

Disk Space Monitor | DSM monitors a particular Array (not individual disks) to make
(DSM) sure it does not exceed the High Watermark value.




Task Function

Recovery

When SPM starts, the Recovery Task checks for the Actions that
are in an inconsistent state (Loaded or Processing) and sets them
to the Scheduled state. The Action will be in an inconsistent state
when SPM was killed or stopped during execution of the Actions.
If the rescheduled Action has a DIVArchive Request ID
associated with it, it will be loaded into the Action Queue as part
of the Recovery Task so that SPM can update the Action Status
based on the status of the request submitted to the DIVArchive
Manager.

An action will be in an inconsistent state and have a Request ID
associated with it if SPM was killed or stopped when SPM:

1. Has executed the action.
2. Submitted the request to the DIVArchive Manager.
3. Was waiting to for the status of the request.

The Recovery Task only runs during start-up of SPM. If there are
no actions in an inconsistent state, the task will just end.

1.9.2 Simple Object Lifecycle Example

The following is a very simple object lifecycle for an object being processed through SPM.
The process for this example lifecycle is as follows:

1. An object exists on the Video Server.

2. The object is archived to a Disk Array that is:

Known to the DIVArchive System.

On one of the monitored Mediums in SPM.

3. SPM processing then begins:

a.
b.

SPM checks to see if the object matches any of the SPM Filters.

If the object matches one of the filters, processing by SPM continues by
identifying which Storage Plan is associated with the corresponding filter.

Once the Storage Plan is identified, SPM detects the Slots that are included
in the managed Storage Plan.

The Slots contain the Actions that will be performed on the object.

SPM processes the detected Actions (included in the Slots) on the object
until processing is complete, or the Slot ends (closes).

4. According to the Storage Slot that was created for the Storage Plan in the
example, 10 minutes after the object is archived, it is copied to a target Tape

Group.

5. Ten minutes later (20 minutes after initially being archived to DIVArchive) it is
deleted from the DIVArchive System and SPM.



1.9.3 How SPM Retries Failed Actions and Connection Issues

When a requested Action fails to execute properly, or a connection issue occurs, SPM will
retry the Action according to the following scenarios. The initial retry is automatic and the
requested Action state remains as Pr ocessi ng.

Manager Connection Failures

SPM uses the DIVArchive API (C++) to connect to the Manager. If the Manager
connection is down, SPM continues retrying to establish the connection to the Manager
until a connection is established. See A1  DIVArchive Options and Licensing for
DIVArchive licensing information.

Database Connection Failures

SPM will continue retrying to connect to the DIVArchive database every 20 seconds until
a connection is established.

Missing Instances

Below is an example of what will occur if the SPM is looking for an instance that does not
exist.

Example:

A Storage Slot is configured with Once Onl y set to N, the Slot starts at 5 minutes after
archiving and ends 30 minutes after archiving.

o After 5 minutes, SPM has finished the Copy Action.
o After 10 minutes the user manually deletes the copy made by SPM

o SPM will sense the deletion made by the user and creates the copy again
because the Slot period has not ended yet.

e The user manually deletes the copy made by SPM again after 35 minutes.

o SPM does not perform another Copy because the Slot period has already
ended.

If the Once Onl y parameter was set to Y, SPM would make the copy only one time. If
the user manually deletes the copy made by SPM, SPM won’t make the copy again.

Action Retries
e Manager is Busy:

o If SPM could not execute the Actions by submitting a request because the
Manager is busy executing more request than the value configured in
DI VA_MANAGER MONI TOR_MAX _REQUESTS in the spm conf configuration file,
SPM will retry the same action after few seconds delay. The delay value is
configured using the DI VA_MANAGER MONI TOR_ACTI ON_DELAY parameter in
the spm conf configuration file.

e Action Fai |l ed_Long State:

o When SPM executes an Action by submitting a request to the Manager and
the Request fails, the Action is marked as Fai | ed Long. SPM will retry the
failed Action after the delay period configured in the
UPDATE_ACTI ONS_RETRY_FAI LED DELAY parameter in the spm conf
configuration file. SPM continues retrying this action 1000 times using the



configured delay. If the Action continues to fall, it is marked as REJECTED and
is never retried again.

o Once in a Fai | ed_Long state, only Copy, Delete, and Restore Actions are
retried. All other actions will not be retried.

e Action REJECT State:

o SPM sets an Action to the REJECTED state when it has reached the maximum
number of retries and has failed. REJECTED actions are never retried again.

o SPM also sets Copy Actions of a storage slot to the rej ect ed state if the
destination medium already has a number of instances greater than the
number of instances configured in the storage slot.

o Thisis a permanent failure.
e Once Only Slots:

o If the Once Only parameter is set to fal se for a Storage Slot, all of its
Actions will be retried throughout the Sl ot Start Time and Sl ot End Tine
period.

Note: Refer to Sections 1.10.4 and 1.10.5 for Action Slot and Storage Slot
Workflows.
1.9.4 Action Slot Workflow

Action Slots have a specific workflow that encompasses what DIVArchive will do in
certain cases. The flowchart below displays the typical Action Slot workflow. There are
three possible outcomes:

e Success
e Failed Long
e Not executed within configured Slot Time.
Figure 14: Action Slot Workflow
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1.9.5 Storage Slot Workflow

Storage Slots also have a specific workflow that encompasses what DIVArchive will do in
certain cases. The flowchart below displays the typical Storage Slot workflow. There are
two possible outcomes:

e Success

e Failed Long

Figure 15: Storage Slot Workflow

Storage Slot
Start

A 4

A 4

Copy Action

Not executed within
Slot Time

!

Copy
Action
Executed

Copy

Action
b Success Never Executed
Retry Copy Delete Action
Action
\ 4
Max retries
Reached Never No Delete on Yes
Executed Watermarked —
Array
v Postpone _
»| Delete Action | Delete

Executed

Array High
Watermark
Reached

No

Delete
Action

A 4

Retry Delete
Action

A 4

Max retries
Reached Never
Executed v

Storage Slot

Completed




1.10 Recommended Practices
1.10.1 Best Practices for SPM Configuration
Typical SPM Workflow

A typical SPM workflow consists of archiving objects to disk, then copying them to tape.
In this type of workflow, the SPM is configured to keep the disk copy for a fixed time (non-
watermarked mode), or as long as space allows (watermarked mode). Keeping a disk
copy for some period of time allows faster access to the data.

Note: Refer to Sections 1.10.4 and 1.10.5 for Action Slot and Storage Slot
Workflows.

Non-Watermarked (Fixed Retention) Mode

In Non-Watermarked Mode (Fixed Retention Mode), the disk copy is kept until the end
time of the slot (e.g. 2 days from the Archive), at which time the disk instance is deleted
(the corresponding Del et el nst ance SPM Action is sent to the Manager then updates to
the Complete state).

Note: Refer to Section 1.8 for more information on Watermarking.
Watermarked Mode

In Watermarked Mode, the disk instance is not deleted when the end time of the slot is
reached; it is simply flagged as expired (by setting the corresponding Del et el nst ance
SPM Action to the Postponed state). When the disk's space usage hits a configurable
High Watermark (e.g. 90%), SPM will remove as many expired instances from the disk as
required to get the space usage down to the configured Low Watermark (e.g. 60%).

In Watermarked Mode, it is advisable not to set the disk slot's end time for an extended
time period. The reason for this is so that SPM does not run short of expired instances
when a disk purge is in order. However, the slot's end time should be far enough in the
future to allow the tape copy to complete; if a tape copy isn't available at the time of the
Del et el nst ance, the Action will update to a Failed status instead of Postponed (SPM will
refuse to expire an instance on disk when no alternate instance is available).

A common disk Slot End Time for Watermarked Mode is 3 hours (180 minutes), or 24
hours (1440 minutes) if the slot's schedule only allows copies to be executed at a
particular time of day. Make sure the array is large enough to accommodate newly
archived instances for the slot's configured time. If 100 gigabyte of data per hour is
archived at peak time and the slot's end time is configured to 3 hours, the array should be
500 gigabyte or more.

Note: Refer to Section 1.8 for more information on Watermarking.
Choosing Appropriate Watermarks

Watermarks should be carefully chosen from the start, but experience dictates that proper
values are typically obtained after spending some time observing the system's behavior. It
is recommended to start with common values and fine-tune them later. Typical common
starting values are:

e HWM (High Watermark) = 90%
e LWM (Low Watermark) = 75%



Remember the watermarks refer to the usage ratio of a particular Array, not a Disk. To
compute an Array's usage ratio, the Manager examines each disk composing the Array
and divides the sum of each disk's space usage by the sum of each disk's total capacity.

Example:

An Array composed of two disks of the same size, one 100% full and one 50% will be
considered by the Manager as 75% full. The same usage ratios with one disk of 2
terabyte and one disk of 1 terabyte will result in an 83% filling ratio for the Array
(100% of 2 TB and 50% of 1 TB gives a total of 2.5 TB used, divided by a 3 TB total
capacity).

Note: Refer to Section 1.8 for more information on Watermarking.
General Watermarking Rules:

e Do not set the High Watermark too high.

o When the HWM is reached, SPM will begin deleting expired instances. This
process may take some time, especially if the instances are small because the
purge will require more Del et el nstance operations. Make sure that the
archive activity won't store enough new instances on the array in the meantime
to fill it to 100%.

Example:

If the HWM is 90%, then the available space is 100 - 90 = 10%. If the Array is 2
terabyte large, this 10% represents 200 gigabyte. If the SPM purge process
encounters numerous small instances requiring deletion, the process will be
slow and the possibility exists that archive activity may store 200 gigabyte (and
more) during the purge's execution, filling the array to 100% during the process
and initiating Archive aborts.

If you experience this situation, try setting the HWM to a lower value.
e Do not set the Low Watermark too low.

The lower you set the LWM, the shorter disk instances will be kept on disk, minimizing the
chance to restore from disk and the benefit of having disk instances.

If the Array contains persistent data that can't be purged (e.g. objects belonging to a
Storage Plan that keeps disk instances for an unlimited time, or user files not belonging to
DIVArchive), the LWM will need to be set accordingly. If the persistent data accounts for
40% of the Array's capacity and the LWM is set to 30%, the purges will never complete
(however, SPM will still purge what it can).

Note: Refer to Section 1.8 for more information on Watermarking.

1.10.2 Best Practices to Setup Tape Groups in DIVArchive

Although Tape Group setup is a different topic in DIVArchive, setting up Tape Groups
needs to be completed before configuring the Storage Plans. The number of Storage
Plans required is usually the same as the number of Tape Groups configured. Tape
Groups allow DIVArchive to physically separate archived content into different tapes, and
typically creating one Storage Plan per Tape Group is necessary. All SPs are typically
setup to be exactly the same, except that the copy goes to different a Tape Group.



However, the more Tape Groups DIVArchive uses, the less efficiently content will be
stored across tapes.

Note: If Complex Objects are to be used in the system, be certain to setup Tape
Groups having tapes formatted to use the AXF format. Complex objects are not
compatible with the Legacy formatted tapes or disks. Non-Complex Objects may be
stored using either Legacy or AXF format.

The example below illustrates how creating too many Tape Groups will cause
fragmentation of objects across the groups. Using fewer groups results in fewer SPs to
setup, less fragmentation across tapes, and is easier to maintain.

Example:

Configuration:

10 Tape Drives
30 Tape Groups with SET-ID 10
300 Total Tapes assigned to SET-ID 10

Results:

Each Tape Group (in the worst case) will use at least 10 tapes and store files
on each tape when an Object is archived.

After objects are archived to all 30 tape groups, all 60 tapes (total) are used.

Over time, if any of the Tape Groups is heavily archived and one of the tapes is
100% filled, no more tapes are available.

DIVArchive will run out of tapes even though lot of the tapes are still mostly
empty (each containing only 1 object) but cannot be used as it was assigned to
a different Tape Group.

In this case having fewer Tape Groups will resolve this issue. This method avoids
fragmentation across the Tape Groups.

1.10.3 Valid Reasons to Create Multiple Tape Groups

There are several valid reasons to create multiple Tape Groups:

Long and short form materials should be stored on different Tape Groups
because if small objects are mixed with larger objects on the same tape, access
to the smaller object will be delayed for an extended period of time until the larger
object restore is complete.

Content that is deleted regularly from the archive should be stored in a different
Tape Group than content that will never (or rarely) be deleted. Deleting from tape
will cause tape fragmentation and the fragmented space cannot be used until the
tape is repacked. If the two types of content are mixed together, deleting will
cause more tapes to get fragmented and repack will be required more frequently
and take longer.

Online and Backup copies of the same content should be on two different Tape
Groups. Backup copies are meant to be removed from the tape library and stored



in an Iron Mountain type of facility as a backup. However, if both copies are
mixed in the same Tape Group, it is impossible to determine which tape contains
the backup copy. The result is being unable to remove it from the library.

When requirements necessitate using tapes purchased by different departments
and enforcing that each department uses only the tapes they purchase
themselves, Tape Groups need to be created for each department with a
different set of tapes.

Different storage formats should be assigned to different groups. For example,
one group would be Legacy Format while another group is AXF Format. Complex
Objects are not compatible with Legacy format and must be processed to/from
AXF formatted medium. Non-Complex Objects are compatible with both Legacy
and AXF formats.

In general creating multiple tape groups should only be done for a good reason;
otherwise Tape Groups will cause Tape Group Fragmentation, resulting in some of the
tapes not getting filled and storage space being wasted.

1.10.4 Invalid Reasons to Create Multiple Tape Groups

There are several invalid reasons for creating multiple Tape Groups:

Different content is to be stored on different Tape Groups because it is thought to
be easier to manage. DIVArchive manages the tapes; when restoring an object on
a tape, DIVArchive automatically knows which tape the object is on and mounts
that tape, or notifies the user to insert the necessary tape into the library. It will not
require the user to figure out which tape is needed.

Creating many Tape Groups because it is easier to search. DIVArchive does not
search by Tape Groups but by Object Metadata stored in the database. The group
only makes sure content is physically separated and does not assist in searching
functions.

Creating multiple Tape Groups for cataloging. Users migrating from an analog tape
environment tend to label what’s recorded on each analog tape directly on the tape
itself. A group of those tapes are then stored on different sections of a shelf.
DIVArchive does not work efficiently this way and this method should not be
utilized.

Excessive Tape Groups will cause DIVArchive to work less efficiently, result in
fragmentation across the Tape Groups, and are more difficult to configure and maintain.
So unless for the above valid reasons, the recommended best practice for creating Tape
Groups is to use as few Tape Groups as possible (refer to Section 1.10.2 for
recommended best practices).

1.10.5 Simple SPM Configuration Example

The diagram below illustrates a simple SPM configuration example.

In this scenario:

1. The object is archived to a watermarked Array (Medium-1 with watermark set to

Yes) and held there for 1 day.



2. The object is immediately copied to DIVArchive Medium-2 and stored there
forever.

3. Atthe 1 day mark, the object is marked for deletion from the Array (Medium-1).

Figure 16: Simple SPM Configuration Example
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Note: Refer to Sections 1.7 and 2.5 for more information about Slot Types and Slot
configuration.



1.10.6 Additional SPM Configuration Examples

The first diagram below is an example of a more complex SPM configuration. In the first
example, one copy is kept on the SPM monitored Array forever. At some point in time, the
object will be restored with transcoding to a Proxy Source/Destination.

Figure 17: Additional SPM Configuration Example — 1
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The second diagram below is an example of a more complex SPM configuration. In the
second example, one copy is kept on the SPM watermarked Array (with watermark set to
Yes) for 2 hours and two copies are immediately made to a Tape Group named

Programs.

At the 10 minute mark, one copy wil be restored to a Proxy

Source/Destination.

Slots

Slot-1

Slot-2

Slot-3:
Restore

Figure 18: Additional SPM Configuration Example — 2
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The third diagram below is an example of a SPM configuration with one copy left in the
online Tape Group (Medium-2: Programs) and a second backup copy made to a different
Tape Group (Medium-3: Backups) that is to be taken offline. In this example, one copy is
kept on the SPM watermarked Array (with watermark set to Yes) for 2 hours and two
copies are made immediately. One copy is made to a Tape Group named Programs; the
second copy is made to a different Tape Group named Backups. The Backups Tape
Group would typically be externalized from the DIVArchive System and sent to an Iron
Mountain type of facility for offline storage.

Figure 19: Additional SPM Configuration Example — 3
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2 Installation and Configuration
This section describes SPM installation and configuration. References to installation and
configuration procedures of additional software are included only to the extent required to
allow interaction of those components with SPM. Refer to the specific additional software
documentation in the DIVArchive Documentation library for full installation and
configuration instructions for specific additional elements where necessary.

2.1 Installation Prerequisites

There are several prerequisites required before installing SPM:
e DIVArchive 7.5 only supports the following database packages:
o DIVArchive 7.5 in a Windows environment only supports DIVAOracle

bit.zi p and later. No previous database package will work with DIVArchive
7.5 and later.

o DIVArchive 7.5 in a Linux environment only supports DIVA Oracle database

e DIVArchive must be installed and running.
e DIVArchive SPM Service must be installed and running.

The Database User Name and Password must be the same as the ones used for the
DIVArchive installation.

2.2 SPM Configuration File Parameters

SPM uses a plain text file to store its configuration parameters. The configuration file,
spm.conf.ini, is supplied with SPM and is located in the DI VA HOVE\ Pr ogr aml SPM bi n
folder. Rename the file to SPM conf and change the parameter values to meet your
requirements using a plain text editor (for example Notepad). Although all parameters are
important, some are more important than others and all parameters are described in the
following sections.

The following tables include the parameters that are used within the SPM Configuration
File. Some parameters can also be set using the DIVArchive Configuration Utility.
However there are two parameters whose settings in the SPM Configuration File will
always override any settings created through the Configuration Utility for the parameters
METADATA_ARCH VE_TRANSFORVED_OBJECT_NAME and ALLOW OBJECT_DELETI ON.



Table 6: DIVArchive SPM Service Name Parameters

Parameter Definition

SERVI CE_NAME | The DIVArchive SPM Service Name. This variable can be used to
specify the name of the windows service.
This is useful when multiple instances of SPM are running on the
same server by giving different names for each SPM.

e |If this variable is used, the service name will be DI VAr chi ve
Spm - <SERVI CE_NAME>.
¢ |If this variable is unset, the service name will be
DI VAr chi ve Spm
Table 7: Parameters for DIVArchive Manager
Parameter Definition

DI VA_NVANAGER_ADDRESS | The IP Address or DNS Name of the DIVArchive Manager

host. The default is | ocal host .

DI VA_MANAGER_PORT The DIVArchive Manager Port. The default is 9000.

Table 8: Connection Parameters for the Oracle Database

Parameter

Definition

ORACLE_USER

The DIVArchive Database username. There is no default for this
parameter but the typical username is di va.

ORACLE_PASSWORD

The DIVArchive Database user password. There is no default for
this parameter.

ORACLE_CONNECTI ON | The DIVArchive Database connection string. This is usually the

SQL*Net address name declared in the local Oracle client
TNSNANES. ORA file for the DIVArchive Oracle instance. The typical
connect string is | i b5.

ORACLE_PGOL_SI ZE | Maximum number of database connections allowable by SPM. The

default is 5.

Note: Do not change this value. Reducing the value can lead to
database connection issues and cause SPM to freeze.




Table 9: SPM Manager Monitor Parameters

Parameter Definition

DI VA_MANAGER_MONI TOR_MAX_REQUESTS SPM will check with the DIVArchive Manager to find
out how many requests are currently processing
before it sends any requests. This parameter limits the
number of requests (processing + pending from all
sources) the SPM service will attempt to send to the
DIVArchive Manager. If the number of requests
already processing on the Manager is greater than this
setting SPM will not send any additional requests at
that time.

The valid range is 10 to 500 and the default is 250.

DI VA _DELETE MAX_ REQUESTS SPM will check with the DIVArchive Manager to find

- - out how many requests are currently being processed.
If the number is less than the

DI VA_MANAGER MONI TOR_MAX_REQUESTS value, SPM
will check to see how many Delete Object and Delete
Instance Requests are being processed. If the number
is less than this parameter’s value, SPM will send
additional Delete Requests equal to the difference
between the number of Delete Requests processing,
and the value of this parameter.

Example:
DI VA_MANAGER MONI TOR_MAX_REQUESTS = 100
DI VA DELETE_MAX_REQUESTS = 50

When SPM checks with Manager, if Manager is
currently processing 75 requests total and only 25 of
them are Delete Requests, SPM will send another 25
Delete Requests to Manager because both numbers
are less that the parameter’s value in the configuration
file.

The valid range is 1 to 300 and the default is 300.

The value used here identifies how many of this type
of request are simultaneously processed from the
Action Queue at one time.

To disable (no limitations) use 0 for the value.

This value cannot exceed the value of
DI VA MANAGER MONI TOR_MAX_REQUESTS.




Parameter Definition

DI VA_RESTORE_MAX_REQUESTS Restricts the number of Restore, Transcode Archived
DI VA TRANSCODE_ARCHI VE_MAX_REQUESTS | and Metadata Archive Requests SPM will submit to

DI VA _METADATA ARCHI VE_MAX REQUESTS the Manager simultaneously.
These parameters must all be enabled or disabled
together.

The valid range is 0 to 300 and the default value is -1.

The value used here identifies how many of this type
of request are allowed on the Action Queue.

Using the default value of -1 will disable these
parameters. SPM will not execute these Actions if the
parameter is set to a value of O.

Example:
e DI VA RESTORE_MAX REQUESTS=3
e DI VA TRANSCODE ARCH VE_MAX_ REQUESTS=52
e DI VA METADATA ARCHI VE_MAX_REQUESTS=100

SPM will start normally using these configuration
settings because they are all enabled, even
though the values are different for each parameter
(3, 52, and 100).

Example:

e DI VA RESTORE_MAX_REQUESTS=3

e DI VA TRANSCODE_ARCH VE_MAX_REQUESTS= -
1

e DI VA METADATA ARCH VE_MAX REQUESTS= -1

SPM will fail to start using these configuration settings
because the first

One is enabled with a value of 3 while the next 2 are
disabled. They must all be either enabled or disabled,
not a combination of both.

DI VA_VANAGER_MONI TOR_DELAY The number of seconds between checks of the
number of requests (processing + pending) on the
DIVArchive Manager.

The valid range is 1 to 600 and the default value is 30.




Parameter Definition

DI VA_MANAGER_MONI TOR_ACTI ON_DELAY The number of seconds to delay an Action for

execution if DIVArchive Manager is processing more
than the value of the
DI VA_MANAGER MONI TOR_MAX_REQUESTS parameter
during its execution.

The valid range is 1 to 3600 and the default is 60.

Table 10: SPM Controller Parameters

Parameter Definition

ACTI ON_STEP_WATCH_DELAY | The minimum delay in seconds before the next check on
the request status.

The valid range is 1 to 60 and the default is 10.

ACTI ON_QUEUE_SI ZE The maximum size of the Action Queue.

e The number of actions that can be stored in the
queue.

e The valid range is 1 to 300.

Table 11: Rest Time Parameters for SPM Working Tasks

Parameter Definition

SPM_EXECUTI ON_THREAD_REST | The resting time for the Execution Task in seconds.
e The valid range is 0 to 600 and the default is 5.
e Entering O will disable the task completely.

SPM_UPDATE_THREAD_REST The resting time for the Update Task in seconds.
e The valid range is 0 to 600 and the default is 20.
e Entering O will disable the task completely.

SPM_LOAD_THREAD_REST The resting time for the Load Task in seconds.
e The valid range is 0 to 600 and the default is 20.

e Entering 0 will disable the task completely.

Note: The Recovery Load Task will never rest; it
stops upon completion of all work.




Table 12: Sizes of Chunks of Rows SPM will Process at One Time

Parameter Definition

RECOVERY_ACTI ONS_CHUNK The number of actions SPM will process (from the
database) at one time during each call of the Recovery
Task.

The valid range is 1 to 65535 and the default is 500.

UPDATE_ACTI ONS_CHUNK The number of actions SPM will process at one time
during each call of the Update Task.

The valid range is 1 to 500 and the default is 50.

GET_ACTI ONS_CHUNK The number of actions SPM will process at one time
during each call of the Load Task.

The valid range is 1 to 100 and the default is 25.

UPDATE_ACTI ONS_NEXT_UPDATE The time (in minutes) added to the Action's date of next
update after it has been updated by the Update task.
The date of next update was actually the time of next
examination of the Action in older DIVArchive versions
(before 5.10). Current versions of DIVArchive SPM is of
a more dynamic nature and constantly re-examines
Actions, and the date of next update is used internally to
sort the Actions to be re-examined.

The valid range is 10 to 65535 and the default is 20160
(two weeks).

UPDATE_ACTI ONS_RETRY_FAI LED_DELAY | The delay in minutes before a long retry of a failed
action. After the value entered here is reached, the
Update Task will reschedule all actions in the failed
long state to be executed again. This parameter
configures the retry of SPM Actions and will not retry the
action if its corresponding slot is modified after the
action is put to a FAI LED_LONG state — it will wait for the
UPDATE_ACTI ONS_NEXT_UPDATE to update the actions
as per the latest slot changes before executing the
action.

The valid range is 10 to 65535 and the default is 720
minutes.




Table 13: SPM Processing Options

Parameter Definition

ALLOW OBJECT_DELETI ON CAUTION! CAUSES COMPLETE OBJECT
DELETION WHEN ENABLED!

When a Storage Plan has no slot at a given
time, the object can be deleted. This feature
must be managed carefully, since many
objects can be lost according to the storage
plan.

e The valid settings are t rue or f al se
and the default is f al se.

e The wuser should carefully define the
Storage Plans. To enable object deletion,
set this field to t r ue.

e The Storage Plan definition in the
database can either allow or deny
deletion. If deletion is denied here,
configuring a Storage Plan to allow
deletion will have no effect.

Note: The setting in the SPM Configuration
File for this parameter overrides any settings
created through the DIVArchive Configuration
Utility.

Example:

If there is slot starting at day 0 and ending at
day 30, and another slot starting at day 61
with an unlimited retention, objects will be
deleted after 30 days since there are no slots
during the second month (day 31 to 60).

DELETE_OBJECT_ONLY_LAST_I NSTANCE This parameter works in conjunction with the
ALLOW OBJECT_DELETI ON parameter. This
parameter forces SPM to Delete Object at the
end of the Storage Slot only if it is the last
instance in the entire DIVArchive system, and
this last instance exists in the Storage Slot
medium that has the highest slot end time
among all Storage Slots of the Storage Plan;
otherwise SPM will never do a Delete Object
at the end of the Storage Slot, it will always
only do a Delete Instance. Refer to Section
2.5.5 for more detailed information.




Parameter Definition

VETADATA_ARCHI VE_TRANSFORVED_OBJECT_NAME | Defines whether or not SPM will use the
original or transformed object name as the
target object name in a METADATA ARCHI VE
Action.

e This setting overrides any configuration
performed through the Configuration
Utility.

e The defaultistrue.
o true: use transformed object name.

o fal se: use original object name.

Note: The setting in the SPM Configuration
File for this parameter overrides any
settings created through the DIVArchive
Configuration Utility.

Table 14: DSM Task Options

Parameter Definition

DSM_DI W REQUEST_PRI ORI TY | The priority of the requests produced by DELETE | NSTANCE
actions.

Valid range is 1 to 100 and the default is 15.

Table 15: Rest Time Parameters for DSM Working Tasks

Parameter Definition

DSM_SPACE_MONI TOR_THREAD_REST | The resting time for the DSM Task in seconds.
e The valid range is 0 to 600 and the default is 10

Entering O will disable the Task completely.

Table 16: Sizes of Chunks of Rows DSM will Process at One Time

Parameter Definition

DSM_ACTI VATE_ACTI ONS_CHUNK | The number of actions DSM will process at a given
time during each call of the procedure.

The valid range is 1 to 65535 and the default is 50.




Table 17: Disk Arrays to be Monitored

Parameter Definition

ARRAY[ nunber] | Specifies watermark values for disk arrays. For each array, an ARRAY<i >
parameter has to be created, with <i > indicating the array number. The first
array number is 1. <i > must always be increased only by one.

The information for the Array is as follows:

ARRAY NUMBER = “array nane”; “waternmark | ow |l evel percent”;
“wat er mar k hi gh-1evel percent” [[;"nmounted disk path"] ...]
Where:
e ARRAY NUMBER is the name known to SPM for this array (i.e.
ARRAY1).

e "array nane” is the name of the Disk Array, as it is named in
DIVArchive (It is not the SPM "medium” name!).

e "watermark |owlevel percent" is a number from O to 100
(represents the lower Array space setting usage percent). DSM will
try to reach this percent when cleaning.

e "watermark high-level percent" is a number from 0 to 100
(represents the higher Array space usage percent). DSM will start
the cleaning process when Array space usage is higher than this
level.

e ["mounted disk path"]...is the mounting points of the Array disks.
None, one, or many, separated by a comma.

o No spaces are allowed.

o If one or many, DSM will access arrays via the filesystem (old)
interface.

o If none, DSM will access arrays via the DIVArchive APl (new)
interface (recommended).

e |If the monitored Array is a password protected network share, the
following syntax is allowed as a mount point:

cifs://user: pwd@\ nas\share

o When the SPM service is configured with CIFS Array, the login
of the SPM service must be changed from the default “Local
System" to a valid Windows User.

Note: Actors in the Linux operating system do not support UNC paths
for CIFS Managed Disks. However you can define a local path to a
mounted SMB share. UNC paths are supported for SMB Managed Disks
if the UNC path is directly mounted on the Windows Actors.




Parameter Definition

ARRAY[ nunber ]

(continued)

Following are the steps to change the SPM service login.
1.

S T o

7. Select the radio button next to “ This account”.
8. Enter a valid windows user and password.
9. Click the Apply or OK button to commit the changes.

Examples:
1. ARRAY1 = ShortClips;75;90 (recommended syntax)
2. ARRAY2 = Raid_001;60;85;X:\;Y:\;Z:\\  (legacy syntax)

Click Start then Run.

Type servi ces. nsc in the Run text box and press Enter.
This opens the Windows Service Control Manager.
Select the SPM Service requiring the login change.
Right-click on the SPM Service and select Properties.

Select the Log On tab in the Properties window of the SPM
Service.

Table 18: Additional Parameters

Parameter Definition

TRACE_LEVEL

The level of tracing to use for the logs. The valid range is 1 to 2 and the default is 2.

Caution! This setting will generate large volumes of trace information and must be
used for ‘debug' and 'validation' purposes only!

"1" will trace "entry" and "exit" points in all important functions.

"2" will produce a normal, production level of trace.

2.3 Request Type Distribution

SPM contains three Request Type Distribution options that are defined in the SPM
Configuration File. These parameters restrict the number of Restore, Transcode
Archived, and Metadata Archive actions that can be executed simultaneously. The default
values for the following parameters are -1 in the SPM Configuration File:

e DI VA RESTORE_MAX_REQUESTS
e DI VA TRANSCODE ARCH VED MAX_REQUESTS
e DI VA METADATA ARCH VE_MAX_REQUESTS



Acceptable values for these three parameters are -1, 0, and positive integers. Leaving the
configuration file settings for these parameters to the default (-1) causes the settings to
be ignored by SPM and the defined behavior will not be changed.

All, or none, of these parameters should be set to a value higher than the default (-1)
setting. For example, you cannot set DI VA RESTORE MAX REQUESTS=3, but keep
DI VA_TRANSCODE_ARCHI VED MAX REQUESTS= -1. If only 1 or 2 parameters are defined
with other values, SPM will refuse to start because of the incorrect configuration.

Note: Whenever changing these parameter values, SPM must be restarted for the
new values to take effect.

There are several rules to keep in mind for Request Type Distribution:

SPM must not execute more Restore requests than DI VA_RESTORE _MAX_REQUESTS
at the same time. If the DI VA_RESTORE_MAX REQUESTS=0, SPM will not execute
any Restore Requests.

SPM must not execute more Transcode Archived requests than the
DI VA TRANSCODE_ARCHI VED MAX REQUESTS at the same time. If the
DI VA_TRANSCODE_ARCHI VED_MAX_REQUESTS=0, SPM will not execute any
Transcode Archived Requests.

SPM must not execute more Metadata Archive requests than
DI VA METADATA ARCH VE_MAX REQUESTS at the same time. If the
DI VA_METADATA ARCHI VE_MAX_REQUESTS=0, SPM will not execute any
Metadata Archive Requests.

SPM will do its best to reserve the configured number of actions in the SPM
queue to execute the corresponding number of the requests (if available). The
number of simultaneous Restore Requests may be less than
DI VA_RESTORE_MAX_REQUESTS, even if some restore actions are ready to be
executed immediately. This configuration must be observed for less than 50% of
the execution time.

Example:

DI VA_RESTORE_MAX_REQUESTS=3
DI VA_MANAGER MONI TOR_MAX_REQUESTS=100

Workflow:

If Restore Actions exist and are scheduled, SPM will execute 3 Restore
Requests at the same time (most of the time).

SPM will never execute more than 3 restore requests.

Sometimes (less than 50% of operational time) SPM will execute 0, 1 or 2
Restore Requests when Restore Actions exist and are scheduled.

If no Restore Actions exist and are scheduled, other actions will be executed so
the total amount of requests executed will be 100 (not 97).

By default the Execute process will perform Delete Actions first and then other request
types by Slot Priority. If this feature is configured, SPM will still perform Delete Actions
first, and then decide the number of Copy, Restore, Metadata Archive, and Transcode



Archived requests to send, and then for each type of request, sort the Actions by Slot
Priority.

Example:
e Two Copy Slots have the defined priorities 90 and 95.
o 1000 copy actions are to be executed.
e There are 2 Restore slots with priorities 30 and 35.
o 100 restore actions to be executed.
e DI VA RESTORE_MAX REQUESTS=3
e DI VA MANAGER MONI TOR_MAX_REQUESTS=100

Workflow:

e SPM will disregard the priority between the slot types, so 97 Copy requests will
be scheduled and 3 Restore requests will be scheduled.

e SPM will schedule Restore requests with the priority of 35 first.

e Delete Object and Delete Instance requests will always have higher priority.

2.4 Storage Plan Definition

SPM requires configuration of Storage Plans before execution. Configure the SPM
Storage Plans using the DIVArchive Configuration Utility.

There are two tabs in the DIVArchive Configuration Utility related to SPM configuration:
Storage Plans and Slots.

2.4.1 The DIVArchive Configuration Utility Storage Plans Tab
The Storage Plans Tab in the DIVArchive Configuration Utility has three sections:
e Storage Plans
e Media Groups
o Filters

Each of these sections is configured independently but associates with other sections to
complete the configuration. The figure below shows the different sections.



Figure 20: DIVArchive Configuration Utility Storage Plans Tab
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2.4.2 Recommended Practice
It is recommended to use the following order when configuring SPM through the
DIVArchive Configuration Utility:

Create the Storage Plans.

1.
2. Create the Media Groups.

3.

4. Create the Slots (in the Slots Tab).

Create the Filters.

2.4.3 Creating the new Storage Plan
The first step in configuring SPM is to create the Storage Plans. The steps below outline
this procedure.
1. Click the Plus (+) in the Storage Plans section of the Configuration Utility.

Figure 21: Creating a New Storage Plan
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When the Add New Row window opens begin configuring the new Storage Plan. Type in the
new Storage Plan Name (SPM_SPORTS for this example) and then use the pull-down boxes to
make the remaining selections.

Figure 22: Add New Row Window for Storage Plans
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= Add new row in Storage Plans In this case SPM_SPCRTS.

Storage Plan Mame: | SPM_SPORTS : |JJ
— Setto Y or N to allow or deny

Allow Last Inskance Deletion: |N ) .
deletion of the last instance of an
| Please Specify Origin (Internal{External): |1 — object. This example uses No.
| Groupfarray Mame: : _
REVR AL (5.2 larray_axf ~~"—~_[ setto | for internal or E for

external origins. | is used for
DIVArchive Systems only and
E is used during a migration
from a third party system. This
example uses Internal.

Select the Default Media from the list of media managed
in the DIVArchive System. The Media selected here is
used by Manager for placement of the object directly to
the selected Media. This occurs when an Archive
Request is submitted to the Manager without a
destination Media and only a Storage Plan selected in
the request. This example uses arr ay_axf .

t Click OK to complete
the process. [ o |

Table 19: DIVArchive Configuration GUI Storage Plan Parameters
Parameter Definition

Storage Plan Name The name of the new Storage Plan (SPM_SPORTS in
the example).

Allow Last Instance Deletion Determines whether or not SPM is allowed to
delete the last instance of an object when there is
only 1 instance remaining on the DIVArchive
System (No in the example).

e Only applies to a Storage Slot.

e This parameter is overridden by the
configuration of ALLOW OBJECT_DELETI ONin
the SPM Configuration File.

USE THIS PARAMETER WITH CAUTION.




Parameter

Please specify origin (Internal/External)

Definition

e Typically used for all SPM actions

e Internal (1) is for objects contained within the
DIVArchive System and should commonly be
selected.

e External (E) is used during data migration in
combination with the SPM API and should
only be used by Oracle in this version of
SPM.

o For example for use with Oracle
DIVArchive Automatic Data Migration
from Avalon to DIVArchive. See Al

DIVArchive Options and Licensing for
DIVArchive licensing information.

e The example uses Internal.

Default Media

The Media selected here is used by the DIVArchive
Manager for object placement when a new object is
found and the Storage Plan in use has an active
Storage Slot. This occurs when an Archive Request is
submitted to the Manager without a destination Media
and only a Storage Plan selected in the request. The
example uses array_axf.

2. Click OK to complete the process. The new Storage Plan will be displayed in the
Storage Plans section of the Configuration Utility as shown below.

Figure 23: New Storage Plan Showing in the Configuration Utility Storage Plan Section

Storage Plans

Mame | Delete Last Inst. .. | Qrigin | Defaulk Media
SP_DEFALLT M I default
SPM_TEWS [ I array 01
SPM_SPORTS M I array_axf

The newly created Storage Plan displays in the
Storage Plan section of the Configuration Utility.

2.4.4 Creating Mediums

The Media Groups Section has two purposes:

e Any medium that is defined in the Media Groups Section of the Configuration
Utility Storage Plans Panel is available for use by SPM. If a new object is
placed on a medium not included in the Media Groups list, it will not be
managed by SPM and is assigned the SPM DEFAULT Storage Plan.




¢ In order to select a medium as the target for actions when creating Slots, it must
be defined in the Media Groups list.

1. Click the Plus (+) in the Media Groups Section of the Configuration Utility.

Figure 24: Creating a New Media Group
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K Civa vy _ad L By ske

Click the Plus (+) to open
the Add New Row window.

2. When the Add New Row window opens begin configuring the new Mediums. Type
in the new Medium Name (medium_al in the example) and Storage Name (DI VA

in the example), and then use the pull-down boxes to make the remaining
selections.

Figure 25: Add New Row Window for Media Groups
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|
Wakermarked: " Select the Group/Array name from
the previous step (ar r ay_axf).
Disk. Cleaning Strategy: |B.:, T =
N
Select whether or not to
watermark the medium.

Select the Disk Cleaning Strategy.

Click OK to complete ‘
the process.




Table 20: DIVArchive Configuration GUI Mediums Parameters

Parameter Definition

Medium Name Enter the desired Medium Name (in this case denp).

Storage Name Enter the desired Storage Name. DI VA is the recommended Storage
Name and is used in the example. This value is not currently in use.

Group/Array Name Select the Tape Group or Disk Array to be associated with this
Medium (from the previous step — ar r ay_axf).

The selections available in the pull-down box are determined by what
media is defined in the DIVArchive System.

Watermarked Monitors the Medium’s usage (available space, used space, etc.).
Select Y, N, or M to specify whether or not to apply watermarking to
this medium. Refer to Sections 1.7.1 and 1.8 for detailed information
on Watermarking.

In general it is recommended that slots are not deleted, but disabled
instead. Deleting a Slot does not remove the content from the
DIVArchive system.

In the case of a Storage Slot, setting the Slot End Time to O will force
SPM to delete any contents created by this slot and once all the
contents are removed, the Storage Slot can be deleted or disabled. If
retaining the content in the Storage Slot is desired, but no further
processing of future actions is required, disabling the slot instead of
deleting it is the safer way to do this.

Watermark-Based Disk Cleaning Management
e Y applies watermarking (Yes).
e N does not apply watermarking (No).

e M is a combination of watermarking (Mixed). The disk cleaning
action taken is dependent upon what event happens first:

o The Slot reaches its end time.
o The High Watermark is reached.

e Mixed Mode only works if Once Only is set to Y (Yes) for the
slot.

e Watermarks are only used for Storage Slots.

e Only for Disk Arrays configured as Medium.




Parameter Definition

Disk Cleaning Strategy

Defines the cleaning strategy to perform on objects marked for
deletion on the Array when the high watermark is reached. Refer to
Section 2.7 for detailed information on Disk Cleaning Management.

e Two options
0 By Last Access Time

iii. Older objects are cleaned up before recently
accessed objects.

o By Object Size

iv.  The largest objects are cleaned up first until the low
watermark is reached.

3. Click OK to complete the process. The new Media Group will be displayed in the

Media Groups

Section of the Configuration Utility as shown below.

Figure 26: New Medium Showing in the Configuration Utility Mediums Section

Media Groups
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The newly created Medium displays in the Media
Groups Section of the Configuration Utility.




2.4.5 Creating Filters

Filters determine whether an action needs to be performed on a new object or if it should
be ignored. Filters only functions for mediums defined in the Mediums list and monitored
by SPM.

When a new object is archived into the DIVArchive System, and it matches a defined
filter, a Storage Plan will be assigned to that object:

¢ If the new object does not meet any filter criteria the default Storage Plan will be
assigned.

e |If an object satisfies multiple filters, it will be assigned the Storage Plan of the
matching filter with the lowest Filter ID.

1. Click the Plus (+) in the Filters section of the Configuration Utility.

Figure 27: Creating a New Filter

Click the Plus (+) to open the Add New Row window. gm

2. When the Add New Row window opens begin configuring the new Filter. Enter the
new Filter Name, and then the remaining information as required. Leaving the
default * in Object Category, Object Source, and Object Name will cause no
filtering to be identified for these parameters.

Figure 28: Add New Row Window for Filters

Enter the new Filter name (fi | t er _sport s in this case).

= Add new row in Filters

: The Filter ID is auto-generated by
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J\ Select Size units. | Select Maximum Object Size.

Select the Storage Plan to use (DFM_SP in this case).

Im | Zancel |

Select OK to create the new Filter.




Table 21: DIVArchive Configuration GUI Filters Parameters

Parameter Definition

Filter Name Enter the desired Filter Name (filter_sports in the
example).

Id The Filter ID is auto-generated by SPM starting with Filter O.

Media Filter Use the pull-down box to select the Mediums created

previously (df m deno in this case).

Object category filter | Enter any object category filters desired. Leaving the default *

will cause no filtering for this parameter.

Object sou

rce filter Enter any object source filters desired. Leaving the default *
will cause no filtering for this parameter.

Object name filter Enter any object name filters desired. Leaving the default *

will cause no filtering for this parameter.

Min. object size Enter the minimum object size.

Max. object size Enter the maximum object size.

Size units Use the pull-down box to select the size units (B, KB, MB,
and GB - where the initials refer to Byte, KiloByte, MegaByte,
and GigaByte respectively).

Storage Plan Use the pull-down box to select the Storage Plan to associate

with this filter (DFM_SP in the example).

3. Click OK to complete the process (shown in the previous figure). The new Filter
will be displayed in the Filters section of the Configuration Utility as shown below.

Figure 29: New Filter Showing in the Configuration Utility Filters Section

Filters are applied in order by Filter ID.
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The newly created Filter displays in the Filters section of the Configuration Utility.




2.4.6 Alternate Methods of Assigning Storage Plans to an Object

There are several alternate methods of assigning a Storage Plan to an object including the
procedures below:

Assigning a New Storage Plan for Assigning a New Storage Plan to an Object via
the DIVArchive GUI.

DIVArchive API.
o C++, Java, Web Services (WS)
o Refer to the appropriate APl documentation in the DIVArchive API

Documentation library for more information.

Mentioning a Storage Plan Name while submitting an archive request will forcefully
apply a Storage Plan to the object avoiding filters.

Figure 30: Sending an Archive Request to Mapped Media

= Send Archive Request

Ohiject name:

Source:

Files path root:

Add. Serv.:
Priority

Value: 50

|a|:b:|r 170

l'|

[] Delete On Source

[] Default Priority

Lok

Miry Low

Files:

Corments:

Options:

Mormal High

Max

Category: | |
Media: vl
Storage Plan: |:I
Quality of Service: |Default -

Use the pull-down box to
select the Storage Plan to
use for this request.

I Send || Reset || Cancel |

In the figure above, an Archive Request is sent to DIVArchive from the GUI. Mentioning a
Storage Plan Name while submitting an Archive Request from the GUI will forcefully
apply a Storage plan to the object avoiding filters.

Media Mapping allows configuring alternate destination media and forcefully
applying a Storage Plan, avoiding filters, when an object is archived to a specific
Media (Disk Array or Tape Group). Media Mapping is configured using the
DIVArchive Configuration Utility in the Sets, Groups & Media Mapping Tab.



In the first figure below, the Media Mapping is configured so that all objects
archived to the media named Arrayl will be assigned the Storage Plan named

storagePlanl.

Figure 31: Configuration Utility Showing Media Mapping

VA

In this mapping configuration, all objects
archived to axf _vware assigned the

DFM_SP Storage Plan.

O

_—1

Clicking on the + button will open
the configuration window to add a
new Media Mapping.

Clicking on the + button will open the window shown in the next figure to allow

adding a new Media Mapping.

Figure 32: Adding a New Media Map Configuration
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In the figure above, use the pull-down boxes to select the appropriate values:

e Name: Enter the desired name for this mapping.

e From: Select the media for mapping.

e Map to Media: Select the destination media for this mapping.

e Map to Storage Plan: Select the Storage Plan to use in this mapping.
Examples:

1. Media Array1l is mapped to Array?2.

e In this scenario, objects archived to the media named Arrayl will be
transferred to the media named Array2 as its destination.

e Note: If there is a filter configured with destination media as Array2,
the Storage Plan configured in that filter will be assigned to the
archived object.

2. Media Arrayl is mapped to the Storage Plan named storagePlanl.

e In this scenario, objects archived to the media named Arrayl will be
assigned the Storage Plan storagePlanl, avoiding filters.

3. Media Arrayl is mapped to Array2, and the Storage Plan named
storagePlanl.

¢ In this scenario, objects archived to the media named Arrayl will be
transferred to the media named Array?2 as its destination, and assigned
Storage Plan storagePlanl, avoiding filters.

2.5 Creating Slots
The following subsections describe the process for creating each different type of Slot.

2.5.1 Storage Slot Configuration

The Storage Slot is the only slot that has two Actions associated with it. It will create a
copy of the object when it starts and delete it when the slot ends (unless the medium
used is watermarked — see Sections 1.8 and 0 for watermarking details). The copy action
will occur only if the slot destination medium does not already have the required number
of instances identified in the slot configuration. The Delete Action will only occur if the
slot is specifically configured to perform the Delete Action (Slot has an ending time
defined).

A Storage Slot is configured on the Slots Tab of the Configuration Utility.
To configure a Storage Slot:

1. Click the Plus (+) in the Slots section of the Configuration Utility as shown in the
figure below.



Figure 33: Click the Plus Sign to Begin Creating a New Slot

[

N

Click the Plus (+) to open the Add New Row window.

2. When the Slot Configuration window opens begin configuring the new Slot.

Figure 34: Slot Configuration Window for Storage Slots

Select the previously created Storage
Plan to associate with this Slot (DFM_SP).

T slot Configuration
Slot Definition

R | Select the Slot Type (St I
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| |
1 Request Execution Begin Time(HH:MM)* | 00:00
Enter the Slot Enter the Request
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Medium Associated With Slot:*
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for Mixed Mode.

Click OK to create the new Slot. E*
There are a second set of tabs at the bottom of the Slot Configuration Window that
contains the following tabs:

e Restore, Transcode & Metadata Archive

e Storage
The Storage Slot only uses the Storage Tab.



Table 22: DIVArchive Configuration Utility Parameters for Storage Slots

Parameter Definition

Slot Name Enter the desired Slot Name (st orage_sports
in the example).

Storage Plan Select the Storage Plan to be associated with
this slot (previously created DFM _SP).

Medium associated with slot Select the target medium using the pull-down
box.
Slot request type Select the type of request for this slot (Storage,

Transcode Archived, Metadata Archive, or
Restore). In this case select STORAGE.

Slot begin time (min) This parameter identifies when the Action will
occur. If set to zero (0) the Action will be initiated
as soon as the object is archived. If set to
another number, for example 10 (minutes), the
Action will execute 10 minutes after the object is
archived.

Slot end time (min) Setting this parameter to -1 indicates that the slot
will never end (it is permanent). If set to another
number, for example 10 (minutes), the Delete
Action will execute 10 minutes after the object is
archived.

Warning: If the Slot Begin Time and Slot End
Time are both set to zero (0) then the
behavior is unknown, except in the case of
Storage Slots.

If a Storage Slot's Slot begin time and Slot end
time are the same (e.g. 0, 0 or 10, 10), the slot is
what may be referred to as an idle slot. SPM
creates a Copy and a Deletelnstance Action
and these Actions get updated but NOT
executed.

The only exception is if the medium is
watermarked. If the medium is watermarked then
the Deletelnstance Action will be executed when
a disk clean-up is necessary and it will go
through the usual Postponed through
Completed cycle.

In practice, creating an idle slot is useful for
mediums where instances are created by an




Parameter Definition

. - external tool (not by the SPM), but use of the
Slot end time (min) SPM's watermark-based clean-up mechanism is
(continued) desired.
Example (typical slot):
Slot begin time: 10
Slot end time: 20

Workflow:

1. The original object is archived onto the
source medium.

2. 10 minutes later, the slot actions begin
and it is copied to the target medium.

3. 10 minutes after that the copy is
deleted from the target medium.

Example (idle slot):
Slot begin time: O
Slot end time: O

Workflow:

1. Object is archived on medium Array1 and
our idle slot is defined for medium Array2.

a. An Array2 Copy Action created and
the status is Scheduled.

b. An Array2 Deletelnstance Action
created and the status is Completed.

2. An external tool creates an instance on
Array?2 using the Copy function.

a. The Array2 Copy Action status is
Completed.

b. The Array2 Deletelnstance Action
status is Postponed.

3. Array2 hits High Watermark.

a. The Array2 Deletelnstance Action
executed and the status is Completed.

The Array2 Copy Action status remains as
Completed.




Parameter Definition

Request execution begin time (HH:MM) | Slot execution window opening time in 24 hour
time. If set to 00:00 the Slot opens at the
beginning of each day. If set to another time, for
example 08:00, it will open at that time (in this
case 8:00 am).

Request execution end time (HH:MM) Slot execution window closing time in 24 hour
time. If set to 24:00 the Slot closes at the end of
each day. If set to another time, for example
17:00, it will close at that time (in this case 5:00

pm).

Setting the Request execution begin time and Request execution end time to something
other than an entire 24 hour period will allow for scheduling of different functions through SPM
at different times of the day (for example overnight jobs). If an object is archived to the source
medium outside of the designated time frame for the Slot, even though the object meets the
Filter and Storage Plan criteria, no actions from this particular Slot will occur.

If the original object was archived to the source medium while the Slot was inactive (closed)
and has passed the Slot End Time, once the Slot finally becomes active (open), no Delete
Action will occur.

Note: This is not the case for Storage Slots. For Storage Slots the Deletelnstance
Action will still be executed.

Example (non-Storage Slots):
Slot begin time: 10
Slot end time: 20
Request execution begin time (HH:MM): 08:00
Request execution end time (HH:MM): 14:00
Workflow:
1. A new object is placed onto the source medium at 07:00 (while the Slot is closed).
2. If the Slot had been open at 07:00 when the new object was created it would be copied
to the target at 07:10 and then deleted from the target at 07:20.
3. Since the Slot was not open when the new object was created, and the Slot end time
has passed when this Slot opens at 08:00, no actions will be taken on the object.

4. If a new object is created on the source medium at 14:15 today, then tomorrow when
this Slot opens, no actions will be taken on the object because the Slot end time has
passed.

5. If an object is created on the source medium at 07:59 (before the slot opens), at 08:09
(10 minutes after the object existed on the source) the object will be copied to the target
medium because the Slot end time has not yet passed. Then at 08:19 (20 minutes
after the object existed on the source) the object instance on the target will be deleted.




Parameter Definition

Example (Storage Slots):
Workflow:
1. A new object is placed onto the source medium while the Slot is closed.
a. A Copy Action is created and the status is Completed.
b. A Deletelnstance Action is created and the status is Scheduled.
c. No actions are executed because the slot is closed.
2. The Disk Instance expires after 20 minutes.
3. The slot opens the next day.
a. The Deletelnstance Action is executed and the status is Completed.
b. The Copy Action status remains as Completed.

Request priority Identifies the priority of the request and order of
execution when the Action is submitted to the
DIVArchive Manager.

Once Only Determines whether or not the Slot can run
multiple times. Setting this to N indicates it can
run multiple times, while setting this to Y
indicates it will only run once.

Note: This parameter is only applicable for
Storage Slots and must be set to Y when
using Mixed Mode Watermarking.

Example:
Once Only: N
Workflow:

1. Object has been copied to the target
medium but somebody manually
deletes the copied instance.

2. This Slot will realize the object does not
exist on the target medium and run again,
resulting in another copy on the target
medium being created.




Parameter Definition

Once Only Example:
(continued) Once Only: Y
Workflow:

1. Object has been copied to the target
medium but somebody manually
deletes the copied instance.

2. This Slot will not run again, resulting in no
object instance on the target medium
(because it had been manually deleted).

If the Slot end time (for deletion) has been set,
when the Slot end time is reached, SPM will
automatically mark the object instance on the
target medium as being deleted because it was
manually deleted before the Slot end time was
reached.

Enabled Determines whether or not the Slot is active. Y
indicates the Slot is enabled and N indicates it is
disabled. When a slot is disabled (N) its Actions
are not executed, however they are still created,
and the status is updated.

Examples:

e A new object archived and assigned to a
Storage Plan with a Tape Storage Slot will
have the Tape Slot's Copy Action created,
but not executed (no Copy request is sent
to the Manager).

e A Deletelnstance Action reaching its
execution time will not send the
Deletelnstance request to the Manager,
but if somebody manually deletes that
instance using the Control GUI, the Action
will be updated to the Completed status.

When the slot is enabled again, pending Actions
will be executed immediately.




Parameter Definition

Req. Number of Instances The number of object instances that should exist
on the target medium. If the actual number of
instances is less than this setting, additional
copies will be created. This parameter is only
applicable to Storage Slots.

Example:
Reqg. Number of Instances: 2
Workflow:

1. One Object Instance already exists on
the target medium.

2. Because there is only 1 instance
existing, and this setting is 2, another
copy will be made to another disk in
the array or another tape in the group.

3. Click OK to complete the process (shown in the previous figure). The new Slot will
be displayed in the Slots Tab of the Configuration Utility as shown below.

Figure 35: New Storage Slot Showing in the Configuration Utility Slots Section

T

The newly created Slot displays in the Slots
section of the Configuration Utility.




2.5.1.1 Nearline Storage Slot Configuration

It is now possible to specify two new Quality of Service (QOS) parameters called
NEARLI NE_ONLY and NEARLI NE_AND DI RECT via the API and/or the Control GUI in
Restore and Multiple Restore Requests. The default QOS for a Restore/Multiple Restore
Request is NEARLI NE_AND DI RECT. The default QOS for all other requests remains
DI RECT_AND_CACHE.

See A1 DIVArchive Options and Licensing for DIVArchive licensing information.

When the Manager receives either of the new QOS values, it will initiate a DIRECT
restore from any available Disk instance, regardless of whether or not the disk instance is
located on a disk with a DIVArchive Actor-Disk connection that is configured for Nearline.
If no disk instance is found, the Manager will not abort the request but rather create a
disk instance and proceed as follows:

1. Check for NEARLINE disks during disk selection.
2. If no disks are available, then for QOS:

e NEARLI NE_ONLY, the workflow will abort and an error will be generated
stating: No AVAILABLE Actor-Disk connection is configured with Nearline
storage.

e NEARLI NE_AND DI RECT, DI RECT RESTORE will be used.
3. Reserve space for permanent storage during the restore.
4. Create a permanent disk instance in memory.
a. If the disk instance cannot be created, then for QOS:

= NEARLI NE_ONLY, the workflow will abort,
= NEARLI NE_AND DI RECT, DI RECT RESTORE will be used.

b. If the disk instance can be created, the workflow will proceed to steps 5-6.
Write the disk instance to the database upon success/failure of the Restore.
Save component checksums for the new disk instance.

N o g

Update storage capacity.
8. Update last access date of object instance if not already updated.
If all disk instances are busy, a delayed solution will be generated.

The Manager will abort a Restore Instance Request with a QOS of NEARLI NE_ONLY or a
QOS of NEARLI NE_AND DI RECT by sending an error message to the Control GUI stating:
Nearline and Nearline & Direct QOS are not supported for Restore Instance and sending
an “Invalid parameter” error code to the API.

Nearline storage is defined using the same technique for defining the usage of a disk.
The Nearline type is defined by specifying one of two usages under Actor-Disk
Connections called STORAGE_AND_NEARLI NE and CACHE_AND_ STORAGE_AND NEARLI NE.
Any disk defined with one of these usages, can be used for any of those operations.

A SPM Storage Slot has been updated to support this new work flow for purging disk
instances created during Restore Requests.



¢ If the disk instances are created on the same Medium used in the Storage Slot, a
delete instance action in the Storage Slot will be rescheduled.

e If the disk instance is created on a different medium, the Storage Slot's Slot
Begin Time and Slot End Time must set to zero (0) for the associated medium.

Two new options NEARLI NE_ONLY and NEARLI NE AND DI RECT have been added in the
Restore Request dialog in the quality of service drop-down box.

SPM now supports purging of disk instances created by the Manager during Restore
Requests in the following two work flows.

1. Near line Instances are stored on the same medium which is also used in SPM
Storage slot

In this work flow it is assumed that the medium used for Nearline Storage
must also be used in a SPM Storage Slot.

The storage Slot must have Once Only set to N.

Nearline instances are not copied until the delete instance action is
completed for the Storage Slot on the medium.

The medium used must be watermarked.

The disk cleaning strategy for the medium must be based on Object Last
Access Time.

Once the Action is put into the SCHEDULED state, SPM will start
processing and put it into the POSTPONE state until the disk reaches it high
watermark.

Once the disk reaches its high watermark value all of the Delete Instance
Actions in the POSTPONE state will be executed based on the Disk
Cleaning Strategy configured for the medium; in this case it will be object
last access time.

2. Separate medium is used for Near Line Storage.

In this work flow a Storage Slot is configured on the medium with the Slot
Begin Time and Slot End Time set to zero (0).

The Storage Slot must have Once Only set to N.

Setting the Slot Begin Time and Slot End Time to zero (0) will cause SPM
to generate a Storage Slot Action for this medium; however it will be in the
completed state by default.

The medium used must be watermarked.

Disk cleaning strategy for the medium must be based on Object Last
Access Time.

Once the Action is put into the SCHEDULED state, SPM will start
processing and put it in the POSTPONE state until the disk reaches it high
watermark.

Once the disk reaches its high watermark value all of the Delete Instance
Actions in the POSTPONE state will be executed based on the Disk



Cleaning Strategy configured for the medium; in this case it will be Object
Last Access Time.

A medium must not be configured for only one of above mentioned work flows. Every
medium that has a disk used for STORAGE_AND_NEARLI NE or
CACHE_AND STORAGE_AND NEARLI NE must be configured with any one of above
mentioned work flows for SPM to purge Nearline instances.

2.5.2 Transcode Archived Slot Configuration

Transcode Archived Slots require configuration on the Slots Tab of the DIVArchive
Configuration Utility and contain only a single Action. This Slot will take an existing clip in
a DIVArchive Object, transcode it to another format, and archive the resulting clip as a
new Object.

Because a Transcode Archived request creates a new object in the DIVArchive System,
it requires directions as how to name the new object (Transformation Rules).

Note: Each Oracle DIVArchive Actor defined as a Transcoder must also be defined
as a LOCAL type Source/Destination. Linux-based Actors only support Telestream
Vantage transcoding operations. See A1 DIVArchive Options and Licensing for
DIVArchive licensing information.

Click the Plus (+) in the Slots section of the Configuration Utility as shown in the figure
below.

Figure 36: Creating a New Slot

Click the Plus (+) to open the
Slot Configuration window.

1. When the Slot Configuration window opens begin configuring the new Slot by
selecting TRANSCODE_ARCHI VED from the Slot request type pull-down box and
then continue with the remaining configuration parameters.

Figure 37: Select TRANSCODE_ARCHI VED from the Pull-down Box
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Figure 38: Add New Row Window for Transcode Archived Slots
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Click OK to create the new Slot.

Table 23: DIVArchive Configuration Utility Parameters for Transcode Archived Slots

Parameter

Definition

Slot Name

Enter the desired Slot Name.

Storage Plan

Select the Storage Plan to be associated with this slot.

Medium associated with slot

Select the target Mediums using the pull-down box.

Slot request type

Select the type of request for this slot (Storage, Transcode
Archived, Metadata Archive, or Restore). In this case
select TRANSCODE_ARCHIVED.




Parameter Definition

Slot begin time (min) This parameter identifies when the Action will occur. If set
to zero (0) the Action will be initiated as soon as the object
is archived. If set to another number, for example 10
(minutes), the Action will execute 10 minutes after the
original object is archived.

Slot end time (min) Setting this parameter to -1 indicates the slot will never end
(it is permanent) and the Transcode Archived action will
occur regardless of whether or not the slot is open or
closed.

WARNING: If the Slot begin time and Slot end time are
both set to zero (0) then the behavior is unknown.

Example:
Slot begin time: 10
Slot end time: -1

Workflow:

1. The original object is archived onto the source
medium.

2. 10 minutes later, the slot actions begin and it is
transcoded onto the target medium.

3. Because the Slot end time is set to -1, this slot will
never end. If the slot is called during a period when
the slot is closed, as soon as the slot is open the
transcode will take place. If this was set to another
number (other than -1), the normal rules will apply as
described in the Request execution end time
description below.

Request execution begin time | Slot execution window opening time in 24 hour time. If set
(HH:MM) to 00:00 the Slot opens at the beginning of each day. If set
to another time, for example 08:00, it will open at that time
(in this case 8:00 am).

Request execution end time Slot execution window closing time in 24 hour time. If set to
(HH:MM) 24:00 the Slot closes at the end of each day. If set to
another time, for example 17:00, it will close at that time (in
this case 5:00 pm).

Setting the Request execution begin time and Request execution end time to something
other than an entire 24 hour period will allow for scheduling of different functions through
SPM at different times of the day (for example archiving to tape overnight). If an object is
archived to the source medium outside of the designated time frame for the Slot, even though
the object meets the Filter and Storage Plan criteria, actions taken on the object are




Parameter Definition

determined but the setting of the Slot end time parameter.

If the original object was archived to the source medium while the Slot was inactive (closed)
and has passed the Slot End Time once the Slot finally becomes active (open), the action
taken (or not taken) is determined by the Slot end time setting.

Example:
Slot begin time: 10
Slot end time: 20
Request execution begin time (HH:MM): 08:00
Request execution end time (HH:MM): 14:00

Workflow:
1. A new objectis placed onto the source medium at 07:00 (while the Slot is closed).

2. If the Slot had been open at 07:00 when the new object was created it would have
been transcoded to the target at 07:10.

3. Since the Slot was not open when the new object was created, and the Slot end time
has passed when this Slot opens at 08:00, no action will be taken on the object.

4. If a new object is created on the source medium at 14:15 today, then tomorrow when
this Slot opens, no action will be taken on the object because the Slot end time has
passed.

5. If an object is created on the source medium at 07:59 (before the Slot opens), at 08:09
(10 minutes after the object existed on the source) the object will be transcoded to the
target medium because the Slot end time has not yet passed.

Example:
Slot begin time: 10
Slot end time: -1
Request execution begin time (HH:MM): 08:00
Request execution end time (HH:MM): 14:00
Workflow:

1. A new object is placed onto the source medium at 07:00 (while the Slot is closed).

2. If the Slot had been open at 07:00 when the new object was created it would have
been transcoded to the target at 07:10.

3. Since the Slot was not open when the new object was created, and the Slot end time
is set to never end (-1), when this Slot opens at 08:00, the transcode action will be
completed on the object because the slot never ends.

4. If a new object is created on the source medium at 14:15 today, then tomorrow when
this Slot opens, the transcode action will be completed on the object because the Slot
never ends.




Parameter Definition

Request priority

Identifies the priority of the request when the action is
submitted to the DIVArchive Manager.

Once Only

Only applicable to Storage Slots.

Enabled

Determines whether or not the Slot is active. Y indicates
the Slot is enabled and N indicates it is disabled. When the
Slot is disabled (N), its Actions are not executed. However,
they are still created when a new object is archived.

Reqg. Number of Instances

Only applicable to Copy Actions in a Storage Slot.

3. Click OK to complete the process (shown in the previous figure). The new Slot will
be displayed in the Slots section of the Configuration Utility as shown below.

Figure 39: New Transcode Archived Slot Showing in the Configuration Utility Slots Section

The newly created Slot displays in the Slots section of
the Configuration Utility.

R

There are a second set of tabs at the bottom of the Slot Configuration Window that

contains the following tabs:

e Restore, Transcode & Metadata Archive

e Storage

The Transcode Archived Slot uses the Restore, Transcode & Metadata Archive Tab
to configure additional parameters including:

e QOS

e Request Options

e Request Comments
e Object Name Filter
e Object Source Filter

e Object Category Filter

e Cascade Delete Links

e Transformation Rules (for renaming).



Object Filters allow restricting the Transcode process to particular objects. They can be
used if transcoding all objects belonging to a Storage Plan is not desired.

e Transformation Rules: Rules associated with the Object Filters to transform
the name and category for Transcode Archived and Metadata Archive.

4. Using the Restore, Transcode & Metadata Archive Tab at the bottom of the Slot
Configuration Window, configure the Object Filters and Transformation Rules as
required:

Figure 40: Slot Configuration Window — Additional Configuration Bottom Tabs

If object meets any of these criteria, processing continues,
if not then no additional processing takes place.
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If both of these parameters are left at the default (i.e. the ~ sign) as shown, when the
Action Request is sent to DIVArchive, the DIVArchive System will return an error
— stating that the object already exists and the transcode will not take place. :

[ UK T ancel

If the object matches the Object Filter criteria it will continue to be processed using the
Transcode_Ar chi ved Slot. If the filter criteria are not matched then no further action is

taken on the object for this slot.

Table 24: Object Filter Parameters for Transcode Archived Slots

Parameter Definition

Object name filter Enter any desired Object Name filtering criteria for this filter.
* is a wildcard entry and the default.

Object category filter Enter any desired Object Category filtering criteria for this
filter.

* is a wildcard entry and the default.




Parameter Definition

Object source filter Enter any desired Object Source filtering criteria for this
filter.

* is a wildcard entry and the default.

Target name template Enter the name for the transcoded clip on the target
medium.

The caret () indicates the system should use the original
name.

Target category template | Enter the category for the transcoded clip on the target.

The caret (?) indicates the system should use the original
category.

Transformation Rules transform the object’s name and category during the request and
the Transformation Name and Transformation Category need to be added. At least one of
these two values should be changed from the default.

Using the caret () in the Target name template and/or Target category template will
cause SPM to use the original clip name and/or the original clip category. The caret ()
may be used in conjunction with additional naming conventions as shown in the figure
above (*_wm9 and *_cat).

Using only the caret (*) with no additional characters will cause the DIVArchive System to
initiate an error stating that an object with that name/category already exists. Changing
just one of these parameters will avoid this error and create the new transcoded clip on
the target.

5. Similar to the Transformation Rules, the Request Templates parameters are now
located at the bottom of the Slot Configuration Window in the Restore,
Transcode & Metadata Archive Tab; configure the additional parameters as
required:



Figure 41: Slot Configuration Window — Additional Configuration Bottom Tabs
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Table 25: Transcode Archived Request Template Parameters

Parameter Definition

Object
Source/Destination

This is not accessible because the newly created object is
always archived from the Actor that performed the transcoding.

Pathroot

This is not accessible because the File Path Root for the archive
of the transcoded object is generated internally by the
Transcode Archived request.

Request Options

Enter the transcoding options based on the transcoders defined
in the Configuration Utility System Tab. Available options are:

e -tr_nanes

0 Specifies the transcoder to be used as defined in
Configuration Utility Transcoders

e -tr_archive_ fornmat

o0 Specifies the factory/format to be transcoded to for
Archive Slots.

e —tr _restore_format

o0 Specifies the factory/format to be transcoded to for
Restore Slots.

Request Comments

Enter any comments that are to be sent to the DIVArchive
Manager with this action request.




Parameter Definition

Quality Of Service Use the pull-down box to select the appropriate Quality Of
Service for this request. The Quality Of Service parameter has
7 different levels:

e Default: Archiving is performed according to the default
Quality Of Service (currently: direct and cache for archive
operations).

e Cache-Only: Use cache archive only.
e Direct-Only: Use direct archive only.

e Cache&Direct: Cache transfers from (or to) a
Source/Destination to (or from) DIVArchive are preferred,
but direct transfers will occur if it's not possible to
process the request in cache mode.

e Direct&Cache: Direct transfers from (or to) a
Source/Destination to (or from) DIVArchive are preferred,
but cache transfers will occur if it's not possible to
process the request in direct mode.

e NEARLINE-ONLY: If a Nearline (disk) instance exists,
the data is transferred from Nearline disk to the
destination. Alternatively, the data is first transferred
entirely to Nearline storage on disk from tape, and then
transferred to the destination. If no Nearline service is
available, the request will be aborted. See Al
DIVArchive Options and Licensing for DIVArchive
licensing information.

e NEARLINE&DIRECT: If Nearline transfer is not available
(e.g. no Actor with Nearline storage is available), a direct
transfer will be performed instead. See Al
DIVArchive Options and Licensing for DIVArchive
licensing information.

Cascade delete links | This parameter determines whether or not to perform a Delete
Action on just the original object, or on both the original and the
transcoded one. If set to Y, when the original is deleted, the
transcoded copy will also be deleted. When set to N, when the
original is deleted, the copy remains untouched.

Cascade restore links | This parameter determines whether or not to perform a Restore
Action on just the original object, or on both the original and the
transcoded one. If set to Y, when the original is restored, the
transcoded copy will also be restored. When set to N, when the
original is restored, the copy remains untouched.




2.5.3 Metadata Archive Slot Configuration

Metadata Archive Slots require configuration on the Slots Tab of the DIVArchive
Configuration Utility and contain only a single Action. This Slot will archive a Metadata file
after an Object is archived. The Metadata file's flename must be the Object Name with no
extension, and reside on a location (Source/Destination and Path) that will be defined in the
Slot Configuration Window. The Object Name and Category under which the Metadata file
will be archived are controlled by the Transformation Rule entries.

1. Click the Plus (+) in the Slots section of the Configuration Utility.

2. When the Slot Configuration window opens begin configuring the new Slot by
selecting METADATA_ARCHI VE from the Slot Request Type pull-down box and then
continue with the remaining configuration parameters.

Figure 42: Add New Row Window for Metadata Archive Slots
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Table 26: DIVArchive Configuration Utility Parameters for Metadata Archive Slots

Parameter Definition

Slot Name Enter the desired Slot Name.

Storage Plan Select the Storage Plan to be associated with this slot.

Medium associated with slot | Select the target Medium using the pull-down box.

Slot request type Select the type of request for this slot (Storage,
Transcode Archived, Metadata Archive, or Restore). In
this case select METADATA ARCHIVE.

Slot begin time (min) This parameter identifies when the Action will occur. If
set to zero (0) the Action will be initiated as soon as the
object is archived. If set to another number, for example
10 (minutes), the Action will execute 10 minutes after
the original object is archived.

Slot end time (min) Setting this parameter to -1 indicates that the slot will
never end (it is permanent) and the Metadata Archive
action will occur regardless of whether or not the slot is
open or closed.

WARNING: If the Slot begin time and Slot end time
are both set to zero (0) then the behavior is
unknown.

Example:
Slot begin time: 10
Slot end time: -1
Workflow:

1. The original object is archived onto the source
medium.

2. 10 minutes later, the slot actions begin and the
Metadata file is archived onto the target medium.

3. Because the Slot end time is set to -1, this slot will
never end. If the slot is called during a period
when the slot is closed, as soon as the slot is
open the archive will take place. If this was set to
another number (other than -1), the normal rules
will apply as described in the Request execution
end time description below.

Request execution begin Slot execution window opening time in 24 hour time. If
time (HH:MM) set to 00:00 the Slot opens at the beginning of each
day. If set to another time, for example 08:00, it will
open at that time (in this case 8:00 am).




Parameter Definition

Request execution end time | Slot execution window closing time in 24 hour time. If

(HH:MM) set to 24:00 the Slot closes at the end of each day. If
set to another time, for example 17:00, it will close at
that time (in this case 5:00 pm).

Setting the Request execution begin time and Request execution end time to
something other than an entire 24 hour period will allow for scheduling of different
functions through SPM at different times of the day (for example archiving to tape
overnight). If an object is archived to the source medium outside of the designated time
frame for the Slot, even though the object meets the Filter and Storage Plan criteria,
actions taken on the object are determined but the setting of the Slot end time
parameter.

If the original object was archived to the source medium while the Slot was inactive
(closed) and has passed the Slot End Time once the Slot finally becomes active (open),
the action taken (or not taken) is determined by the Slot end time setting.

Example:
Slot begin time: 10
Slot end time: 20
Request execution begin time (HH:MM): 08:00
Request execution end time (HH:MM): 14:00
Workflow:
1. A new object is placed onto the source medium at 07:00 (while the Slot is closed).

2. If the Slot had been open at 07:00 when the new object was created the Metadata
file would have been archived to the target at 07:10.

3. Since the Slot was not open when the new object was created, and the Slot end
time has passed when this Slot opens at 08:00, no action will be taken on the
object.

4. If a new object is created on the source medium at 14:15 today, then tomorrow
when this Slot opens, no action will be taken on the object because the Slot end
time has passed.

5. If an object is created on the source medium at 07:59 (before the Slot opens), at
08:09 (10 minutes after the object existed on the source) the Metadata file will be
archived to the target medium because the Slot end time has not yet passed.

Example:

Slot begin time: 10

Slot end time: -1

Request execution begin time (HH:MM): 08:00

Request execution end time (HH:MM): 14:00




Parameter Definition

Workflow:
1. A new objectis placed onto the source medium at 07:00 (while the Slot is closed).

2. If the Slot had been open at 07:00 when the new object was created the Metadata
file would have been archived to the target at 07:10.

3. Since the Slot was not open when the new object was created, and the Slot end
time is set to never end (-1), when this Slot opens at 08:00, the Metadata Archive
Action will be completed on the object because the slot never ends.

4. If a new object is created on the source medium at 14:15 today, then tomorrow
when this Slot opens, the Metadata Archive Action will be completed on the
object because the slot never ends.

Request priority Identifies the priority of the request when the action is
submitted to the DIVArchive Manager.

Enabled Determines whether or not the Slot is active. Y
indicates the Slot is enabled and N indicates it is
disabled. When the Slot is disabled (N), its Actions are
not executed. However, they are still created when a
new object is archived.

Similar to the Transformation Rules, the Request Templates parameters are now
located at the bottom of the Slot Configuration Window in the Restore, Transcode &
Metadata Archive Tab; configure the additional parameters as required:

e Object Filters: These filters allow restricting the Metadata Archive process to
particular objects. They may be used if archiving Metadata files for all objects
belonging to a Storage Plan is not desired.

e Transformation Rules: Rules associated with the Object Filters to transform
the name and category during the request.



Figure 43: Slot Configuration Window — Additional Configuration Bottom Tabs
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Table 27: Object Filter Parameters for Metadata Archive Slots

Parameter

Object
Source/Destination

Definition

Use the pull-down box to select the Object Source/Destination.

Object name filter

Enter any desired Object Name filtering criteria for this filter.
* is a wildcard entry and the default.

Object category filter

Enter any desired Object Category filtering criteria for this filter.
* is a wildcard entry and the default.

Object source filter

Enter any desired Object Source filtering criteria for this filter.
* is a wildcard entry and the default.




Parameter Definition

Quality Of Service Use the pull-down box to select the appropriate Quality Of
Service for this request. The Quality Of Service parameter has
7 different levels:

e Default: Archiving is performed according to the default
Quality Of Service (currently: direct and cache for archive
operations).

e Cache-Only: Use cache archive only.
e Direct-Only: Use direct archive only.

e Cacheé&Direct: Cache transfers from (or to) a
Source/Destination to (or from) DIVArchive are preferred,
but direct transfers will occur if it’s not possible to process
the request in cache mode.

e Direct&Cache: Direct transfers from (or to) a
Source/Destination to (or from) DIVArchive are preferred,
but cache transfers will occur if it's not possible to
process the request in direct mode.

e NEARLINE-ONLY: If a Nearline (disk) instance exists,
the data is transferred from Nearline disk to the
destination. Alternatively, the data is first transferred
entirely to Nearline storage on disk from tape, and then
transferred to the destination. If no Nearline service is
available, the request will be aborted. See Al
DIVArchive Options and Licensing for DIVArchive
licensing information.

e NEARLINE&DIRECT: If Nearline transfer is not available
(e.g. no Actor with Nearline storage is available), a direct
transfer will be performed instead. See Al
DIVArchive Options and Licensing for DIVArchive
licensing information.

Target name template | For a Metadata Archive request, this parameter serves two
purposes:

¢ Notifies SPM to look for an object with this parameter
value on the Source/Destination.

e Notifies SPM to create a Metadata archive file on the
target using this parameter value.

The caret (") indicates the system should use the original
category.

Target category Enter the category for the transcoded clip on the target.

template The caret (") indicates the system should use the original

category.




If the object matches any of the filter criteria then the object will continue to be processed
using the Met adat a_Ar chi ve Request Type. If the filter criteria are not matched then no
further action is taken on the object.

Transformation Rules transform the object’s name and category during the request and
the Transformation Name and Transformation Category need to be added. At least one of
these two values should be changed from the default.

Using the caret () in the Target name template and/or Target category template will
cause SPM to use the original clip name and/or the original clip category. The caret ()
may be used in conjunction with additional naming conventions as shown in the figure
above (*_wm9 and *_cat).

Using only the caret (*) with no additional characters will cause the DIVArchive System to
initiate an error stating that an object with that name/category already exists. Changing
just one of these parameters will avoid this error and create the new transcoded clip on
the target.

3. Similar to the Transformation Rules, the Request Templates parameters are now
located at the bottom of the Slot Configuration Window in the Restore,
Transcode & Metadata Archive Tab; configure the additional parameters as
required:

Figure 44: Slot Configuration Window — Additional Configuration Bottom Tabs
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Table 28: Request Template Parameters for Metadata Archive Slots

Parameter Definition

Request Options This is only used if a username and password are
required for the Source/Destination, otherwise leave
this blank.

Request Comments Enter any comments that are to be sent to the

DIVArchive Manager with this action request.

Pathroot Enter the path to the Metadata files on the
Source/Destination.

Cascade delete links This parameter determines whether or not to perform a
Delete Action on just the original object or on both the
original and the Metadata Object. If set to Y, when the
original is deleted, the Metadata Object will also be
deleted. When set to N, when the original is deleted, the
Metadata Object remains untouched.

Cascade restore links This parameter determines whether or not to perform a
Restore Action on just the original object or on both
the original and the Metadata Object. If set to Y, when
the original is restored, the Metadata Object will also
be restored. When set to N, when the original is
restored, the Metadata Object remains untouched.




2.5.4 Restore Slot Configuration

Restore Slots require configuration on the Slots Tab of the DIVArchive Configuration
Utility and contain only a single Action. This Slot will take an existing DIVArchive Object
and then restore it onto the designated Source/Destination. Click the Plus (+) in the Slots
section of the Configuration Ultility.

1. When the Slot Configuration window opens begin configuring the new Slot by
selecting RESTORE from the Slot Request Type pull-down box and then continue
with the remaining configuration parameters.

Figure 45: Slot Configuration Window — Restore Slot

= Slot Configuration
Slot Definition

Starage Plan™ |D|:p,-| op

Request Type |RESTORE

Slat Mame* | |

Request Timings & Restrictions

Slak Begin Tirme{Minutes)* | | Request Execution Begin Tirme(HH: MM)* |':":':U':' |
Slat End Time(Minutes | | Request Execution End TimedHH: MM)* |24=':":' |
Enabled* |-.|.- v| Fequest Priority* |3IZI |

Mediurn Assaciated With Slak:

Restore, Transcode & Metadata Archive ‘I,IStnragE "lL

Object Source/Destination® |au:tu:ur1_?El

"'| Object Mame Filker® |* |

Cuality OF Service® |DEF.ﬁ.LILT v| Object Source Filker® |* |

Request Options | | Ohject Cakegary Filker® |* |

Request Comments | | Cascade Delete Links

Pathroot | | Cascade Restore Links

Transformation Rules

Target Mame Template Target Cakteqaory Template




Figure 46: Slot Configuration Window for Restore Slots
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Table 29: DIVArchive Configuration Utility Parameters for Restore Slots

Parameter Definition

Slot Name Enter the desired Slot Name.

Storage Plan Select the Storage Plan with which to
associate this Slot.

Slot request type Select the type of request for this Slot
(Storage, Transcode Archived, Metadata
Archive, or Restore). In this case select
RESTORE.

Slot begin time (min) This parameter identifies when the Action will
occur. If set to zero (0) the Action will be
initiated as soon as the object is archived. If
set to another number, for example 10
(minutes), the Action will execute 10 minutes
after the original object is archived.




Parameter Definition

Slot end time (min) Setting this parameter to -1 indicates the slot
will never end (it is permanent) and the
Restore action will occur regardless of
whether or not the slot is open (between the
Slot start time and Slot end time) or closed
(after the Slot end time).

WARNING: If the Slot begin time and Slot
end time are both set to zero (0) then the
behavior is unknown.

Example:
Slot begin time: 10
Slot end time: -1

Workflow:

1. The object is found on the Mediums
monitored by SPM.

2. 10 minutes later, the slot actions begin
and the object is restored to the target
Source/Destination.

3. If the Slot end time was greater than O,
and if the Restore Action has not
executed before the Slot end time is
reached (because the slot remained
closed after the Slot end time was
reached) then the Restore Action will
never be executed. If this was set to
another number (other than -1), the
normal rules will apply as described in
the Request execution end time
description below.

Request execution begin time (HH:MM) | Slot execution window opening time in 24 hour
time. If set to 00:00 the Slot opens at the
beginning of each day. If set to another time,
for example 08:00, it will open at that time (in
this case 8:00 am).

Request execution end time (HH:MM) Slot execution window closing time in 24 hour
time. If set to 24:00 the Slot closes at the end
of each day. If set to another time, for example
17:00, it will close at that time (in this case
5:00 pm).




Parameter Definition

Setting the Request execution begin time and Request execution end time to
something other than an entire 24 hour period will allow for scheduling of different
functions through SPM at different times of the day (for example restoring from tape
overnight). If an object is archived while the Slot is closed, there will be no action taken on
the object unless the Slot end time is set to -1 (never ending). In this case, the action will
be taken the next time the Slot opens.

If the original object was archived to the medium while the Slot was inactive (closed) and
has subsequently passed the Slot End Time once the Slot finally becomes active (open),
the action will not be taken. Therefore, the action taken (or not taken) is determined by the
Slot end time setting.

Example:
Slot begin time: 10
Slot end time: 20
Request execution begin time (HH:MM): 08:00
Request execution end time (HH:MM): 14:00

Workflows:

1. A new object is placed onto the medium at 07:00 (while the Slot is closed). Since
the Slot is not open when the new object was created, and the Slot end time (20
minutes after the object was placed on the medium i.e. 7:20) has passed when this
Slot opens at 08:00, no action will be taken on the object.

Note: If the Slot had been open at 07:00 when the new object was created it would
have been restored to the target at 07:10.

2. If a new object is placed onto the source medium at 14:15 today, then tomorrow
when this Slot opens, no action will be taken on the object because the Slot end
time has passed.

3. If an object is created on the source medium at 07:59 (before the Slot opens), at
08:09 (10 minutes after the object existed on the source) the object will be restored
to the Source/Destination because the Slot end time has not yet passed.

Example:

Slot begin time: 10

Slot end time: -1

Request execution begin time (HH:MM): 08:00

Request execution end time (HH:MM): 14:00




Parameter Definition

Workflows:

1. A new object is placed onto the source medium at 07:00 (while the Slot is closed).
Since the Slot is not open when the new object was created, and the Slot end time
is set to never end (-1), when this Slot opens at 08:00, the restore action will be
completed on the object because the slot never ends.

Note: If the Slot had been open at 07:00 when the new object was created it would
have been restored to the Source/Destination at 07:10.

2. If a new object is created on the source medium at 14:15 today, then tomorrow
when this Slot opens, the restore action will be completed on the object because the
Slot never ends.

Request priority Identifies the priority of the request when the
action is submitted to the DIVArchive
Manager.

Enabled Determines whether or not the Slot is active. Y

indicates the Slot is enabled and N indicates it
is disabled. When the Slot is disabled, its
Actions are not executed. However, they are
still created when a new object is archived.

2. The Object Filter parameters are now located at the bottom of the Slot
Configuration Window in the Restore, Transcode & Metadata Archive Tab;
configure the additional parameters as required:

e Object Filters: These filters allow restricting the Restore process to particular
objects. They can be used if archiving Metadata files for all objects belonging to
a Storage Plan is not desired.

e Transformation Rules: Rules associated with the Object Filters to transform
the name and category during the request. Transformation Rules are not used
for Restore Slots, but a Transformation Rule is required to link the Object Filter
to a Request Template for the Restore Slot. In DIVArchive 7.5 the
Transformation Rule for Restore Slots remains at the default “*”.



Figure 47: Slot Configuration Window — Additional Configuration Bottom Tabs
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Table 30: Object Filter Parameters for Restore Slots

Parameter Definition

Object Source/Destination

Use the pull-down box to select the Source/Destination

Object name filter

Enter any desired Object Name filtering criteria for this
filter.

* is a wildcard entry and the default.

Object category filter

Enter any desired Object Category filtering criteria for
this filter.

* is a wildcard entry and the default.

Object source filter

Enter any desired Object Source filtering criteria for this
filter.

* is a wildcard entry and the default.




Parameter Definition

Quality Of Service Use the pull-down box to select the appropriate Quality
Of Service for this request. The Quality Of Service
parameter has 7 different levels:

e Default: Archiving is performed according to the
default Quality Of Service (currently: direct and
cache for archive operations).

e Cache-Only: Use cache archive only.
e Direct-Only: Use direct archive only.

e Cache&Direct: Cache transfers from (or to) a
Source/Destination to (or from) DIVArchive are
preferred, but direct transfers will occur if it's not
possible to process the request in cache mode.

e Direct&Cache: Direct transfers from (or to) a
Source/Destination to (or from) DIVArchive are
preferred, but cache transfers will occur if it's not
possible to process the request in direct mode.

e NEARLINE-ONLY: If a Nearline (disk) instance
exists, the data is transferred from Nearline disk
to the destination. Alternatively, the data is first
transferred entirely to Nearline storage on disk
from tape, and then transferred to the destination.
If no Nearline service is available, the request will
be aborted. See A1 DIVArchive Options and
Licensing for DIVArchive licensing information.

e NEARLINE&DIRECT: If Nearline transfer is not
available (e.g. no Actor with Nearline storage is
available), a direct transfer will be performed
instead. See Al DIVArchive Options and
Licensing for DIVArchive licensing information.

If the object matches any of the filter criteria then the object will continue to be processed
using the Rest or e Request Type. If all of the filter criteria are not matched then no further
action is taken on the object.

3. The Request Templates parameters are now located at the bottom of the Slot
Configuration Window in the Restore, Transcode & Metadata Archive Tab;
configure the additional parameters as required:



Figure 48: Slot Configuration Window — Additional Configuration Bottom Tabs
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Table 31: Request Template Parameters for Restore Slots

Parameter Definition

Request Options Enter any options required that would be used for a
normal Restore Request through DIVArchive, otherwise
leave this blank. This field can be used for options such
as transcoding:

—tr_nanes <transcoder name as configured on

the Systemtab> -tr_restore_fornmat
<format/factory>

Request Comments Enter any comments that are to be sent to the
DIVArchive Manager with this action request.

Pathroot Enter the path to where the object should be restored on
the Source/Destination. If this parameter is left blank
SPM will use whatever Pathroot is associated with the
Source definition in the Configuration Utility’s System
Tab Source/Destination listing. If there is no Pathroot in
the Source definition, the original Pathroot used when
the object was archived will be used. If a non-existent
Pathroot is entered for this parameter, the request will
create the new folder.




2.5.5 SPM Behavior with Delete Object

The way SPM reacts to a Delete Object request has changed in DIVArchive 7.5.
DELETE_OBJECT_ONLY_LAST | NSTANCE is a new configuration parameter that works in
conjunction with the existing ALLOW OBJECT_DELETI ON parameter.

Warning: This feature must be managed carefully because you can lose objects.

2.5.5.1 ALLOW OBJECT_DELETI ON Parameter

This parameter must be enabled for SPM to delete objects. Delete Object must be
enabled or disabled for each Storage Plan separately during its configuration in
Configuration Utility for additional security & flexibility. Delete Object is enabled only when
it is enabled in both the configuration file and also the Storage Plan configuration.

Note: If this parameter is disabled, allowing it for a Storage Plan will have no effect.
Delete Object is executed only when the following conditions are satisfied:
e The ALLOW OBJECT_DELETI ON parameter must be enabled.

e Delete object must be enabled for the storage-plan level through the
Configuration Utility.

¢ All of the storage slot(s) in the storage plan associated with the object must have
a slot end time.

e Delete object will be executed by the storage slot that has the highest end time in
the storage plan.

o An object can be associated with only one storage plan.

o If multiple storage slots have a max end time in a storage-plan, the slot with
the max slot id among the slots with max end time will do the delete object.

e Just enabling ALLOW OBJECT_DELETI ON will not acknowledge a storage slot
medium water mark and the delete object is execute at the end of the storage
slot that has the highest end time in the storage plan.

The valid values for this parameter are t r ue or f al se and the default is f al se.

2.5.5.2 DELETE_OBJECT ONLY_LAST | NSTANCE Parameter
This parameter adds additional checks and conditions to the SPM Delete Object feature.

Enabling this parameter forces SPM to delete an object at the end of a storage slot only if
it is the last instance in the entire DIVArchive system, and that last instance exists on the
storage slot medium with the highest slot end time among all storage slots of the Storage
plan; otherwise SPM will never do a delete object at the end of the storage slot, it will
always only do a delete instance at the end of a storage slot. The following condition
needs to be satisfied for this to work:

e This parameter requires ALLOW OBJECT_DELETI ON to be enabled. Just enabling
DELETE_OBJECT_ONLY_LAST | NSTANCE will have no effect and the SPM Delete
Object feature will not be enabled.

e The parameter DELETE_OBJECT_ONLY_LAST | NSTANCE must be enabled.



Delete Object must be enabled for the Storage-Plan level through Configuration
Utility.

All of the Storage Slots in the Storage Plan associated with the object must have
a slot end time.

Delete Object will be executed by the Storage Slot that has the highest end time
in the Storage Plan.

o An object can be associated with only one storage plan.

o If multiple Storage Slots have a max end time in a Storage Plan, the slot with
max slot id among the slots with max end time will do the Delete Object.

At the end of the Storage Slot if more than two instances exist in the DIVArchive
system or on the medium, only Delete Instance is executed.

Delete Object is executed only if one instance exists on the entire DIVArchive
system and that one instance exists on the medium of the Storage Slot that has
the highest slot end time among all Storage Slots of the storage plan.

If the medium of the Storage Slot that has the highest end time is water marked,
the Delete Object is postponed until the watermark condition is satisfied.

2.6 Changing a Storage Plan

Storage Plans contain Slots that may be altered if required. New Slots may be added,
while existing Slots may be edited, deleted, and/or disabled. These adjustments to
Storage Plans must be performed carefully to ensure the results that are desired. Below
is an example of adding a new Slot to a Storage Plan and changing and existing Slot
within the same Storage Plan.

Example:

DISK1 = Local DIVArchive Managed Disk
o Storage Slot
o Slot Start Time=0, Slot End Time= -1

Nearline = Local Tape Group

o Storage Slot

o Slot Start Time=0, Slot End Time= -1

Offline = Local Tape Group

o Storage Slot

o Slot Start Time=0, Slot End Time= -1

DISK2 = New DIVArchive Managed Disk

o Not an initial slot; added at Step 4 of the workflow below.

o This Storage Slot is added later with a Slot Start Time=0, and Slot End Time=
-1



The company has Storage Plan A which includes three total instances; 1 instance on disk
and 2 instances on tape. Here is the workflow for Storage Plan A:

1. Object 1234 is archived to DISK1 under Storage Plan A.

Figure 49: Storage Plan A Configuration
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2. Storage Plan A has slots for the following operations and Object 1234 is copied to
both Tape Groups:

a. Copy to NEARLINE
b. Copy to OFFLINE.

Figure 50: Initial Slot Configuration for Storage Plan A
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Storage Plan A original Slot
configuration to copy to Nearline
Storage and Offline Storage.




3. At some point in the future, the company changes its internal policy for content
with Storage Plan A to three total instances; 2 instances on disks (DISK1 and
DISK2), and 1 instance on the Nearline Tape Group.

Figure 51: New Slot Configured for Storage Plan A
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Storage Plan A updated Slot
configuration to copy to Nearline
Storage, Offline Storage, and
DISK2. The DISK2 Slot has
been added to Storage Plan A.

4. The new Slot change is added that would copy Object 1234 to DISK2 but it is
necessary to also delete the object instance from the Nearline Tape Group.

C. To delete the object instance from the Nearline Tape Group, the user would
change the Slot End Time to O for the Nearline Storage Slot (refer to
Section 2.6.1 for more information).

d. A new Storage Slot on DISK2 is added with a Slot Start Time=0 and Slot
End Time= -1 (refer to Section 2.6.2 for more information).

Figure 52: Updated Final Slot Configuration
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Storage Plan A updated
Nearline Slot configuration to
delete instance from Nearline
Tape Group. The Slot Begin
Time and Slot End Time are
both set equal to 0.




2.6.1 Disabling and Deleting Slots

In general it is recommended that slots are not deleted, but disabled instead. Deleting a
Slot does not remove the content form the DIVArchive System.

In the case of a Storage Slot, setting the Slot End Time to O will force SPM to delete any
contents created by this slot and once all the contents are removed, the Storage slot can
be deleted or disabled. If retaining the content in a Storage Slot is desired, but no further
processing of future actions is required, disabling the slot instead of deleting it is the safer
way to do this.

2.6.2 Adding a Slot

The user has the ability to add a new Slot to an existing Storage Plan; however this must
be done cautiously in order to achieve the desired results.

When adding a new Slot to existing SP, the user must make sure that the Slot Start Time
and Slot End Time are both valid (refer to Section 2.5.1 for valid parameters). New Slots
are always immediately applicable to new objects, but for existing objects the user must
make sure that the Slot Start and Slot End Time are correct otherwise the action specified
in the new Slot will not be executed upon existing objects.

Example:

A Storage Plan with numerous objects that have been archived 48 hours before the
current time. If a new Storage Slot is added, and is configured with a Slot Start Time=0
and a Slot End Time=24, the new Slot’s Action will be added but not applied to existing
objects because the Slot has already expired for all of the existing objects:

((Archive Object Tine + Slot End Tinme (24 hours)) < Current Tine)

For existing objects to be affected by the new Storage Slot, the object must be copied
immediately to the Storage Slot Medium, but never deleted. To do this, the Slot Start
Time is set to 0 and the Slot End Time should be infinite (equal to -1). As a result, all
instances will be copied to the Storage slot Medium:

((Archive Object Tine + Slot End Tinme (infinite)) > Current Tine)
For non-Storage (e.g. restore) Slots, configure the Slot Start Time=0 and the Slot End

Time=100. In this case SPM will try restoring objects that have existed for less than the
Slot End Time (100 hours); in other words the objects whose slot time has not expired:

((Archive (bject Tine + Slot End Tinme (100 hours)) > Current Tine)
If SPM is not able to complete the restore of the object within 100 hours from the Archive

Time, that object is never restored. If the Slot End Time= -1, SPM will try to restore all of
the objects.



2.7 Watermark-Based Disk Cleaning Management

Disk Array cleaning can be managed by a fixed slot duration, in which case disk
instances or objects are deleted when they expire, or using a watermark-based
housekeeping mechanism, in which case disk instances or objects are only deleted when
space needs to be recovered. This section discusses the details of the second option.

Note: Based on configuration, SPM may attempt to delete instances, or objects.
When a Storage Slot's retention for an object is expired, and the object has no
more open Storage Slots at the time, SPM will attempt to delete the object if the
configuration authorizes it. Otherwise, SPM will only attempt to delete the instance
located on the medium referenced in the slot.

SPM allows explicitly specifying the order in which Array instances/objects of content are
removed during DIVArchive’'s Array housekeeping activities. SPM includes an Array
monitoring component to manage Array space usage.

Array housekeeping is based on a Watermark System monitored by the Disk Space
Monitor component. When the Array’s Storage Slot retention period for an object expires,
the instance/object becomes eligible for deletion, but stays on the Array as long as there
is enough space on the Array.

e High Watermark: When this threshold is reached DIVArchive initiates
housekeeping activities and expired instances/objects are deleted according to
the defined policies. If no instances/objects are eligible for deletion (e.g. the
retention period has not expired or a dependency is not met), used Array space
can exceed the watermark. It is the responsibility of the users to ensure that the
Array filling rate matches the system configuration, and to monitor how Array
usage evolves.

e Low watermark: At the Ilow watermark DIVArchive stops deleting
instances/objects. Supported policies and rules for housekeeping include
deleting Array instances based upon Last Access Time or Largest Object Size.

e Mixed Mode: When an array is watermarked in Mixed Mode, both
instances/objects marked for deletion and objects whose slots are still open are
considered. Instances/objects in that Array will be deleted based upon whichever
of the following comes first:

Note: Once Only must be set to Yes (Y) in the associated slot’s configuration for
proper functionality.

o Array reached the High Watermark. Even if the object’s slot has not ended,
instances/objects will be deleted to bring the Array to the Low Watermark
level.

o Storage Slot for that object has ended. Even though the High Watermark is
not reached, since the slot ended, the instance/object will be deleted.

v. This does not mean the Array will be cleaned to the level of Low
Watermark.

e Watermarking is only valid for Storage Slots.

Note: For SPM to delete an object belonging to a Storage Plan, the
ALLOW OBJECT _DELETION parameter must be set to ‘Y’ in both the SPM
Configuration File and Configuration Utility.



2.8 External Storage Plans

External Storage Plan functionality allows management of the DIVArchive Object
Lifecycle using 3 party external systems. The SPM Database API can be utilized to
develop integration of 3™ party components with DIVArchive and SPM.

Note: In this version of SPM, External (E) should only be used by Oracle personnel.

2.9 Configuration Validation

The SPM configuration can be validated for correctness using the DIVArchive
Configuration Utility. Use the following steps to validate the SPM configuration:

1. Start the DIVArchive Configuration Utility and select any tab across the top of the
utility.

Figure 53: Open the Configuration Utility and Select Any Tab

Select any tab in the Configuration Utility.

S

2. From the menu bar, select TOOLS, then VALIDATE SPM CONFIGURATION (or
use the F3 function key).

Figure 54: Validating the SPM Configuration using the DIVArchive Configuration Utility

Select TOOLS from the Menu Bar.
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Select VALIDATE SPM CONFIGURATION from
the pull-down menu (or use the F3 function key).




3. The DIVArchive Configuration Utility will verify the configuration of SPM and return
a pop-up window with one of two results:

e The configuration is valid (as shown below).

Figure 55: Successful SPM Validation Completed
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o SPM Configuration check completed withaut any errors,

The DIVArchive Configuration Utility verified the
SPM configuration successfully and displays a
pop-up window indicating no errors were found.




e The configuration contained errors and is therefore invalid (as shown below).

Figure 56: SPM Validation Found an Error in the SPM Configuration
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The DIVArchive Configuration Utility verified the SPM
configuration, found errors and displays a pop-up window
indicating the errors that were discovered.




3 Operations

3.1 Service Management — SPM Command Line Interface

The SPM Service can be managed using the Windows Command Line interface
(START, RUN, CVD) or through the Windows Services Panel. It is recommended that the
command line interface be used.

Usage: | spnservi ce. exe conmand [ opti ons]

Where comrand is one of the following:

Table 32: SPM Command Line Interface Commands

Command Definition

install (or-i) Installs SPM as a Windows System Service.

uni nstal | (or-u) | Removes the SPM Windows System Service.

debug (or —d) Starts SPM in console mode for troubleshooting purposes.
ver si on (or -v) Displays SPM version information and then exits.
hel p (or —h) Displays help information and then exits.

Where [ opti ons] includes:

Table 33: SPM Command Line Interface Options

Definition

-conf (or —f) Indicates to load the settings from a specific configuration file.




3.2 Accessing SPM Information through the DIVArchive Control GUI

SPM information for objects can be viewed and failed actions can be rescheduled using
the DIVArchive Control GUI. This section describes how to use the Control GUI to access
the information and what information is available through this interface.

Start the DIVArchive Control GUI and then follow through this section to discover where
to view the SPM information required.

Users are able to see which Storage Plan is assigned to an object through the Archived
Objects window as shown below:

Figure 57: Control GUI Archive Objects Window Showing Object Storage Plans
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Users can see at a glance which
Storage Plan is assigned to an Object
in the Archived Objects Panel.

If a newly archived object does not match any filters it is assigned the default Storage
Plan. The default Storage Plan is SP_DEFAULT and has no Slots (and therefore no
Actions) associated with it.



Information concerning all Actions established by SPM can be viewed immediately
through the SPM Actions Panel in the Control GUI. The columns in the SPM Actions
Panel are shown in two separate figures below for clarity. A description of each column is
depicted in the figures.

Figure 58: DIVArchive Control GUI SPM Actions Panel — 1
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Figure 59: DIVArchive Control GUI SPM Actions Panel — 2
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When an Action is in the Scheduled State in Identifies the Identifies the

SPM, the initial Request ID will be 0 (zero). Request Result number of

Once the Action begins execution, DIVArchive || Code. failures that

receives a Request and generates this have occurred

DIVArchive Request ID. during execution
of this Action (if
any).

L

]

Identifies the execution
Start Time for the Action.

Identifies the Action Step
currently being executed.

The Request Properties can be viewed by double-clicking on the Action or by right-
clicking on the Action and selecting Request Properties from the resulting pop-up menu.
If no Request Mapping exists for the object, the Request Properties window will not
appear.

Note: If the Action is getting old, the DIVArchive request history may have cycled
since and the request id may have been reused by a newer DIVArchive request. In
this case, viewing the Request Properties will display a request other than the one
expected.

Figure 60: Request Properties Pop-up Window



3.2.1 SPM Actions Panel View Filtering

The SPM Actions Panel allows for filtering of which Actions are to be viewed. This is
accomplished using the pull-down menus and text boxes at the top of the SPM Actions
Panel. The default asterisk (*) shown in the text boxes is a wildcard and signifies that no
filtering restriction is being placed on the parameter where it is used (i.e. Object name,
Category, Task Name, Slot name).

Note: After changing any of the viewing filters, the Refresh button must be selected
to refresh the view.

Figure 61: SPM Actions Panel Filtering

] Enter any desired view filtering
parameters in these text boxes. The Refresh Button must be selected
The asterisk is the default and after any changes to refresh the view.

will not provide any filtering. ‘
w | h—

To filter by Scheduled Date/Time, click the
checkbox next to enable and then select the
Begin and End dates and times to view. If the
checkbox next to enabled is not checked, this
filtering function will be greyed out and unusable.

Additional filtering is possible by Action Status and/or Action Type. Use the pull-down
menus for either one and select the desired filters.

Figure 62: SPM Actions Panel Filtering by Action Status

/ Clicking on the Action Status ... button

Scheduled will produce the Action Status pull-
Processing down menu. Check any status that is

Cormpleted desired for viewing and uncheck any
Failed Long statuses that are not required at this
Failed Shart time. . Click the Close button to
Loaded continue.

Postponed
Rejected

Close




Figure 63: SPM Actions Panel Filtering by Action Type

= Action Type E

Clicking on the “...” button will produce Transcode

the Action Type pull-down menu. archive
Check any type that is desired for Restore
viewing and uncheck any types that o

are not required at this time. Click the Delete Instance
Close button to continue. Delete Chjact

3.2.2 Assigning a New Storage Plan

Users have the capability to change Storage Plans only for an object that is assigned the
default Storage Plan (DEFAULT_SP). When a new Storage Plan is assigned to an object,

SPM sees that object as being a new object in the system because it has a new Storage
Plan assigned.

Multiple objects may be selected in several different ways:

e Hold the SHIFT key, select the first object and then select the last object and
release the SHIFT key.

o Useful when more than one object needs to be selected in a row.

e Click and hold the mouse button on the first object then drag the mouse pointer
to the last object and release.

o Useful when more than one object needs to be selected in a row.

e Hold the CONTROL (CTRL) key and select each object individually, and then
release the CONTROL key.

o Useful when objects are not next to each other, but more than one object
needs to be selected.

Figure 64: Selecting Multiple Objects for Assignment

—1




1. To assign a new Storage Plan to an object(s), go to the Archived Objects Panel
in the Control GUI and right-click the object(s) requiring the new Storage Plan.

2. When the pop-up menu appears, select the Assign Storage Plan... option.

Figure 65: Assigning a New Storage Plan for an Object

[ 1

Right-click the object
requiring a new Storage
Plan and this pop-up menu
will be displayed. Select

/ Assign Storage Plan.




3. A new pop-up window will appear allowing selection of the new Storage Plan.
Using the pull-down box, select the new Storage Plan desired and click the Assign
button. The selected Storage Plan will be assigned to the object.

Figure 66: Selecting the Object’s New Storage Plan

1

When this pop-up window is displayed, use the
pull-down box to select the New Storage Plan
desired and click the Assign button to allocate
the new Storage Plan to the object.

-\




3.2.3 Rescheduling Failed Actions

When an Action fails to execute properly and does not complete correctly, SPM will
automatically reschedule the Action for re-execution at some time in the future. The

Action can also be manually rescheduled to run immediately using the procedure
described below.

1. On the SPM Actions Panel right-click on the Action which requires rescheduling
(multiple Actions may be selected — refer to the previous section for multi-selection
tips). A pop-up menu will appear.

Figure 67: Reschedule Pop-up Menu

Right-click on the object to reschedule and this
pop-up menu appears. Select Reschedule
Action... to reschedule the failed Action.

2. Once the Reschedule Action... is selected, a confirmation window will display.
Select Yes to confirm rescheduling the Action to execute immediately, or select No
to cancel the process.

Figure 68: Action Rescheduling Confirmation Window

1

Select Yes to confirm rescheduling
or select No to cancel the process.




3.2.4 Marking Failed Actions Complete

You can now change the status of SPM Failed Actions to Completed by right clicking the
action and selecting Mark Action Completed from the context menu.

Normally SPM will retry a completed Copy action if the Once Only option is set to NO,
and a user manually (or accidentally) deletes the instance that SPM copied before the
Storage Slot expires. Also, SPM will normally retry a completed Delete action if a user
manually (or accidentally) copies an instance to the Storage Slot medium after SPM
deleted it. Actions marked as complete by a user will never be retried by SPM. However,
you can reschedule a user-completed action by right clicking it and selecting Reschedule
Action from the context menu. The Mark Action Completed (by a user) option is only
available using the admi ni st rat or profile.

Figure 69: Marking Failed Actions Complete



3.3 SPM Action Result Codes

Result codes are displayed for every processing and completed Action in the SPM
Actions Panel of the Control GUI.

Figure 70: SPM Actions Tab Showing Action Result Codes

The ACTION RESULT CODE is a short text string reflecting the latest available result of
ACTION execution.



Table 34: SPM Action Result Codes

Prefix Sample RESULT_CODE Description Details
REQ REQ REQUEST_STATUS where | DI VA_REQUE | SPM always updates the status of an
REQUEST STATUSis one of | ST_STATE action after execution based on the
the following: code from status of the corresponding request
the _ submitted to the Manager. SPM uses the
* PENDING DIVArchive | DIVArchive GET _REQUEST | NFOAPI call
e TRANSFERRI NG API. to find the status of the request and
updates the result code for the Action
* MGATING based on the DI VA_REQUEST_STATE
e COWPLETED code returned by the DIVArchive
e ABORTED GET _REQJEST_I NFO API call. Refer 'to
the DIVArchive APl documentation in the
e CANCELLED DIVArchive API Documentation library
o UNKNOM for more details.
e DELETI NG
e WAITING FOR
RESOURCES
o WAITING FOR
OPERATOR
e ASSI GNI NG POOL
o PARTI ALLY ABORTED
e RUNNI NG
AP API - RETURN_CODE where DI VA_STATU | SPM uses the DIVArchive API to
RETURN_CODE is one of the S of the execute actions and submit requests to
following: DIVArchive | the Manager. The result code of the
API. action is updated with the DI VA_STATUS
e DIVA K

DI VA_ERR_UNKNOWN
DI VA_ERR_| NTERNAL

DI VA_ERR_NO_ARCHI VE
_SYSTEM

DI VA_ERR_BROKEN_CON
NECTI ON

DI VA_ERR_DI SCONNECT
| NG

DI VA_ERR_ALREADY_CO
NNECTED

DI VA_ERR_WRONG_VERS
| ON

API return code if SPM failed to submit
the request. Refer to the DIVArchive API
documentation in the DIVArchive
Additional Features Documentation
library for more details.




Prefix

API
(continued)

Sample RESULT_CODE

DI VA_ERR | NVALI D_PA
RAVETER

DI VA_ERR_OBJECT_DCE
SNT_EXI ST

DI VA_ERR_SEVERAL_OB
JECTS

DI VA_ERR_NO_SUCH_RE
QUEST

DI VA_ERR_NOT_CANCEL
ABLE

DI VA_ERR_SYSTEM | DL
E

DI VA_ERR_WRONG LI ST
S| ZE

DI VA _ERR LI ST_NOT |
NI TI ALI ZED

DI VA_ERR_OBJECT ALR
EADY_EXI STS

DI VA_ERR_GROUP_DCES
NT_EXI ST

DI VA_ERR_SOURCE_OR_
DESTI NATI ON_DOESNT_
EXI ST

DI VA_WARN_NO_MORE_O
BJECTS

DI VA_ERR_NOT_CONNEC
TED

DI VA_ERR_GROUP_ALRE
ADY_EXI STS

DI VA_ERR_GROUP_I N U
SE

DI VA_ERR_OBJECT OFF
LI NE

DI VA_ERR_TI MEOUT

DI VA_ERR_LAST | NSTA
NCE

DI VA_ERR_PATH_DESTI
NATI ON

DI VA_ERR_| NSTANCE_D
OESNT_EXI ST

Description

Details




Prefix

API
(continued)

Sample RESULT_CODE

e DI VA ERR | NSTANCE O
FFLI NE

e DI VA ERR | NSTANCE_M
UST_BE_ON_TAPE

e DI VA ERR_NO | NSTANC
E_TAPE_EXI ST

e DI VA ERR OBJECT IN_
USE

e DI VA ERR_CANNOT_ACC
EPT_MORE_REQUESTS

e DI VA ERR TAPE_DOESN
T EXI ST

e DIVA ERR INVALID IN
STANCE_TYPE

e DI VA ERR ACCESS DEN
| ED

e DI VA ERR OBJECT PAR
TI ALLY_DELETED

e DI VA ERR LI CENSE DO
ES_NOT_SUPPORT_THI S
_FEATURE

e DI VA ERR_COVPONENT
NOT_FOUND

e DI VA ERR OBJECT |S_
LOCKED

e DI VA ERR OBJECT BEI
NG_ARCHI VED

Description

Details

SPM

SPM RESULT _CODE where
RESULT _CCDE is one of the
following:

SPM
business
logic result
code.

The following descriptions are for each
result code.

SPM
LR_CONFI G_PREVENTS DELE
TE

ALLOW OBJECT_DELETI ON parameter in
the spm conf file was set to f al se and
prevented SPM from deleting the last
instance of an object.

SPM
LR_CANNOT DELETE_LAST |
NSTANCE

SPM refused to delete the last instance
on an object.




Prefix

SPM
(continued)

Sample RESULT_CODE

SPM
LR_NO_MORE_| NSTANCES_ON
_SLOoTr

Description

Details

SPM refused to create more instances
on a slot than it was permitted.

SPM
LR_POSTPONED_AS_WATERVA
RKED

SPM postponed a DELETE | NSTANCE
action because it was for a watermarked
media.

SPM
LR_NO NEED TO LI NK_OBJE
CTS

The Veri fy stage of the LI NK OBJECTS
step. If the METADATA ARCHI VE slot was
configured without Cascading Objects
for neither delete nor restore (both set to
No), there will be no link between the
objects, and this error will be produced.

SPM
LR_CANNOT_SEND_MORE_REQ
UESTS

Manager Monitor does not allow sending
more requests to Manager.

SPM
LR_ACTI ON_SLOT_EXPI RED

An action will have this code for the
following reasons

1) Object was deleted from DIVArchive
but is still under SPM.

2) The Slot expired after loading the
SPM Action into memory.

USR

USR- ACTI ON where ACTI ON
can be MARKED COVPLETE.

The user manually marked the action
complete.




3.4 SPM Logging

The SPM Logging Configuration File assists with controlling the SPM log file size and
switch; purging old SPM logs and identifying which specific module inside of SPM to
enable or disable logging for. The description of global parameters is in the sample
spmtrace.ini below.

HAHHH PR R R R R R R R R R R R

# G obal paraneters

HHH R R R R R T R R iR
@inmestep = How frequently SPM nmust switch log files; units in mnutes.

@izelinmt = How frequently SPM nust switch log files after reaching
the log file size limt; units in KB.

@inmetolive = How much history of the SPM I ogs nust be preserved; units

i n days.
@racel evel = <Val ue>
Value 1 = Only error nessages are logged in the SPMlog files
Value 2 = Only Errors and Warnings are logged in SPM|log files.
Value 3 = Errors, Warnings and Information will be logged in the SPM

log files.
@racemanager| og = <Val ue>

Val ue 1
Val ue 0

enabl e | oggi ng for trace nmanager nodul e.
D sabl e trace manager | oggi ng.

Enabling and disabling SPM module logging is achieved as follows:
1. If the module name is prefixed with “! " it is enabled.
2. Ifitis prefixed with “#” it is disabled.

Example:

| SPMBer vi ce

e Trace is enabled for the component SPMser vi ce.

#DbConnect i onPool

e Trace is disabled for the component DbConnect i onPool .



4 Frequently Asked Questions

4.1 What should be done if | see that no SPM Actions are being generated?

Answer:

Check if SPM Service is running.

Check the SPM Configuration File in the conf/spm folder and verify that the
values for DI VA_MANAGER ADDRESS, DI VA_MANAGER PORT, ORACLE_USER,
ORACLE_PASSWORD, and ORACLE_CONNECTI ON parameters are set correctly.

Check that slots are enabled.

4.2 What should be done if only STORAGE actions are being generated?
Answer:

Check that the non-Storage type slots are enabled and are included in the
correct Storage Plan.

Check that in the SPM Slot Configuration on the Restore, Transcode & Metadata
Archive Tab that the Object Name, Object Source, and Object Category Filters
are set such that they do not filter out the SPM Actions you are expecting.

Check the SPM Configuration File and confirm that
DI VA_RESTORE_MAX_REQUESTS, DI VA TRANSCODE_ARCHI VE_MAX_REQUESTS, or
DI VA_METADATA ARCHI VE_MAX_REQUESTS are not set to 0.

4.3 What should be done if SPM Actions are generated but are never executed (they
stay in the Scheduled State)?

Answer:

Check the Archive Date of the objects for which the actions were generated and
compare it to the values configured in the Slot Begin and End Times, and
Request Execution Begin and End Times in the Configuration Utility to verify if
one of the following cases is true:

o If the age of the object has not met or exceeded the number of minutes
specified in the Slot Begin Time. In this case the actions may still be executed
but only after the age of the object has met or exceeded the number of
minutes specified in the Slot Begin Time.

o If the age of the object has met or exceeded the number of minutes specified
in Slot Begin Time and has not exceeded the minutes specified in the Slot
End Time but the clock time the object has existed (e.g. 9:30 to the current
time of 13:20) has not yet fallen within the Request Execution Begin and End
Time range (e.g. 13:30 to 15:30), the actions may still be executed but only
after the clock time has met or exceeded the Request Execution Begin Time.



4.4

4.5

4.6

4.7

o If the age of the object has exceeded the number of minutes specified in the
Slot End Time without the SPM Action being executed, then this SPM Action
will never execute and stay in the Scheduled State. For example, if the Slot
End Time is 10 minutes but the age of the object is 20 minutes, the SPM
Action for this object will not execute even if the clock time is within the Slot
Request Execution Begin and End Time range because the object has
expired.

This can occur by design where object’s lifetime is expected to expire before
the Slot Request Execution Begin Time is even reached. It can also occur if
the Manager is frequently or constantly running more requests than specified in
the DI VA_MANAGER MONI TOR_MAX REQUESTS parameter in spm conf. This, in
turn, can cause the SPM Service to hold off submitting the SPM Actions to the
Manager to the point where the object eventually expires before its associated
SPM Action is allowed to be submitted to the Manager.

What should be done if SPM Actions always Fail Long?
Answer:

Usually when an SPM Action Fails Long it is due to the request submitted by
SPM aborting in the Manager. Check the reason why the requests are aborting in
the manager and remedy the problem there.

Why are SPM Actions removed from the SPM Actions List?
Answer:

SPM Actions are removed from the SPM Actions List when the objects they are
associated with have been deleted from DIVArchive.

Why does the Start At Time not update when an SPM Action is rescheduled?
Answer:

The Start At Time only represents the initial date and time when the action was
initially executed.

Why are copies being recreated on the disk after a Delete Instance?
Answer:

Check that the Once Only flag in the slot configuration is set to true. If Once
Only is set to fal se then the system will continue to make copies of deleted
instances.



4.8 What are the different components of SPM?
Answer:

e DSM Controller: DSM stands for Disk Space Monitor. This module monitors the
watermarked array and does the clean-up when the High Watermark is reached.

e SPM Controller: This module is responsible for Creating, Updating, and
execution of actions based on the configuration.

4.9 It appears that sometimes not all components start as part of SPM. What, if
anything, controls whether a given component starts or not and how do we tell if
the DSM Controller is started since it is now integrated with SPM?

Answer:

The SPM Controller is always started. The DSM Controller is started only if there
is at least one watermarked array configured.

4.10 SPM appears to communicate only with the Oracle Database and the Manager (by
way of DIVArchive API calls). Does SPM interact with any other processes?

Answer:

SPM only interacts with the Oracle Database and the Manager via the
DIVArchive API. SPM may interact with the Access Gateway instead of the
Manager if configured to do so. Otherwise, SPM does not interact with any other
processes.

4.11 Is SPM event driven or does it purely repeat some looped processing of
slots/rules or database query results?

Answer:

Only the DSM Controller part of SPM is event driven as it waits for the
watermarked array to reach the high water mark to trigger the clean-up of the
array.

4.12 |Is SPM stateful across restarts?
Answer:

SPM is stateful across restarts. It saves the current state of the actions in the
database. The actions that were running are recovered during the next SPM
start.



4.13 An archived Object can only belong to a single Storage Plan. When an Object is
first archived, DIVArchive Manager appears to archive to the default media for the
corresponding Storage Plan or the next-best media if the default media is not
available for some reason. Is this correct?

Answer:
e Yes, an object can only belong to one Storage Plan.

e If a Storage Plan is specified in the request that object is always assigned to that
Storage Plan.

e |If the Storage Plan is specified and no destination media is specified in the
request, the object is assigned the given Storage Plan and archived to the default
media of the Storage Plan.

e However, if the default media is not available, the object is then archived to the
first available media of the Storage Slots in the given Storage Plan in ascending
order of Slot Priority, Slot Window Begin Time, and Slot ID.

¢ If no media is available for the given Storage Plan the request is aborted.

4.14 What are the meanings of the DATARCH VED, DATELASTUPDATE, and
DATENEXTUPDATE properties for objects under SPM?

Answer:
e DATEARCHIVED is the date when object was archived.

e DATELASTUPDATE is the date when actions were created or updated for this
object the last time.

o DATENEXTUPDATE is the date when SPM will check for any changes in the slot
that will affect any actions of this object and update them if any changes are
identified.

4.15 A newly archived Object appears to have its DATELASTUPDATE and
DATENEXTUPDATE fields set to the same value as DATEARCHI VED automatically by
DIVArchive independent of SPM. Is this correct?

Answer:

Yes, DATELASTUPDATE and DATENEXTUPDATE will change once actions are
generated for that object.



APPENDIX
Al DIVArchive Options and Licensing

The following table identifies DIVArchive options and licensing metrics.

Part Number Description Licensing Metric
L101163 Oracle DIVArchive Nearline Capacity Per TB
L101164 Oracle DIVArchive Archive Capacity Per Slot
L101165 Oracle DIVArchive Actor Per Server
L101166 Oracle DIVArchive Manager Per Server
L101167 Oracle DIVArchive Partial File Restore Per Wrapper
L101168 Oracle DIVArchive Avid Connectivity Per Server
L101169 Oracle DIVArchive Application Filtering Per Server
L101170 Oracle DIVArchive Storage Plan Manager (2 storage plans | Per Server

are included with a DIVArchive Manager License)
L101171 Oracle DIVAnet Per Server
L101172 Oracle DIVAdirector Per User
L101918 Oracle DIVArchive Export / Import Per Server
L101919 Oracle DIVArchive Additional Archive Robotic System Per Tape Library
L101920 Oracle DIVArchive Automatic Data Migration Per Server




A2 Default Configuration (spm.conf.ini)

HHHFH B R R R R R R R R R
SPM4 Configuration File

Front Porch Digital, Inc. (C 2005, 2006, 2007
Al rights reserved.

$Source: src/main/conf/spmconf.ini $

$Date: 2015/01/09 17:21:34EST $

$Revision: 1.2 $

$Aut hor: Ramachandran, Prakash (PRamachandran) $

BHHHAERH R AR H S AR R R R R A AR R R AR R R R AR R

H O OH OH OH OH O H OH

# DI VA SPM servi ce nane

# This variable can be used to specify the nane of the w ndows
service. This is

# usefull when nultiple SPM are running on the same server by giving
# different nanmes for each SPM

# If this variable is used, the service nane will be "D vaSpm
<SERVI CE_NAME>" .

# Default: If this variable is unset, the service nane wll be
"Di vaSpm'.

#SERVI CE_NAVE=

HHHFH AR R R R R R R R R
# MANAGER: Paraneters for DI VArchi ve Manager
HHHFH AR R R R R R R R R

# The ip address and port of DI VA Manager for SPMto connect to.

# Address default is "local host". Port valid range is 1..65535.
Default is 9000.

DI VA_MANAGER ADDRESS
DI VA_MANAGER PORT

| ocal host
9000

HHHFH AR R R R R R R R R
# ORACLE: Connection paraneters for the database



BHEHBHHHHBHBHBHBHBH BB A B R A A R A H B R H

# NB! For the follow ng "ORACLE" paraneters no defaults will be
assumned!

ORACLE_USER
ORACLE_CONNECTI ON

di va
i b5

# Maxi mum nunber of sinultaneous DB connections. Valid range is
1..20.

# Default is 5.

ORACLE_POOL_SIZE = 5

HH T HHHHH A H AR H AR R SRR R R R R R R R R R R R R R
# MANAGER MONI TOR: Paraneters
HH R PR AR H AR AR SRR R R R R R R R R R R R R

# Limt of requests (running+pendi ng) on D VA Manager, entire SPM
service wll

# try (see docs) no to surpass. Valid range is 10..500. Default is
250.

DI VA_MANAGER MONI TOR_MAX_REQUESTS = 250

# Maxi mum nunber of DI VA delete instance and del ete object
requests. This nunber is

# checked before sending new Del ete Requests. This value is internaly
cal cul ated

# (it's not received by Request to Manager). Therefore it's
approxi mati on and soneti nes

# we can tenproraly have Nunmber of Delete requests grate than total
nunber of request

# (until the next refresh ).

# Valid range is 1..300. Default is 300.Di sable (no any limtations)
is 0.

DI VA_DELETE_MAX_REQUESTS = 300

# The follow ng paraneters are used to restrict how many RESTCORE
TRANSCCDE and METADATA requests SPM wi | |



# submt to manager sinultaneously.

# Kindly note that all the bel ow three paraneters nmust be enabl ed or
di sabl ed toget her

# For instance DI VA RESTORE MAX REQUESTS is enabl ed and
DI VA_TRANSCODE_ARCHI VE_MAX_ REQUESTS

# and DI VA _METADATA ARCH VE_MAX REQUESTS i s di sabl ed.

# Exanpl e:

# DI VA_RESTORE_MAX_REQUESTS = 3

# Dl VA_TRANSCODE_ARCHI VE_NMAX_REQUESTS = -1

# DI VA METADATA ARCHI VE_NMAX REQUESTS = -1
# In the above case SPMservice will fail to start.

# Valid range is 0..300. Value -1 will disable this feature. Default
value is -1.

DI VA_RESTORE_MAX_REQUESTS = -1
DI VA_TRANSCODE_ARCH VE_MAX_REQUESTS = -1
DI VA_METADATA ARCH VE_MAX_REQUESTS = -1

# M nimum del ay in seconds between two checks of nunmber of requests
(runni ng+

# pendi ng) on DI VA Manager. Checks are opportunistic. Valid range is
1..600.

# Default is 30.

DI VA_MANAGER_MONI TOR_DELAY = 30

# Nunber of seconds that an action will be delay for, if the Manager
Moni t or

# finds Manager at >= DI VA_MANAGER MONI TOR_MAX _REQUESTS during its
executi on.

# Valid range is 1..3600. Default is 60.

DI VA_MANAGER MONI TOR_ACTI ON_DELAY = 60

HHHHHH R R R R R R R R R R R R R R R R R R R R R
# SPM Paraneters for the SPM Controller
HHHHHHH S R HHHH R R R R R R R R R R

# Total nunber of "short" failures per action. Next "short" failure
will be



# translated into a "long" failure. Valid range is 1..50. Default is
5.

ACTI ON_SHORT_FAI LURE_LIMT = 5

# Total nunber of "short" failures per step. Next "short" failure
will be

# translated into a "long" failure. Valid range is 1..50. Default is
2.

ACTI ON_STEP_SHORT FAILURE LIMT = 2

# M ninmum delay in seconds before next check on request status.
# Valid range is 1..60. Default is 10.

ACTI ON_STEP_WATCH DELAY = 10

# Maxi mum si ze of the ACTION QUEUE. Valid range is 1..300. Default is
100.

ACTI ON_QUEUE_SI ZE = 100

HHHFH AR R R R R R R R R
# SPM "Rest" time for working threads
HEH AR R R R R R R R R

# NB! The "RECOVERY" and "RECOVERY LOAD' threads never rest - they
st op upon

# conpletion of all work.

# Rest tine for the "EXECUTION' thread in seconds. Valid range is
0..600. Zero

# "0" will disable the thread conpletely. Default is 5.

SPM_EXECUTI ON_THREAD REST = 5

# Rest tinme for the "UPDATE' thread in seconds. Valid range is
0..600. Zero "0"

# will disable the thread conpletely. Default is 20.
SPM_UPDATE_THREAD_REST = 20



# Rest tinme for the "LOAD' thread in seconds. Valid range is 0..600.
Zero "0O"

# will disable the thread conpletely. Default is 20.

SPM LOAD THREAD REST = 20

HHHFH B R R R R R R R R R
# SPM Sizes of chunks of rows it will process at a tine
HHHFH B R R R R R R R R R

# Nunber of rows SPMwi || process at a tinme in each call of the
RECOVER_ACTI ONS

# procedure. Valid range is 1..65535. Default is 500.

RECOVER_ACTI ONS_CHUNK = 500

# Nunber of rows SPMwi Il process at a tine in each call of
UPDATE_ACTI ON_LI ST

# procedure. Valid range is 1..500. Default is 50.

UPDATE_ACTI ONS_CHUNK = 50

# Nunber of rows SPMwi || process at a tinme in each call of the
GET_ACTI ON_LI ST

# procedure. Valid range is 1..100. Default is 25.

GET_ACTI ONS_CHUNK = 25

# Time before next action update inside the UPDATE ACTI ON LI ST
procedur e,

#in mnutes. Valid range is 10..65535. Default is 20160 (two weeks =
60*24* 7* 2)

UPDATE_ACTI ONS_NEXT_UPDATE = 20160



# Del ay before "long" retry of a failed action inside the
UPDATE_ACTI ON_LI ST

# procedure, in mnutes.
# Valid range is 10..65535. Default is 720 (one day = 60*24).

UPDATE_ACTI ONS_RETRY_FAI LED_DELAY = 720

HHHFH AR R R R R R R R R R
# SPM Processing Options
HHHFH B R R R R R R R R R

#HtH##H##H - -> CAUTI ON COVPLETE OBJECT DELETI ON! <- - #######H#

# This feature nust be managed carefully, since we can | ose objects.
Thi s paraneter nust be enabled for SPmto del ete objects.

#

# Additionally del ete object nmust be enabled or disabled for each
storage plan separately during

# its configuration in configuration utility for additional security
& flexibility.

# Del ete object is enabled only when it is enabled both here and al so
Storage plan configuration

# Note that, if this parameter is disabled here, allowing it for a
storage plan will have no effect.

# Delete object is executed only in the followi ng condition satisfy
# 1) This paraneter ALLOW OBJECT_DELETI ON nust be enabl ed

# 2) Del ete object must be enabled for the storage-plan |evel
t hrough configuration utility.

# 3) Al The storage slot(s) in the storage-plan associated with
t he obj ect nust have an slot end tine.

# 4) Del ete object will be executed by the storage slot that has
the highest end tine in the storage plan. (Pl ease note an object can
be associated with only one storage pl an)

# If multiple storage slots have max end tine in a storage-
plan, the slot with max slot id anong the the slot with max end tine
will do the delete object.

# 5) Just enabling ALLOW OBJECT_DELETION will not acknow edge
Storage sl ot nediumwater mark and Del ete object is execute at the
end of storage slot that has the highest end tinme in the storage
pl an.



# Valid range is [true,false]. Default is "fal se"

ALLOW OBJECT_DELETI ON = fal se

# The bel ow parameter DELETE_OBJECT_ONLY_LAST | NSTANCE added t he
following additional conditions to the SPM del ete Object feature

# This paraneter forces SPMto del ete object at the end of a storage
slot only it is the last instance in the entire D VArchive system and
that | ast instance exist on the storage sl ot

# mediumthat has the highest slot end tine anong all storage slots
of the Storage plan otherwise SPMw Il never do a del ete object at
the end of the storage slot it will always only do delete instance

# at the end of a storage slot.

# The following condition needs to satisfied for this feature to
wor K.

# 1) This paraneter requires ALLOWN OBJECT_DELETION al so be
enabl ed. Just enabling DELETE _OBJECT_ONLY_LAST_I NSTANCE wi Il have no
ef fect and SPM del ete object feature will not be enabl ed.

# 2) This paraneter DELETE OBJECT _ONLY_LAST | NSTANCE mnust be
enabl ed.

# 3) Del ete object must be enabled for the storage-plan |evel
t hrough configuration utility.

# 4) Al The storage slot(s) in the storage-plan associated with
t he obj ect nust have an slot end tine.

# 5) Delete object will be executed by the storage slot that has
the highest end tine in the storage plan. (Pl ease note an object can
be associated with only one storage pl an)

# If multiple storage slots have max end tine in a storage-
plan, the slot with max slot id anong the the slot with max end tine
will do the delete object.

# 6) At the end of the storage slot if nore than 2 instances exi st
in the Dlvarchive systemor on the medium only delete instance is
execut ed.

# 7) Delete object is executed only if one instance exist on the
entire DI VArchive system and that one instance exist on the nmedi um of
the storage slot that has the

# Hi ghest slot end tine anong all storage slots of the storage
pl an.
# 8) If the nmedium of storage slot that has the highest end tine

is water marked the delete object is postponed until watermark
condition is satisfied.

DELETE_OBJECT_ONLY_LAST | NSTANCE = fal se



# Defines wether SPMwi || use original or transforned object nanme as
"target"

# obj ect nane in METADATA ARCHI VE step (Default is "true):
# - true: use transformed object name
# - false: use original object nane

METADATA_ARCH VE_TRANSFORMED_OBJECT NAME = true

HHHFH B R R R R R R R R R
# DSM Processing Options
HEH AR R R R R R R R R R R

# Priority of the requests produced by DELETE | NSTANCE (W acti ons.
# Valid range is 1..100. Default is 15.

DSM DI W REQUEST PRI ORI TY = 15

HHHFH B R R R R R R R R R R
# DSM "Rest" time for working threads
HHHFH B R R R R R R R R R

# Rest tine for the "SPACE MONI TOR' thread in seconds. Valid range is
0. . 600.

# Zero "0" will disable the thread conpletely. Default is 10.
DSM_SPACE_MONI TOR_THREAD REST = 10

HHHBHHBHH B HH B HH B H B H B H B R R R H R R R R R R
# DSM Sizes of chunks of rows it will process at a tine

BHEHHHHHBHBHBHBHBH BB B R B R R R R R R H

# Nunber of Actions DSMwill process at a given tine.
# procedure. Valid range is 1..65535. Default is 50.

DSM_ACTI VATE_ACTI ONS_CHUNK = 50



BRI R R R R R R O R R R R A R R R R R e R A
# DSM Disk Arrays to be nonitored
BRI R R R R R R O R R R R A R R R R R R A R A

# Description of disk arrays. For each array, an ARRAY<i > paraneter
has to be

# created, with <i> indicating the array nunber. The first array
nunber is 1.

# <i> has to be increased always by one.

#

# The information on array is the foll ow ng:

#

# "array nanme";"watermark | ow | evel percent";"watermark high-I|eve
percent"”

# [[;"rounted disk path"] ...]

#

# where:

# "array name" - nanme of the disk array, as it
named in

# DIVA (It is not the SPM "nedi unt
nane!)

# "watermark | owlevel percent" - nunber fromO to 100 - | ower

di sk space

# usage percent: DSMw Il try to
reach this

# percent when cl eani ng

# "wat er mar k hi gh-1evel percent” - nunber fromO to 100 - higher

di sk space

# usage percent: DSMw || start

cl eani ng

# process when di sk space usage is
hi gher

# than this | eve

# ["nounted disk path"]... - mount points of array disks.

None, one or

# many, separated by ";". No
spaces al | owed.

# If one or many, DSMw || access
arrays via

# filesystem ("ol d") interface.



# If none, DSMwi || access arrays
via DI VA

# APl ("new') interface
(recomended) .

#

# Wndows specific: If the nonitored disk is a password protected
net wor k

# share, the following syntax is allowed as a nount point:
# cifs://luser: pwd@\ nas\share

# When SPM service is configured with CIFS di sk, The login of the SPM
servi ce must be changed fromthe

# default “Local Systent to a valid Wndows User.

#Fol l owi ng are the steps to change the spm service | ogin.

# Step 1: Start -> run

# Step 2: Type services.nsc in the rum pronpt and press enter.

# Step 3: This should open the Wndows service Control Manager

# Step 4. Select the SPM service to which you want to change the
| ogi n.

# Step 5: Right click on the SPM service and sel ect properti es.

# Step 6: Select the Log on tab in the properties wi ndow of the SPM
servi ce.

# Step 7: Select the radio button next to "This account”.
# Step 8: Enter a valid wi ndows user and password
# Step 9: dick apply or ok button to commt the changes.

#ARRAY1 = Fast Di sk; 75; 90; / homre/ di va; / usr/ bin
#ARRAY2 = S| owDi sk; 60; 75;/tnp

#ARRAY3 = Sl owDi sk2; 60; 99

#ARRAY4 = Ful | Di sk; 50; 80

HHHFH AR R R R R R R R R
# SPM DSM Additional paraneters
HHHFH AR R R R R R R R R

# Level of tracing. Valid range is 1..2. Default is 2.

# "1" - will trace "entry" and "exit" points in all inportant
functi ons.



# WARNING W11 generate big volume of trace! Must be used
for ' debug'

# and 'validation' purposes only!
# "2" - will produce normal, 'production' trace.
#

TRACE_LEVEL = 2



A3 SPM Trace Configuration File (spm.trace.ini)
HHHH B HEH R R R R R R R R R R R R R R R R R
SPM Trace Configuration File

Front Porch Digital, Inc. (C 2005, 2006, 2007
Al rights reserved.

$Source: spmtrace.ini $

$Dat e: 2007/ 12/ 13 15: 43: 35EST $

$Revision: 1.8 $

$Aut hor: Ramachandran, Prakash (PRamachandran) $

S R R S R
# uncoment the following lines to trace

HUHHHHHHHH PR T R

#
#
#
#
#
#
#
#
#

HHHHH BRI R R R R R
# d obal paraneters

HHHHH BRI R R R R R
@i mest ep=60

@i zel i m t =200

@i netolive=10

@r acel evel =3

@ r acemanager | og=0

HEH AR R R R R R
# Daenon and Managers
HHHHH BRI R R R R i

| SPMSer vi ce

I Config

| DBVanager

I Commivanager

I FSManager

I Manager Moni t or
I TraceW apper



HHHHHHHHH R HH R R R R R R R R R R R R
# DivaOracle Interface
HHHHHHHHH R B H T R R R R R R R R R R R R

IOracle
#DbConnect i onPool
#DbConnecti on

HHHHHHEH B HEH TR R B R R R TR R R R R R R R R R
# SPM Controll er
HHHHHHEH B HEH R H TR R B R R R T R R R R R R R R

I RecoveryThr ead

I RecoveryLoadThr ead
' LoadThr ead

I Updat eThr ead

I Executi onThr ead

I Acti onQueue

HHHHHHEH B HEHHH TR R B R R R R R R R R R R R R R
# DSM Controll er
HHHHHHEH B HEHHH TR R B R T R R R R R R R R

I SpaceMbni t or Thr ead

I ArrayCont ai ner

BRI R R R R R R R R R R R R R AR R R R R g R
# Action Processing Level
HEHHHAHHHHBHHH B HH BB H AR H R H AR H R H AR

I Rest oreActi on

I Met aDat aAr chi veActi on
I TranscodeAr chi veActi on
I Archi veRequest Acti on

I Del et e(bj ect Acti on

I Del et el nst anceActi on



I CopyAct i on
I Request Acti on
I'Acti on

I Acti onRecord

HHHHH BRI R R R R R
# Action Step Processing Leve
HHHHH BRI R R R R

| RESTORE_STEP

| ARCH VE_STEP

| TRANSCODE_ARCHI VE_STEP

I LI NK_OBJECTS STEP

| DELETE_OBJECT STEP

| DELETE_| NSTANCE_W2_STEP
| DELETE_| NSTANCE_W._STEP
| DELETE_| NSTANCE_STEP

| COPY_STEP

I Request Acti onSt ep
I ActionStep

HHHHHH R R R R R R R R R R R R R R R R R R
# Met hod Tracer

BHEHHHHHHBHBHBHBHBH A B B R R A R H

#Met hodTr acer



A4 Configuration Parameter Summary
A4.1 Storage Plan Definitions

Parameter Definition
Storage Plan Name Desired Storage Plan name.
Allow Last Instance Deletion e Y (Delete Object)

e N (Just Delete Instance)
e Can be overridden from the configuration file.
e Disc cleaning strategy is not applicable with Y.

A4.2 Mediums Definitions

Parameter Definition

Medium Name Desired Mediums name (it is better if the name is the same as
DIVArchive Group/Array Name).

Storage Name Name of the Storage Manager. This value isn’t used and it is
recommended to keep the default value (DI VA).

Group/Array Name DIVArchive Group/Array Name.




Parameter Definition

Watermarked Monitors the Medium’s usage (available space, used space, etc.).
Select Y, N, or M to specify whether or not to apply watermarking
to this medium. Refer to Sections 1.7.1 and 2.7 for detailed
information on Watermarking.

In general it is recommended that Slots are not deleted, but
disabled instead. Deleting a Slot does not remove the content
from the DIVArchive System.

In the case of a Storage Slot, setting the Slot End Time to 0 will
force SPM to delete any content created by this slot and once all
of the content is removed, the Storage Slot can be deleted or
disabled. If retaining the content in a Storage Slot is desired, but
no further processing of future actions is required, disabling the
Slot instead of deleting it is the safer way to do this.

Refer to Section 2.7 for detailed information on Watermarking.
e Y applies watermarking (Yes).
e N does not apply watermarking (No).

e M is a combination of watermarking (Mixed). The disk
cleaning action taken is dependent upon what event
happens first:

o The Slot reaches its end time.
o The High Watermark is reached.
e This is only valid for Storage Slots.

e Only for Disk Arrays configured as Medium.

Disc Cleaning Strategy e By last access time

e By Size




A4.3 Object Slots Definitions

Parameter Definition

Slot Name Desired Slot name.
Storage Plan Storage Plan name
Id Automatically generated by SPM.
Medium Associated With Slot Medium associated with the Slot.

Slot Request Type (or Slot Type) | The type of the request:
e Storage

o Copy request initiated at the beginning
of the Slot.

o Delete request initiated at the end of the
Slot.

e Transcode Archived

o Transcode Archived request initiated at
the beginning of Slot.

e Metadata Archive

0 Metadata Archive request initiated at
the beginning of Slot.

e Restore

0 Restore request initiated at the
beginning of the Slot.

Slot Begin Time This parameter identifies when the Action will
occur. If set to zero (0) the Action will be initiated
as soon as the object is archived. If set to another
number, for example 10 (minutes), the Action will
execute 10 minutes after the original object is
archived.

Slot End Time Time in minutes from the object creation- points to
the Slot end.

Request Execution Begin Time Time in HH:MM format (00:00 to 24:00) — points to
the time of the day when execution can start.




Parameter Definition

Request Execution End Time Time in HH:MM format (00:00 to 24:00) — points to
the time of the day after which execution cannot
start.

e |If the Begin and End Time are 00:00 and
24:00 correspondingly, there are no
limitations on Execution time. If the Begin
Time is greater than End Time, then the
execution interval is taken from the Begin
Time of the first day to the End Time of the
second day (including midnight).

Request Priority Priority of operations for SPM and the DIVArchive
Manager.




A4.4 Filter Definitions

Parameter Definition
Filter Name Desired Filter name.

Id Automatically generated by SPM.

Medium Filter Name of the media to monitor.

Object Category Filter

e blank = all
0 Any combination; example - abc* def

Object Source Filter

e blank = all
0 Any combination; example - abc* def

Object Name Filter

e blank = all
0 Any combination; example - abc* def

Min Object Size

Minimum Object Size:

e 0 - no restrictions from Maximum Object Size.

Max Object Size

Maximum Object Size:

¢ 0 = no restrictions from Minimum Object Size.

Size Units

Size units (KB, MB, GB).

Storage Plan

Name of the Storage Plan.




A4.5 SPM Actions Definitions (only used with Transcode Archived, Metadata Archive,
and Restore Slots)

A4.5.1 Object Filters

Parameter Definition

Filter name Desired Filter name.

Storage Plan Storage Plan name.

ID Automatically generated by SPM.

Request Type Used only with Transcode Archived, Metadata Archive,

and Restore.

Object Name Filter e Dblank = not usable
o Any combination; example - abc* def

Object category Filter e Dblank = not usable
o Any combination; example - abc* def

Object Source Filter e blank = not usable

o0 Any combination; example - abc* def




A4.5.2 Transformation Rules (only used for Transcode Archived and Metadata

Archive)

Request Type

Transcode Archived

Parameter

Target Name

Definition

Name of the transcoded object.
e " =use the original name.
o Can be addedto asin: ”. t xt

Target Category

Category of the transcoded object.
e A~ =use the original category.
o0 Canbe added to asin: . t xt

Metadata Archive

Target Name

Name of the archived object.
e " =use the original name.
0o Can be added to asin: . t xt




Request Type

Metadata Archive
(continued)

Parameter

Target Category

Definition

Category of archived object
e 7 =use the original category.
o Canbe addedto asin: ”. t xt

Target Name

Always leave at the default: »

Restore

Target Category

Always leave at the default: »

A4.5.3 Request Templates

Parameter Definition

Request Type

Used only with Transcode Archived, Metadata Archive,
and Restore requests.

Transformation Rule

Use an existing transformation rule.

Id

Automatically generated by SPM.

Object
Source/Destination

For Metadata Archive this is the Source/Destination to
archive.

For Restore this is the Source/Destination to restore.

Pathroot

Pathroot used for Metadata Archive or Restore.

Request Options

Any additional options necessary for Transcode
Archived, Metadata Archive, or Restore.

Request Comments

Comments for Transcode Archived, Metadata Archive,
or Restore

QOS

DIVArchive Quality Of Service.

Cascade Delete Links

Used for Transcode Archived and Metadata Archive
only.

Cascade Restore Links

Used for Transcode Archived and Metadata Archive
only.
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