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1. INTRODUCTION

1.1Purpose and Scope

This document describes methods utilized and procedures performed to upgrade the Oracle
Communications Policy Management Release 12.2.x to Release 12.3 when georedundancy on non-CMP
components (that is, MPE/MRA/Mediation) is disabled.

Firmware upgrades may be required, but are not covered in this document.

The non-georedundant MPE/MRA/Mediation cluster scheme only has two servers, active and standby, that
are co-located on one site.

Two sites may be used in Policy Management deployments, namely, a Sitel or Primary Site and a Site2 or
Secondary Site. The primary MRA/MPE/Mediation cluster of the active and standby resides on Sitel while
the secondary MRA/MPE/Mediation cluster of active and standby resides on Site2 for disaster recovery.

1.2Acronyms
Acronym Meaning

CMP Configuration Management Product
NOTE: It usually refers to the CMP on the primary site

DR-CMP Configuration Management Platform for Disaster Recovery
NOTE: It refers to the CMP on the secondary site

DSR Diameter Signaling Router

GUI Graphical User Interface

LVM Logical Volume Manager

MPE Multimedia Policy Engine

MPE-LI MPE for Lawful Intercept - a type of Multimedia Policy Engine

MRA Multiprotocol Routing Agent (also referred to as Policy Front End or PFE)

PC Policy Counter

PCEF Policy Control Enforcement Function

PCRF Policy and Charging Rules Function—An Oracle Communications Policy
Management system

PM&C Platform Management and Configuration

TPD Tekelec Platform Distribution

TVOE Tekelec Virtualization Operating Environment
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1.3Terminology

Primary Site (Sitel)

A site where the MPE/MRA/Mediation primary cluster exists with co-located Active and Standby
servers

Secondary Site (Site2)

A site where the MPE/MRA/Mediation secondary cluster exists with co-located active and standby
servers for disaster recovery

Segment

A segment is a collection of HSGWs, P-GWs, DSRs, MPEs and MRAs that provide the PCRF service. A
single MPE/MRA cluster may be part of only one PCRF Segment. A CMP manages all the MPE/MRAs
at multiple sites. A CMP manages one or more PCRF Segments.

1.4 Software Release Numbering

7 of 123

PM&C: 6.0.3

TVOE: 3.0.3

TPD: 7.0.3

COMCOL: 6.4

Policy Management Release 12.3
Oracle Firmware: 3.1.5

HP Firmware: Firmware Upgrade Pack 2.2.9
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2. UPGRADE OVERVIEW

This section lists the required materials and information to perform Policy Management Release 12.3
software upgrades.

2.1Upgrade Status Values

Status Condition
OK All servers are up-to-date and no alarms are present.
Info No alarms are present, but a condition (such as out-of-date) is present that you

should be made aware of.

Minor At least one minor alarm is present.

Major At least one major alarm is present.

Offline The server cannot be reached.

Degraded At least one server in the cluster cannot be reached.

Critical At least one critical alarm is present.

Active The server is active.

Standby The server is in standby mode as part of normal operations.

Forced Standby The server is in standby mode because it has been placed into that state via

direct intervention or as part of the upgrade.

Offline The server cannot be reached.

Zombie The server is in a state where it cannot recover automatically and requires direct
intervention.

2.2Upgrade Path

This upgrade document supports the following upgrade paths:
Policy Management 12.1.x to 12.3

Policy Management 12.2.x to 12.3

2.3Upgrade Information

2.3.1 Upgrade Sequence

An upgrade procedure applies to an Active/Standby pair of servers. This pair of servers is referred to as a cluster. A
cluster can be of different types: CMP, MRA, MPE, or Mediation depending on the mode. For a CMP cluster, the
cluster status may also be Primary site and/or Secondary site.

A deployment may consist of multiple clusters.

2.3.2 Required Cluster Upgrade Sequence

Policy Server software upgrades are performed on a cluster by cluster basis at the primary and secondary
sites within the same maintenance window.

The following is the general upgrade sequence, specific procedures/steps can further be documented by an
Oracle provided MOP.
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The following are the steps for a Policy Management system upgrade procedure (process for specific
installations are documented by an Oracle provided MOP):

1. Upgrade PM&C Server at Site 1-Needed if version is older than what is listed in section 1.4
Upgrade PM&C Server at Site 2—Needed if version is older than what is listed in section 1.4

Firmware upgrade—If needed (not covered in this document)

2

3

4. Upgrade Primary (Sitel) CMP

5. Upgrade Secondary (Site2) CMP (if applicable)
6

Upgrade MPE/MRA/Mediation (see note below)

NOTE: MPE/MRA/Mediation clusters can be upgraded in parallel, a maximum of 4 at a time (except for
upgrades from 12.1.x where 8 clusters can be upgraded in parallel).

2.3.3 Policy Release Mixed-Version Operation and Limitation

The general expectation is that a system that is running in a mixed version configuration should support
features and perform at a level of the previous version. Thus, a system that is running pre-12.3 release and
12.3 release in mixed configuration would support the performance and capacity of the pre-12.3 release.
The mixed version Policy Management configuration would also support pre-12.3 features.

Since the CMP is the first Policy Management system component that is upgraded to the new version, the
Release 12.3 CMP is managing MRA/MPE/Mediation servers in a pre-12.3 release. In this mixed version
configuration, a Release 12.3 CMP does not prevent configuring anything that can be configured in a
previous release and all configuration items from the previous release are available. However, the
configuration changes during the upgrade of Policy Management system are discouraged and have limited
support.

In the mixed version, a Release 12.3 CMP has the following limitations while running in a mixed version
environment:

e New features must not be enabled until the upgrades of all servers managed by that CMP are
completed. This also applies to using policy rules that include new conditions and actions
introduced in the release.

e As ageneral guideline, policy rules should not be changed while running in a mixed version
environment. If it is necessary to make changes to the policy rules while running in a mixed version
environment changes that do not utilize new conditions and actions for the release could be
installed, but should be jointly reviewed by the you and Oracle before deployment to verify that
these policies indeed do not use new conditions or actions.

e The support for configuration of MPE/MRA/Mediation servers is limited to parameters that are
available in the previous version. Specifically:

o Network Elements can be added

Mixed-version configurations supported

Policy Management CMP Mediation
system components on R12.3 MRA R12.3 | MPE R12.3 R12.3
CMP R12.2.x Yes No No No
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Policy Management CMP Mediation
system components on R12.3 MRA R12.3 | MPE R12.3 R12.3
MRA R12.2.x Yes Yes Yes N/A
MPE R12.2.x Yes Yes Yes Yes
Mediation R12.2.x Yes N/A Yes Yes

NOTE: Replication between CMP and DR-CMP is automatically disabled during upgrade of CMP and DR-
CMP to Release 12.3. The replication is automatically enabled after both active CMP and DR-CMP are
upgraded to Release 12.3.

2.4 Customer Impacts

The cluster upgrade proceeds by upgrading the Standby server, switching over from the Active to the
Standby, and upgrading the second server (that is, the new Standby). The switchover of each cluster has a
small impact on traffic being processed at that cluster, as in the past releases upgrades.

2.5 Rollback/Backout

The full pre-upgrade server image is stored on the server during the upgrade, and can be restored in the
event of a problem discovered during or after upgrade.

2.6 TPD Version

The Tekelec Product Distribution (TPD) version needed for this release is included in the Policy Application
software upgrade I1SO, and TPD is upgraded to version 7.0.3 as part of this procedure.

In the case of IPM or clean install of a new server, the supported baseline TPD version 7.0.3 should be
installed prior to upgrading to Policy Release 12.3.

2.7 Server Hardware Platforms

The Policy Management Release 12.2 software upgrade can be applied on any server that previously had
Policy Management Release 12.2.x

2.8 Loading Application software

For upgrade of server application software, the recommended method is to copy the application ISO
images to the servers using scp or ftp. If the system is HP c-Class using a PM&C Server, the application
software must also be loaded into the PM&C software management library to support new installs and FRU
activities.

NOTE: PM&C is not used during the upgrade and backout procedures.

2.9 Required Materials and Remote Access
1. Policy 12.3 software ISO files and TPD software ISO file
2. Policy 12.3 software upgrade Release Notes.

3. TVOE, PM&C upgrade/installation documentation, software 1SO files, and TPD ISO file. (If
applicable)

4. Firmware Upgrade Pack 2.2.9 (or higher) documentation and ISOs. (If applicable)
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5. The capability to remote login to the target server as admusr.
NOTE: The remote login can be done through SSH, local console, or iLO maintenance port. Ensure
the network firewall policy allows the required application and corresponded ports.
6. The capability to secure copy (SCP) from the local workstation being used to perform this upgrade
to the target server, or otherwise be able to transfer binary files to the target server.
7. User logins, passwords, IP addresses and other administration information.
8. VPN access to the network is required if that is the only method for remote logging into the target
servers. It must be also possible to access the Policy Manager GUI, and the PM&C GUI.
2.9.1 Upgrade Media
See the release notes for the list of ISO image files required for the Policy Management upgrade you are
installing.
2.9.2 Login Users and Passwords

Logins, passwords and server |IP addresses

The IP address assignments for each site, from the appropriate Oracle Network IP Site Survey/NAPD, must
be available. This ensures that the necessary administration information is available prior to an upgrade.

Further, need to confirm login information for key interfaces, and document in Table-1.

It is assumed that the logins are common among the sites. If not, record the password for each site.

NOTE: Consider the sensitivity of the information recorded in this table. While all of the information in the
table is required to complete the upgrade, there may be security policies in place that prevent the actual
recording of this information in permanent form.
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Table-1: Logins, Passwords and Server IP Addresses

Item

Value

CMP servers

GUI Administrator Login User/Password:

admusr password:

MRA/MPE servers

admusr password:

Target iLO iLO Administrator Login: User/Password
Target OA OA Administrator Login: User/Password
PM&C server GUI Administrator Login User/Password:

admusr password:

Software upgrade target release?

Target Release Number:

Policy 12.3 software ISO Image (.iso) filenames.

1 The IS0 image filenames should match those referenced in the Release Notes for the target release.
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3. THEORY OF OPERATION

3.1Upgrade Manager Page

The Upgrade Manager represents a significant shift from some of the previous upgrade pages. In the past,
it was up to you with assistance from an MOP to know the correct sequence of server selects and menu
options. The Upgrade Manager takes a different approach. It determines the next course of action to
either:

1. Begin/continue upgrading a cluster
2. Begin/continue backing out a cluster.
There is an important point implicit in the list above:
Upgrade is now presented from a cluster perspective, instead of a server perspective.

The shift in perspective has a number of ramifications, most noticeably it is no longer possible to select
individual servers or bulk select a group of servers. In fact, in order to perform any operation, it is necessary
to select a cluster first.

Another major shift is that certain operations are performed automatically. These operations are not even
presented as an option. However, you can see what has been performed by viewing the upgrade log.

Current ISO: standard-upgrade-12.0.0.0.0 99.9.0

DFiter  Columns »  Advance

B |Name Alarm Severity | Uplo Date | Server Role Prev Release Running Release Upgrade Operation

= [ CMP Sited Cluster (2 Servers)
chris9 v Standby 11.1.2_3.1.0 12.0.0.0.0_99.9.0 ) Initiate upgrade Completed Successfully at Feb 8, 2015 21:30:15.
chris1D v Active 11.12_3.1.0 12.0.0.0.0_99.9.0 n/a

= [ TestMPE (2 Servers)

chris1g Y Active 1.1.2_31.0 12.0.0.0.0_99.9.0 ') Initiate upgrade Completed Successfully at Feb 9, 2015 10:25:15.

chris1S Y Standby 1.1.2_31.0 12.0.0.0.0_99.9.0 ) Initiate upgrade Completed Successfully at Feb 9, 2015 12:23.46.

Figure 1: Sample display of the Upgrade Manager page.

For the most part, the items in the display are fairly self-explanatory. With that said, there are three items
that deserve a deeper discussion.

e Start Rollback/Start Upgrade buttons (upper left)-If these buttons are greyed out, it means that
there is not an appropriate action to take at this time. However, if a button is not greyed out, then
it means that there is a preferred action that can be taken to upgrade (or backout) the cluster.
Normally, upgrading a cluster is a well-defined fixed procedure. However, in some cases there are a
number of valid sequences. Selecting the preferred step causes the Upgrade Director to choose the
default sequence. It is strongly recommended to exclusively use these buttons to upgrade/backout
a cluster.

e Alarm Severity—This column is used to indicate if there are alarms associated with a server. If so, it
displays the severity of the most severe alarm here. It is important to explain the intent of this
column. The intent is to give a visual indication that the particular server is experiencing alarms.
This is not a reason to panic: During the upgrade we expect servers to raise alarms:

o The CMP raises alarms to indicate that it is initiating upgrade activity.

o Servers report alarms to indicate that their mate servers are offline.
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However, if alarms are asserted for a server, it is good practice to look at the alarms prior to
initiating upgrade activity on them.

e Up to Date—This column is used to indicate the state of the code on the server.
o N
The server is running old code needs to be upgraded
o Y
The server is running new code.
o N/A

Upgrade is not appropriate and/or the server is in a bad state

3.1.1

You can access the upgrade log using the Upgrade Manager page. This displays attributes of the various
actions (manual and automatic) that have been performed on the selected cluster. It is important to note
that this is NOT the audit log. The audit log tracks what the has been done. This log captures the sequence
of upgrade activity—whether it was initiated by you or automatically triggered.

The Upgrade Log

E upgradeDirectorTicketsDialog jsp - Google Chrome ==l X
[9 10.148.242.110/mi/pages/upgradeDirectorTicketsDialog.jsp?id=C2013&name=TestMPE
Upgrade Log
;_Ilfllz N T_-’cnf 1154:1::-:9 4 Fiter | | Caturnns ¥
D Pare... Action Name Start Time End Time Durat... | Scope Hostname Result Mode Description

il 0 Preflight Check /92015 9:21:36 22015 9:21:54 | 0:00:17 © Server | chris1f Success Manual User intiated action: ...
7 6 Initiate upgrade 21972015 9:21:54 2/%2015 10:25:06 : 1:03:11 . Server  chris16 Success Automatic = Automatic action initi....
8 & Modify the role/replication ... | 2/9/2015 9:21:54 2/%20159:21:58 : 0:00:04 : Cluster @ TestMPE Success Automatic  Automatic action for ...
9 6 Wait for replication te sync... | 292015 10:25:06 2/92015 10:25:15 : 0:00:02 : Server  chris16 Success Automatic | Autematic action wait. ..
10 0 Failover to new version 2/9/2015 11:20:08 292015 11:20:08 - 0:00:00 : Cluster = TestMPE Success Manual User inttiated action: ...
11 0 Preflight Check 29/2015 11:20:41 2/9/2015 11:20:54 © 0:00:12 | Server  chris15 Success Manual User inttiated action: ...
12 11 Initiate upgrade 2192015 11:20:54 22015 12:23:06 © 1:02:11 © Server  chris15 Success Automatic © Automatic action initi...
13 11 Modify the role/replication ... @ 2/%/2015 11:20:54 22015 11:20:59 : 0:00:04 : Cluster | TestMPE Success Automatic © Automatic action for ..
14 11 Wait for replication to sync... | 292015 12:23:06 2/%201512:23:46 | 0:00:40 ' Server : chris15 Success Automatic | Automatic action wait. ..
15 11 Modify the relefreplication ... | 2/3/2015 12:23:06 2/%2015 12:23:10 : 0:00:04 : Cluster = TestMPE Success Automatic © Autematic actien for ..

Figure 2: Upgrade Log

3.1.2 Optional actions

It is possible to perform every step in the upgrade process just using the Upgrade and Backout buttons.
When you click these buttons, the Upgrade Director performs the next preferred action. However, there
are times that you may want to take a slightly different—but legal—action. For example, the Upgrade
Director has a preferred order in which it upgrades a cluster. However, if the you want to deviate from that
default procedure—say to restrict upgrade to servers in a particular site—then you can use the optional
actions menu. It is important to note that this menu is ONLY be populated with legal/reasonable actions.
Actions that are wrong/inconsistent are not displayed.

If the you select an optional action, you can go back to using the default/preferred actions at any time

14 of 123

E75412-01



Software Upgrade Procedure
3.1.3 The ISO select

In the upper right hand corner, there is an item called the current ISO. In some respects the term ISO is
misleading. A better description might be upgrade procedure. This item shows the upgrade procedure that
is being used. In common cases, this is going to work out to either;

e Astandard (full) upgrade to version XXX
e Anincremental upgrade to version XXX

To start a upgrade, click this item. The Upgrade Director searches for valid upgrade procedures. In order to
minimize confusion, these upgrade procedures are usually embedded within a CMP ISO. This way, the CMP
ISO is tightly tied to the corresponding upgrade procedure.

When you select a new ISO, you are telling the Upgrade Director to abandon its current upgrade procedure
in favor of a new procedure.
3.1.4 Introducing Upgrade Director behavior

The Upgrade Director is a component that tracks the state of the servers, cluster and system during an
upgrade. The Upgrade Director is mostly hidden. However, there are conventions/operating principles that
have visible effects.

3.1.4.1  Alarm philosophy
In general, the Upgrade Director raises alarms if:
1. Aserver is impaired.
2. An activity expected.
Table 2 summarizes the alarms that can be raised in 12.3.

Table 2 12.3 possible alarms

Alarm ID Name Description

70500 SYSTEM_MIXED_VERSION The servers in the topology are running different versions of
software. Upgrade of the system is not complete.

70501 CLUSTER_MIXED_VERSION The servers in the specified cluster are running different
versions of software. The upgrade of the cluster is not
complete.

70502 REPLICATION_INHIBITED Replication is inhibited to the specified server. It is not
receiving session information.

70503 SERVER_FORCED_STANDBY The specified server has been placed in forced standby and
cannot provide service.

70506 UPGRADE_OPERATION_FAILED An upgrade operation failed on the specified server.

70507 UPGRADE_IN_PROGRESS An upgrade/backout is currently in progress on the server. It

may leave the cluster, become unreachable or even reboot.

70508 ZOMBIE_SERVER The server is in an indeterminate state and needs to be
repaired by support.
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3.1.4.2 General upgrade procedure

In general, the upgrade of a server goes through 3 steps.

1. Preflight checks—look for certain conditions which guarantee a failed upgrade. If such conditions
are detected, fail. There are two principles behind the preflight checks

a. lItis better to fail early in a recoverable way than to fail late in an unrecoverable way.

b. Preflight checks are VERY narrow. We do not want a false positive preventing an otherwise
valid upgrade.

2. The upgrade itself

3. Wait for replication to synchronize.
This procedure is in place so that it should not be necessary for you to login to the target server to verify
conditions. They should be able to comfortably stay on the Upgrade Manager page.
3.1.4.3 Unreachable servers

During the course of an upgrade, servers can go unreachable. This is expected and the Upgrade Manager
tries to be graceful about unreachable servers. However, if the CMP experiences a failover when another
server is unreachable, this runs into limits. The Upgrade Director does not have the full history/context. It
waits until it can contact the unreachable server before it takes action on the server.

3.1.4.4 Reversing directions

In general, it should be possible to reverse directions at any time. You should be able to upgrade a server in
a cluster, back it out, upgrade it, upgrade its mate, back that out, and so on. In this sense, upgrade/backout
should be fully reversible. However, you are permitted to reverse direction if there is an ongoing action:
You cannot start a backout of a server if another server in the cluster is being upgraded. You have to wait
for the upgrade to finish.

3.1.4.5 Mixed version and forced standby
As a general rule, if a cluster is in mixed version, then every server that is NOT running the same version as
the active server needs to be in forced standby. This way, a simple failover does not cause a change in the
version of code that is providing service.
3.1.4.6 Failure handling and recovery
Failures fall into two categories:

e Failures that the Upgrade Director is able to recover from.

e Failures that the Upgrade Director cannot automatically recover from.

Any failure should generate an UPGRADE_OPERATION_FAILED alarm. In such cases, the operation can be
attempted again. Ideally, the original failure is investigated before repeating. However, if the server is in an
indeterminate state, the server is declared a ZOMBIE and no further action can be taken on the server. It
requires direct action by support/engineering to repair.

For the current release, recovery or even deep failure diagnosis, is not something that we expose via the
GUL.
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4. UPGRADE PREPARATION

This section provides detailed procedures to prepare a system for upgrade. These procedures are

performed outside a maintenance window.

4.10verview:

1.

2
3
4.
5
6

Upgrade TVOE and PM&C Server at Site 1 (if applicable)
Upgrade TVOE and PM&C Server at Site 2 (if applicable)

Firmware (if applicable)

Upgrade Primary (Sitel) CMP

Upgrade Secondary (Site2) CMP (if applicable)

Segment 1 Site 1:
c. Upgrade MPE clusters
d. Upgrade MRA clusters

e. Upgrade Mediation clusters (If needed, recommend to upgrade UDR clusters first to

compatible version)

Segment 1 Site 2:

a. Upgrade MPE clusters

b. Upgrade MRA clusters

c. Upgrade Mediation clusters
Segment 2 Site 1:

a. Upgrade MPE clusters

b. Upgrade MRA clusters

c. Upgrade Mediation clusters
Segment 2 Site 2:

a. Upgrade MPE clusters

b. Upgrade MRA clusters

c. Upgrade Mediation clusters
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4.1 Pre-requisites

Procedure 1 verifies that all required prerequisite steps needed to be performed before the upgrade
procedure begins.

NOTE: TVOE, PM&C, and firmware might need to be upgraded prior to the upgrade to Policy Management
Release 12.3.

Procedure 1 Prerequisite steps

Step Procedure Description
1. [ ]| Verifyall As listed in section: 2.9 Required Materials and Remote Access
required
materials are
present

2. [] | Review Release Review Policy Release 12.3 for the following information:

Notes .. . . .
e Individual Software components and versions included in target release

e New features included in target release
e Issues (Oracle BUGs) resolved in target release
e Known Issues with target release

e Any further instructions that may be required to complete the software upgrade for
the target release. In particular, the supported browsers:

NOTE: In release 12.3, only Mozilla Firefox and Google Chrome are fully supported.

4.2 TVOE and PM&C Server Upgrade
Policy Release 12.3 requires PM&C version 6.0.3 to support the IPM of TPD 7.0.3 on c-Class blades.

PM&C shall IPM TPD on a c-Class if the a blade is introduced either for disaster recovery (DR) or adding
blades to an enclosure (foe example, capacity expansion).

Appendix A describes in detail the upgrade of TVOE and PM&C.

4.3Firmware Upgrade

See the release notes for the list of ISO image files required for the firmware upgrade you are installing.

4.4 Plan and Track Upgrades

The upgrade procedures in this document are divided into the following three main sequential steps:
1. Upgrade TVOE and PM&C Server and deploy firmware upgrade if necesssary
2. Upgrade CMP clusters
3. Upgrade non-CMP clusters

Procedure 2 can be completed first before performing the upgrade, to identify the clusters to be upgraded
and plan the work. It can also be used to track the completion of the upgrades, and assign work to different
engineers.
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NOTES:

e Policy changes or configuration changes should NOT be made while the system is in mixed-version
operation.

e Time estimates are for upgrade procedures without backout procedure. Backout procedure time is
typically same as, or less than the upgrade procedure.

Procedure 2 Cluster information

Step Procedure Result Engineer | Time
1. []| Use the following Maintenance windows are planned
checklist to plan the
cluster upgrades for
the entire system.
2. []| Urgrade Site Aand 3 hrs
Site B TVOE/PM&C Site Names and
3. []| Upsrade Sitel and 3 hrs
Site2 CMP clusters Site Names and
4. [ ]| Upsgrade Sitel non- 2 hrs
CMP clusters for .
Site Names
Segment-1
Cluster List:
5. [ ]| Upsgrade Site2 clusters 2 hrs
for Segment-1 Site Names
Cluster List:
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Step Procedure Result Engineer | Time
6. [ ]| Upsgrade Sitel clusters 2 hrs
for Segment-2 Site Names
Cluster List:
7. []| Upgrade Site2 clusters 2 hrs
for Segment-2 Site Names
Cluster List:
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4.5 Convert to Using Interval Statistics

Prior to Release 12.3, Oracle Communications Policy Management offers two methods for gathering
statistics: Manual and Interval statistics. They operate as follows:

e Manual. When configured to use this method, CMP records the cumulative values from the time
the blade becomes active or when the statistics are manually reset. Statistics which represent
maximum values contain the peak value since the blade became active or was reset. This is the
system default.

e Interval. When configured to use this method, all counters reset automatically at the beginning of
every interval and write the cumulative values at the end of the interval. Statistics which represent
maximum values contain the peak value which occurred during the interval. The definable interval
length can be 5, 10, 15, 20, 30 or 60 minutes. The default interval is 15 minutes.

In Oracle Communications Policy Management Release 12.3, Manual statistics are no longer be available.
You must migrate to Interval statistics before upgrading to Release 12.3. Upon upgrade to R12.3, Oracle
Communications Policy Management uses only Interval statistics and any Manual statistics not saved are
lost.

Statistics affected by this change are reset to zero when migrating to Interval statistics. This affects both the
information presented by the CMP GUI and the information returned using the OSSI interface. The values
for statistics which are not counters, such as active session counts, are the same in both cases. The
behavior of KPlIntervalStats is the same in both cases.

It is recommended that the following actions are taken in advance of the upgrade procedure:

1. Review your current configuration to determine which statistics method is currently being used by
navigating to GLOBAL CONFIGURATION - Global Configuration Settings = Stats Settings.

2. If Manual is being used, change the Stats Reset Configuration parameter to Interval.

3. Review any systems which access this information via OSSI to determine whether they must be
modified.

For completeness and assuredness, it is recommended to collect at least 24 hours of interval statistics
before upgrading to 12.3

For addition information, see the following publications:
e Configuration Management Platform User's Guide

e (0SSI XML Interface Definitions Reference
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4.6 Perform System Health Check

This procedure determines the health and status of the servers to be upgraded and must be performed at
least once within the time frame of 24 to 36 hours prior to the start of a maintenance window.

Step Procedure Result

1. [ ]| CMP GUI access Open a supported browser (Mozilla Firefox or Google Chrome) to access the
Primary CMP GUI on its VIP address and login to verify access.

2. []| View active alarms Identify the cause of any existing active alarms, and determine if these may have
impact on the upgrade. Export current alarms to save into a file.

IMPORTANT: Before starting any upgrade activity, ensure that all active
alarms are resolved.

3. |:| View KPI reports Verify that the system is running within expected parameters. Export current
KPIs to save into a file.

4. [ ]| Confirm NTP servers 1. Validate the IP connectivity between the server and NTP servers with ping
reachable from all the command.
servers (CMP and

2. Confirm that time is synchronized on each server with CLI shell command of:
non-CMP) to be

upgraded ntpq -np
NOTE: If the time 3. Confirm the date is correct on each server.
across the serversis | 4 check that BIOS clock is synchronized with the clock using the shell
out of synch, fix it first command:
and re-validate this
hwclock

step, before starting
the upgrade
procedures.

THIS PROCEDURE HAS BEEN COMPLETED

4.7 Deploy Policy Upgrade Software

Software should be deployed to each policy server /var/TkLC/upgrade directory before the actual upgrade
activities. This is typically done using the Upgrade Manager. Because of the large size of the software ISOs,
sufficient time should be planned to accomplish this step. For Policy Release 12.3, each ISO image size is
approximately 1.0 Gigabytes.

4.7.1 Deploying Policy Upgrade Software to Servers

There are several possible software images in this upgrade (CMP, MPE, MPE-LI, MRA, and Mediation). A
single image must be deployed to the upgrade (/var/TKLC/upgrade) directory of each server to be upgraded.
The image must be the correct type for that server. For example, the CMP software image must be
deployed to CMP servers, the MPE image must be deployed to the MPE servers, the MRA image must be
deployed to the MRA servers and so on.

IMPORTANT: If the deployed image type (CMP, MPE, MRA, Mediation,and so) does not match the
existing installed software type, the upgrade fails. Example: an attempt to upgrade a CMP with an MPE
software image fails during the upgrade action.
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NOTE: To change a server from one application type to another, the server must first be cleaned of all
application software by an Install OS action via the PM&C GUI, and then the new application type installed.

If multiple images are copied into the /var/TKLC/upgrade directory, the upgrade fails.

4.7.2 Copy ISO image files to the Management Server (PM&C)

NOTE: Not all Policy Management systems use a PM&C server. If you do not use PM&C, skip to section
4.7.3.

This procedure transfers software upgrade ISO files to the PM&C servers at each site to be upgraded, and loads I1SO
files into the PM&C Software Image repository. This is done as a placeholder for future use of the software.

PM&C is not used for the upgrade activities. The purpose of this step is to be prepared for server recovery
activities in case a server needs to be re-installed with software.

NOTE: ISO transfers to the target systems may require a significant amount of time depending on the
number of systems and the speed of the network. The ISO transfers to the target systems should be
performed prior to, outside of, the scheduled maintenance window. Schedule the required maintenance
windows accordingly before proceeding.

NOTE: Because the ISO images are large, the procedure includes instructions to check space available in the
/var/TKLC/upgrade directory before copying the ISOs to this directory. After the Add Image action on the
PM&C, the ISO images are registered in PM&C, and stored in the /var/TKLC/smac/image/repository
directory which is very large.

Step Procedure Result
1. []| PM&CGUL: Verify no 1. Logon tothe PM&C Server GUI
Release 12.3 ISO files

exist 2. Navigate to Software = Manage Software Images.

3. Confirm no release 12.3 ISO files already exist. If there are, remove
them.

2. []| SSH to PM&C server as 1. Logon asadmusr to the PM&C server.

admusr 2. Change target directory to /var/TKLC/upgrade and ensure there is at
least of 3.0 GB free disk space available.
Scd /var/TKLC/upgrade
$df -h /var/TKLC
NOTE: There may be ISOs in the /var/TKLC/upgrade directory, they can be
removed to free up disk space or added to the PM&C repository.
3. |:| Copy Release 12.3 1SO Transfer all required Release 12.3 I1SO files (CMP, MPE/MPE-Li, MRA,
files to the target Mediation) into directory /var/TKLC/upgrade via either the following
directory in the PM&C methods:
server

e SCP/WGET command in the following steps outline in this Procedure
e USBdrive
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Step

Procedure

Result

4. []| PM&CGUI: Adding 1. Navigate to Software = Manage Software Images.
Release 12.3 ISO files . ) . .
2. Click Add Image to select the ISO files that are just transferred into
PM&C server.
Manage Software Images & relp
— Wed Nov 16 20:11:36 2016 UTC

Image Name Type Architecture Description

cmp-12.1.1.0.0_14.1.0-x86_64 Upgrade x86_64 1211 CMP
cmp-12.2.0.0.0_49.1.0-x86_54 Upgrade xB6_64 12.2 CMP (80)
cmp-12.2.0.0.0_61.1.0-x86_64 Upgrade x86_64 122CNP (17

mpe-12.1.1.0.0_14.1.0x86_64 Upgrade x86_64 12.1.1 MPE
ag mpe-12.2.0.0.0_49.1.0-x86_64 Upgrade x86_64 122 MPE (810)

Monitoring mra-12.1.1.0.0_14.1.0-x86_64 Upgrade  x86_64 1211 MRA
I N mra-12.2.0.0.0_49.1.0-x86_64 Upgrade x86_54 12.2 MIRA (8M10)

TPD.install-7.0.2.0.0_86.28.0-OracleLinux6.6-x86_64 Bootable x86_64 1211TPD

[ Gz TPD.install-7.0.3.0.0_86.43.0-OracleLinux6.7-x86_64 Bootable x86_64 122TPD
Pause Updates
Add Image | Edit Image
Path: varTKLC/upgrade/cmp-12.2.0.0.0_61.1.0-x86_64.is0 -
1z2.2 CMP tll/’?]‘
Description:
[ Add New Image
3. Click OK on the pop-up
5. []| PM&CGUI: Verify the Navigate to Software = Manage Software Images.

ISO files are added
successfully

The status of the image being added can be monitored via the Task
Monitoring menu with the screen display as the following:

Background Task Monitoring @

Mon Sep 28 13:43:25 2015
Filter ~

D Task Target Status State Running Time  Start Time Progress
) 610 Add image Done: cmp-12.1.0.0.0_35.1.0-x86_64 COMPLETE 0:00:20 fgﬁ“n%'” 100%

NOTE: The added ISO files are now stored in the
/var/TKLC/smac/image/repository directory.

THIS PROCEDURE HAS BEEN COMPLETED
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4.7.3 Distribute Application ISO image files to servers

This procedure applies to all server types. It assumes that the ISO image files are electronically copied to the sites to
be upgraded.

NOTE: ISO transfers to the target systems may require a significant amount of time depending on the
number of systems and the speed of the network. The ISO transfers to the target systems should be
performed prior to, outside of, the scheduled maintenance window. Schedule the required maintenance
windows accordingly before proceeding.

Step Procedure Result
1. []| Transfer ISOs to Policy Transfer release 12.3 1SO files (CMP and non-CMP) into the directory
Servers. /var/TKLC/upgrade on the respective server via either of the following
methods:

e SCP/WGET command
e USBdrive
Or, if the images are on a server on the same network, scp via CLI.
Copy CMP software ISO to ONE of the other CMP servers:
Ssudo scp 872-* <cmp-12.3x>:/var/TKLC/upgrade/
Copy MPE software I1SO to ONE of the other MPE servers:
$sudo scp 872-* <mpe-12.3x>:/var/TKLC/upgrade/
Copy MPE-Li software ISO to ONE of the other MPE-Li servers:
Ssudo scp 872-* <mpe-1i-12.3x>:/var/TKLC/upgrade/
Copy MRA software ISO to ONE of the other MRA servers:
$sudo scp 872-* <mra-12.3x>:/var/TKLC/upgrade/
Copy Mediation software ISO to ONE of the other Mediation servers:
Ssudo scp 872-* <mediation-12.3.x.x.x>:/var/TKLC/upgrade/

NOTE: After copying the ISO to one of the respective servers, the ISO
Maintenance option is used to upload to the remaining servers.

THIS PROCEDURE HAS BEEN COMPLETED
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4.7.4 Backups and Backup Locations

Step Procedure

Result

1. []| SSHCLI/iLO: Access the
server to be backed up

NOTE: System Backup is
done on Active CMPs
ONLY

IMPORTANT: Server backups (for all CMP and non-CMP active and
standby servers), and the system backup (from the active CMP), must
be collected and readily accessible for recovery operations.

1. Logininto the ACTIVE Primary CMP server.
2. Open the platcfg utility.
Ssudo su-platcfg
3. Navigate to Policy Configuration=>Backup and Restore=>Server Backup.

Enter the ISO backup filename (or use the suggested one) in the default
backup location path:

/var/camiant/backup/local archive/serverbackup/
<serverbackup.iso>

— ] Set backup location

The iso path: [EES

4. Click OK.

5. Go back to the previous menu (Policy Configuration=>Backup and
Restore) and select System Backup

6. Provide a tarball backup filename (or use the suggested one) in the
default backup location path:

/var/camiant/backup/local archive/systembackup/<systembackup.t
ar.gz>

2. []| SSH CLI/iLO: Verify the
backup file

If the default location is accepted in the previous step, change directory to
the following and verify file exists:

$ cd /var/camiant/backup/local archive/serverbackup

$ ls <hostname>-<servertype> x..Xx-serverbackup-
<yyyy><mm><dd><hhmm>.iso

And:
$ cd /var/camiant/backup/local archive/systembackup

$ ls <hostname>-cmp x..x-systembackup-
<yyyy><mm><dd><hhmm>.tar.gz
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Step Procedure Result

3. []| Copy backup files. Copy the ISO and tarball files to a safe location, for example, for a server
backup file:

Ssudo scp -p
/var/camiant/backup/local archive/serverbackup/<serverbackup>
.1so <remoteserverIP>:<destinationpath>

Another option is to scp the server and system backup files to your local
workstation.

After copying to remote server/workstation, remove the backup files from
the server.

Ssudo rm <serverbackup>.1iso

4. [ ]| 'dentify backup location Backup location is:

Instructions to access to backups are as follows:

THIS PROCEDURE HAS BEEN COMPLETED

4.7.5 Changing Non-Default root and admusr Passwords

4.7.5.1  Improve Password Security

The default password hash prior to Policy 12.0 is MD5. MD5 is now considered a weak hash that can be
brute-force cracked in a reasonable amount of time. The best hash to use is SHA512. This is currently the
strongest hash supported on the platform. Due to this change, during upgrade all non-default passwords
are automatically expired. This may cause issues during upgrade from pre-12.2 to 12.3 and above. To
prevent those issues, the following procedure has been created.

4.7.5.2 Impact

After this procedure is run, the root and admusr password are hashed with the strongest possible method,
SHA512.

This procedure only addresses root and admusr passwords. Other users should also update their password
to benefit from the new hashing. If they are not changed prior to the upgrade to 12.3, they are expired post
upgrade.

The following procedure must be perfromed prior to the upgrade to 12.3 only if the root or admusr
passwords are non-default.

Order to perform this procedure on an In-Service Policy Management
1. Standby CMPs
2. Active CMPs
3. Standby MPEs/MRAs/Mediations
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4. Active MPEs/MRAs/Mediations

Step

Procedure

Result

1. []| Losgin to the every server

Login as admusr and change to root using the following command:

$sudo su

2. []| Checkthe password field

of root and admusr

Issue the following

#egrep '” (root|admusr)' /etc/shadow

Example output:
root:$6SmErKrEsA$83n5G8dR3CgBJIJMEABI 6b484TEXusUnzTaWNJIgE1347B
.WhLbIc.Cga.nmYCdQYSNwkst1CtUBi.tBSwiWujUd.:16825:0:99999:7:::

admusr:$6SmUstAfasSgn2B8TsW1Zd7mgD333999Xd6NZnAEgyioQJ7gidxufH
SQpls6A5Jxhu8kjDT8dIgcYQR5Q1ZALSNBOG. Tmkyq/:16825::::::

If the first two characters after the colon ( : ) is $6, then this procedure is not
needed on this server. Skip to section 5.

If the first two characters after the colon are not $6, then it is probably $1
(MD5) and this procedure should be followed for this server. Continue on
with step 4

3. []| Order to perform the

change

Perform steps 4 through 17 in the following order:
1. Standby CMPs

2. Active CMPs

3. Standby non-CMP servers

4. Active non-CMP servers

4. [ ]| Login to the server as

admusr

Login as admusr and change to root using the following command:

$Ssudo su

5. [ ]| Checkout revisions

Issue the following command.

#rcstool co /etc/pam.d/system-auth
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Step

Procedure

Result

6.

[

Modify the system-auth
file

Open the system-auth file:
#vi /etc/pam.d/system-auth
Modify the file. Change the following line from md5 to sha512

Modify the below line with sha512 instead of md5 (Current line indicates
currently configured in server. Modified Line indicates modification
which needs to be implemented)

Current Line:

password sufficient pam unix.so md5 shadow nullok
try first pass use authtok

Modified Line:

password sufficient pam unix.so sha5l2 shadow nullok
try first pass use authtok

Save the file

If the file required changing

#rcstool ci /etc/pam.d/system-auth

If the file was already configured

#rcstool unco /etc/pam.d/system-auth

Checkout revisions for
login.defs

#rcstool co /etc/login.defs

Edit login.defs

Shadow password suite configuration.

1.

Open the login.defs file:
#vi /etc/login.defs

Modify the below line with SHA512 instead of MD5
Current Line: ENCRYPT_METHOD MD5
Modified Line: ENCRYPT_METHOD SHA512

NOTE: The line to edit is at the bottom of the file

3.

Comment out the following line if necessary:

MD5 CRYPT ENAB yes
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Step Procedure

Result

10. [_] | Save the File

If the file required changing
#rcstool ci /etc/login.defs
if the file already was configured

#rcstool unco /etc/login.defs

11. [ ]| Checkout revisions for
libuser.conf

# rcstool co /etc/libuser.conf

12. [ ]| Edit libuser.conf

1. Open the libuser.conf file:

#vi /etc/libuser.conf

2. Modify the below line with sha512 instead of md5
Current Line: crypt_style = md5
Modified Line: crypt_style = sha512

NOTE: The line to edit is close to the top of the file.

13. [] | Save the File

If the file required changing
#rcstool ci /etc/libuser.conf
if the file already was configured

#rcstool unco /etc/libuser.conf

14. [_] | Set the admusr and root

For root user

passwords #passwd root
For admusr user
#passwd admusr
15. |:| Verify Logout of the current session and re-login using the new password

credentials.

THIS PROCEDURE HAS BEEN COMPLETED
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5. PRE-UPGRADE TASKS (12.2.X TO 12.3)

5.1 Accepting Previous Upgrade

This is ONLY applicable if any previous Policy Management upgrade on all clusters has not been accepted,
otherwise skip this section and go directly to the next section. If a previous upgrade was not accepted, after
the first server of a cluster is upgraded, upgrade of the second server fails validation.

Use Accept Upgrade to accept the previous upgrade. This function removes backout information. After
upgrade is accepted for any server in a cluster, that cluster cannot be rolled back.

This procedure must be done during Maintenance hours to avoid any possible interruption to the Policy
operation. Some of the steps may impact the Session processing during the execution.

NOTE: If a server fails after an upgrade is accepted, you must accept the upgrade again for the replacement
server.

This procedure accepts the previous upgrade for a cluster.
PREREQUISITES:

If a upgrade status for the server is Pending and the alarm 32532 (Upgrade Pending Accept/Reject) is active
as shown in the screenshot below, then this procedure is required for the clusters. Otherwise, skip this
section and goto the next procedure of performing CMP clusters upgrade.

Navigate to CMP GUI: System Wide Reports > Alarms—> Active Alarms.

Dec 14, 2016 05:35 PM EST Minor 32532 Server Upgrade Pending Accept/Reject mafos_;lsfll‘:tzi?;:b A
Dec 14, 2016 05:27 PM EST Minor 32532 Server Upgrade Pending Accept/Reject mafo:r';zdl‘ztzm:;a #
Step Procedure Result
1. []| CMP GUI: Verify 1. Navigate to Upgrade = System Maintenance.

alarm status. 2. Confirm the existing alarm 32532 (Upgrade Pending Accept/Reject) as shown

in the example below, and note the impacted clusters.

System Maintenance( Last Refresh :12/19/2016 16:49:10 )

Name Appl Type ™ Server state | Running Release | Replication Upgrade Status

| Release

=] CHP Site1 Cluster CMP Site1 Cluster
ma: CMP Site1 Cluster  10.240.152.83 Active Unknown  9.9.2.1.0_18.1.0 on Pending: upgrade was completed at "12/14/2016 04:23:51 UTC"
CMP Sitel Cluster  10.240.152.84  Standby Unknown  9.9.2.1.0_18.1.0 on Pending: upgra ompleted at "12/14/2016 04:16:30 UTC"
=] pe
MPE 10.240.152.69 Adtive Unknown on Pending: upgrade was completed at "12/13/2016 21:51:38 UTC"
MPE 10.240.15270  Standby Unknown on Pending: upgrade was completed at "12/13/2016 21:51:39 UTC"
=] e
nPE 1024015271 Standby Unknown on Pending: upgrade was completed at "12/13/2016 21:51:22 UTC"
nPE 10.240.152.72 Active Unknown on Pending: upgrade was completed at "12/13/2016 21:49:42 UTC"
o]
10.240.152.67 Adtive Unknown on Pending: upgrade was completed at "12/13/2016 21:50:49 UTC"
10.240.152.68  Standby on Pending: upgrade was completed at "12/13/2016 21:50:54 UTC"
=
1024015273 Standby Unknowr .8.2.0.0_18.1.0 on Pending: upgra ompleted at "12/13/2016 22:21:07 UTC"
10.240.152.74 Activ Unknown  9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 22:22:57 UTC"
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2. [

CMP GUI: Put the
impacted server into
force-standby

1. Navigate to Upgrade - System Maintenance.

2. Select the Standby server of the impacted cluster with the alarm 32532.

3. Select Operations = Force-Standby.

System Maintenance( Last Refresh :12/19/2016 16:51:16 )

[ S [ e w] [_opersion
Push Seript
e Upload 150
o Name Appl Type * Server State | 150 Release | RUNNING Release | Replication Upgrade Stat {ZTRNes
50 CMP Site1 Cluster CMP Site1 Cluster Turn 0RJeplication
[ P Sitel Cluster  10.240.152.83  Active Unknown 2.1.0_18.1.0 on Pending: upgrade was completed at 1 """ UPerade
mass-cmp-1b CMP Site1 Cluster 10.240.152.84 Standby Unknown 2.1.0_18.1.0 on Pending: upgrade was completed at "1 Upgrade Completion
s MRt ReE Undo Upgrade Completion
o mass-mpe-1a MPE 10.240.152.69 Active Unknown on Pending: upgrade was completed at 1.5 TAEITEIS o
mass-mpe-1b meE 10.240152.70  Standby Unknown on Pending: upgrade was completed at "12/13/2016 21:51:33 UTC"
go MPE-2 Cluster MPE
mass-mpe-2a meE 1024015271 Standby Unknown 20.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:51:22 UTC"
o mass-mpe-2b MPE 10.240.152.72 Active Unknown 2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:49:42 UTC"
(=] MRA-1 Cluster MRA
[ messmraia MRA 1024015267 Active Unknown 20.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:
ass-mra- MRA 1024015268 Standby Unknown 2.0.018.1.0 on Pending: upgrade was completed at "12/13/2016 21:
Mediation-1 Cluster Mediation Server
mass-mediation-1a Mediation Server  10.240.152.73  Standby Unknown  9.5.2.0.018.1.0 on Pending: upgrade was completed at "12/13/2016 22:21.
mass-mediation-1b Mediation Server  10.240.15274  Active Unknown  9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 22:22

4. Click OK to proceeed and wait for few seconds or so to have the status

changed.

Server State IS0

Appl Type P

mass-cmp-1a
cmp-1b
= MPE-1 Cluster MPE

masi
= Mediation-
mediation-1
mediati

o

Prev
Running Release

Release &

Unknown 2.9

Unknown 9.9

Unknown 9.9

Unknown s

o

Unknown

o w
o

nknown

Unknown

Unknaown

known
Unknown

Repli

5. Verify that the server is now in Force Standby status.

& Name Aol Type | severstate| 150 | P | punning Release | Replication

[ER=] CMP Sitel Cluster CMP Sitel Cluster

[} CMP Site1 Cluster 10.240.152.83 Unknown 9.9.2.1 on

(=] mass-cmp-1b. CMP site1 Cluster 10.240.152.8¢ Unknown  9.8.2.1. on
g m MPE-1 Cluster

o mass-mpe-1a MPE 10.240.152.69 Unknown 9.9.2.0 on

o mass-mpe-1b MPE 10.240.152.70 Unknown 9.9.2.0.0_ on
[ =] MPE-2 Cluster MPE

o mass-mpe-2a MPE 10.240.152.71  Farce Standby Unknown  9.9.2.0.0_18.1.0 on

=] mass-mpe-2b MPE 10.240.152.72 Active Unknown 9.9.2.0.0_18.1.0 on
S =] MRA-1 Cluster MRA

o mass-mra-1a MRA 10.240.152.67 Acti Unknown 9.9.2.0.0_1 on

F mass-mra-ib i 10.240.152.68  Force Standby Unknown  9.9.2.0. on
=[] Mediation-1 Cluster Mediation Server

E mass-mediation-1a jation Server 10.240.152.73  Force Standby. Unknown  9.9.2.0.0_18.1.0 on

mass-mediation-1b Mediation Server  10.240.152.74 A Unknown  9.9.2.0.0_18.1.0 on

System Maintenance( Last Refresh :12/19/2016 16:55:30 )

Upgrade Status

Pending: upgrade was completed at "12/14/2016 04:23:51 UTC"
Pending: upgrade was completed at "12/14/2016 04:16:30 UTC"

Pending: upgrade was completed at "
Pending: upgrade was completed at "

Pending: upgrade was completed at "
Pending: upgrade was completed at "

Pending: upgrade was completed at "

2/13/2016 21:51:38 UTC"
2/13/2016 21:51:39 UTC"

2/13/2016 21:51:22 UTC"
2/13/2016 21:49:42 UTC"

2/13/2016 21:50:49 UTC"

Pending: upgrade was completed at "12/13/2016 21:50:54 UTC"

Pending: upgrade was completed at "12/13/2016 22:21:07 UTC"
Pending: upgrade was completed at "12/13/2016 22:22:57 UTC"
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3. [

CMP GUI: Accept the
upgrade on the Force
Standby server

1. Navigate to Upgrade = System Maintenance.

2. Select the server with the Force Standby status.

3. Select Operations = Accept Upgrade.

o
=]
[}
(]
o
=]
=}
]
o

CMP Site1 Cluster
mass-cmp-1.
mass-cmp-1b
MPE-1 Cluster
mass-mpe-1a
mass-mpe-1b
MPE-2 Cluster
mass-mpe-2a

Mediation-1 Cluster
mass-mediation-1a
mass-mediation-1b

Appl Type
CMP Site1 Cluster
CMP Site1 Cluster
CMP Site1 Cluster

e
e
e

Mediation Server
Mediation Server
Mediation Server

™

10.240.152.83
10.240.152.84

10.240.152.69
10.240.152.70

10.240.152.71
10.240.152.72

10.240.152.67
10.240.152.68

10.240.152.73
10.240.152.74

System Maintenance( Last Refresh

Server State

Active
Force Standby
Active

Force Standby

Force Standby
Active

Active
Force Standby

Force Standby
Active

Prev
Release

Unknown
Unknown

Unknown
Unknown

Unknown
Unknown

Unknown
Unknown

Unknown
Unknown

:12/19/2016 16:59:11 )

Running Release

9.9.2.0.0_18.1.0

9.9.2.0.0_18.1.0
5.9.2.0.0_18.1.0

9.9.2.0.0_18.1.0
9.9.2.0.0_18.1.0

9.8.2.0.0_18.1.0
9.9.2.0.0_18.1.0

Replication

on
on

on
on

on
on

on
on

on
on

e T — T —

Push Script
Upload 150

Cancel Force Standby
Turn Off Replication
Prepare Upgrads
Start Upgrade

Upgrade status

Pending: upgrade was completed at '12/14
Pending: upgrade was completed at “12/14 =" P00
Pending: upgrade was completed at "12/12 U"4° UParade Completion

rending uparade wes comleied o 12/ arctondig

Pending: upgrade was completed at "12/15, sss <2-0.
Panding: upgrade was completed at "12/13/2016 21:49:42 UTC"

Pending: upgrade was completed at 12/13/2016 21:50:49 UTC"
Pending: upgrade was completed at 12/13/2016 21:50:5¢ UTC"

Pending: upgrade was completed at "12/13/2016 22:21:07 UTC"
Pending: upgrade was completed at "12/13/2016 22:22:57 UTC"

4. Click OK to proceeed and wait for few seconds or so to have the status

changed.

Y|

Name

Appl Type

-mediation-1a

-mediatior

ib

Mediatior
Mediation St
Mediation Serv

Server State Iso

NOTE: After the Accept Upgrade completes, alarm 32532 (Upgrade Pending
Accept/Reject) on the impacted servers is cleared, while the remaining
servers have the alarm. Continue with the following steps to clear the alarm.

5. Verify the highlighted server is associated with Completed: upgrade was
completed at < timestamp > and accepted at <timestamp> message.

System Maintenance( Last Refresh

:12/19/2016 17:03:51 )

e | T — I
B Name Appl Type » serverstate| 150 | P | punning Release | Replication Upgrade status
[ER=] CMP Sitel Cluster CMP Sitel Cluster
[} mass-cmp-1a CMP Site1 Cluster 10.240.152.83 Active Unknown 9.9.2.1.0_18.1.0 on Pending: upgrade was completed at "12/14/2016 04:23:51 UTC"
. Completed: upgrade was completed at "12/14/2016 04:16:30 UTC"
O masscmptb NP Stet Cluster  10.260.152.06  Force Standby Unknown  5.5.2.1.0_18.1.0 on parade ok o eted e 00
(=] MPE-1 Cluster MPE
[} mass-mpe-1a MPE 10.240.152.69 Active Unknown 9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:51:38 UTC"
Completed: upgrade was completed at "12/13/2016 21:51:38 UTC"
O massmpets wee 1024015270 Force Standby Unknown  5.5.2.0.0_18.1.0 on e s ot e a1
g g MPE-2 Cluster MPE
Completed: upgrade was completed at *12/13/2016 21:51:22 UTC"
=} mass-mpe-2a MPE 10.240.152.71  Force Standby Unknown 9.9.2.0.0_18.1.0 on and ccepted at "12/19/2016 22:00:43 UTC"
[} mass-mpe-2b MPE 10.240.152.72 Active Unknown 9.9.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:49:42 UTC"
(=] MRA-1 Cluster MRA
[ mass-mra-1a MRA 10.240.152.67 Active Unknown 9.8.2.0.0_18.1.0 on Pending: upgrade was completed at "12/13/2016 21:50:49 UTC"
Completed: upgrade was completed at "12/13/2016 21:50:54 UTC"
O masmratb wRA 10.240.152.68  Force Standby Unknown  8.8.2.0.0_18.1.0 on e
e medition-ta —— U on  Completed: upgrade was completed at "12/13/2016 22:21:07 UTC"
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4. []| €CMPGUL: Switch the | 1. Navigate to Upgrade - System Maintenance.
Force-Standby

2. Select the server with the Force Standby status.
servers

3. Select Operations = Switch ForceStandby.

System Maintenance( Last Refresh :12/19/2016 17:15:53 )

Uparade Status

ot "12/14/2016 04:23:51 UTC'

ed ot
Completes 1372016 04116130 UTC

992001811 Completed: upgrade
95.2.00.18.1

952001011 on

55200101 on Completed: upgrade

99.200.18.10 on Completed: upgrade
99200.18.10 on

4. Click OK to proceeed and wait for a minute or so to have the status changed.

1 sure you want to exccute Bwitch Forcestandby?

Please wait - Sending command Switch ForceStandby

NOTE: The previously Forced-Standby server becomes the active server now
and the previously active server becomes the Forced-Standby server now.

During this time, thereis a critical alarm 70001 raised, This is expected and is
cleared after the successful switchover. There could be Policy session processing
interruption.
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5. [ ]| CMP GUI: Acceptthe | 1. Navigate to Upgrade - System Maintenance.
upgrade on the
switched Force
Standby server 3. Select Operations = Accept Upgrade.

2. Select the server with the Force Standby status.

System Maintenance( Last Refresh :12/19/2016 17:45:49 )

Running Release | Replication Uparade status
1024015283 "

992101810

pleted ot "12/14/2016 04:23:51 UTC” ’
04:16:30 UTC” 127157201 22:00 &

992001810 on Completed: uparads

1024015272

200.8.10 on Compisted: upgrads s 2t 121372016 2115122
- ete

ing: upgrade 4 2t "12/13/2016 21:4

10240.152.67
10240152.60

pleted a 0:4 U1

o £ "12113/2016 re-
01810 on Complted: upgrade 21150154 UTC" and scospted 2t “12/19/2016 22100148 UTC

10260.152.73 9920.0_18.1.0 on Complted: uporade 12/13/2016 22:21:07 UTC" and accepted at *12/19/2016 22:00:45 UTC"
10240.152.78  Foree Standby inknown  9.9.2.0.0.18.1.0 on Pending: upgrade wos completed at "12/13/2016 22:22:57 UTC"

4. Click OK to proceeed. Wait until the status changes.

Are you sure you want to execute Accept Upgrade?

diation-1a
mass-mediation-1b

NOTE: After the Accept Upgrade is completed, the alarm 32532 (Upgrade
Pending Accept/Reject) on the impacted servers is cleared similar to the last
step. The remaining servers have the alarm. Continue with the following
steps to clear the alarm.

5. Verify that both servers of this same cluster are now associated with the
Completed: upgrade was completed at < timestamp > and accepted at
<timestamp> message.

System Maintenance( Last Refrash 112/10/2016 17:52:16 )

® Server state | 150 Running Release  Replication Uparade status
1020015283 for

leted st 12/14/2016 04:23:51 UTC”
10.260.152.04 UTC and o

d accepted at "12/13/2016 22100:42 UTC

10.240.152.69  For
10.20152.70

on Pending: uporade at “12/13/2016 21:51:38 UTC"
n Compieted: uparade was completed at "12/13/2016 21:51:33 UTC" and accepted at 12/19/2016 22:00:43 UTC"

1020015271

Compieted: uparade was completed at "12/13/2016 21:51:22 UTC" and accepted at 12/19/2016 22:00:43 UTC"
1020015272 For -

de was completed at *12/13/2016 21:49:42 UTC'

10.260.152.67  For
10.240.152.60

Pending: uparade pleted at *12/13/2016 21:50:48 UTC’
Jeted ot "12/13/2016 21:50:54 UTC" and accepted ot "12/19/2016 22:00:48 UTC”

Uk
Unknown,

Completed: upgrade

0o [oo o9

10.260.152.73
1020015278 For

Unknown  9.9.2.0.0_18.1.0

) Completed: uparade was completed at "12/13/2016 22:21:07 UTC" and sccepted at *12/19/2016 22:00:45 UTC"
Unknown  9.9200_18.1.0

ar
Completed: uparade was completed at "12/13/2016 22:22:57 UTC" and accepted at *12/19/2016 22:48:03 UTC"
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6. [ ]| €MP GULI: Cancel
Force-Standby on the
server

1. Navigate to Upgrade = System Maintenance.

2. Check the server with the Force Standby status and select Operations 2>
Cancel Force-Standby as shown in the example below.

System Maintenance Last Refresh :12/19/2016 17:57:52 )

® Running Release  Replication Upgrade status

1024015280 95.2.10.18..0 on Pending: uparade was completed ot "12/14/2016 04:23:51 UTC"
10240152.0% 9521071810 o Completed: upgra pleted ot "12/14/2016 04:16:30 UTC" and sccepted
10.240.152.69 99200_18.10 on rade was compisted ot "12/13/

10240152.70 952001810 on Completed: upgrace 4 3t "12/13/2016 21:51:39 UTC'

1024015271 wn 992001810 on Compisted: upgra UTC and sccepted st
1024015272 un 992001810 completed at 12/13/2016 21149

10240.152.67 u 99200 1810 on completed at 12/13/2016.

10260152.60 wn 9920071810 on ‘Completed: uporad UTC and o e
1026015273 A Unknown  9.920.0_18.1.0 on Completed: upgra pleted ot *12/13/2016 72:21:07 UTC" d ot "12/19/2016 22:00:45 UTC"
1024015274 Farcs Standby Unknown  9.920.0_18.1.0 on Completed: 5  and accspted at 3

3. Click OK to proceeed and wait for few seconds or so to have the status
changed to Standby as shown in the example below.

T TIPE

P9 Are you sure you want to execute Cancel Forc| Standby?

il

n-1a Mediation Serve 10
ss-mediation-1b Mediation Server 10.240.152.74

4. Verify that the server shown in the highlighted Upgrade Status message as
shown in the example below.

edation

Wedation Server
maze medistion-1a Medation Server  10.240.152.73 cive Unknown  9.9.20.0_18.1.0 on ‘Completed: upgrade was completed at *12/13/2016 22:21:07 UTC" and accepted at *12/19/2016 22:00:45 UTC"
mass-mediation-16, Medotion Server  10.240.152.74  Standby Unknown  9.9.20.0_18.1.0 on Completed: E urer g

7. []| Continue to perform
Accept Upgrade to
the remaining
impacted clusters

Repeat steps 2 through 6 for each cluster that requires this procedure.

All alarm 32532 (Upgrade Pending Accept/Reject) should be cleared after the
Accept Upgrade procedure is applied to all impacted clusters as shown in the
example below .

‘System Maintenance( Last Refresh :12/19/2016 18:08:49 )

Aol Type w® server state | 150 Running Release | Replication Upgrade status

. ot "12/14/2016 04123751 UTC" 121572016 23:05:12 UTC"

1024015285 Standby.
active " 12/15/2016 22:00:42 UTC"

10240152.08

992101810 on co
592101010 on cor

1026015265 Standby 99200.18.00 on Completed: uparade was completed at accepted at

accepted at "12/15/2016 22:00:43 UTC"

10.240.152.70 9.9.2.00.18.1.0 on ‘Completed: upgrade was completed at "12/13/2016 21:51:39 UTC"
026015271 adive 992001810 on Comple: pleted at "12/13/2016 21:51:22 ted ot "12/15/2016 22:00:43 UTC”
1026015272 Standoy 552001810 Comple pleted at "12/13/2016 21:49:42 ted at"12/15/2016 25:05+14 UTC"

1024015267 Standby

592001840 on oted at 3
99.2.0018.0.0 o plstad st "12/13/2016 21150154 UTC" ted 3t "12/15/2016 22:00:44 UTC"
1020015273

acive 992001810
1020015274 Standoy

992.0.038.1.0

plsted 3t "12/13/2016 22:21:07
pleted 3t "12/13/2016 22:22:57

oted at "12/19/2016 22:00:45 UTC”
tod 3t "12/15/2016 22:48:03 UTC"
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6. UPGRADE CMP CLUSTERS (12.2.X TO 12.3)

Following the upgrade sequence outlined in previous Section 2.3, the Primary CMP cluster are upgraded
first, and followed by the Secondary CMP cluster (if applicable). If the Policy system is deployed with only
one CMP cluster, then the subsequent upgrade sequence of the Secondary CMP cluster can be skipped.

6.1 Upgrade CMP Clusters Overview

6.1.2 Upgrade Sequence For Primary CMP cluster
1. Use the CMP GUI-System Maintenance (12.2.x) place Primary Standby CMP server into Frc-Stby.
2. Use the CMP GUI-System Maintenance (12.2.x), to upgrade the Primary Frc-Stby CMP server

3. Use the CMP GUI-System Maintenance (12.2.x), to perform Switch Frc-Stby on the Primary CMP
cluster

4. Log back into the CMP GUI and upgrade the remaining Frc-Stby Primary CMP server using the 12.3
Upgrade Manager
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6.1.3 Upgrade Sequence For Secondary CMP cluster (if applicable)

Use the CMP GUI, Upgrade = Upgrade Manager and upgrade the Secondary CMP cluster.
1. Start Upgrade
2. Continue Upgrade—Failover
3. Continue Upgrade

This procedure should not be service affecting, but it is recommended to perform during the Maintenance
hours.

It is assumed that the CMPs may be deployed as 2 Geo-Redundant clusters, identified as Sitel and Site2 as
displayed on the CMP GUI. When deployed as such, one site is designated as the Primary site (which is the
site that is managing the Policy system), and the other is as Secondary site (this site is ready to become
Primary site, if needed).

Identify the CMPs sites to be upgraded here, and verify which sites are Primary and Secondary:

CMP Sites Status Operator Site Name Site Designation from Topology Form
(Sitel or Site2)

Primary Site

Secondary Site

Note the Information on this CMP cluster:

Cluster Name

Server-A Hostname

Server-A IP

Server-A Status

Server-B Hostname

Server-B IP

Server-B Status

IMPORTANT:

e CMP servers MUST be upgraded first, before the MPE, MRA and Mediation (Mediation) clusters

e  Primary CMP cluster MUST be upgraded to the new release first, before the Secondary CMP cluster
(if applicable)
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6.1.1

Upgrade Primary CMP Cluster

Step

Procedure

Result

1.

[

CMP GUI: Verify
alarm status.

1. Navigate to System Wide Reports = Alarms=> Active Alarms.

2. Confirm that any existing alarm displayed on the Primary active CMP server
has no impact to the upgrade procedure.

3. Capture a screenshot and save it into a file for reference.

CMP GUI: Identify
and Record the CMP
cluster(s)

1. Navigate to Platform Settings = TOPOLOGY Settings.

Cluster Configuration

{3 Topology Settings Add CHP Site2 Cluster | Add MPE/MRA/Mediation Cluster

= Clusters

Cluster Settings
{8 cmP site1 Cluster

] wPeet cluss Name Appl Type OAM VIP Server-A Server-B Operation
-1 Cluster
CMP Sitel Cluster (F) CMP Sitel Cluster 10.240.152.85 10.240.152.83 10.240.152.84 View

81 wee-2 Cluster Mediation-1 Cluster Mediation Server <None> 10.240.152.73 10.240.152.74 View Delete
(8] MRA-1 Cluster MPE-1 Cluster WPE <None> 10.240.152.69 10.240.152.70 View Delete
N MPE-2 Cluster MPE <None> 10.240.152.71 10.240.152.72 View Delete
{8] Mediation-1 Cluster

MRA-1 Cluster MRA <None> 10.240.152.67 10.240.152.68 View Delete

2. Note the Primary CMP cluster is labelled as a (P), and if applicable, the
Secondary CMP cluster is labelled as a (S).

3. Save the screenshot for future reference.

CMP GUI: Verify
status of Primary
CMP cluster

1. Navigate to Upgrade Manager = System Maintenance.
2. Confirm the Primary CMP cluster has the following:

- The servers have both the Active and Standby status
- Running Release of 12.2.x version.

NOTE: The CMP is on the patch version labelled as 12.2.x.
- Replication ON

- Corresponding Release 12.3 ISO files have already been copied? to all
cluster types (CMP/MRA/MPE/Mediation) as shown in the screenshot
example below.

NOTE: Assuming the Release 12.3 ISO files were already successfully transferred
from Section 4.6 Procedure.

IS0 Maintenance ( Last Refresh :12/20/2016 20:41:07 )

Columns
B Appl Type P Running Release S0
s ® CMP Sitel Cluster
[=] mass-cmp-1a CMP Site1 Cluster 10.240.152.83  9.9.2.1.0_18.1.0 [ lcmp-12.2.0.0.0_65.1.0-x86_64.is0[100%]
=] mass-cmp-1b CMP Sitel Cluster 1024015284 93210180 |5 L.0-x86_6d.is0
Impe-12.2.0.0.0_65.1.0-x86_64.is0
[ ] MPE-1 Cluster MPE
[al mass-mpe-1a MPE 10.240.152.69  9.9.2.0.0_18.1.0 N"Impe-12.2.0.0.0_65.1.0-x86_64.is0[100%]
= mass-mpe-1b MPE 1024015270 9.9.2.0.0.18.1.0 [ Impe-12.2.0.0.0_65.1.0-x86_64.is0[100%]
B 0O MPE-2 Cluster MPE
=] mass-mpe-2a MPE 10.240.152.71 9.9.2.0.0_18.1.0 JImpe-12.2.0.0.0_65.1.0-x86_64.is0[100%]
=) mass-mpe-2b MPE 10.240.152.72  9.9.2.0.0_18.1.0 [ Impe-12.2.0.0.0_65.1.0-x86_64.is0[100%]
[ ] MRA-1 Cluster MRA
0 mass-mra-1a MRA 10.240.152.67  9.9.2.0.0_18.1.0 ['Imra-12.2.0.0.0_65.1.0-x86_64.iso[100%]
= mass-mra-1b MRA 10.240.152.68  9.9.2.0.0_18.1.0 [ Imra-13.2.0.0.0_65.1.0-x86_64.iso[ 100%]
B O Mediation-1 Cluster Mediation Server
=) mass-mediation-1a Mediation Server 10.240.152.75  9.9.2.0.0_18.1.0 [ Imediation-12.2.0.0.0_65.1.0-x86_64.is0[100%]
o mass-mediation-1b Mediation Server 10.240.152.74  9.9.2.0.0_18.1.0 [ Imediation-12.2.0.0.0_65.1.0-x86_64.is0[100%]
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4. [ ]| SSHCLI Primary 1. Login to Active Primary CMP with root privilege.
Active CMP: Acquire

Release 12.2 upgrade
scripts and Exchange # mount -o loop /var/TKLC/upgrade/< R12.3 CMP ISO filename>

SSH keys /mnt/upgrade/

2. Mount the Release 12.3 CMP ISO as shown in the example below -

3. Copy the upgrade scripts with the following commands -

# cp /mnt/upgrade/upgrade/policyScripts/*.pl /opt/camiant/bin
4. Unmount the /mnt/upgrade NFS link

# cd /

# umount /mnt/upgrade

5. Exchange SSH keys with the remaining clusters with login as admusr with the
following shell command and expected results as shown in the screenshot
example below.
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5. []| CMP GUL: Push the
Release 12.3 upgrade
scripts to all clusters
in the segment
topology

1.
2.

Navigate to Upgrade Manager = ISO Maintenance.

Select all the clusters in the Topology as shown and select Operations >
Push Scripts.

€]
v

=

@

Name
CMP Site1 Cluster
mass-cmp-1a
mass-cmp-1b
MPE-1 Cluster
mass-mpe-1a
mass-mpe-1b
MPE-2 Cluster
mass-mpe-2a
mass-mpe-2b.
MRA-1 Cluster
mass-mra-1a
mass-mra-1b
Mediation-1 Cluster
mass-mediation-1a.

mass-mediation-1b

Appl Type
CMP Sitel Cluster
CMP Site1 Cluster

CMP Site1 Cluster

Mediation Server

Mediation Server

Mediation Server

10.240.152.83

10.240.152.84

10.240.152.69

10.240.152.70

10.240.152.71

10.240.152.72

10.240.152.67

10.240.152.68

10.240.152.73

10.240.152.74

System Maintenance( Last Refresh :12/20/2016 18:39:08 )

oo v i -
UpR! 150
serverstate | B0 | oo Upgrade Status ForcaStandby
Turn OFf Replication
repare Upgrade
Completed: upgrade was completed at "12/14/2016 04:23:51 UTC" and accepted at
Exniky S The scrp on thisserver s ouof e, loase bosh Ser o tis £ UParade Compltion
o208 Undo Upgrade Completion
Active 2o on Completed: upgrade was completed at "12/14/2016 04:16:30 UTC" and accepted at "1 switch Forcestandby
ctands o (Complted: pgrade was complsted st 12/13/2016 21:51:38 UTC" and cspted t 12/19/2016 2505113 UTC"
Y cript on this server is out-of-date. Please Push Script to this server
act on Completds upgrade was completed 2 “12/13/2016 2115139 UTC" and aceepted at “12/18/2016 22100143 UTC"
e The script on this server is out-of-date. Please Push Script o this server
et o Completed: pgrade was complsted at 12/13/2016 21:51:22 UTC” and acsated at 12/19/2016 2210:43 UTC”
D g “The script on this server is out-of-date. Please Push Script to this server
tanchy o Completed upgrade was completed o 15/15/2016 21:45+42 UTC" and aceepted ot 15/18/2015 2305114 UTC"
andby. The script on this server is out-of-date. Please Push Script o this server
- o Completed: upgrade was completed at "12/13/2016 21:50:49 UTC" and accepted at "12/13/2016 23:05:15 UTC"
andby The script on this server is out-of-date. Please Push Script o this server
i . Completed: upgrade was completed at "12/13/2016 21:50:54 UTC" and accepted at '12/19/2016 22:00:44 UTC"
e " The script on this server is out-of-date. Please Push Script to this server
i . Completed: upgrade was completed at "12/13/2016 22:21:07 UTC" and accepted at "12/19/2016 22:00:45 UTC"
ve " The script on this server is out-of-date. Please Push Script o this server
Standby o Completed: upgrade was completed at "12/13/2016 22:22:57 UTC" and accepted at "12/19/2016 22:48:03 UTC"

The script on this server is out-of-date. Please Push Seript to this server

3.

Click OK to continue the operation.

Upgrade Command

Please wait - Sending command Push Script

i &

mple]

mple|

mple|

Script push operation successful as shown in the example below.

Upgrade Command

Push Script

mass-cmp-1a 10.240.152.83
mass-cmp-1b 10.240.152.84
mass-mpe-1a 10.240.152.69
mass-mpe-1b 10.240.152.70
mass-mpe-2a 10.240.152.71
mass-mpe-2b 10.240.152.72
mass-mra-1a 10.240.152.67
mass-mra-1b 10.240.152.68

mass-mediation-1a 10.240.152.73 0K
mass-mediation-1b 10.240.152.74 0K
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6. [ ]| CMP GULI: Set Force-
Standby mode on the
Standby server at
Primary CMP cluster

1. Navigate to Upgrade Manager = System Maintenance.

2. Check the Standby CMP Server at Primary CMP cluster and select Operations
- Force Standby.

System Maintenance( Last Refresh :12/20/2016 21:18:31 )

S —

Colimne_w] [_ritexw] [
Push Seript
Running Upload 150
B Name Appl Type ® Server state 150 hamans | Replication upgradew
[T cvpsitet Cluster CMP Sitel Cluster :“"‘“ UE" “:"“"
———————— repare Upgrade
9.9.2.1.0_18. Completed: upgrade was complett )
v - .240.152. . - pgrade Completion
E mass-cmp-1a CMP Sitel Cluster  10.240.152.83 Standby  lmp-12.2.0.0.0_65.1.0-x86_64.is0[100%] g on = e “mr: : : c dp\[t "
Dlemp-12.2.0.0.0_65.1.0x86_6. 0 9.9.2.1.0_18. Completed: upgrade was complet ™" UFsrade Comeletion
O masscmp-tb CMP Sitel Cluster  10.240.152.84 e 2000 §5.L086 60 o On 7C" and accepted at "12/1:S1kch ForceStandby

3. Click OK to confirm and continue with the operation.

2.70 mpe-12

Are you sure you want to execute Force Standby? |

5 -] Force Standby -
mass-cmp-1a 10.240.152.83 0K h

The Standby CMP server state changes to Force Standby.

System Maintenance( Last Refresh :12/20/2016 21:19:13 )

B Name Avpi Type w: Server state 150 Buing | pepication Upgrade status
ssaiois. [ Completes: upgrade - 2510
mass-cmp-ta CHp sicet Cluster  0.240.152.83  Force Standby | emp-12:2.0.00_65.1.0-x88_64,s0[100%] v o e op e
\ Cemp12.2.0.0_65.1.0-x86_64.50 ss21018. Completes upgrade was compleed at*12/14/2016 04:16:30 U
0 mass-cmp-1b CHP Sitel Cluster 10-240.152.84 Active impe-12.2.0.0.0. 1.0-x86_64.i50 1.0 on TC" and accepted at "12/19/2016 22:00:42 UTC'

CMP GUI: Upgrade
the Primary Force-
Standby CMP server

NOTE: Each server
takes approximately
40 minutes to
complete.

1. Navigate to Upgrade Manager = System Maintenance.
2. Select the Force-Standby CMP server at the Primary CMP cluster.

3. Select Operations = Start Upgrade.

System Maintenance( Last Refresh :12/20/2016 21:23:38 )

] O = gl -
Puzh Scrip
Uplozd 150
Runnin
Name Appl Type ® Server state 150 Reloase | Replication Upgrade ¢ Cancel Force Standby
QP Site1 Cluster WP Site1 Custer L Off eplicaten
93.2.1.0_18. Completed: upgrade was comple: pmpmrm—
mass-cmp-1a ite1 Custer .240.152. “orce Stan: [/lemrp-12.2.0.0.0_65.1.0-x¢ iscl = n
-1 CMP Site1 Custs 10.240.152.83  Force Standby  [Ylemp-12.2.0.0.0_65.1.0-x86_64.isc[100%] % or ~C" and accepted & "12/1
Clomp-12.2.0.0.0_65.1.0-x86_64.isc 9.3.2.1.0_18. Completed: upgrade was comple
[E— CHpStelCuster | Maisee e SO IZADO0ERIDNE Gaic 1 on e e T e up

4. Click OK to continue with the operation.

CAUTION! Please make sure the remote server is not being either Upgraded or Backed-out at this moment!

ediation Server

Upgrade Command

Start Upgrade
mass-cmp-1a 10.240.152.83 0K

In the Upgrade Status column, it shows the InProgress:... message along with the
various upgrade activities. This process typically takes aboutapproximately 40
minutes to complete.
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FOIICY Nianagement

System Maintenance( Last Refresh :12/20/2016 21:27:11)

Call

Running

Server State
Release

Replication Upgrade Status

: Standby. Elcmpkz.z.o.n.ujs.1.(}xa6,64.iso[1w%l

9-9-2-11 ;Lﬂ‘- InProgress: Reclaiming disk space

Clemp-12.2.0.0.0_65.1.0-x86_64.is0
[Cmpe-12.2.0.0.0_65.1.0-x86_64.is0

Completed: upgrade was completed at "12/14/2016 04:16:30 U

Active TC" and accepted at "12/19/2016 22:00:42 UTC"

9.9.2.1.0_18.
o on

NOTE: There are a spinner and Sync-broken icons displayed next to the CMP
server being upgraded as expected.

|:| Name Appl Type IP Server State

CMP Sitel\s%ter CMP Sitel Cluster

........ -
e
D mass-cmp-la ¥

CMP Sitel Cluster 10.240.152.83 Force Standby

CMP Sitel Cluster 10.240.152.84 Active

O mass-cmp-1b **

The following alarms are expected during the course of upgrade in-progress.

Expected Critical Alarm

31283 High availability server is offline

Expected Major Alarms

31233 HA Path Down
70004 The QP processes have been brought down for maintenance.
70021 The MySQL slave is not connected to the master

Expected Minor Alarms

31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed

31107 DB merging from a child Source Node has failed

31101 DB replication to a slave DB has failed

After the upgrade is completed successfully, the following displays changed:

e  Upgrade Status column displays the Completed: upgrade was completed at...
message

e Running Release column shows Release 12.3 version

e  Prev Release column shows the previous version

Appl Type

CMP Site1 Cluster

9.9.2.0.0_18. 12.2.0.0.0_65
1.0 10

CMPSitel Cluster  10.240.152.83 lcmp-12.2.0.0.0_65.1.0-x36_64.i0[100%]

o siter Cluster 10.040.152.86 Flomp-12.2.0.0.0_65.1.0-x86_640 Unkrown 9521019

The critical alarm 70025 (The MySQL slave has a different schema version than
the master) is expected to remain, whereas the remaining alarms should be
cleared.

NOTE: Both the Spinner and Sync-broken icons display disappeared as expected.

If there is a status message other than the Upgrade complete..., STOP HERE and
contact Oracle Technical Services to troubleshoot and determine if a rollback
should be performed.
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8. []| €CMP GUL: Perform
Switch ForceStandby
of Upgraded Release
12.3 CMP server

1. Navigate to Upgrade Manager = System Maintenance.

2. Select the Primary CMP cluster to be switched.

3. Select Operations = Switch ForceStandby.

Name Appl Type ™ Server State 150

T} cwpsteiClster P Sitel Cluster

mass-cmp-1a CMPSite1 Cluster  10.240.152.83  Force Standby [Vlemp-12.2.0.0.0_65.1.0-x86_64.is0[100%]

o] mass-cmp-1b CMP Site1 Cluster 10.240.152.84. Active  [Pkemp-12.2.0.0.0_65.1.0-x86_64.is0

9.9.2.0.0_18. 12.2.0.0.0_65
1.0 10

Running

Rutming | Replication

on

5.9.2.1.0_18.
Unknown s

on

2/19/2016 22

4. Click OK to continue with the operation and a successful message displays.

Are you sure you want to execute Switch ForceStandby?

Switch ForceStandby
CMP Sitel Cluster OK

0.152.67 Standby Mara-12.2.0

0.0 65.1.0-xi

NOTE: At this point, the current CMP GUI browser connection is lost. If it is the
primary CMP cluster, you must login again as illustrated in the next step.
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9. []| €CMP GUI: Re-login to
the Primary CMP
server VIP address

1. Close the current CMP GUI browser tab and reopen another browser tab
with the same CMP VIP address.

The Policy Release 12.3 CMP GUI Login screen opens.

2. Login and password credentials are the same as before the upgrade.

ORACLE’

3. Navigate to Help = About.

4. Validate that the CMP server version is now showing the release 12.3.

@ -\al=l Oracle Communications Policy Management

12.2.0.0.0_65.1.0

MY FAVORITES Copyright (C) 2003, 2017 Oracle. All Rights Reserved.
*+/POLICY SERVER

*+/POLICY MANAGEMENT
+ISPR

+|SUBSCRIBER

+INETWORK

*IMRA

+|MEDIATION

+|SYSTEM WIDE REPORTS
+|PLATFORM SETTING
+|UPGRADE

*+/GLOBAL CONFIGURATION
+|SYSTEM ADMINISTRATION
=IHELP

About

Online Help

CMP GUI: Verify the
Policy Release 12. 3
CMP server is Active

Navigate to Upgrade = Upgrade Manager.

12/20/)  96:35 PM | admin

Oracle Communications Policy Management

Upgrade Manager
Current1SO:

Start Rolback  Start Upgrade View UpgradeLog | DFiter | Coumns »  Ad

B |Hame Alarm Sev."\pto .. |Server Role Prev Release Running Release: Upgrade Operation

E ] CMP Sitet Cluster (2 Servers)
mass-cmp-1a na Active

99.2.1.0_18.1.0 12.20.0.065.1.0 a

mass-cmp-1b X) critieal /s Standby 992001810 0921.0_181.0 a

NOTE: The critical alarm 70025 (The MySQL slave has a different schema version
than the master) is expected to remain.
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11. [ ]| CMP GUL: Install the

Current I1SO Release
12.3 Install Kit

Result
1. Navigate to Upgrade = Upgrade Manager = Current I1SO: Install Kit.\
Upgrade Manager ‘
B | Name Alarm Sev. Upto Server Role Prev Release Running Release: Upgrade Operation

B0 €MP Sited Cluster (2 Servers)

mass-cmp-1a na Active 9.9210_18.1.0 122.0.00_65.1.0 na

mass-cmp-1b X) criical  nia Standby 992001810 9921.0_181.0 na

2.

Click Install Kit. This opens a dialog box that lists the contents of ISO file
located in the /var/camiant/iso directory.

Select ISOs

Last Updated: 12/20/2016 22:44:10 DFiter
Please select one of the following options:

Columns ¥

Label Release File Path Description

standard-upgrade-12.20.0.0_651.0  122.0.0.0 6510 ivar/camiantfisofomp-12.2.0.0.0_65.1.0-x86 6480 ' This is ki is associated with a full upgrade from pre-12.0

Select standard-upgrade-12.2.0.0.0_85.1.0 1SO

Highlight the Release 12.3 ISO file and click the button labeled as Select
standard-upgrade-12.3xxxx in the bottom right hand corner.

Click OK to proceed.

Loading this 1ISO will cause the upgrade manager to abandon the current upgrade and
start a new one. Are you sure you want to continue loading this 1S0?

The Up to Date column transitions from n/a to Y (meaning up-to-date) or N
(meaning needs upgrade).

= Name Alarm Se. J | Up to Date | | Server Role Prev Release Running Release

Upgrade Manager

Start Relback Start Upgrade

E [ cMP Site1 Cluster (2 Servers)
mass-cmp-1a & Minor | Active 9521.0_181.0 12.2.0.0.0_65.1.0
mass-cmp-1b X Criticaly - N Standby 95200_181.0 9.521.0_181.0

B [ mediation-1 Cluster (2 Servers)
mass-mediation-1b & Minor N Standby TPD 6.7.2.0.0_84.33.0 95200_181.0
mass-mediation-1a & Minor N Active TPD 6.7.2.0.0_84.33.0 §95200_181.0

El [T MPE-1 Cluster (2 Servers)
mass-mpe-1b & Minor N Active TPD6.7.2.0.0_84.33.0 95200_131.0
mass-mpe-1a N Standby TPD 6.7.2.0.0_84.33.0 995.2.00_181.0

= [ MPE-2 Cluster (2 Servers)
mass-mpe-2b N Standby TPD 6.7.2.0.0_84.33.0 899.2.00_181.0
mass-mpe-2a & Minor N Active TPD 6.7.2.0.0_84.33.0 95.2.00_181.0

B [ MRA-1 Cluster (2 Servers)

mass-mra-1b £ Minor § N Active TPD 6.7.2.0.0_84.33.0 59.2.00_181.0
mass-mra-1a N Standby TPD 6.7.2.0.0_84.33.0 9.9.2.0.0_181.0
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12. []| CMP GUI: New minor
alarms introduced in
Release 12.3.0

The following minor alarms of 70500 and 70501 are added, along with the
existing critical alarm of 70025 which are now shown in the Upgrade Manager.

Oracle Communications Policy Management

01/08/17 12:02 AM | ~dmin | Logout

Upgrade Manager

Critical N
1

Current 1S0: standard-uparade-12.2.0.0.0 65.1.0

Start Rolback  Start Upgrade View Upgrads Log | OFiter  Colunns w | Advanced
B | Name Alarm S. Up to. Server Role Prev Release Running Release Upgrade Operation
= [ cmp site Cluster (2 Servers)
mass-cmp2-1a %) Critical N Standby 982001810 99210_18.1.0 na
mass-cmp2-1b & Minor - Y Active 99210_181.0 1220006510 na
Active Alarms ( Last Refresh:01/08/2017 01:08:16 )
Pause [ save ayour | [ coumn=_ *]| Filters v ][Cerintsble Format_|[ saveascsv_ |[ export POF
Display results per page:
[Eirst/pPrev]i[Next/Last] Total 1 pages
Se
Server T’;;:' Severity | Alarm ID Age/Auto Clear Description Time Operation
mass-cmp2-1b The system is running different versions o
10.240.166.4 CMP Minor 70500 4m 6s [ — of software 01/08/2017 01:03:38 EST Oﬁ
mass-cmp2-1b . The Cluster is running different versions .
10.240.166.4 CMP Minor 70501 4mes/ of software 01/08/2017 01:03:38 EST Oﬁ
mass-cmp2-1a " The MySQL slave has a different schema .
10.240.166.3 CMP Critical 70025 8m 28s [ version than the master. 01/08/2017 00:59:17 EST Oﬁ

CMP GUI: Complete
the Upgrade of the
remaining of the
Primary CMP cluster

13. []

NOTE: Each server
takes approximately
40 minutes to
complete.

1. Navigate to Upgrade = Upgrade Manager.

2. Check the Primary CMP cluster and both the Continue Upgrade and Start
Rollback buttons become available. In the case of this upgrade, click
Continue Upgrade button.

StartRollback  Continue Upgrade

Upgrade Manager

B | Name Initiate upgrade mass-cmp-1b (next) Upto Date Server Role Prev Release Running Release Upgrade Operation
E1 [V] CMP sitet Cluster (2 Servers)

mass-cmp-a 1 Minor Y Active 992101810 1220006510 nla

mass-cmp-1b %) Criical N Standby 99.200_1810 99210_181.0 nla

3. Click OK to proceed with the upgrade.

Action Confirmation

Are you sure that you want o perform this action?
Initiate upgrade mass-cmp-1b (next)

NOTE: The Upgrade Operation status column displays the in-progress status
bar during the upgrade.

v m Alert: No actions are available fo

Start Rollback  Start Upgrade

Upgrade Manager

Current ISO: sta]

View Upgrade Log O Fil

Upgrade D:%
o

B | Name AlarmS... | Upto...  Server Role Prev Release Running Release

1[4 CMP site1 Cluster (2 Servers) »
mass-cmp2-1a %) Critical | N 00s 9.9.2.0.0_18.1.0 9.9.2.1.0_18.1.0 Initiate upgrade : In
mass-cmp2-1b & Minor Y Active 882101810 1220006510 nia

NOTE: This upgrade process takes approximately 40 minutes to complete. During
this time, the Server Role of the upgrading server would be OOS as expected.

The following alarms are to be expected during the upgrade process -

Expected Critical Alarms

31227 The high availability status is failed due to raised alarms
31283 High availability server is offline
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70001 The gp_procmgr process has failed.
70025 QP Slave database is a different version than the master

Expected Major Alarms

31233 High availability path loss of connectivity

70004 The QP processes have been brought down for maintenance.
70021 The MySQL slave is not connected to the master

70022 The MySQL slave failed synchronizing with the master

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70500 The system is running different versions of software
70501 The Cluster is running different versions of software
31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed

31107 DB merging from a child Source Node has failed

31101 DB replication to a slave DB has failed

14. |:| CMP GUI: Verify the 1. Navigate to Upgrade Manager = Upgrade Manager.

status of upgraded 2. Successful Upgrade Operation status shows the following:

CMP server.
- Both servers running the Release 12.3.0 in the Running Release column.
- There are Active and Standby server roles to both servers in this Primary
CMP cluster.
- The Up to Date column status is updated to Y for both CMP servers
= [ CMP Site! Cluster (2 Servers)
15. [_] | Proceed to next e At this point, the Primary Sitel CMP cluster is running Release 12.3.0
applicable upgrade e The remaining MPE, MRA, and Mediation clusters are on Release 12.2.x
procedure

THIS PROCEDURE HAS BEEN COMPLETED
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7. UPGRADE CMP CLUSTERS (12.2.X TO 12.3) WIRELESS MODE
This procedure upgrades the Sitel CMP cluster first, and if needed, upgrade the Site2 CMP cluster.

7.1 Upgrade CMP Clusters Overview

7.2Upgrade Primary CMP cluster

1.
2.
3.

Use the CMP GUI-System Maintenance (12.2.x) to place Primary Standby CMP into Frc-Stby
Use the CMP GUI-System Maintenance (12.2.x) to upgrade the Primary Frc-Stby CMP server

Use the CMP GUI-System Maintenance (12.2.x) to perform Switch Frc-Stby on the Primary CMP
cluster

Log back into the CMP GUI and upgrade the remaining Frc-Stby Primary CMP server using the 12.3
Upgrade Manager

49 of 123 E75412-01



Software Upgrade Procedure

7.3Upgrade the Secondary CMP cluster (if applicable)

Use the CMP GUI, navigate to Upgrade = Upgrade Manager and upgrade the CMP Secondary Site 2
a. Start Upgrade
b. Continue Upgrade--Failover
c. Continue Upgrade

This procedure should not be service affecting, but it is recommended to perform this in a Maintenance
Window

It is assumed that the CMPs may be deployed as 2 Geo-Redundant clusters, identified as Sitel and Site2 as
displayed on the CMP GUI. When deployed as such, one site is designated as the Primary Site (which is the
site that is managing the Policy system), and the other is as Secondary site (this site is ready to become
Primary site, if needed).

If the System is deployed with only ONE CMP, then the upgrade of the Secondary CMP can be skipped.
Identify the CMPs sites to be upgraded here, and verify which sites are Primary and Secondary:

CMP Sites Geo-Redundant Status Operator Site Name Site Designation from Topology Form
(Sitel or Site2)

Primary Site

Secondary Site

Note the Information on this CMP cluster:

Cluster Name

Server-A Hostname

Server-A IP

Server-A Status

Server-B Hostname

Server-B IP

Server-B Status

IMPORTANT:
e CMP servers MUST be upgraded first, before the MPE or MRA clusters
e Sitel CMP MUST be upgraded to the new release first, before the Site2 CMP (if applicable)
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7.3.1 Upgrade primary CMP Cluster

Step Procedure

Result

1. [] | CMP GUL: Verify
alarm status.

1. Navigate to System Wide Reports = Alarms=> Active Alarms.

2. Confirm that any existing alarm has no impact to the upgrade procedure.

3. Capture a screenshot and save it into a file for reference.

Active Alarms (Stats Reset: Manual / Last Refresh:03/31/2014 14:22:40)

03/31/2014 14:20:42 EOT o
03/31/2014 14:20:52 EDT o%

03/25/2014 15:13:37 EDT o

Operation

oa
o
oa
oF
oa
on
oF
o
oa
oF

oa

2. []| CMP GUI: Identify
and record the CMP
clusters

1. Navigate to Platform Settings > TOPOLOGY Settings = All Clusters.

Cluster Settings

Name

Appl Type

0AM VIP

Server-A

Server-B

Operation

CMP Site1 Cluster (P)

CMP Sitel Cluster

10.240.166.24

10.240.166.32

10.240.166.33

View

MPE Sitel Cluster

MPE

<None>

10.240.166.36

10.240.166.37

View Delete

MRA Sitel Cluster

MRA

<None>

10.240.166.34

10.240.166.35

View Delete

2. Note which cluster is the primary and which is the secondary.

The Primary CMP is noted with a (P) in parenthesis and a Secondary CMP is
noted with an (S) in parenthesis.

3. Save a screenshot for future reference.

3. []| €CMP GUL: Verify
Status of CMP

=

2. Confirm the CMP clusters have the following:

Navigate to Upgrade Manager = System Maintenance.

clusters

- Active/Standby status

- Running Release of 12.2.X version

- Replication ON

- Corresponding Release 12.3 ISO files copied to at least one of each
server types (CMP/MRA/MPE)—-Meaning, a copy of the MPE ISO is on
one of the MPE servers, an MRA ISO is on one of the MRA servers and a
copy of the CMP ISO is on one CMP server
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4. []| CMPGUI Accessinto | 1. Navigate to Upgrade Manager - 1SO Maintenance.
Primary CMP .
¥ 2. Select the servers that show old ISO files.
Server—Remove old
ISO files from servers. | 3. Select the server cluster and select Operations=> Delete I1SO for any of the
older ISO files in the list.
Sevz Lajaut [ cobomrs Fites
F Name Appl Type Site P 'éi?:;iﬂ 50
T e T GRS obseCatr
nallcmz-13 CYP5tel Custer  Unspecfiad  10.2508448 1001 5.1.0 [ 872-2750-401-21.1.0_27.0-cmp-+86_54so[100%)]
¥ wallema-13 CYF5tel Custer  Unspecfizd  10.2506444 1101500 [ 872-0750-401-21.0.0_2.7.0-cmp-186_54 o[ 100%)]
0 g val-pe-t =
7 wall-mpe-1z [ Prmay 10506428 1L015.10
F walkmpe-1b 13 Prmay 1025643 1101510
7 wall-mpe-1c WPz Sexncary  10.247.23046 1101 5.0
4. Click OK to continue
Are you sure you want to execute Delete ISO?
5. Wait until the successful deletion message displays.
Delete ISO
Sitel-CMP-A 10.240.155.4 SUCCESS:1>
Sitel-CMP-B 10.240.155.2 SUCCESS:1>
6.

Wait until the ISO Maintenance page refreshes showing that the ISO column

blank

® Running Release 150
oo
CMP Site1 Cluster
102001554 11.5.0.0035.10
102001553 11.5.0.0.035.10
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5. []| CMP GUI: Upload
relevant upgrade ISO
file to each
CMP/MPE/MRA
server

NOTE: This step
depends on the I1SO
file type. Distribute
ISO files accordingly.

Upgrade Manager = 1SO Maintenance

1. (Optional but Preferred) Filter CMP/MPE/MRA servers
2. One application at a time, select one server type (CMP/MPE/MRA) to upload
its upgrade ISO file.
3. Select Operations = Upload ISO
| Columns v | | Filters - | | Operations v |
Push Script
Delete IS0
4. Fill in the dialog with the following information:
Mode: Select SCP
ISO Server Hostname/IP: <IP_address_where_ISO_files_are_located>
User: admusr
Password: <admusr_password_for_the_server>
Source ISO file full path: /var/TKLC/upgrade/<ISO file>
Upload IS0 to pcrf-cmp-b
Mode: I scp :
IS0 Server
Hostname / IP 10.240.166.112
User admusr
Passwoard sessanse
ﬁ::hrce IS0 file full rFKLC,Iupgrade,.":mp-1.2.2.0.D.D_GS.]..D-xSG_E4.i50
5. Click Add and wait until the filename displays in the ISO column and the file is
100% transferred:
I perf-cmp-b CMP Sitel Cluster 10.240.166.33 11'5'3'0—3' [ lemp-12.2.0.0.0_65.1.0-x86_64.is0[100%]
6. When completed for all servers, the ISO column are populated with the I1SO
filename and indication of 100% transfer completion
Name Appl Type P ';':;':;22 150
[S] D CMP Site1 Cluster CMP Sitel Cluster
@] perf-cmp-a CMP Site1 Cluster 10.240.166.32 11_5.1;.0,3. [Clemp-12.2.0.0.0_65.1.0-x86_64.is0
] perf-cmp-b CMP Sitel Cluster 10.240.166.33 11.5.ié.n,a. [Temp-12.2.0.0.0_65.1.0-x86_64.iso[ 100%]
=] D MPE Site1 Cluster MPE
o perf-mpe-a MPE 10.240.166.36 11_5_?;.073. Dmper12.2.D.D.0755.1.ﬂrx35754.\sn[lﬂﬂ%]
(] perf-mpe-b MPE 10.240.166.37 11.5.";:;.0,3. [Cmpe-12.2.0.0.0_65.1.0-x86_64.iso[100%]
B O MRA Site1 Cluster MRA
] perf-mra-a MRA 10.240.166.34 11.5.?;.073. Dmrar12.2.0.0.0,55.1.0—)(35,64.\50[100%]
= perf-mra-b MRA 10.240.166.35 11.5.1;.0,3. [Cmra-12.2.0.0.0_65.1.0-x86_64.iso[100%]

NOTE: For those servers where the ISO file was transferred from the local
machine, there is not a 100% indicator. This indicator is only available when
transferring ISO files using the ISO management screen of CMP GUI.
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6. [_]| SSHCLIPrimary 1. Sshto active CMP, login as admusr user then mount the upgrade iso file to
Active CMP: Copy copy the latest upgrade scripts as follows:

latest upgrade scripts

$sudo mount -o loop /var/TKLC/upgrade/cmp-12.3.x-x86 64.iso
and Exchange keys

/mnt /upgrade/

$sudo cp /mnt/upgrade/upgrade/policyScripts/*.pl
/opt/camiant/bin

$sudo umount /mnt/upgrade/

2. Run the following command to exchange the SSH keys with all servers in the
topology:

$sudo gpSSHKeyProv.pl --prov

NOTE: You need to supply the PASSWORD of admusr for command to
process

3. Verify that the Keys are exchanged successfully with all the server clusters as
follows :
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7. [] | CMP GUL: Push the Login to CMP GUI.
Release 12.3 upgrade
Scripts to all servers
in the segment
topology

Navigate to Upgrade Manager = ISO Maintenance

Select all the servers in the Topology as shown.

R R

Select Operations = Push Scripts. (It is safe to run the push script multiple
times as needed).

1S0 Maintenance ( Last Refresh :12/14/2016 11:00:40 )

e [
pes o | ruming 0
penYES Release Delete ISO
G st Cluster
e it Custer 1024018632 1308 eng 122600 651,086 5.0
CMP Site1 Cluster 10.240.166.33 ”'S'T"'D’E' Vlemp-12.2.0.0.0_65.1.0-x86_64.isol
e
wee toasmisezs 152
s
wee 1026016637 52108 Tinpe 122000 65.1.0-95.0
e
MRA 10.240.166.34 1152 é 0. ¥Imra-12.2.0.0.0_65.1.0-x86_64.iso[ 1
v semracs e 1024018635 300 U 122000, 5,106 saisal100%]

5. Click OK to continue the operation.

Are you sure you want to execute Push Script?

6. Operation successful.

Upgrade Command =]

Push Script

pcrf-cmp-a 10.240.166.32 0K
pcrf-cmp-b 10.240.166.33 0K
pcrf-mpe-a 10.240.166.36 0K
pcrf-mpe-b 10.240.166.37 0K
pcrf-mra-a 10.240.166.34 0K
pcrf-mra-b 10.240.166.35 OK

NOTE: Give the push script a minute to complete
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8. []| €MP GULI: Set Force-
Standby mode on the
Standby CMP -
Primary cluster

1. Navigate to Upgrade Manager = System Maintenance.
2. Select the Standby CMP Server at Primary Site

3. Select Operations = Force Standby.

System Maintenance( Last Refresh :12/14/2016 11:16:34 )

Name Apol Type | serverstate 150 =
Chp Sitel Cluster P Site1 Cluster
5 Completed: up
pert-cmp-a P Stel Cluster 1024016632 Active  [kmp-12.20.0.0_65.1.0-x86_54.is0 Unknown o
perf-cmp-b CMP Sitel Cluster 1024016633 Standby  [Ykmp-12.2.0.0.0_65.1.0-x86_64.is0[100%] Unknown [STEE

4. Click OK to confirm and continue with the operation.

Are you sure you want to execute Force Standby?

5. Confirm the step completes successfully:

[ rnsecommans 0|

Force Standby
pcrf-cmp-b 10.240.166.33 0K

The Standby CMP server state is changed to Force Standby.

B CMP Site1 Cluster CP Sitet Cluster

| CWPsitelCluster 1024016632

Wemp-12.2.0.0.0_65.1.0-x86.64.50

perf-cmp-a

CMP Site1 Cluster 10.240.166.33  Force Standby | cmp-12.2.0.0.0_65.1.0-x86_64.is0[100%]

CMP GUI: Upgrade
the Force-Standby
CMP server at the

primary site

NOTE: This takes
approximately 40
minutes to complete.

1. Navigate to Upgrade Manager > System Maintenance.
2. Select the Force-Standby CMP Server at the Primary Site.

3. Select Operation = Start Upgrade.

System Maintenance( Last Refresh :12/14/2016 11:34:47 )

Prev | Running
Name Appl Type » Server state 150 G| G
P Siet Cluster P Sitet Cluster
perf-cmp-a CMP Site1 Cluster 10.240.166.32 Active [lemp-12.2.0.0.0_65.1.0-x86_64.is0 Unknown 1152108
perf-cmp-b CMP Site1 Cluster  10.240.166.33  Force Standby |Ycmp-12.2.0.0.0_65.1.0-x86_64.is0[100%] Unknown  11:5210-8-

4. Click OK to continue with the operation.

L ———

CAUTION! Please make sure the remote server is not being either Upgraded or Backed-out at this moment!

5. Monitor the upgrade status activities from the Upgrade Status column.

Appl Type | serverstate 150 ey | Runng | Replicatio Upgrade status
i Shet Clu

ssaioe Complated: upgrads wes complatad ot 12/
P sitex Clu 1020016652 Acive  Dlamp-122.0.00_65.1.0435 450 Unknown 11528 on 4 rorade waz comlet

CHPSite1 Chuster  10.240.166.33  Force Standby | kmp-1220.0.0 6510506 sésoft0oe]  LSZLOL 18208 o Inbrogress: preparing for the upsrade

The Upgraded Status column shows the In Progress status along with the upgrade
activities which typically takes approximately 40 minutes to complete.

During the upgrade activities, the following alarms may be generated and
considered normal reporting events.

Expected Critical Alarm
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31283 High availability server is offline
Occurrence Severity Alarm ID Text 0AM VIP Server
Jan 04, 2017 11:36 AM EST Critical 31283 High availability server is offline 10.240.166.24 1[3;’:5;";_532 #
Expected Major Alarms
31233 HA Path Down
70004 The QP processes have been brought down for maintenance.
70022 The MySQL slave failed synchronizing with the master
70021 The MySQL slave is not connected to the master
Occurrence Severity Alarm ID Text OAM VIP Server
Jan 04, 2017 04:41 PM EST Major 70004 The QP processes have been brought down for maintenance. 10.240.166.24. L;;ﬁ:;r&‘;z #
Occurrence Sewverity Alarm ID Text OAM VIP Server
Jan 04, 2017 05:07 PM EST Major 70022 The MySQL slave failed synchronizing with the master 10.240.166.24 L.i:r:;fr&‘;;z #
Jan 04, 2017 05:07 BM EST Major 70021 The MySQL slave is not connected to the master 10.240.166.24 Li;’:;’;";z #
Occurrence Severity Alarm ID Text OAM VIP Server
Jan 04, 2017 05:41 PM EST Major 31233 High availability path loss of connectivity 10.240.166.60 1;22;&2’; #
Expected Minor Alarms
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure
31107 DB Merge From Child Failure
31101 DB replication to slave DB has failed
Wait until the upgrade was completed message displays in the Upgrade Status
column.
pert-emp-a Cvpster Chuter 1026015632 Acive  [lmp-122.0.00.65.1049 5450 Unknown THIRLOS o, Completed: uparade
per-amp-b CMP Sitel Cluster  10.240.166.93 Force Standby | kmp-12.2.000_65.1.0x36 64 sof100%]  11S210.8.12200065 o Completed: upgrade was completed at 12/
Note: If there is other status message appeared other than the Upgrade complete
message, stop here and contact Oracle Technical Services to troubleshoot and
determine if a rollback should be performed.
10. [] | CMP GULI: Verify Navigate to Upgrade Manager = System Maintenance.

Upgrade Completion

is successful

Successful upgrade status shows Release 12.3 in the Running Release column and
the Upgrade Status column.

115210 8. 122,000 65
10 A0

Complet: upgrade was completed at 12|

CWPSie! Cheter  10.40.86.33  Force Sandhy __omp-12.20.0.65.1,0-x86_6d.so[ 0% YIS e T

i prtamph

NOTE: Expect that the server state role is shown as Force Standby, same as prior
to the upgrade.

A Sync Broken indicator ( ##) means that the data replication between the two
servers of the cluster is not synced yet. This may take up to 45 minutes depending
on the database size. Do not continue if there is a Sync Broken indicator on the
server that was upgraded.
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Upgraded server SSH:
Verify upgrade log file

11. []

SSH to upgraded server and check the upgrade log file to validate it completed
successfully:

12. [] | CMP GUI: Verify Navigate to System Wide Reports = Active Alarms.
alarms L
The following is an expected alarm (ID: 70025).
Occurrence Severity Alarm ID Text 0AM VIP Server
Dec 14, 2016 12:03 PM EST  [Re O\l 70025 The MySQL slave has a different schema version than the master. 10.240.166.24 15’;’:?:;;3 Y

The alarm be clears after everything on the cluster is upgraded to the same
release.

13. [] | CMP GUI: Switch the | 1. Navigate to Upgrade Manager - System Maintenance.

upgraded Release
12.3 CMP server to

2. Select the CMP cluster to be switched—primary cluster only.

Active 3. Select Operations=> Switch ForceStandby.
e
4. Click OK to continue with the operation and a successful message appears.
Are you sure you want to execute Switch ForceStandby?

NOTE: At this point, the current CMP GUI browser connection is lost—if it is
the primary CMP cluster, need to re-login as illustrated in the next step.

5. Close the browser and re-open.
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14. []

CMP GUI: Relogin to
the CMP server VIP

1. Close the current CMP GUI browser tab and reopen another browser tab
with the same CMP VIP address.

The Policy Release 12.3 CMP GUI Login displays.

2. Login and password credentials are the same as before the upgrade.

ORACLE

Welcome to the Co

name and pass
existing user name
system administrator.

Login I

15. [ ]

CMP GUI: Verify the
Policy Release

1. Navigate to Help=>About.

2. Verify the release number is displayed as 12.3.

CMP GUI: Critical
alarms

Critical alarm 70025 displays until the SQL Database matches the master (12.3)
and minor alarm 31101. These alarms are expected and remain until all CMP
servers are upgraded to the same version.

Occurrence Severity  Alarm ID Text OAM VIP Server
- perf-cmp-a
Dec 14, 2016 12:25 PM EST Critical 70025 The MySQL slave has a different schema version than the master. 10.240.166.24 10.240.166.32 H

NOTE: The Upgrade Manager shows the same alarms.

CMP GUI: Verify the
Policy Release 12.2
CMP is active

Navigate to Upgrade->Upgrade Manager.

Current 50: Install Kit

g DfRer  Coumns v Advanced

B | Name Alarm Severty | Up to Date | Server Role Prev Release Running Release Upgrade Operation
5 ] CMP Sitet Cluster (2 Servers)

pert-cmp-b wa Active 15210810 1220006510 wa

X Crtkal v Standby TPD67.100_8426.0 15210810

As noted, the Active CMP server is now on the Running Release of 12.3.

Primary Active CMP:
ssh to primary active

CMP and copy iso to
/var/camiant/iso

directory.

1. Logon to the primary active CMP as admusr and copy the 12.3 ISO file to the
/var/camiant/iso directory:

$sudo cp /var/TKLC/upgrade/cmp-12.3.x..x.iso /var/camiant/iso/
2. Verify the copy by using the following command:

$ 1ls /var/camiant/iso/

19. []

CMP GUI: Locate the
12.3 Upgrade Manual

1. Navigate to Upgrade - Upgrade Manager.

2. Select the Current ISO—in this case it is labeled install kit.

Current IS0: Install Kit

View Upgrade Log LOFiter  Columns * Advanced
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A dialog box with a description of the ISO that was just copied into
/var/camiant/iso.

3. Highlight the available I1SO and click the button on the bottom right hand
corner of the pop-up window

Select ISOs

Last Updated: 12/14/2016 12:38:18 Driter | | Coume v
Please select one of the following options,

Label Release File Path Description

standard-upgrade-12 2. 1220006510 Mvar/camiant/iso/cmp-12.2.0.0 0_65.1.0-x86_64 iso This is kit is associated with a full upgrade from pre-12 0 versions to 12 .0+

Select standard-upgrade-1 2&5’00.0765‘1.0 150

4. Click OK on the confirmation dialog.

Loading this IS0 will cause the upgrade manager to abandon the current upgrade and start a
new one. Are you sure you want to continue loading this 1IS0O?

| ok || cancel |

Within a few seconds, the Up to date column transition from n/a to Y (meaning
up-to-date) or N (meaning needs upgrade). Also, the Install Kit now displays the
selected CMP ISO file

Coment 50 Standard-uparsde 122000 6510

Start Rolback  StartUpgrade View Upgrade Lo~ OFiter  Comns v Advanced

B [ Name Alarm Severty | Up to Date | Server Role Prev Release Running Release Upgrade Operation

1 0] CMP Site Cluster (2 Servers)

ey b @ Ao ns210510 TP =

prtarps Sews @ sy 05710004200 ez10at e
= [J MPE site1 Cluster (2 Servers)

ey W o ToaTi00 oA waziname

= W e 06710000280 waz10810
(= ] MRA site1 Cluster (2 Servers)

s W sy 05710054200 LD =

pertorss W e a7 100 04z0 ez10010 e

20. []

CMP GUI: Alarms
introduced with
Release 12.3

The following minor alarms, along with the already active critical alarms, are now
active.

Occurrence Severity  Alarm ID Text OAM VIP Server

Dec 14, 2016 12:25 PM EST 70025 The MySQL slave has a different schema version than the master. 10.240.166.24 LUDCZF:-UCT;G-ZZ “
Occurrence Severity | Alarm ID Text OAM VIP Server
rf-cmp-b
Dec 14, 2016 12:43 PM EST Minor 70500 The system is running different versions of software 0240.086.24 PR B

Dec 14, 2016 12:43 PM EST Minor 70501 The Cluster is running different versions of software 10.240.166.24 1;;’:0”1”696723 #
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21. []

CMP GUI: Complete
the Upgrade of the
Primary CMP cluster

NOTE: Remaining
CMP server takes
approximately 40
minutes to complete.

1. Navigate to Upgrade - Upgrade Manager.
2. Select the Primary Site 1 CMP cluster
Continue Upgrade becomes available.

3. Click Continue Upgrade.

StartRollback  Continue @gnae

& [vame Initiate upgrade pcrf-cmp-a te [ serve roe
5 cup siter ¢ (N€Xt)

Prev Release

port-cmp-b Downor v Actve 15210810 122000 65.1.0 wa

portcmp-a %) crcal W Standby. TPD67.1.0.0 84260 115210810 wa

4. Click OK to continue the upgrade on the remaining server in the CMP cluster

[Shoso et ]

Are you sure that you want to perform this action?
Initiate upgrade pcrf-cmp-a (next)

During the upgrade activities, the following alarms may be generated and are
considered normal reporting events.

Expected Critical Alarms

31283 High availability server is offline
70001 QP_procmgr failed
70025 QP Slave database is a different version than the master

Expected Major Alarms

31233 HA Path Down
70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

NOTE: Remaining CMP server takes approximately 40 minutes to complete.

22. [

CMP GUI: Verify the
status of upgraded

Navigate to Upgrade Manager = Upgrade Manager.

Notice the upgrade operation column displays the steps of the upgrade process:

CMP server.
B | Name Alarm Severtty | Up to Date | Server Role Prev Release: Running g Release Upgrade Operation
‘ 5[ CMP Sitet Cluster (2 Servers)
perf-cmp-a X) Critical N 00s TPD6.7.1.0.0_84.26.0 11.521.0_81.0 Initiate upgrade :: Inttiate upgrade (Elapsed Time: 0:02:22)
At end of the upgrade process, upgrade operation column should display
successful upgrade completion message for the upgraded CMP server as follows:
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Current IS0 standard-uparade-12.2.0.0.0 65.1.0

| TS| [ (s [T
= [4 CMP site1 Cluster (2 Servers)
T e T EtohiiE el |

e  Successful upgrade status shows that both servers are running the Release

12.2 in the Running Release column.-

e AYinthe Up to Date column

e Active/standby state for both servers in the Primary CMP Cluster.

StartRollback  Start Upgrade

B [ Name Alarm Severty | Up to Date | Server Role Prev Release Running Release Upgrade Operation

Current SO- standard-uparade12.2.0.00 65.4.0

View UpgradeLog  OFiter  Coumns v Advanced v

)[4 CMP Site1 Cluster (2 Servers)

S v neaasie ETn

) ntiate upgrade Completed Successfuly at Dec 14, 2016 132525,

During the upgrade activities, the following alarms may be generated and are

considered normal reporting events.

Expected Critical Alarms

31283 High availability server is offline
70001 QP_procmgr failed

70025 The MYSQL Slave has a different scheme version than the master

Occurrence Severity | Alarm ID Text
Jan 04, 2017 04:42 PM EST  JRIAM 31283 High availability server is offiine

Jan 04, 2017 12:46 PM EST m 70025
Jan 04, 2017 12:46 PM EST 70025

The MySQL slave has a different schema version than the master.

The MySQL slave has a different schema version than the master.

OAM VIP Server
porf-cmp-b

10.240.186.24 10.240.166.33 M
ohio-cmp-b

0.2¢40.166.60 | TR B4

10.240.68.60 | ONOTETPE g

10.240.166.28

Expected Major Alarms

31233 High Availability path loss of connectivity
70004 QP Processes down for maintenance

Occurrence Severity | Alarm ID Text oAmM vIP Server
Jan 04, 2017 04:41 PM EST Major 70004 The QP processes have been brought down for maintenance. 10.240.166.24. LDD;C:';LSE'“ #
Occurrence Severity | Alarm ID Toxt OAM VIP Server
Jan 04, 2017 05:07 PM EST Major 70022 The MySQL slave failed synchronizing with the master 10.240.166.24 L§:r:;]cr&|;asz #
f-cmp-
Jan 04, 2017 05:07 PM EST Major 70021 The MySQL slave is not connected to the master 0.240.86.24 SRS M
Occurrence Severity | Alarm ID Text 0AM VIP Server
hio-cmp-
Jan 04, 2017 05:41 PM EST Major 31233 High availability path loss of connectivity 10.240.166.60 1; Z‘ZDCTE% aza #

Expected Minor Alarms

31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

70503 Upgrade Director Server Forced Standby

70507 An Upgrade/Backout action on a server is in progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version

62 of 123

E75412-01



https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70025.html?resultof=%22%37%30%30%32%35%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31233.html?resultof=%22%33%31%32%33%33%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70507.html?resultof=%22%37%30%35%30%37%22%20

Software Upgrade Procedure

Step

Procedure

Result

Occurrence Severity | Alarm ID Text 0AM VIP Server

. perf-cmp-b
Jan 04, 2017 04:42 PM EST Minor 31114 DB Replication of configuration data via SOAP has failed t2e0.s6.2¢ MG TER . #h
Jan 04, 2017 04:42 PM EST Minor 31108 DB merging to the parent Merge Node has failed 102606628 PTTITEE gy
Jan 04, 2017 04:42 M EST Minor 31107 DB merging from a child Source Node has failed 10.240.166.24 LE“I'“;'D“TEDE"’SB &
Jan 04, 2017 04:42 FM EST Minor 31101 DB replication to a slave DB has failed 10.240.166.24 perf-cmp-b #

10.240.166.33

. perf-cmp-b
Jan 04, 2017 04:41 PM EST Minor 70503 The server is in forced standby 1024016624 PORTES Bk

rf-cmp-b
Jan 04, 2017 04:41 PM EST Minor 70507 An upgrade/backout actien on a server is in progress 10.240.166.24 e,
Jan 04, 2017 04:21 PM EST Minor 70500 The system is running different versions of software 10.240.166.24 l;’i’:’ﬂ”}”ﬁ"ﬁ'"ﬁj #
Jan 04, 2017 04:21 PM EST Minor 70501 The Cluster is running differant versions of software 10.240.166.24 LDDEZ":';TEDE'ZB Y

23. []

Proceed to next
upgrade procedure

e At this point, the Primary Sitel is running Release 12.3.
e Secondary SITE, if applicable, is on R12.2.x.
e All CLevel Nodes are on Release 12.2.x.

e Go to the next procedure if there is a DR CMP to upgrade. If not, skip to Post

Upgrade Health Check.

THIS PROCEDURE HAS BEEN COMPLETED

7.3.2 Upgrade Secondary CMP Cluster

Step

Procedure

Result

1. [

CMP GUI: Verify
Status of CMP cluster

Navigate to Upgrade = Upgrade Manager.
e Primary CMP is completely upgraded to 12.3

e Secondary CMP cluster is on 12.2.x

2. U

CMP GUI: Upgrade
Secondary CMP
cluster

1. Navigate to Upgrade - Upgrade Manager.

NOTE: The Filter button can be used to show only the CMP servers. Type in
CMP under NAME.

StartRolloack  Start Upgrade

B Name Algrm Severity | UptoDate | Server Role Prev Release Running Release Upgrade Operation /
[ H[H | | B

Current 50: standard-uparade-12.0.0.0.0

ViewUpgrade Loy PFiter  Coumns v Advan

2. Select the Secondary CMP Server cluster at Site2

3. Click Start Upgrade.

StartRolback  Centinue Upgrade Wiew Upgrade Log P Fiter

B Hame I s iy - D) m— Prev Release Running Release

ST | N | o | [ [l

Upgrade Operation

Current ISO: incremental-uparade-12.1.0.0.0 35.4.0

Columns »  Advanced ¥

‘ El [ CMP Sited Cluster (2 Servers)

brog-cmp-1b %) Critical N Standoy 12.0.04.0_6.1.0 12.002.0_2.1.0 /) niste upgrade Completed Successfully at Sep 18, 2015 14:06:18.
brog-cmp-1a %) Critical N Active 12.00.1.0_6.1.0 120020 21.0 /) niiste upgrade Completed Successfully at Sep 18, 2015 14:10:18.
=[] CMP Site2 Cluster (2 Servers)
slak-cmp-1a 8 major Y Active 120020210 12.1.0.0.0_351.0 ) Initiate upgrade Completed Successfully at Sep 28, 2015 19:28:13.
slak-cmp-1b &) major Y Standby 120020210 12.1.00.0_351.0 ) Initiate upgrade Completed Successfully at Sep 28, 2015 20:15:12.

4. Click OK to confirm and continue with the operation.

The specific action taken is determined by the Upgrade Manager and based on
the specific version change being performed.

This continues to upgrade the standby server only in the CMP cluster
NOTE: This takes approximately 30 minutes to complete.

The Upgraded Status column displays the In Progress status along with the
upgrade activities.
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Procedure

Result

2

Name Alarm Se. Upto Server Role Prev Release Running Release Upgrade Operation
LI ] \

E

=]

CMP Site1 Cluster (2 Servers)
brbg-cmp-1b X) crtical | N Standoy 12:0.0.1.0.6.1.0 120020 210 Initate upgrade :: Upgrading server (Elapsed Time: 0:0...
brog-cmp-1a X crical M Active 12.00.1.0_6.1.0 120020 210 / Inttate upgrade Completed Successfully at Sep 18, 2015 14:10:15.

[] CMP Site2 Cluster (2 Servers)
shak-cmp-1a Uapr v Active 120020 210 12.4.0.0.0_351.0 /) Intiate upgrade Completed Successfully at Sep 28, 2015 19:28:13.
shak-cmp-1b Uuapr v Standby 120020210 121.000_3510 ) Intiate upgrade Completed Successfully at Sep 28, 2015 20:1512.

During the Upgrade activities, the following alarms may be generated and

co

nsidered normal reporting events.

Expected Critical Alarms

31283 High availability server is offline
70001 QP_procmgr failed
70025 QP Slave database is a different version than the master

Expected Major Alarms

70004 QP Processes down for maintenance

Expected Minor Database replication Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault

LOG FILE from the GUI showing complete on the 1% server on the secondary

site.
740 0 Prefight Check 92672015 20:18:57 912872015 20:19:11 0:00:14 Server brbg-cmp-1b Success Manual User intiated action: upgradeSer.
i 740 Upgrading server 912872015 20:19:11 942872015 20:44:02 0:2450 Server brbg-crmp-1b Success Automatic ‘Automatic action initiateUpgrade
T2 740 Modify the role/repiication attributes of the ...  9/28/2015 20:19:11 92812015 20:19:13 0:00:01 Cluster CHP Sitet Cluster  Success Automatic Automatic action for managing cl.
743 740 Watt for replication to synchronize /2812015 20:44:02 912812015 20:44:12 0:00:10 Server brbg-cmp-1b Success Automatic Automatic action watForReplicat...

3. [] | CMP GUI: Continue
Upgrade Secondary
CMP cluster

1.
2.
3.

Navigate to Upgrade = Upgrade Manager.
Select the Secondary CMP Server cluster at Site2

Click Continue Upgrade. Notice the Failover to new version message.

=]

StartRolback  Continue Upgrade View Upgrade Log  OFiter  Coumns ¥  Advanced v

Name Failover to new version CMP Site Cluster (next) prey Release Running Release Upgrade Operation

L 5| Ll Ll

=

CMP Sitet Cluster (2 Servers)
brbg-cmp-1b v Standby 120020210 12.10.0.0_35.1.0 ) nitiate upgrade Completed Successfully at Sep 28, 2015 20:44:12.

brog-cmp-1a X) Critical N Active 12.00.1.0.6.1.0 120020210 ) Initate upgrade Completed Successfully at Sep 18, 2015 14:10:15.

4.

Click OK to confirm and continue with the operation.

The specific action takes a minute to complete. Wait until the upgraded
server is active, as shown below.

B

Hame AlamSe... Upto.. ServerRok | Prev Release Running Relesse Upgrade Operation

SN | 5 ) D 5 S | IS

E

CMP Site Cluster (2 Servers)
brbg-cmp-1b Y Active 120020_21.0 12.1.0.0.0_35.1.0 ) Inttigte: upgrade Completed Successfully at Sep 28, 2015 20:44:12.
brbg-cmp-1a X/ Criical N Standby 12.001.061.0 1200202210 ) Inttiate: upgrade Completed Successfully at Sep 18, 2015 14:10:18.
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Software Upgrade Procedure

Step Procedure

Result

5. Select the Secondary CMP Server cluster at Site2

6. Click Continue Upgrade. When hovering over the button, the message
displays the next action, which is upgrading the remaining CMP.

StartRoliback ~ Continue Upgrade View Upgrade Log  SFiter  Colmns v Advanced v

B |Name Initiate upgrade brbg-cmp-1a (next) rver role Prev Relea: Running Release Upgrade Operation

A | N {0 S || I || I

‘ B [¥] CMP Site1 Cluster (2 Servers)

brbg-cmp-1b ¥ Active 120020210 121.00.0_351.0 /) Initiate upgrade Completed SuccessTully st Sep 28, 2015 20:44:12.

brog-cmp-1a X) Critical N Standby 12.0.0.1.0_6.1.0 120020.21.0 /) Inttiate upgrade Completed Successfully at Sep 18, 2015 14:10:18.

51 1 CMD Qifed Chustor 2 Garvars)

7. Click OK to confirm and continue with the operation,

During the upgrade activities, the following alarms may be generated and are
considered normal reporting events.

Expected Critical Alarms

31283 High availability server is offline
70001 QP_procmgr failed
70025 QP Slave database is a different version than the master

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Database Replication Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault

4. []| CMP GUI: Verify
Upgrade Completion
is successful.

Navigate to Upgrade = Upgrade Manager.

Successful upgrade status shows Release 12.3 in the Running Release column
and the Upgrade Status column.

5. [] | CMP GULI: Verify
alarms

Navigate to System Wide Reports = Alarms = Active Alarms.

Expected Minor Alarm

70500 System in Mixed version
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https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31107.html?resultof=%22%33%31%31%30%37%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31101.html?resultof=%22%33%31%31%30%31%22%20

Software Upgrade Procedure

8. UPGRADE CMP CLUSTERS (12.2.X TO 12.3)

CMPs may be deployed as 2 georedundant clusters, identified as Sitel and Site2 on the CMP GUI. When
deployed as such, one site is designated as the Primary Site (the site that manages the Policy system), and
the other is designated as the Secondary Site (this site is ready to take over in case the primary site fails).

This procedure upgrades the Sitel (Primary) CMP cluster first, then upgrade the Site2 (Secondary) CMP

cluster, both in a single maintenance window.

If the system is deployed with only one CMP, then evidently the upgrade of a Site2 (Secondary) CMP is not

necessary.
8.1 Upgrade CMP Clusters Overview

8.2Upgrade the Primary CMP cluster
1. Upgrade CMP Sitel
a. Start upgrade on the standby server
b. Failover

c. Continue upgrade with the remaining Sitel CMP server

8.3Upgrade the Secondary CMP cluster
1. Upgrade CMP Site2
a. Start upgrade on the standby server
b. Failover

c. Continue upgrade with the remaining Site2 CMP server

This procedure should not be service affecting, but it is recommended to perform this in a maintenance

window.
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Identify the CMP sites to be upgraded here, and verify which site is Primary and which one is Secondary:

Topology
Operator Site Designation
CMP Sites Site Name (Sitel or Site2) CMP Server-A CMP Server-B
Primary Site Server-A Hosthame Server-B Hostname

Server-A IP Address

Server-B IP Address

Server-A HA Status

Server-B HA Status

Secondary Site

Server-A Hostname

Server-B Hostname

Server-A IP Address

Server-A HA Status

Server-B IP Address

Server-B HA Status

IMPORTANT:

e The Primary CMP site must be upgraded to the new release before the Secondary CMP Site

e CMP servers must be upgraded before non-CMP servers

8.3.1 Upgrade Primary CMP cluster
Step Procedure Result
1. |:| CMP GUI: Verify 1. Navigate to System Wide Reports = Alarms => Active Alarms.
alarm status. 2. Confirm that any existing alarm has no impact to the upgrade procedure.
3. Capture a screenshot and save it into a file for reference.
2. |:| CMP GUI: Identify 1. Navigate to Platform Setting = Topology Settings.

and Record the CMP
clusters

2. Note which cluster is the primary and which one is the secondary.

Cluster Configuration
/MY FAVORITES Add MPE/MRA Cluster
/POLICY SERVER
“/POLICY MANAGEMENT

“IsPR

Cluster Settings

Name Appl Type Site OAM VIF Server- A | Server- B Server- C Operation
Preference

*/SUBSCRIBER brbg-mpe-1 MPE Nermal /A (P) 10.250.84.7 | 10.250.84.8 [ 10.250.85.13 View Delete
+ NETWORK N/A ()
brbg-mra-1 MRA Normal /A () 10250844 | 10250845 | 10.250.85.14 |  View Delete

/A ()
10.250.84.62/26 | 10.250.84.60 | 10.250.84.61 WA

+IMRA

B SEIE IR RS [CMP Site1 Cluster (S) CMP Site1, N/A View Delete
PLATFORM SETTING Cluster
[CMP Site2 Cluster (P)| CMP Site2 N/A
Cluster

slak-mpe-1 MPE Nermal N/A (P) 10.250.85.7 | 10.250.85.8 | 10.250.84.13
N/A (S)
slak-mra-1 MRA Normal N/A (P) 10.250.85.4 | 10.250.85.5 | 10.250.84.14 View Delete
+/UPGRADE N/A (S)
*/GLOBAL CONFIGURATION

*/SYSTEM ADMINISTRATION

“HELP

A 10.250.85.62/26 | 10.250.85.60 | 10.250.85.61 WA

Tapology s

SNMP Satting:

The Primary CMP is noted with (P). The Secondary CMP with (S).

67 of 123

E75412-01




Software Upgrade Procedure

Step Procedure Result
3. []| CMP GUI: Verify 1. Navigate to Upgrade = Upgrade Manager.
Status of CMP 2. Confirm the CMP clusters are:
cluster s

- In Active/Standby status
- Running release 12.2.x software
3. Navigate to Upgrade = 1SO Maintenance.

4. Ensure Release 12.3 ISO files have been copied to at least one of each
corresponding server types (CMP, MPE, MRA, and so on.)

ISO Maintenance ( Last Refresh :11/09/2016 10:05:13 )

[ columns %] Filtars o] [ Oparations -
Name Appl Type P Running Release IS0
= CMP Sitel Cluster CMP Sitel Cluster
guam-cmp-la CMP Sitel Cluster 10.240.152.75 = 12.1.1.0.0_14.1.0 cmp-12.2.0.0.0_61.1.0-%86_64.is0
guam-cmp-1b CMP Sitel Cluster 10.240.152.76 12.1.1.0.0_14.1.0
= guam-mpe-1 MPE
guam-mpe-1a MPE 10.240.152.79 12.1.1.0.0_14.1.0 mpe-12.2.0.0.0_61.1.0-x86_64.is0
guam-mpe-1b MPE 10.240.152.80  12.1.1.0.0_14.1.0
- guam-mra-1 MRA
guam-mra-1a MRA 10.240.152.77 = 12.1.1.0.0_14.1.0 mra-12.2.0.0.0_61.1.0-x86_64.is0
guam-mra-1b MRA 10.240.152.78 12.1.1.0.0_14.1.0

SSH CLI Primary
Active CMP:
Exchange Keys

1. Exchange keys to all servers from the Sitel (Primary) Active CMP. Login as
admusr user and run the following command:

$sudo gpSSHKeyProv.pl --prov

2. Enter the password for admusr user.

3. Ensure that the keys are exchanged successfully with all the server clusters:

guam—cmp—la

am-mpe—1b

Juam-mpe—1a

am—cmp—1b
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Step Procedure

Result

5. []| CMP GUL: Push the
Release 12.3
upgrade scripts to
all servers

1. Navigate to Upgrade = ISO Maintenance.
2. Select all the servers in the topology as shown.

3. Select Operations = Push Script.

ISO Maintenance { Last Refresh :11/09/2016 10:07:23 )
e | T— oo
Name Appl Type P Running Release Upload 150

=] CMP Sitel Cluster CMP Site1 Cluster Delete 150
guam-cmp-1a CMP Sitel Cluster 10.240.152.75 = 12.1.1.0.0_14.1.0 cmp—lZ.Z.D.D.D_E1.1.D—x86_64—.isn
guam-cmp-1b CMP Sitel Cluster 10.240.152.76 = 12.1.1.0.0_14.1.0

= guam-mpe-1 MPE
guam-mpe-1a MPE 10.240.152.79  12.1.1.0.0_14.1.0 #lmpe-12.2.0.0.0_61.1.0-x86_64.is0
guam-mpe-1b MPE 10.240.152.680 12.1.1.0.0_14.1.0

= guam-mra-1 MRA
guam-mra-1a MRA 10.240.152.77 12.1.1.0.0_14.1.0 mra-12.2.0.0.0761.1.0-)(86764.ISD
guam-mra-1b MRA 10.240.152.78  12.1.1.0.0_14.1.0

4. On the Push Script warning window, click OK to continue the operation.

After approximately a minute, a successful message similar to this displays:

Upgrade Command [ ]

Push Script

guam-cmp-1a 10.240.152.75 0K
guam-cmp-1b 10.240.152.76 0K
guam-mpe-1a 10.240.152.79 0K
guam-mpe-1b 10.240.152.80 0K
guam-mra-1a 10.240.152.77 0K
guam-mra-1b 10.240.152.78 0K

6. [_]| CMP GUI Access
into Primary CMP
Server—-Remove old
ISO files from
servers, if any.

1. Navigate to Upgrade - 1SO Maintenance.
2. Select the server(s) that show any old ISOs.

3. Select Operations = Delete ISO to remove any older ISOs.

[ coumns =] ] Filters -] [ Operations -]
Push Script
= Name Appl Type Site IP Running Release Upload 150
| CMP Sitel Cluster  CMP Sitel Cluster
T quam-cmp-1a CMP Sitel Cluster = Unspecified  10.240.152.75  12.1.1.0.0_14.1.0 [_lemp-12.2.0.0.0_61.1.0-x86_64.iso[100%]
0 guam-cmp-1b CMP Sitel Cluster  Unspecified  10.240.152.76  12.1.1.0.0_14.1.0 Dcmp-12.2.0.0.0_61.1.D-x66_64.\5u[100%]
S| CMP Site2 Cluster  CMP Site2 Cluster
guam-cmp-2a CMP Site2 Cluster  Unspecified  10.240.152.98  12.1.1.0.0_14.1.0
guam-cmp2b CMP Site2 Cluster Unspecified  10.240.152.99  12.1.1.0.0_14.1.0

4. Click OK to continue and wait until the successful deletion message displays.

5. Wait until the ISO Maintenance page refreshes and the ISO column does not
show any old ISO files.
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7. []| CMP GUL: Distribute | 1. Navigate to Upgrade - 1SO Maintenance.
ISOs to
2. Filter by server type (optional but preferred ste
CMP/MPE/MRA/ y ype (op P P)
Mediation servers 3. One application at a time, check one server type (MPE/MRA/CMP/Mediation)
. for upgrade.
NOTE: This step Pe
depends onthe ISO | 4. Select Operations = Upload ISO.
type. Distribute 1SOs
aCCOFdIngly | Columns v | | Filters v | | Operations v |
’ Push Script
h_‘ame Ap?l Type 1P Delete IS0
CMP Sitel Cluster CMP Sitel Cluster
guam-cmp-1la CMP Sitel Cluster 10.240.152.75  12.1.1.0.0_14.1.0
guam-cmp-1b CMP Sitel Cluster 10.240.152.76 = 12.1.1.0.0_14.1.0
guam-mpe-1 MFPE
guam-mpe-1a MPE 10.240.152.79 12.1.1.0.0_14.1.0
guam-mpe-1b MFPE 10.240.152.80 12.1.1.0.0_14.1.0
guam-mra-1 MRA
guam-mra-1a MRA 10.240.152.77 12.1.1.0.0_14.1.0
guam-mra-1b MRA 10.240.152.78 12.1.1.0.0_14.1.0
5. Enter the configuration information:
Mode = SCP
6. 1SO Server Hostname / IP = <IP address where the ISOs are located>
User = admusr
Password = <admusr password of the server>
Source ISO Full Path = /var/TKLC/upgrade/<server type iso filename>
e
Mode: | scp :
IS0 5
Hostn:nr"l;a:’ i Jt0.240.152.79
User |admusr
Password |u.uu.
g;tl.'l_lr:e 150 file full FKLC/upgrade/mpe-12.2.0,0.0_61.1,0-x36_&4.isq|
7. Click Add.
When completed, the ISO column is populated with the ISO and a notification
of [100%]
-1 % guam-mpe-1 MPE
=) guam-mpe-1a MPE 10.240.152,79  12.1.1.0.0_14.1.0 [ Impe-12.2.0.0.0_61.1.0-x86_64.is0[100%]
0 guam-mpe-1b MPE 10.240.152.80  12.1.1.0.0_14.1.0 [ |mpe-12.2.0.0.0_61.1.0-x86_64.is0[100%]
8. Repeat for all cluster types
70 of 123 E75412-01




Software Upgrade Procedure

Step Procedure

Result

3. |:| CMP GUI: Verify ISO
distribution to all
the Servers

1. Navigate to Upgrade = I1SO Maintenance.

2. Verify that the Release 12.3 ISO file of the correct type is shown for each
server.

When completed, the ISO column is populated with the ISO and a notification of
[100%]

| Name Appl Type P Running Release 1S0
BT T CMP sitel Cluster CMP Sitel Cluster
----------- guam-cmp-1a CMP Sitel Cluster 10.240.152.75 12.1.1.0.0_14.1.0 cmp-12.2.0.0.0_61.1.0-x86_64.is0[100%]
guam-cmp-1b CMP Sitel Cluster 10.240.152.76  12.1.1.0.0_14.1.0 cmp-12.2.0.0.0_61.1.0-x86_64.is0[100%]
= guam-mpe-1 MPE
guam-mpe-1a MPE 10.240.152.79  12.1.1.0.0_14.1.0 [[Impe-12.2.0.0.0_61.1.0-x86_64.is0[100%]
guam-mpe-1b MPE 10.240.152.80 12.1.1.0.0_14.1.0 mpe-12.2.0.0.0_61.1.0-x86_64.is0[100%]
=] guam-mra-1 MRA
guam-mra-1a MRA 10.240.152.77 12.1.1.0.0_14.1.0 mra-12.2.0.0.0_61.1.0-x86_64.iso[100%]
guam-mra-1ib MRA 10.240.152.78 12.1.1.0.0_14.1.0 mra-12.2.0.0.0_61.1.0-x86_64.iso[100%]

NOTE: For those servers where the ISO file was copied from the local machine,
there is not be a 100% indicator. This indicator is only available when transferring
ISO files using the ISO management feature.

9. []| Primary Active
CMP: ssh to primary
active CMP and
copy ISO to
/var/camiant/iso

1. Logon to the primary active CMP as admusr and copy the 12.3 ISO to the
directory /var/camiant/iso

$ sudo cp -p /var/TKLC/upgrade/cmp-12.3.<.>.iso /var/camiant/iso/
2. Verify the file was successfully copied:

$ 1s /var/camiant/iso/

71 of 123

E75412-01




Software Upgrade Procedure

Step Procedure Result
10. [_] | CMP GUI: Locate 1. Navigate to Upgrade = Upgrade Manager.
f:g 12.3 Upgrade 2. Select the current ISO, in this case it is labeled Install kit.

Upgrade Manager
Current IS0: Install Kit

Start Rollback Start Upgrade View Upgrade Log D Fitter Columns +  Advanced

A dialog box opens with a description of the ISO that was copied into
/var/camiant/iso displays.

3. Highlight the available ISO file and click Select incremental-upgrade-12.3... on
the bottom of the window:

Select ISOs

Last Updated: 11/82016 11:10:48

DFiter  Columns =
Pleaze select one of the following options:

Label Release File Path Description

incrementalupgrade...  122.0.0.0_61.1.0  /var/camiantfiso/cmp-12.2.0.0.0_861.1.0-x85_564.is0 This kit is used to perform _..

Select incremental-upgrade-12.2.0.0.0_61.1.0 150

4. On the confirmation window, click OK.

Within a few seconds, the Up to Date column transitions from Y (meaning up-to-
date) to N (meaning needs upgrade).

= Name Alarm Severity | Up to Date | Server Role | Running Release
=[] cMmPp site1 Cluster (2 Servers)
guam-cmp-1b N Standby 12.1.1.0.0_14.1.0

guam-cmp-1a N Active 12.1.1.0.0_14.1.0

11. |:| CMP GUI: Upgrade 1. Navigate to Upgrade = Upgrade Manager.

Primary CMP cluster 2. Click Filter and enter cmp in the Name field.

Upgrade Manager
Current 130: incremental-upgrade-12.2.0.0.0 61.1.0

Start Rollkack Start Upgrade View Upgrade Log A Fitter Columns +  Advanced

= Name Alarm Severity | Upto Date | Server Role | Running Release Upgrade Operation

eve || 52 { I ] -]

= ] cMP site1 Cluster (2 Servers)

guam-cmp-1b N Standby 12.1.1.0.0_14.1.0 n/a

guam-cmp-1a N Active 12.1.1.0.0_14.1.0 n/a

3. Select the Primary CMP cluster
4. Click Start Upgrade.
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Upgrade Manager

Current 1S0: incremental-upgrade-12.2.0.0.0 6§1.1.0

Start Relleack Start Upgrade View Upgrade Log D Fitter Columns =+  Advanced «

Name Alarm Severity | Up to Date | Server Rele | Running Release | Upgrade Operation

(I N | = N = | IO

| = CMP Site1 Cluster (2 Servers)

guam-cmp-1b N Standby 121.1.0.0_141.0  nfa

guam-cmp-1a N Active 12.1.1.0.0_14.1.0 : nfa

5. Click OK to confirm and continue the operation.
The first action upgrades the standby server in the CMP cluster.
NOTE: This takes approximately 30 minutes to complete.

The Upgrade Operation column shows a progress bar along with the upgrade
activities.

During the upgrade activities, the server being updated changes to O0S (Out of
Service) and the following alarms may be generated. They are considered normal
reporting events:

Expected Critical Alarms

31283 HA Server Offline

31227 HA Availability Status Failed

70025 QP Slave Database is a Different Version than the Master
70001 QP_procmgr failed

Expected Major Alarm

70004 QP Processes Down for Maintenance.

Expected Minor Database Replication Alarms

70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31114 DB replication over SOAP has failed
31282 HA Management Fault

Upgrade is complete on the first server in the cluster when the successful message
displays in the Upgrade Operation column.
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Start Rollback Continue Upgrade View Upgrade Log LD Fitter Columns +  Advanced «

Name Alarm Severity | Up to Date | Server Role | Running Release | Upgrade Operation

(SR || N | N | 5 || I

| = CMP Site1 Cluster (2 Servers)

guam-cmp-1b (&) Critical Y Standby 12.2.0.0.0_81.1.0 ' '/ Initiate upgrade Completed Successfully at Nov 9, ...

guam-cmp-1a £y Minor N Active 12.1.1.0.0_14.1.0 ' nia

12. [] | CMP GUI: Verify the | Navigate to Upgrade - Upgrade Manager.
upgrade is

View the cluster. At this point, the standby server is on 12.3 and the other server in
successful

the cluster is on 12.1.x. The Up To Date column shows Y for the 12.3 server and N
for the 12.1.x server.

Start Rollback Continue Upgrade View Upgrade Log LD Fitter Columns +  Advanced «

Name Alarm Severity | Up to Date | Server Role | Running Release | Upgrade Operation

(SR || N | N | 5 || I

| = CMP Site1 Cluster (2 Servers)

guam-cmp-1b (&) Critical Y Standby 12.2.0.0.0_81.1.0 ' '/ Initiate upgrade Completed Successfully at Nov 9, ...

guam-cmp-1a £y Minor N Active 12.1.1.0.0_14.1.0 ' nia

The critical alarm 70025 is active as well as the minor alarms 70500 and 70501.

13. [] | CMP GUL: Continue | 1. Navigate to Upgrade - Upgrade Manager.
Eﬁz‘:e on cMP 2. Verify that the Primary CMP cluster is selected.

3. Click Continue Upgrade. Notice the Failover to new version message.

Start Rollback Continue Upgrade View Upgrade Log LD Fitter Columns +  Advanced «

Mame Failover to new version CMP Site1 Cluster (next) iz | Upgrade Operation

(ST | S | | 5 A

| = CMP Site1 Cluster (2 Servers)

guam-cmp-1b X Critical Y Standby 12.2.0.0.0_81.1.0 '+ Initiate upgrade Completed Successfully at Nov 9, ...

guam-cmp-1a & Minor N Active 12.1.1.0.0_141.0 nfa

4. Click OK to confirm and continue with the operation.

The specific action takes approximately a minute to complete.
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14. []

CMP GUI: Re-login
to the CMP VIP

1. Close the current CMP GUI browser tab and reopen another browser tab with
the same CMP VIP address.

The Policy Release 12.3 CMP GUI login form opens.

2. Login and password credentials are the same as the credentials prior to the-
upgrade.

ORACLE’

youruser
il

e.*lStIﬂg user nam
system administrator

Login

15. []

CMP GUI: Verify the
Policy release

1. Navigate to HELP->About.

2. Verify the release displayed is 12.3

16. []

CMP GUI: Critical
alarms

Critical alarm 70025 and the minor alarms 70503, 70501, 70500 are listed.

These alarms are expected and remain until all CMP clusterss have been upgraded
to the same version.

Current Major Alarm

Occurrence Severity Alarm ID Text OAM VIP Server

guam-cmp-1a
8 J0240.152.75 10

Nov 0%, 2016 04:08 PM EST 70025  The MySQL slave has a different schema version than the master. 10.240.152.8

Current Minor Alarms

Dccurrence Severity Alarm ID Text OAM VIP Server

oraors 7o M
oraors 7o M
fozeo-1e7c 44

Nov 09, 2016 04:08 PM EST = Minor 70503 The server is in forced standby 10.240.152.88
Nov 09, 2016 04:08 PM EST = Minor 70501 The Cluster is running different versions of software | 10.240.152.88

Nov 09, 2016 04:08 PM EST  Minor 70500 The system is running different versions of software  10.240.152.88

17. []

CMP GUI: Verify the
Policy Release 12.3
CMP is Active

1. Navigate to Upgrade = Upgrade Manager.
2. Verify the following:

- The Active server is running release 12.3

- The Standby server is running the previous release

= Name Alarm Severity | Up to Date | Server Role Running Release Upgrade Operation
= [ cMP sitet Cluster (2 Servers)

guam-cmp-1b & Minor Y Active 12.2.0.0.0_61.1.0 +’) Initiate upgrade Completed Successfully at Nov §, 2...

guam-cmp-1a (%) Critical N Standby 12.1.1.0.0_141.0 n'a
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18. [] | CMP GUI: Complete
the Upgrade of the
Primary CMP cluster

1. Navigate to Upgrade - Upgrade Manager.
2. Select the Primary CMP cluster

3. Click Continue Upgrade button. Notice the Initiate upgrade <standbyserver>
(next) message

E | Hame Initiate upgrade guam-cmp-1a (next)  Running Release Upgrade Operation

Current IS0: incremental-upgrade-12.2.0.0.0 61.1.0

Start Rollback Continue Upgrade “iew Upgrade Log L Fiter Columns =+ Advanced =

= CMP Site1 Cluster (2 Servers)

guam-cmp-1a %! Critical N Standby 12.1.1.0.0_14.1.0 nia

guam-cmp-1b % Minor Y Active 12.2.0.0.0_61.1.0 »"! Initiate upgrade Completed Successfully at Nov 8, 2016 1...

4. Click OK on the pop-up to continue the upgrade on the remaining server in the

CMP cluster
NOTE: Remaining CMP server takes approximately 30 minutes to complete.

NOTE: When the server is upgraded, the server goes into the OOS state.

Expected Critical Alarms

31227 HA availability status failed

31283 High availability server is offline

70001 QP_procmgr failed

70025 QP Slave database is a different version than the master

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault
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19. [_] | CMP GUI: Tracking 1. Navigate to Upgrade - Upgrade Manager.
the upgrade

The last step in the upgrade for the first CMP cluster is to wait for replication
complete

to complete.
2. With the CMP cluster selected, click View Upgrade Log.

A window opens where you can verify that synchronization has taken place.

Upgrade Log

D Parent 1D | Action Hame Duration | Scope Hostname Result Mode

1 0 Preflight Check 0:00:15 Server guam-cmp-1k Success Manual

2 1 Upgrading server 0:22:00 Server guam-cmp-1b Success Automatic
3 1 Modify the role/replication attributes of the server | 0:00:01 Cluster CMP Site1 Cluster | Success Automatic
4 1 Wait for replication to synchronize 0:00:08 Server guam-cmp-1b Success Automatic
5 0 Failover to new version 0:00:00 Cluster CMP Site1 Cluster | Success Manual

6 0 Prefiight Check 0:00:15 Server guam-cmp-1a Success Manual

7 3 Upgrading server 0:21:50 Server guam-cmp-1a Success Automatic
8 [ Modify the role/replication attributes of the server | 0:00:01 Cluster CMP Site1 Cluster | Success Automatic
9 L3 Wait for replication to synchronize 0:00:28 Server guam-cmp-1a Success Automatic
10 6 Modify the role/replication attributes of the server | 0:00:01 Cluster CMP Site1 Cluster | Success Automatic

20. [_] | CMP GUI: Verify the | Navigate to Upgrade - Upgrade Manager.

status of the
upgraded CMP

=] Name Alarm Severity | Up to Date | Server Role | Prev Release Running Release Upgrade Operation

| = CMP Site1 Cluster (2 Servers)

server.
guam-cmp-1tr - &% Minor Y Active 12.1.1.0.0_14.1.0  12.2.0.0.0_561.1.0 '+ Initiate upgrade Completed Successfully at...
guam-cmp-1a Y Standby 12.1.1.0.0_14.1.0  12.2.0.0.0_81.1.0 '+ Initiate upgrade Completed Successfully at...
e Successful upgrade status shows both servers running the Release 12.3 in the
Running Release column and Y for both servers in the Up To Date column
e Active/standby state for both servers in the Primary CMP cluster.
21. []| Proceed to next e At this point, the primary site is running Release 12.3.

upgrade procedure | o Tha Secondary site, if it exists, is on release 12.2.x.

e Proceed to the next procedure to upgrade the secondary CMP cluster.

THIS PROCEDURE HAS BEEN COMPLETED
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1. [] | €CMP GUL: Verify Navigate to Upgrade = Upgrade Manager.

Status of CMP cluster
e  Primary CMP is completely upgraded to 12.3

e Secondary CMP cluster is on 12.2.x

Start Rollback  Start Upgrade View Upgrade Log  DFiker  Columns v  Advanced
5 | Name AlarmSe__ | Upto .| Server Role Prev Release Running Release Upgrade Operation
N 5 I I | | |
=1 [ CMP Sited Cluster (2 Servers)
brbg-crp-1b % Criical | N Stanaby 1200.1.0.61.0 120020210 ) nttiate: upgrade Completed Successfully at Sep 18, 2015 14:06:15.
brbg-cmp-1a X Criical N Active 120.0.1.06.1.0 120020210 ) nttiste upgrade Completed Successfully at Sep 18, 2015 14:10:18.

1 [ CMP Site2 Cluster (2 Servers)

slak-cmp-1a o Major Y Active 12.002.0_2.1.0 12.1.000_35.1.0 /) Initiate upgrade Completed Successfully at Sep 28, 2015 19:28:13.

slak-cmp-16 U Major ¥ Standby 120020210 12.1.0.0.0_35.1.0 /) Initiste upgrade Completed Successfully at Sep 28, 2015 20:15:12.

2. [] | CMP GUI: Upgrade 1. Navigate to Upgrade - Upgrade Manager.

Secondary CMP . . . )
y 2. Click Filter and enter CMP in the Name field.
cluster
Current 150: standard-uparade-12.0.0.0.0
Start Rollback ~ Start Upgrade View Upgrade Loy~ DOFiter  Coms v Advan
B | Name Alarm Severity | Upto Date | Server Role Prev Release Running Release Upgrade Operation /
L RCEECH o B

3. Select the Secondary CMP cluster at Site2

4. Click Continue Upgrade.

Start Rollback Continue Upgrade View Upgrade Log A2 Fitter

E | Name Initiate upgrade guam-cmp2b (next) & | Running Release | Upgrade Operation

(3N S = N | NN 5 | I

Bl ] cMP site1 Cluster (2 Servers)
guam-cmp-1b6 4y Minor Y Active 12.2.0.0.0_61.1.0 +") Initiate upgrade Completed Successfully at

guam-cmp-1a A Standby 12.2.0.0.0_61.1.0 +")Inttiate upgrade Completed Successfully at

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a X! Critical N Active 121.1.0.0_1410  nfa

guam-cmp2b X Critical N Standby 121.1.0.0_1410  nfa

5. Click OK to confirm and continue with the operation.
This continues the upgrade of the standby server only in the CMP cluster
NOTE: This takes approximately 30 minutes to complete.

The Upgrade Operation column displays the In Progress status along with the
upgrade activities.

Upgrade Operation

Initiate upgrade :: Upgrading server (Elapsed Time: 0:0...

+") Initiate upgrade Completed Successfully at Sep 18, 2015 14:10:18.

During the Upgrade activities, the following alarms may be generated and
considered normal reporting events.
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Expected Critical Alarms

31283 Lost Communication with server
70001 QP_procmgr failed
70025 QP Slave database is a different version than the master

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault

3. [] | CMP GUI: Continue 1. Navigate to Upgrade - Upgrade Manager.
Upgrade Secondary 2. Select the Secondary CMP Server cluster at Site2
CMP cluster

3. Click Continue Upgrade. When hovering over the button, the message

displays the next action, which is to failover to new version CMP Site2

cluster.
Start Rollback Continue Upgrade View Upgrade Log D Fitter
= | Name Failover to new version CMP Site2 Cluster (next) ase | upgrade Operation

(ZAPS I N ) N || I

B O cmp site1 Cluster (2 Servers)
guam-cmp-1b6 % Minor Y Active 12.2.0.0.0_61.1.0 +') Initiate upgrade Completed Successfully at

guam-cmp-1a hd Standby 12.2.0.0.0_81.1.0 +) Initiate upgrade Completed Successfully at

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a | X Critical N Active 12.1.1.0.0_141.0 ' nia

guam-cmpZb Y Standby 12.2.0.0.0_61.1.0 +') Initiate upgrade Completed Successfully at

4. Click OK to confirm and continue with the operation.

5. The specific action takes a minute to complete. Wait until the upgraded
server is active, running 12.3.
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Start Rollback Continue Upgrade View Upgrade Log D Fitter

= Name: Alarm Severity | Up to Date | Server Role | Running Release Upgrade Operation

(a3 I N ) NN | I

Bl ] cMP site1 Cluster (2 Servers)
guam-cmp-1b /&% Minor Y Active 12.2.0.0.0_81.1.0 +') Initiate upgrade Completed Successfully at

guam-cmp-1a hd Standby 12.2.0.0.0_81.1.0 +) Initiate upgrade Completed Successfully at

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a %) Critical M Standby 12.1.1.0.0_141.0 nla

guam-cmp2b Y Active 12.2.0.0.0_61.1.0 +') Initiate upgrade Completed Successfully at

6. Click the checkbox for the Secondary CMP Server cluster at Site2

7. Click Continue Upgrade. When hovering over the button, the message
displays the next action, which is upgrading the remaining CMP in standby,
running 12.1.x

Start Rollback Continue Upgrade View Upgrade Log D Fitter

= | Name Initiate upgrade guam-cmp-2a (next) Running Release | Upgrade Operation

(3N S = N = N | I

El ] cMP site1 Cluster (2 Servers)
guam-cmp-1b 4% Minor Y Active 12.2.0.0.0_61.1.0 +") Initiate upgrade Completed Successfully at

guam-cmp-1a Y Standby 12.2.0.0.0_81.1.0 +") Intiate upgrade Completed Successfully at

| = CMP Site2 Cluster (2 Servers)

guam-cmp-2a %! Critical M Standby 12.1.1.0.0_141.0 nfa

guam-cmp2b h Active 12.2.0.0.0_61.1.0 +"! Initiate upgrade Completed Successfully at

8. Click OK to confirm and continue with the operation,

During the Upgrade activities, the following alarms may be generated and
considered normal reporting events.

Expected Critical Alarms

31283 Lost Communication with server
70001 QP_procmgr failed
70025 QP Slave database is a different version than the master

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault
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4. []| CMP GULI: Verify
Upgrade Completion
is successful.

Navigate to Upgrade = Upgrade Manager.

e  Successful upgrade status shows Release 12.3 in the Running Release
column.

e The Upgrade Operation column shows the Inititiate Upgrade Completed
Successfully at... message

Start Rollback Start Upgrade Wiew Upgrade Log A Fitter

= Name Alarm Severity | Up to Date | Server Role | Running Release

(3N S = N | NN 5 | I

Bl ] cMP site1 Cluster (2 Servers)

Upgrade Operation

guam-cmp-1b6 4y Minor Y Active 12.2.0.0.0_61.1.0 +") Inttiate upgrade Completed Success fulty at

guam-cmp-1a Standby 12.2.0.0.0_61.1.0 +")Inttiate upgrade Completed Successfully at
= CMP Site2 Cluster (2 Servers)

guam-cmp-2a Standby 122.0.0.0_61.1.0 +") Initiate upgrade Completed Successfully at

guam-cmp2b Y Active 122.0.0.0_61.1.0 +")Initiate upgrade Completed Success fully at

CMP GUI: Verify
alarms

Navigate to System Wide Reports = Alarms => Active Alarms.

Expected Minor Alarm

70500 System Mixed Version

6. [ ]| Procedureis

e All CMP clusters upgrade are complete and running Release 12.3.

complete. e ALL MRAs and MPEs are on Release 12.2.x
At this point, the Policy Management system is running in mixed-version mode.
THIS PROCEDURE HAS BEEN COMPLETED
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9. UPGRADE NON-CMP CLUSTERS (12.2.X TO 12.3)

The following procedures upgrade a site/segment containing one or more non-CMP clusters such as MPEs,
MRAs and Mediations .They are applicable for Release 12.2.x upgrade to Release 12.3.0.

NOTE: An upgrade of up to 4 clusters can be performed in parallel.

9.1 Site/Segment Upgrade Preparation

9.1.1 Configuration Preparation

Step Procedure Result
1. []| CMP GUI: Access into Use the supported browser to login as administrative user or as a user with
Primary site CMP administrator privileges.

2. |:| CMP GUI: Verify Current 1. Navigate to Upgrade = Upgrade Manager.
Upgrade Manager status

and Software Release
12.31SO files - Verify that all MPE, MRA, and Mediation clusters have both Active

and Standby status.

- Verify that all CMP clusters have both Active, and Standby status.

2. Navigate to Upgrade = 1SO Maintenance.

- Verify that Policy release 12.3 ISO files are available for all clusters.
One ISO per server type as shown in the example below

1SO Maintenance ( Last Refresh :01/03/2017 17:29:29 )
Name Appl Type *» 150
In CMP Site1 Cluster CMP Site1 Cluster
r mass-cmp-1a CMP Site1 Cluster 10.240.152.83 [~ cmp-12.2.0.0.0_65.1.0-x86_64.i50[100%]
| mass-cmp-1b CMP Sitel Cluster 10.240.152.84
r CMP Site2 Cluster CMP Site2 Cluster
r MPE-1 Cluster MPE
r mass-mpe-1a MPE 10.240.152.69 [ mpe-12.2.0.0.0_65.1.0-x86_64.i50[100%]
[ mass-mpe-1b MPE 10.240.152.70 [ mpe-12.2.0.0.0_65.1.0-x86_64.i50[ 100%]
r MPE-2 Cluster MPE
r mass-mpe-2a MPE 10.240.152.71 | mpe-12.2.0.0.0_65.1.0-x86_64.is0[ 100%]
(m] mass-mpe-2b MPE 10.240.152.72 | mpe-12.2.0.0.0_65.1.0-x86_64.i50[100%]
r MRA-1 Cluster MRA
r mass-mra-1a MRA 10.240.152.67 [ mra-12.2.0.0.0_65.1.0-x85_64.is0[ 100%]
r mass-mra-1b MRA 10.240.152.68 [ 'mra-12.2.0.0.0_65.1.0-x85_64.is0[ 100%]
m| Mediation-1 Cluster Mediation Server
r mass-mediation-1a Mediation Server 10.240.152.73 [ mediation-12.2.0.0.0_65.1.0-x86_64.is0[100%]
r mass-mediation-1b Mediation Server 10.240.152.74 [ mediation-12.2.0.0.0_65.1.0-x86_64.i50[100%]

THIS PROCEDURE HAS BEEN COMPLETED
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9.2 Upgrade Non-CMP Clusters

At this point, all CMP clusters should have been upgraded successfully to release 12.3 before executing the
following procedure.

This procedure upgrades one or more non-CMP clusters at a site/segment. The general upgrade sequence
is based of Section 2.3.

The following sequence of server types to be upgraded for the system.
1. Upgrade MPE clusters
2. Upgrade MRA clusters
3. Upgrade Mediation clusters
This procedure is generally applicable for those server types and steps to be repeated for every server type.

This section can be replicated for each site/segment to be upgraded, allowing the upgrade engineer to add
cluster and site specific information.

The upgrade procedure is essentially the same for any non-CMP cluster.
NOTES:

e The default sequence performed by the Upgrade Manager to upgrade a two-server cluster is of the
following.

a. Select and start upgrade on Standby server

b. Failover one cluster at a time

c. Re-apply configuration one cluster at a time

d. Continue upgrade on remaining server

e. Perform second Re-apply configuration on MPE cluster ONLY.

e Only one cluster can be selected for an upgrade activity, the bulk selection of clusters is not
supported in release 12.3.

Step Procedure Result

1. [] | €MP GUI: Health 1. Perform the following:
checks on the servers

to be upgraded a. Check for any known active alarms.

b. Reset server counters to make a baseline

e  For the MPE: Policy Server->Configuration>Reports = Reset Counters
e  For the MRA: MRA-> Configuration->Reports = Reset Counters

e For the Mediation: Mediation = Configuration = Reports - Reset
Counters

2. Check the KPI Dashboard.

3. Capture screenshots to save for the counter statistics for comparison
purposes if unexpected performance issues occur during the upgrade.

2. [] | EMP GUL: Upgrade 1. Navigate to Upgrade = Upgrade Manager.

lust . . .
clusters 2. Select a cluster (one cluster at a time) which can be an MRA/MPE/Mediation

NOTE: Start the cluster.
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upgrade one cluster
at a time and wait for
the server being
upgraded shows O0S
status, then continue
with the next cluster
andsoon.Upto4
clusters can be
performed in parallel.

NOTE: Each server
takes approximately
35 minutes to
complete.

3. Click Continue Upgrade to initiate the upgrade procedure on the selected
cluster.

Upgrade Manager

Current ISO: standard-uparade-12.2.0.0.0 65.1.0

StartRollback  Continue Upgrade

Iniiste upgrade mass-mra-ta (ned) |

ViewUpgrade Log  OFilter  Columns v  Advanced

B | Name Server Role PrevRelease Running Release Upgrade Operation

£ [ CMP Site1 Cluster (2 Servers)
& [] cMP Site2 Cluster (2 Servers)
& [ Mediation-1 Cluster (2 Servers)
= [ MPE-1 Cluster (2 Servers)

mass-mpe-1b A\ Minor N Active TPD67.20084330 9.9.200_18.1.0 na

mass-mpe-1a A\ Minor N Standoy TPD67.200.84330 99.200_18.1.0 na

= [ MPE-2 Cluster (2 Servers)
mass-mpe-20 A winor N Standoy TPD67.200_84330 992001810 na
mass-mpe-2a

[ MRA-1 Cluster (2 Servers)

A\ Minor N Active TPD67.20084330 9.9.200_18.1.0 na

mass-mra-1b A\ Minor N Active TPD67.200_84330 9.9.200_18.1.0 na

mass-mra-a A\ Minor N Standoy TPD67.20084330 9.9.200_18.1.0 na

4. Click OK to confirm and continue with the operation. It begins to upgrade
the Standby server of that cluster.

Action Confirmation

"IP¥ " Are you sure that you want to perform this action?
Initiate upgrade mass-mra-1a (next)

Cancel

5. Wait until the Standby server reports OOS before selecting the next cluster.

mass-mpe-2a A winor N Adtive TPD 6.7.2.0.0_84.33.0 9.9.20.0_18.1.0 nfa
| E [¥] MRA-1 Cluster (2 Servers)

mass-mra-1b iy Minor N Adtive TPD 6.7.2.0.0_84.33.0 9.9.20.0_18.1.0 nfa

mass-mra-1a ¥ major N 00S TPD 6.7.2.0.0_84.33.0 9.9.2.0.0_18.1.0 Inftiate upgrade : Initiz

Follow the progress status bars in the Upgrade Operation column. It takes
approximately 35 minutes to complete.

During the upgrade activities, the following alarms may be generated and
considered normal reporting events—these are cleared after the cluster are
completely upgraded.

Expected Critical Alarms

31227 The high availability status is failed due to raised alarms
31283 High availability server is offline
70001 The gp_procmgr process has failed.

Expected Major Alarms

31233 High availability path loss of connectivity
70004 The QP processes have been brought down for maintenance.

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70500 The system is running different versions of software
70501 The Cluster is running different versions of software
31114 DB Replication of configuration data via SOAP has failed
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31106 DB merging to the parent Merge Node has failed
31107 DB merging from a child Source Node has failed
31101 DB replication to a slave DB has failed

NOTE: Each server backout takes approximately 35 minutes to complete. Some
minor alarms remained as expected to be auto-cleared but no functional impact.

e The server status reverts to standby when the Upgrade is completed which
can be verified by the successful message shown in the Upgrade Operation
column. The server is now running release 12.3.

: = / - - /
‘ & [ MRAA Cluster (2 Servers) / /
mass-mra-1b & Minor N Active TPD 6.7.2.0.0_84.33.0 99200_1810 nia
mass-mra-1a i Winor Y Standoy 2.9.20.0_18.1.0 12.200.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017 18:15:43

e  Perform similar check on the status for the remaining clusters as illustrated
in the example below—-this should be done before proceeding to the next
step

1 [J Mediation-1 Cluster (2 Servers)
mass-mediation-10 A Minor ¥ Standby 9.9.200_1810 12200.0_65.1.0 /) nitiate upgrade Completed Successfully at Jan 3, 2017 18:20:23
mass-mediation-1a & Minor N Active TPD 6.7.2.0.0_84.33.0 992001810 nla
=[] MPE-1 Cluster (2 Servers)
mass-mpe-1b i Minor N Active TPD 6.7.2.0.0_84.33.0 9.9.20.0_1810 nla
mass-mpe-1a A Minor ¥ Standoy 99200 1810 12200.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017 18:31:43
=[] MPE-2 Cluster (2 Servers)
mass-mpe-2b & Minor v Standby 99200_1810 12200.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017 18:25:22.
mass-mpe-2a B Minar N Active TPD 6.7.20.0_84.32.0 0.9.200 1810 n'a
E [J MRA1 Cluster (2 Servers)
mass-mra-1b B Minor N Standby TPD 6.7.2.0.0_84.33.0 992001810 nla
mass-mra-1a B Minor Y Active 99200 1810 12200.065.1.0 /) nitiate upgrade Completed Successfully at Jan 3, 2017 18:15:43.
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3.

[

CMP GUI: Continue
Upgrade MRA/MPE/

Mediation clusters
with a failover
Operation applied to
the clusters

NOTE: Up to 4
clusters can be

performed in parallel.

1. Navigate to Upgrade = Upgrade Manager.

2. Click Continue Upgrade to perform the failover operation on the selected
cluster.

Upgrade Manager
Current IS0: standard-uparade-12.2.0.0.0 65.1.0

L ystem Alert: No actions are available for the

StartRollback ~ Continue Upgrade ViewUpgrade Log  OFiter  Columns »  Advanced +

B |Name Failover to new version MRA-1 Cluster (next) Roje | prevRelease Running Release Upgrade Operation

& [ CMP Site1 Cluster (2 Servers)
& [J CMP site2 Cluster (2 Servers)
@ [ Mediation-1 Cluster (2 Servers)
& [ MPE-1 Cluster (2 Servers)
& [J MPE-2 Cluster (2 Servers)
E [[] MRA-1 Cluster (2 Servers)
mass-mra-1b A Minor N Active

TPD 6.7.2.0.0_84.33.0 9.92.00_18.1.0 nia

mass-mra-1a A winor Y Standby 99200_18.10 12.20.0.0_65.1.0 “JInitiate upgrade Completed Successfully at Jan 3, 2017 18:15:43

3. Click OK to confirm and continue with the failover operation for the selected
cluster.

Action Confirmation

Are you sure that you want to perform this action?
Failover to new version MRA-1 Cluster (next)

4. Wait until failover operation completed and the server running release 12.3
is now Active as shown.

F [¥] MRA-1 Cluster (2 Servers) /
mass-mra-1b 0 Minor N Standby TPD6.7.2.0.0_84.33.0 9.9.2.0.0_18.1.0 nia
mass-mra-1a A\ Minor Y Active 0.0.2.0.0_18.1.0 12.2.0.0.0_65.1.0 ) Initiate upgrade Completed Successtully at

5. Perform the similar failover operation to the remaining clusters before
proceeding to the next step.

E! [ Mediation-1 Cluster (2 Servers)

mass-mediation-1b A Minor Y Active 9.9.20.0_18.10 122.0.0.0_65.1.0 /) Initiate upgrade Completed Successfully at Jan 3, 2017 18:28:23
mass-mediation-1a A Winar N Standby TPD 6.7.2.0.0_84.33.0 99.200_18.1.0 nia
! [] MPE-1 Cluster (2 Servers)
mass-mpe-10 i Minor N Standoy TPD 6.7.2.0.0_84.33.0 99.200_18.1.0 nia
mass-mpe-1a A Minor Y Active 9.9.20.0_18.10 12.2.0.0.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017 18:31:43
1 [ MPE-2 Cluster (2 Servers)
mass-mpe-2b i Minor ¥ Active 9.9.200_18.1.0 122000 6510 /) Initiate upgrade Completed Successfully at Jan 3, 2017 18:25:22
mass-mpe-2a A Minor N Standby TPD 6.7.2.0.0_84.33.0 99.200_18.10 nla
E ] MRA1 Cluster (2 Servers)
mass-mra-1b i Minor N Standby TPD 6.7.2.0.0_84.33.0 90200_18.10 nla
mass-mra-1a 4, Minor Y Active 9.9.20.0_18.1.0 12.2.00.0_651.0 ') Initiate upgrade Completed Successfully at Jan 3, 2017 18:15:43.

CMP GUI: Perform
reapply
configuration on
the MPE/MRA/
Mediation clusters
after successfully
failed over.

e  For MPE: Policy Server = Configuration = <MPE cluster> - System tab
e  For MRA: MRA - Configuration=> <MRA cluster> = System tab

e  For Mediation: Mediation = Configuration = < Mediation cluster > >
System tab

The selected cluster has the status Degraded status as shown in the Mediation
cluster example below.
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1.

Mediation Server Administration
{3 Mediation Servers

S ALL

Mediation Server: Mediation-1 Cluster

ﬁ Reports | Logs T Settings T Data Sources T Batch Task Status ]

Modify | Delete | Reapply Configuration |

Configuration

Name Mediationpd Cluster
Status
Version

Description / Location

12.2.0.0.0_65.1.0

Secure Connection

No
System Time Jan 03, 2017 06:45 PM EST

Click Reapply Configuration and wait until the successful message displays
as shown.

Multi-protocol Routing Agent: MRA-1 Cluster

H Reports | Logs T MRA | Diameter Routing T Session ViewerT Debug ]

Modify I Delete | Reapply Configuration |

The configuration was applied successfully.

Configuration

Name MRA-1 Cluster
Status
Version 12.2.0.0.0_65.1.0

Description / Location

NOTE: The following progress banner ONLY displays for the MPE cluster after the
reapply configuration is being performed, but NOT for the MRA and Mediation.
This behavior is as expected.

Policy Server: MPE-1 Cluster

J- S,y_r,ﬁ ‘ | _ ‘ 5 . v | |

Modify

Delete Reapply Configuration

Configuration

Name MPE-1 Cluster
Status Config Mis
Version 12.2.0.0.0_65.1.0

Description / Location

Secure Connection No Reapply Settings to the RC
Legacy No
Type Oracle

Re-applying Settings to the RC...
Applying Match List{118) to Policy Server :mass-mpe-1a

System Time Jan 09, 2017 04:

Associated Templates(lower numbered templates {

Priority Template Name
None
2. Verify that the Version is successfully changed to the upgraded Release 12.3.

The selected cluster shows Degraded status.
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Policy Server: MPE-1 Cluster

M ReportsT Logs T Policy ServerT Diameter Routing T Policies

Modify I Delete I Reapply Configuration |

Configuration

Name MPE-1 Cluster
Status
Version

Description / Location

12.2.0.0.0_65.1.0

3. Repeat this step for the remaining backed out clusters before proceeding to
the next step.

CMP GUI: Major
alarm 78001

During the upgrade activities, major alarm 78001 in particular may be generated.
And even though it is a normal event, the alarm does not clear by itself. Before
continuing verify that the alarm is cleared.

1. Click Major in the upper right part to display the alarms:

iIE :45 PM | admin | Logout

2. Click the binoculars icon on the right to display details for the 78001 major
alarm.

Occurrence Severity | Alarm ID Text 0OAM VIP

Major 78001

Server

perf-mpe-b [
10.240.166.37 “

Jan 05, 2017 04:19 PM EST Transfer of Policy jar files failed

The last line of the details that the reason for the major alarm is that the
version check failed.

Date/Time Jlan 05, 2017 04:19 PM EST
Severity Major
Text Transfer of Policy jar files failed
Count 1
First Jan 05, 2017 04:19 PM EST
Occurrence
Last Jan 05, 2017 04:19 PM EST
Occurrence
Server perf-mpe-b,10.240.166.37

. RSYNC: Policy jar files sync to standby failed.
Details Reason: Version check failed

Cancel

- If you see a different reason, stop and contact My Oracle Support.
- Ifyou see that the version check failed, continue here.

3. Navigate to System Wide Reports > Alarms > Active Alarms and select the
78001 major alarm

| Lg;’;'omf’ses'bﬁ MPE Major 78001 Sm 35/ - Transfer of Policy jar files failed 01/05/2017 16:15:53 EST (P A |

4. Click the trash can icon on the right to clear this alarm.

6. [_] | CMP GULI: Continue
Upgrade on Standby
MRA/MPE/Mediation
servers

1. Navigate to Upgrade - Upgrade Manager.

2. Select the cluster (one cluster at a time) which can be an
MRA/MPE/Mediation.
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NOTE: Start the

3. Click Continue Upgrade to initiate the upgrade procedure on the selected

upgrade one cluster cluster.
at a time and wait
until the server being

performed shows

4. Click OK to confirm and continue with the operation. The upgrade begins on
the Standby server of that cluster.

0O0S status, then
continue with the
next cluster and so =

El [J MPE1 Cluster (2 Servers)

TPD6.7.20.0_84.33.0 9.920.0_18.10

[Step 2/3] 10%

mass-mpe-1b Xicit. N 00s Initiate upgrade :: Initiate upgrade (Ela..

mass-mpe-1a  Minor Y Active 99200_1810 122.0.00_651.0 Initiate upgrade Completed Successfully at Jan 3, 2017 1..

on. Up to 4 clusters
can be performed in
parallel. 6.

5. Wait until the Standby server reports OOS before selecting the next cluster

As shown in the example below showing four clusters upgrade in parallel.

NOTE: Each server

| [ [] Mediation-1 Cluster (2 Servers)

mass-mediation-1b X) Crit.. Y Active 992001810 12.2.0.0.0_65.1.0

takes approximately
35 minutes to
complete.

) Initiate upgrade Completed Successfully at Jan 3, 2017 1.

mass-mediation-1a N 00s TPD67.200 84330 992001810

[St8p 23] 23% Initiate upgrade : Initiate upgrade (Ela.
&= [J MPE-1 Cluster (2 Servers)

mass-mpe-1b N 00Ss TPDE7200_84330 992001810

[Step 2131 19%

Initiate upgrade  Initiate upgrade (Ela.

mass-mpe-1a X) Crit... Y Active 99200_1810 12.2.0.0.0_65.1.0 ) Initiate upgrade Completed Successfully at Jan 3, 2017 1.

E [ MPE-2 Cluster (2 Servers)

mass-mpe-2b ®) Crit. ¥ Active 9.9.20.0_18.1.0 122.0.00_65.1.0 ) Initiate upgrade Gompleted Successfully at Jan 3, 2017 1

mass-mpe-2a N 00Ss TPDE7200_84330 992001810

[Step 2131 19%

Initiate upgrade  Initiate upgrade (Ela.

E [] MRA-1 Cluster (2 Servers)

mass-mra-1b X Crit . N Active TPD67200_84330 99200_1810 nia

[Step 1111 7% Initiate backout  Initiate backout (Elap

mass-mra-1a N 00Ss 122000_6510 122000_651.0

Follow the progress status bars in the Upgrade Operation column. It takes
approximately 35 minutes to complete.

During the upgrade activities, the following alarms may be generated and
considered normal reporting events—these are cleared after the cluster are
completely upgraded.

Expected Critical Alarms

31227 The high availability status is failed due to raised alarms
31283 High availability server is offline
70001 The gp_procmgr process has failed.

Expected Major Alarms

31233 High availability path loss of connectivity
70004 The QP processes have been brought down for maintenance.

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70500 The system is running different versions of software
70501 The Cluster is running different versions of software
31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed

31107 DB merging from a child Source Node has failed

31101 DB replication to a slave DB has failed

NOTE: Each server backout takes approximately 35 minutes to complete. Some
minor alarms remained as expected to be auto-cleared but no functional impact.

e The server status reverts to standby when the Upgrade is completed which
can be verified by the successful message displaying in the Upgrade
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Operation column.

e All the upgraded clusters should now be Running Release 12.3 with the Up

to Date column showing Y for every cluster.

Upgrade Manager

StartRollback  Start Uporade

H | Name Alarm S UptoDate JServerR... PrevRelease Running Release
& [ cMP Site1 Cluster (2 Servers)
mass-cmp-1a %) i ¥ Active 9.9210_18.1.0 12.2.00.0_65.1.0
mass-cmp-1b A inc ¥ Standoy  9.9.21.0_18.1.0 12.2.0.0.0_65.1.0
El [] Mediation-1 Cluster (2 Servers)
mass-mediation-16 A ming ¥ Active 9.920.0_18.1.0 12.2.0.0.0_65.1.0
mass-mediation-1a A mine ¥ Standby  9.9.20.0_18.1.0 12.2.0.0.0_65.1.0
1 ] MPE-1 Cluster (2 Servers)
mass-mpe-10 ¥ Standoy  9.9.2.0.0_18.1.0 12.2.00.0_65.1.0
mass-mpe-1a A wing Y Active 9.9.200_18.1.0 12.2.00.0_65.1.0
[ [] MPE-2 Cluster (2 Servers)
E [] MRA1 Cluster (2 Servers)
mass-mra-1b ¥ Standby ~ 9.9.20.0_18.1.0 12.2.00.0_65.1.0
mass-mra-1a ¥ Active 9.920.0_18.1.0 12.2.0.0.0_65.1.0

Current ISO: standard-upgrade-12.2.0.0.0 65.1.

ViewUpgradeLog ~ OFilter  Columns ¥  Advanced ¥

Uparade Operation

nia

) Initiste upgrade Completed Successfully at Dec 21, 2016 0

) Initizte upgrade Completed Successfully at Jan 3, 2017 18:

) Initiate upgrade Completed Successfully at Jan 4, 2017 14:

) Initiate upgrade Completed Successfully at Jan 4, 2017 14:

) Initiate upgrade Completed Successfully at Jan 3, 2017 18:

) Initiste upgrade Completed Successfully at Jan 4, 2017 15:

) Initiste upgrade Completed Successfully at Jan 4, 2017 14

NOTE: The subsequent instruction ONLY applicable to all upgraded MPE clusters
with second Reapply configuration, otherwise skip to the next Step.

7. Navigate to Policy Server 2 Configuration 2 < MPE cluster> = System.

8. The selected MPE cluster has the status shown as Degraded status.

9. Click Reapply Configuration and wait for the successfully message displays

as shown.

Policy Server: MPE-1 Cluster

J System | |—‘

Modify Delete Reapply Configuration
Configuration

Name MPE-1 Cluster

Reapply Settings to the RC

Re-applying Settings to the RC...

Applying NotificationServer to Policy Server :mass-mpe-1a

Legacy No
Type Oracle

10. Verify that the status is showing On-line and the Version is showing the

Release 12.3.0.0.0_65.1.0 as shown.
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Policy Server: MPE-1 Cluster

Reports | Logs | Policy Server

Modify Delete Reapply Configuration

The configuration was applied successfully.

Configuration

Name MPE-1 Cluster
Status on-line

Wersion 12.2.0.0.0_65.1.0

De=cription [/ Location |

Secure Connection No
Legacy No
Type COracle

System Time

Diameter Routing

Jan 05, 2017 11:34 AM EST

Policies

11. Apply the same above instructions of performing this second Reapply

Configuration to the rests of upgraded MPE clusters.

12. After it is complete, proceed to the next Step.

REPEAT Steps 1
through 6 for next
batch of MPE/MRA
/Mediation clusters

As shown in the example below showing four clusters upgrade in parallel .

! [ Mediation-1 Cluster (2 Servers)

mass-mediation-10 £) Major N 00s TPD6.7.20,0_84330

mass-mediation-1a & Hinor N Actve TPD 67.200_84320
£ CIMPEA Cluster (2 Servers)

mass-mpe-1b %) crtical N Actve TPD 67.200_84330
mass-mpe-1a Y Major N 00s TPD 6.7.20.0_84330
= CIMPE2 Custer (2 Servers)

mass-mpe-2b ) Wajor N oos TPD 67.200_84330
massmpe-2a %) crtical N Actve TPD 67.200_84320
= CIMRA1 Cluster 2 Servers)

mass-mra-1b %) Crtical N Actve TPD 67.200_84320

mass-mra-1a N 00s TPD 6.7.20.0_8433.0

99200_18.10

992001810

99200_18.1.0

992001810

99200_18.1.0

992001810

99200_18.10

09200_18.10

Iniiste upgrade - Iitate upgrade

Initiste uparade * Initate upgrads

[Step 231 10% Initiate upgrade  Initate upgrade

na

na

[step 2 35% Initiste uparade  Initate upgrade

Proceed with the next batch of four clusters until all Policy sites/segments have

been upgraded to release 12.3.

<Wireless-C Mode>
CMP GUI:
Modify/save SMSR
configuration

1. Navigate to System Administration = SMS Relay = Modify.

Initial access into this configuration upon upgrade to release 12.3, the screen

configuration shows Config Mismatch.
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Madify |Conﬁg Mismatch
CMPP Configuration

CMPP Enabled Enabled

SMSC Host 10.113.78.65
SMSC Port 7890

Source Address 201234

Shared Secret 1234

Registered Delivery No Delivery Receipt
Service Id 1

Message Format GBK Encoding

SMS Log Configuration

SMSR Log Level

CMPP Log Configuration

CMPP Log Rotation Cycle
CMPP Log Level

‘Generic Notification Configuration

Notification Enabled Disabled
HTTP Log Level WARN

CMPP Configuration

CMPP Enabled

SMSC Host 10.113.78.65
SMSC Port 7890
Source Address 901234

Shared Secret 1234

Registerad Delivery No Delivery Receipt
Service Id 1

Message Format GBK Encoding

Modify SMS Log Settings

SMS Log Level WARN i

Modify CMPP Log Settings

CMPP Log Rotation Cycle DAY i
CMPP Log Level WARN i

Generic Notification Configuration

Notification Enabled

r
HTTP Log Level lm‘i
Save Cancel
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Modify |
CMPP Configuration

CMPP Enabled Enabled

SMSC Host 10.113.78.65
SMSC Port 7890

Source Address

Shared Secret

Registered Delivery No Delivery Receipt
Service Id 1

Message Format GBK Encoding

SMS Log Configuration

SMSR Log Level

CMPP Log Configuration

CMPP Log Rotation Cycle
CMPP Log Level

Generic Notification Configuration

Netification Enabled Disabled
HTTP Log Level WARN

Endpoint

!& Diameter Routing Create Endpoint

1 E‘ﬁ En 5|
-~ [#] MRa_3sse Connection
i .
ﬁ Connections

(1 peers MRA 3869 10.196.164.3 3869 @

& Peer Groups

Type Primary IP Address Port

Endpoint

Configuration

Name
Connection Protocol
Type

Associated MRA MRA-1 Cluster i

Primary IP Address 10.196.164.3
10.196.164.3

Secondary IP Address

Port

Description

Save | Cancel

# su-platcfg
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3. Navigate to Policy Configuration = Firewall.

lqu Firewall Configuration Menu

Enable/Disable Firewall
Display Firewall

C cmize Firewall

Save and Apply Configuration

4.

Edit Rule
Delete Rule
Exit

moggggaadaqaadadagaadadaqay’

5. Define the Firewall Rule as in the example below

1a0999999999999999999gqqqu Customize Firewall tgggaaaaqggqadddadaaaaaaqa

Port:

Source Address:
Type:

Protocol:
Interface:

K4
kS
ES
kS
ES
K4
[
ES Lggggqaqagk
3 x Cancel x
x wepptull WhelEpEE6N
%

[

M0009g09d99999dgagaaaaddaoaaaaaaadqaaaaadaoaaaaagaaaaaaaaaadaoaaaadaoaad]

6. Click OK to save and continue.

7. Verify that the added Customed Firewall Rule is as shown.

(C) 2003, 2017, Oracle and/or its affiliates. All ri
e: mass-mra-la
1 1 Firewall Custcm Rules tggdg
»3
<
<
%
k8
r3
x Port Protocol Device Source
v
x 3869 SCTP SIGA 0.0.0.0/0
%
k8
<

8. Select Save and Apply Configuration as shown.
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lgqu Firewall Configuration Menu tgl

Enable/Disable Firewall
Display Firewall

Customize Firewall

Save and Apply Configuration

moogggg9gdagoggdaddaadaaggagaagdad]

laaqqqaaqaaqaqqeaqaqu System Busy tggaeaqaaaqdaqdaaaaa]
e

x Save and apply firewall rules, this may take a

Please wait...

9. Validate the applied customed firewall rule with the menu option as shown.

lqu Display Firewall Menu tggh]
Display Firewall Status

Display Factory Rules
Display Custom Rules

mls(s(s(s(s(e(s[ss(s(e(e(s(s(s[s (e[ (s (s (s (o oo (s (s (0]

10. Select Display Custom Rules to view the rule.

r its affiliates. All rights

Display Custom Rules

[STATUS | PROTO | SOURCE | IPVER | INTERFACE | PORT

FW_OFF | sctP | 0.0.0.0/0 | ITPV4 | SIGR | 3869

11. Return to the Cluster File Sync menu and select Start Synchronizing to synch
the added Firewall Rule to the mated MRA server.
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lggggggu Policy Configuration Menu tggagadd

x
x Set Policy Mode

x Perform Initial Configuration

x Restart Application

x Cluster Configuration Removal

x Verify Initial Configuration

x Verify Serwver Status

x SSL Key Configuration

x Ethernet Interface Parameter Settings
X

x

x

X

x

X

x

x

3L TR TR TR D TR

Save Platform Debug Logs
ster File Sync

Routing Config

Firewall

DSCP Config

Backup and Restore

Exit

Welsfesoisis(s(s(o(s(ele{soo (o (s (s ([ ([e oo e (s (s (S (s (S (s (oL o 0 (o s (S (s (o]

lu Cluster Configuration Sync Menu t

X
X cluster Sync Config

X Show Sync Config

X Show Sync Destination
ke Show Sync Status

X Start Synchronizing

X
X

wesisisleisis(fe(eisis(ee(o(slo (oo (o (s (( oo (s(e (s (s oo (s (0]

12. Click Yes to continue and there are activity messages displayed during the
synchronization process as expected.

-ggqu The gp procmgr on sync target would restart, continue? tggq

t The gp procmgr on sync target would restart, continue?

ggaggklilagag

x| X X K

[ngggag) magagi

K]

qggggaaadc

qggggaaadc

13. Validate that the synchronization is successful by selecting Show Sync
Status. Ensure that the related Firewall.properties showing OK message.

lu Cluster Configuration Sync Menu t

Cluster Sync Config
Show Sync Config
Show Sync Destination

Sync Status
Start Synchronizing
Exit

=
bt
=
bt
b
bt
bd
bt

Weeleipisis(s(sfeloieio(s(s(s(efelo(o(s(s(s(b(elo(e (s (s (s (s ((o(o (o (o)
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r its affiliates.

All rights

The Sync Status

hen Status
[Wed Jan 4 16:07:29 2017] ======Start Cluster File Sync to mass-mra-lb======
[Wed Jan 4 16:07:30 2017] /etc/camiant/firewall.properties: OK
[Wed Jan 4 16:07:39 2017] /etc/camiant/firewall-settings.properties: OK
[Wed Jan 4 16:07:50 2017] /etc/camiant/routes.properties: OK
[Wed Jan 4 16:07:51 2017] /opt/camiant/tomcat/conf/cacerts.jks: OK
[Wed Jan 4 16:08:01 2017] /opt/camiant/tomcat/conf/.keystore: OK
[Wed Jan 4 16:08:01 2017] ======Finished Cluster File Sync to mass-mra-lb======
14. Exit the platcfg utility and return to the shell prompt.
10. [ ] | <Wireless-C Mode> | 1. Navigate to Policy Server = All > < MPE cluster > = Policy Server >
CMP GUI: MPE Advanced => Service Overrides = Add.
Service Override . . . . . .
. . 2. Add the following Configuration Parameters in the Service Overrides
configuration for . . .
. sections and click Save to continue as shown .
Stale Sessions
Handling DIAMETER.Cleanup.SchedulerThreadCount = 3
DIAMETER.Cleanup.MaxSessionlterationBurstSize = 2100
DIAMETER.Cleanup.MaxSessionlterationRate = 1500
DIAMETER.RevalidationTimeTrackerEnabled = true
Service Overrides
@ Add [ ¥ x 4 3
Configuration Key Type Value Default Value Cc
DIAMETER.Cleanup DIAMETER. Cleanup.SchedulerThreadCount int 3 2
DIAMETER.Cleanup (i}' DIAMETER.Cleanup.MaxSessionlterationBurstSize it 2100 1000
DIAMETER.Cleanup ‘.}’ DIAMETER.Cleanup.MaxSessionlterationRate int 1500 1000
DIAMETER @ D1AMETER RevalidationTimeTrackerEnabled boolean true false
TRACKER @ TRACKER ThreadCount int 16 2
DIAMETER (i ] DIAMETER.MsgBufferThreadCount int 120 12
jwbedded.WebServer @D crohaddad Wahtanar ThrasdDanSiza int 1] 10
MPE Load Shedding Configuration
Save Cancel
11. [] | <Wireless-C Mode> 1. Login to the active Mediation server.
Re-importing the . . .
Medialzion Sgrver 2. Perform secured copy (SCP)/upload of the Field Mapping profile
. . . configuration file to the local PC where the CMP GUI browser is launched -
Field Mapping profile
# scp —p
/opt/camiant/mediation/cfg/MediationFieldMappingProfileExport CM
CC99.xml <Active CMP IP address>:/opt/camiant/mediation/cfg
3. Logout of the Mediation server.
4. Login to the CMP GUI using a supported browser.
5. Browse for the Mediation Field Mapping profile file on the local PC directory
where it was previously uploaded to.
File Name | Browse... | MediationFieldMappingProfileExport_CMCCI9,xmil
6. Click Import on the Field Mapping file as shown below:

CMP GUI: System Administration = Import/Export = Import
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File Name m MadiationFieldMappingProfileExport_CMCCS9.xxm|
Handle collisions between imported items and existing items:

) Delete all before importing

© overwrite with imported version
(@] Reject any that already exist

@ Any collisions prevent all importing
) validate without importing

Options

Skip checksum

Oracle Communications Policy Management

MediationFieldMappingProfileExport_CMCC99.xml import successfully. For more information, please click the button!  detzil

File Name

@ rJXa(R=4 Oracle Communications Policy Management

Import Result Detail

umSuccessTotal:0 NumErrorsTotal:0 NumUpdateErrorsTotal:0 NumUpdateSuccessTotal:28 NumWarningsTotal:0

i i il port_CMCC99.xml

umSuccess:0/ NumUpdateSuccess:28 Succ d d 28 field ing profile(s).
umErrors:0/ NumUpdateErrors:0

umWarnings:0

THIS PROCEDURE HAS BEEN COMPLETED
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10.UPGRADE NON-CMP CLUSTERS (MPE, MRA) 12.2.X/12.3.X WIRELESS MODE

These procedures upgrade a site/segment containing one or more non-CMP clusters such as MPE, MRA.

NOTES:
e An upgrade of up to 4 clusters can be running at the same time.

e Different types of non-CMP clusters can be upgraded at the same time. 2 MPEs and 2 MRAs, for
example, can be upgraded in parallel.

10.1 Site/Segment Upgrade Preparation

10.1.1 Configuration Preparation

Step Procedure Result
1. |:| CMP GUI: Access into Use the supported browser to login as administrative or as a user with
CMP server administrator privileges.

2. |:| CMP GUI: Verify current 1. Navigate to Upgrade = Upgrade Manager.
Upgrade Manager status

and Software Release
12.31SO files - Verify that all MPE and MRA clusters have both Active and Standby

status.

- Verify that all CMP clusters have both Active and Standby status.

- Verify that the CMP cluster is upgraded successfully and running
Policy Release 12.3

2. Navigate to Upgrade -> ISO Maintenance.

- Verify that Policy release 12.3 ISO files are available for all clusters.
One ISO per server

THIS PROCEDURE HAS BEEN COMPLETED
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10.2 Upgrade Non-CMP Clusters
This procedure upgrades one or more non-CMP clusters at a site/segment.
This procedure is applicable for an 12.2.x upgrade to 12.3

This section can be replicated for each site/segment to be upgraded, to allow the upgrade engineer to add
cluster and site specific information.

The upgrade procedure is essentially the same for any non-CMP cluster.
1. Select and start upgrade on the Standby server
2. Failover
3. Re-apply configuration
4. Continue upgrade on remaining server
5. Re-apply configuration
NOTES:

e All CMP clusters must have been upgraded to Policy release 12.3 before executing the following
procedures.

e The maximum clusters to be running the upgrade at one time is 4, except for release 12.2.x where
8 clusters can be upgraded in parallel.

e Only ONE cluster can be selected for upgrade activity, bulk selection of servers is not supported in

release 12.3
Step Procedure Result
1. [] | €MP GUI: Health Perform the following:

checks on the servers

e  Check for current active alarms
to be upgraded

e Reset server counters to make a baseline

For the MPE: Policy Server->Configuration=>Reports = Reset Counters
For the MRA: MRA-> Configuration->Reports = Reset Counters

e  Check KPI Dashboard (capture and save screenshot to a file)

2. |:| CMP GUI: Verify 1. Navigate to Upgrade =>Upgrade Manager.
upgrade status of

selected MPE/MRA
site/segment - Current Release 12.1.x or 12.2.x installed

2. Verify information for the MRAs/MPEs:

- Running with Active/Standby status
3. Navigate to Upgrade = 1SO Maintenance.

- Verify the ISO version to be deployed is 12.3

Running

Release 150

Name Appl Type P

=] CMP Sitel Cluster CMP Sitel Cluster
guam-cmp-la CMP Sitel Cluster 10.240.152.75 12.2.0.0.0_61.1.0 [ lcmp-12.2.0.0.0_61.1.0-x86_64.is0[100%]
guam-cmp-1b CMP Sitel Cluster 10.240.152.76 12.2.0.0.0_61.1.0 | cmp-12.2.0.0.0_61.1.0-x86_64.iso[100%]

B guam-mpe-1 MPE
guam-mpe-la MPE 10.240.152.79 12.1.1.0.0_14.1.0 [ impe-12.2.0.0.0_61.1.0-x86_64.is0[100%]
guam-mpe-1b MPE 10.240.152.80 12.1.1.0.0_14.1.0 impe-12.2.0.0.0_61.1.0-x86_64.is0[100%]
= guam-mra-1 MRA
guam-mra-ia MRA 10.240.152.77 12.1.1.0.0_14.1.0 | lmra-12.2.0.0.0_61.1.0-x86_64.is0[100%]
guam-mra-1b MRA 10.240.152.78 12.1.1.0.0_14.1.0 [ Imra-12.2.0.0.0_61.1.0-x86_64.iso[100%]
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3. [] | CMP GUI: Upgrade Start the upgrade on ONE cluster. Wait until the cluster shows OQS, then
clusters continue with the next cluster and so on. Up to 4 clusters (8 for 12.1.x) may be
NOTE: Each upgrade running upgrade at any one time.
of one blade server 1. Navigate to Upgrade = Upgrade Manager.
tak imatel .
@ es. approximately 2. Select the cluster (one cluster at a time.) It can be an MRA or an MPE.
35 minutes to
complete. 3. Click Continue Upgrade.
Start Rollback Continue Upgrade View Upgrade Log D Fitter Columns »+  Advanced »
B | Name Initiate upgrade guam-mpe-1a (next} | prey Release Running Release | Upgrade Operation
= CJ cMP Sited Cluster (2 Servers)
guam-cmp-1b - & Minor ¥ Active 1211.0.0_1410 1220006110 ) Initiste upgrade Completed Successfully at Nov 9,
guam-cmp-1a Y Standby 121.1.0.0_14.1.0 12.2.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully at Nov 9, ..
=[] guam-mpe-1 (2 Servers)
guam-mpe-1b N Active TPD7.02.00_8628.0 121.1.0.0_141.0 nfa
guam-mpe-1a N Standby TPD7.0.2.0.0_8628.0 12.1.1.0.0_141.0 nfa
4. Click OK to confirm and continue with the operation. The upgrade of the
standby server for the cluster begins.
Wait until the standby server reports OOS before selecting the next cluster
Follow the progress status in the Upgrade Operation column.
During the upgrade activities, the following alarms may be generated and
considered normal reporting events—these are cleared after the clusters are
completely upgraded.
Expected Critical Alarms
31283 High availability server is offline
70001 QP_procmgr failed
31227 High availability status failed
Expected Major Alarms
70004 QP Processes down for maintenance
31233 High availability path loss of connectivity
Expected Minor Alarms
70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress
70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31102 DB replication from a master DB has failed
31106 DB Merge To Parent Failure
31107 DB Merge From Child Failure
31101 DB Replication To Slave Failure
31282 HA management fault
78001 RSYNC Failed
Upgrade is complete on the first server of the cluster when the Initiate upgrade
completed successfully at... message displays in the Upgrade Operation column.
The server goes back to the standby state when the upgrade completes.
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guam-mpe-1b N Active 12.1.1.0.0_14.1.0 +) Initiate backout Completed Succeszsfully at |
guam-mpe-1a Y Standby 122.0.0.0_61.1.0 +)Initiate upgrade Completed Successfully at

A number of different alarms may be raised at this point:

Expected Minor Alarms

78001 RSYNC Failed

70500 The system is running different versions of software
70501 The Cluster is running different versions of software
70503 The server is in forced standby

4. [] | CMP GULI: Continue Failover ONE cluster at a time. Wait for a minute, before moving on to the next
Upgrade MRA/MPE cluster.
clusters. Next

Operation is a 1. Navigate to Upgrade = Upgrade Manager.

failover 2. Select the cluster (one cluster at a time). It can be an MRA or MPE.
NOTE: 4 clusters (8 3. Click Continue Upgrade. When hovering over the button, it says Failover to
for 12.1.x) can be new version.

running the upgrade

process at one tlme Start Rollback Continue Upgrade

B | Name Failover to new version guam-mpe-1 (next) g pefease

mpe 53} N I | I

| = guam-mpe-1 (3 Servers)

guam-mpe-1c N Spare 12.1.1.0.0_14.1.0
guam-mpe-1b N Active 12.1.1.0.0_14.1.0
guam-mpe-1a b Standby 122.0.0.0_61.1.0

4. Click OK to confirm and continue with the operation. It begins to failover the
cluster.

Wait until failover completes, that is, the server running 12.3 is now Active,
before failing over the next cluster.

guam-mpe-1b £ Minor N Standby 12.1.1.0.0_14.1.0

guam-mpe-1a & Minor Y Active 12.2.0.0.0_61.1.0
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5. [] | CMP GUI: Reapply
configuration on the
MPE/MRA cluster
that failed over
successfully.

For MPE: Policy Server = Configuration = <MPE cluster> = System

For MRA: MRA-> Configuration><MRA cluster>=>System

The selected cluster has the status of Degraded and shows the old release
version. Config mismatch may also be displayed.

1.

2.
3.

Click Reapply Configuration.

Py arvmrs Wi st 1 e

H Wit | g | Paliop farsed J laarmardrs Bood iy

NOTE: A progress banner appears for the MPE reapply configuration and

NOT the MRA reapply configuration

&0l Reapply Settings to the RC

Re-applying Settings to the RC...

Applying Configuration to Policy Server :10.250.84.38

Verify that the Version changed to Release 12.3

The cluster shows the Degraded status:

Policy Server: guam-mpe-1

@ Reports T Logs T Policy Server T Diameter Routing

Modify Delate Reapply Configuration
The configuration was applied successfully.

Configuration

MName guam-mpe-1
Status
ersion 12.2.0.0.0_61.1.0

Description / Location

Secure Connection No
Legacy Mo
Type Oracle

Systemn Time Mowv 10, 2016 12:55 PM EST
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6. [] | CMP GUI: Current Some of the alarms below may appear:
alarms

Expected Critical Alarm

None

Expected Major Alarm

78001 Rsync Failed

Expected Minor Alarms

70500 The system is running different versions of software
70501 The Cluster is running different versions of software
70503 The server is in forced standby

71402 Diameter Connectivity Lost

31101 DB Replication To Slave Failure

31113 DB Replication Manually Disabled

7. [] | €MP GUI: Verify Navigate to Upgrade Manager = System Maintenance
traffic becomes

active within 90
seconds o |If traffic does not become active within 90 seconds:

e |[f traffic is active, go to step 9.

a. Select the checkbox for the partially upgraded cluster.
b. Select Operations = Rollback.

The pre-12.3 MPE server should become active and resume handling traffic.

8. [] | CMP GUI: Reapply 1. Policy Server 2> Configuration > <mpe_cluster name> - System tab
configuration or
MRA - Configuration > <mra_cluster name> > System tab

2. Click Reapply Configuration

e Verify that the version is changed back to 12.1.x or 12.2.x, and the action
report success.

e [f NOT, stop and contact Oracle support to back out of the partially upgraded
cluster.
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9. [] | CMP GUI: Major During the upgrade activities, major alarm 78001 in particular may be generated.
alarm 78001 And even though it is a normal event, the alarm does not clear by itself. Before

continuing verify that the alarm is cleared.

1. Click Major in the upper right part to display the alarms:

J']'? il% :45 PM | admin | Logout

2. Click the binoculars icon on the right to display details for the 78001 major
alarm.

Dccurrence Severity | Alarm ID Text OAM VIP Server

. . N . perf-mpe-b
Jan 05, 2017 04:19 PM EST Major 78001 Transfer of Policy jar files failed 10.240.166.37 “

You should see in the last line of the details that the reason for the major
alarm is that the version check failed.

Date/Time Jan 05, 2017 04:19 PM EST
Severity Major
Text Transfer of Policy jar files failed
Count 1
First Jan 05, 2017 04:19 PM EST
Occurrence
Last Jan 05, 2017 04:19 PM EST
Occurrence
Server porf-mpe-b,10.240.166.37

. RSYMNC: Policy jar files sync to standby failed.
Details Reason: Version check failed

Cancel

- If you see a different reason, stop and contact My Oracle Support.
- If you see the version check failed message, continue here.

3. Navigate to System Wide Reports > Alarms > Active Alarms and select the
78001 major alarm

| mp‘;’;mf;’; MPE Major 78001 5m 355/ --- Transfer of Policy jar files failed 01/05/2017 16:19:53 5T (P (H |

4. Click the trash can icon on the right to clear this alarm.

CMP GUI: Continue
Upgrade MRA/MPE
clusters. Upgrade on
the Standby server

10. []

Continue the upgrade on ONE cluster at a time and when the server goes into
00S, continue with the next cluster and so on. Up to 4 clusters may be running
upgrade at one time.

1. Navigate to Upgrade = Upgrade Manager.
2. Select a cluster (one cluster at a time), it can be an MRA or an MPE.

3. Click Continue Upgrade. When hovering over the button, it says Initiate
upgrade... on the standby server
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Current I50: incremental-upgrade-12.2.0.0.0 §1.1.0
Start Rollback Continue Upgrade View Upgrade Log LI Fitter Columns =+  Advanced =
E | Name Initiate upgrade guam-mra-1b (next) prey Release Running Release Upgrade Operation

£l [0 €MP Sited Cluster (2 Servers)
guam-cmp... %, Minor Y Active 12.1.1.0.0_14.1.0 : 12.2.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully at ...
guam-cmp... Y Standby 12.1.1.0.0_14.1.0 ©122.0.0.0_81.1.0 +*)Initiate upgrade Completed Successfully at ...
=0 guam-mpe-1 (2 Servers)
guam-mpe... & Minor N Standby TPD7.0.200_8.. 121.1.00_141.0 nfa

guam-mpe. ¥ Major Y Active 121.1.0.0_141.0 1 122.000_861.1.0 +) Initiate upgrade Completed Successfully at

Bl [v| guam-mra-1 (2 Servers)

guam-mra-1b N Standby TPD 7.0.2.00_8... ' 12.1.1.0.0_141.0 n/a

guam-mra-1a Y Active 121.1.0.0_141.0 122.0.0.0_61.1.0 +*) Initiate upgrade Completed Successfully at ...

4. Click OK to confirm and continue with the operation.The final server
upgrade of the cluster begins.

If you plan to perform the upgrade for several clusters in parallel (up to 4), wait
until the server being upgraded changes to O0OS before moving on to the next
cluster

Follow the progress status in the Upgrade Operation column.

During the upgrade activities, the following alarms may be generated and
considered normal reporting events—these are cleared after the cluster is
completely upgraded.

Expected Critical Alarms

31283 High availability server is offline
31227 High availability Status Failed
70001 QP_procmgr failed

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

Upgrade is complete when the Initiate upgrade completed successfully at...
message displays in the Upgrade Operation column. The server goes back to
Standby state and the Up to Date column shows a Y (YES)

= [ guam-mra-1 (2 Servers)
guam-mra-1b Kig Standby 121.1.0.0_141.0 : 122.0.0.0_61.1.0 ) Initiate upgrade Completed Successfully at ...

guam-mra-1a Y Active 121.1.0.0_141.0 1 122.0.0.0_61.1.0 '+ Initiate upgrade Completed Successfully at ...
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11. [ ] | REPEAT the above Proceed with the next cluster until all clusters have been upgraded.

Steps 1 through 10
for next MPE/MRA
cluster

Upgrade Manager
Current I30: incremental-upgrade-12.2.0.0.0 61.1.0

Start Rolback  Start Upgrade View Upgrade Log | DFiter | Columns w  Advanced

= Name Alarm Severity | Up to Date | Server Role | Prev Release Running Release Upgrade Operation
=[] cMP sitet Cluster (2 Servers)
guam-cmp-1b Y Active 121.1.00_141.0 : 12.2.0.0.0_61.1.0 +! Initiate upgrade Completed Successfully at ...
guam-cmp-1a Y Standby 12.1.1.00_141.0 : 12.2.0.0.0_61.1.0 +! Inttiate upgrade Completed Successfully at ...
=1 [] guam-mpe-1 (2 Servers)
guam-mpe-1b Y Standby 121.1.00_141.0 1 12.2.0.0.0_81.1.0 +! Initiate upgrade Completed Successfully at ...
guam-mpe-1a Y Active 12.1.1.00_141.0  12.2.0.0.0_61.1.0 +) Inttiate upgrade Completed Successfully at ...
Bl [ guam-mra-1 (2 Servers)
guam-mra-1b Y Standby 12.1.1.00_141.0 = 12.2.0.0.0_61.1.0 +) Intiate upgrade Completed Successfully at ...

guam-mra-1a ¥ Active 1211.00_144.0  122.0.0.0_61.1.0 +! Initiate upgrade Completed Successfully at

THIS PROCEDURE HAS BEEN COMPLETED
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11.POST UPGRADE HEALTH CHECK

NOTE: This section is used when the entire topology is running release 12.3

Step

Procedure

Result

1.

[

CMP GUI: Verify the
upgrade is successful
on all clusters.

Upgrade = Upgrade Manager

View the Up to Date, Running Release, and Upgrade Operation columns and
verify they read Y, 12.3...., and Initiate upgrade completed successfully at...
respectively, for all servers in all clusters.

Start Rolback | Start Upgrade
B | Name Alarm Severty | UptoDate | Server Role | Prev Release Running Release Upgrade Operation
B[] BOD (2 Servers)
BOD-B ¥ Standby 11500039.1.0 1220003210 /) Intiate upgrade Completed Successfuly at Nov 10, 2016 9:54:50,
BOD-A v Active 150003910 1220003210 /) Iniiate upgrade Completed Successfully at Nov 10, 2016 %:27:10,
El ] cMP Site1 Cluster (2 Servers)
Site1-GMP-A ¥ Active 150003910 1220003210 /) Initiate upgrade Completed Successfully at Nov 2, 2016 18:52:01
Sile1-CMP-B v Standby 1500.0_39.1.0 1220003210 ) Iniiate upgrade Completed Successfuly at Nov 2, 2016 18:52:01
B (I ma (2 servers)
MAB v Standby 150003910 1220003210 /) Iniiate upgrade Completed Successfully at Nov 8, 2016 13:43:18,
MA-A ¥ Active 150003910 1220003210 /) Intiate upgrade Completed Successfuly at Nov 8, 2016 13:03:48,
& [ MPE-R (2 Servers)
MPE-R-E v Active 150003910 1220003210 ) Iniiate upgrade Completed Successfully at Nov 8, 2016 23:30:18,
MPE-RA ¥ Standby 150003910 1220003210 /) Infiate upgrade Completed Successfully at Nov 9, 2016 7:13:45.
1 O MPE-S (2 Servers)
MPE-S-A ¥ Standby 11500039.1.0 1220003210 /) Infiate upgrade Completed Successiull at Nov 9, 2016 11:50:50.
MPE-S-B ¥ Active 150003910 1220003210 /) Infiate upgrade Completed Successfuly at Nov 9, 2016 11:18:58.

CMP GUI: View current
alarms

1. Navigate to System Wide Reports=>Alarms=>Active Alarms

2. Verify that all alarms due to the upgrade have been cleared.

! B30 (I
U
ORACLE‘ Uracle (o dlll | dlldUerlie
okl | M | o
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g ctive Alams { Last Refresh:1/10/2016 10:30:22 )
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D it Prea]A[ et Last] Ttal 1 pages
= SYSTEM WIDE REPORTS Serier Senver Type Seveily Mem D Age/Aut Clear Descipion Tine Operation
Dibsibard
T s
“hlams
e Aams
Nam ey het
3. [] | CMPGUL: View current | 1. Navigate to System Wide Reports=>KPI Dashbord
KPls . . .
2. Verify that the counter stats are incrementing properly.
KPI Dashboard { Last Refresh:11/10/2016 10:32:34 )
g il
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Step

Procedure

Result

4. [] | CMP GUI: Replication

stats

Navigate to System Wide Reports=>Others=> MPE/MRA Rep Stats (for a
wireless system)

Verify all clusters and servers are in OK state.

Wireless:
Cluster Name Serwver Type |Cluster State| Blade State = Sync State D';‘Iatil(i;aizi:l;;c

[=l guam-mpe-1 MPE W) oK 0:0.504
guam-mpe-1b (Active) ->guam-mpe-1a (Standby) MPE ) OK ) oK 0:0.504
guam-mpe-1b {Active) -=>guam-mpe-1c (Spare) MPE - W) OK W) OK 0:0.499

[=<] guam-mra-1 MRA Vv oK ) — ) - 0:0.5
guam-mra-1b (Active) ->guam-mra-1a (Standby) MRA ) OK ) oK 0:0.498
guam-mra-1b (Active) ->guam-mra-1c (Spare) MRA ) OK v OK 0:0.5

5. [] | Verify System Health

Use the command sudo syscheck on every server. Verify that each class test
returns OK. For example:

$ sudo syscheck

Running modules in class disk... OK
Running modules in class hardware... OK
Running modules in class net... OK
Running modules in class proc... OK

Running modules in class system...OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log

THIS PROCEDURE HAS BEEN COMPLETED
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12.BACKOUT (ROLLBACK) 12.2.X WIRELESS OR 12.3.X

This procedure is performed if an issue is found during the upgrade, or during the post-upgrade if
somethings impacts network performance.

The Policy system is backed out to the previous release.
Oracle strongly recommends consulting My Oracle Support before initiating the backout procedure. Oracle
Support determines the appropriate course of recovery options.
12.1 Backout Sequence
The Backout sequence order is the reverse of the Upgrade order as in the following sequence:
1. Backout MRA/MPE
2. Backout the Secondary CMP cluster (if applicable)
3. Backout the Primary CMP cluster.

During a backout, it is important to control what version of the software is currently active. This control
needs to be maintained even if there are unexpected failures.

NOTE: In the case of an MPE/MRA, the upgrade/backout is NOT complete until you perform a Reapply
Configuration from the CMP. The MRA/MPE can operate, but may not be fully functional.
12.2 Pre-requisites
1. No new policies or features have been configured or performed on the upgraded release.
2. The CMP cluster cannot be backed out if other Policy servers (MPEs, MRAs) are on the upgraded
release.
12.3 Backout of Fully Upgraded Cluster

Prior to executing this procedure, Oracle recommends first consulting My Oracle Support to discuss the
next appropriate course of actions.

This procedure is used to backout a cluster that has been fully upgraded. At the end of this procedure, all
servers of the target cluster are on pre-12.3 release with Active/Standby status.

Expected pre-conditions:
e The primary active CMP is on release 12.3.
e The cluster servers to be backed out are all on release 12.3.
e One server of target cluster is on Release 12.3 in Active role.

e One server of target cluster is on Release 12.3 in either Standby or Force Standby.

12.3.1 Backout Sequence

This procedure applies to a cluster. The non-CMP cluster types (MRA, MPE) are in non-georedundant mode
with active and standby servers. CMP clusters may be in Sitel or Site2.

NOTE: It is possible, and desirable, to backout multiple clusters in parallel. However, in order to do this, you
must select one cluster at a time, staggering by approximately 1 minute each.
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12.3.1.1 Overview on Backout/Rollback MRA/MPE

1.
2.

Fail over

Back out of the standby server

3. Back out of the new standby server

12.3.1.2 Backout Secondary CMP (if applicable):
NOTE: At this time, all MPE and MRA servers must already be backed out.

1.

Use the CMP Upgrade Manager to backout the Secondary CMP cluster

12.3.1.3 Backout the Primary CMP:

1.

Use the CMP Upgrade Manager to backout the CMP cluster

12.3.2 Backout Fully Upgraded MPE/MRA Cluster

Step

Procedure

Result

1.

[

CMP GUI: Verify the
status of affected
clusters

1. Navigate to Upgrade = Upgrade Manager.

2. Confirm status of the cluster to be backed out
- Primary CMP is on Release 12.3
- All Standby servers are on Release 12.3

- Up to Date column shows Y for all servers
EXAMPLE:

=] Name Alarm Severity | Up to Date | Server Role | Prev Release Running Release
= [ cMP sitet Cluster (2 Servers)
guam-cmp-1b Active 121.1.00_141.0  122.0.0.0.61.1.0
guam-cmp-1a Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0
=N guam-mpe-1 (2 Servers)
guam-mpe-1b Standby 121.1.00_141.0  122.0.0.0_61.1.0
guam-mpe-1a b Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0
2. []| €MP GUI: Rollback 1. Navigate to Upgrade = Upgrade Manager.
standby MPE/MRA .
Y / 2. Select the MPE/MRA/Mediation cluster to be backed out
clusters
3. Click Start Rollback. When hovering over the button, it informs you of
NOTE: Each backout of a . . -
. the server to get backed out, in this case it is the current standby server.
blade server is
completed W|th|n Start Rollback | Start Upgrade View Upgrade Log O Fiter  Columns w
apprOXimately 40 Initiate backout guam-mra-1b (back) pate ServerRole | Prev Release Running Release Upgrade Operation
. . = [ guam-mra-1 (2 Servers)
m I n Utes tl me. guam-mra-1b Y Standby 12.1.1.0.0_14.1.0 122.0.0.0_61.1.0 ' Initiate upgrade Completed Successfully
NOTE: Up to 8 upgraded
clusters can be backed 4. Click OK to confirm and continue with the operation. It begins to backout
out at the same time, the server.
selecting one at a time. . .
& 5. Follow the progress status in the Upgrade Operation column.
6. At this point, the server backing out goes into the OOS state
7. Wait until the server goes into an OOS state before selecting the next
cluster to backout.
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Step Procedure

Result

During the backout activities, the following alarms may be generated and
considered normal reporting events—these are cleared after the cluster is
completely backed out.

Expected Critical Alarms

31283 High availability server is offline
31227 High availability Status Failed
70001 QP_procmgr failed

Expected Major Alarms

78001 Rsync Failed
70004 QP Processes down for maintenance
31233 HA Path Down

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

31282 HA Management Fault

Backout of the server is complete when the Initiate backout completed
successfully at... message displays in the Upgrade Operation column. The
backed out server shows that it is running the previous release and returns to
standby with an N in the Up to Date column.

3. []| CMP GUI: Continue the
backout of the MRA/MPE
clusters. Next operation
is « failover» to the
server in the previous
release.

NOTE: Up to 8 upgraded
clusters can be backed
out at the same time,
selecting one at a time.

1.

Select the cluster to backout.
Current state of the cluster needs to be as follows:

- Active server on 12.3 Release
- Standby server on pre-12.3 Release

Some minor alarms (for example, 70501 Cluster running different
versions of software) are normal at this point.

Navigate to Upgrade = Upgrade Manager.
Select the cluster

Click Continue Rollback. When hovering over the button, it informs you
that the next step is to fail over to the old version
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https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70004.html?resultof=%22%37%30%30%30%34%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70503.html?resultof=%22%37%30%35%30%33%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70507.html?resultof=%22%37%30%35%30%37%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70500.html?resultof=%22%37%30%35%30%30%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70501.html?resultof=%22%37%30%35%30%31%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70502.html?resultof=%22%37%30%35%30%32%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31114.html?resultof=%22%33%31%31%31%34%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31106.html?resultof=%22%33%31%31%30%36%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31107.html?resultof=%22%33%31%31%30%37%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31101.html?resultof=%22%33%31%31%30%31%22%20
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Step

Procedure

Result

Continue Rollback Resume Upgrade

Failover to old version guam-mpe-1 (back) server Role | Prev Beleass

= [ cMP siteq Cluster (2 Servers)
guam-cmp-1b ¥ Minor Y Active 12.1.1.0.0_14.1.0

guam-cmp-1a Y Standby 12.1.1.0.0_14.1.0

=l guam-mpe-1 (2 Servers)

guam-mpe-1b ¥ Minor N Standby 12.2.0.0.0_61.1.0

guam-mpe-1a Y Active 12.1.1.0.0_14.1.0

5.

Click OK to confirm and continue with the operation. The failover begins.

Wait until the server fails over before selecting the next cluster. This takes a
minute or two.

Expected Critical Alarms

31283 High availability server is offline
31227 High availability Status Failed
70001 QP_procmgr failed

Expected Major Alarms

70004 QP Processes down for maintenance
31233 HA Path Down
31126 Audit Blocked

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

31282 HA Management Fault
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Step Procedure

Result

4. []| CMP GUI: Reapply
configuration on
MPE/MRA cluster that
completed the failover
successfully.

For MPE: Policy Server - Configuration = <MPE cluster> - System.

For MRA: MRA= Configuration=><MRA cluster>=>System.

The selected cluster has the status as Degraded and running version as 12.3.

Pelicy Server: guam-mpe-1

@ Reports T Logs T Policy Server T Diameter Routing

Modify Delete Reapply Configuration

Configuration

Name

Status

Version

Description / Location

guam-mpe-1

12.2.0.0.0_61.1.0

Click Reapply Configuration.

The MPE opens a dialog box that shows the progress of the reapply, the

MRA does not show anything.

Note the Version is successfully changed to the previous release, for

example 12.3.

Policy Server: guam-mpe-1

@ Reports T Logs T Policy Server T Diameter Routing

Modify Delate Reapply Configuration

The configuration was applied successfully.
Configuration

Name

Status

Version

Description / Location

guam-mpe-1

12.1.1.0.0_14.1.0

NOTE: The status shows Degraded. This is a normal reporting event as the
servers are in different status.

CMP GUI: Complete
backout of cluster(s)

NOTE: Each backout of a
blade server is
completed within
approximately 35
minutes time.

NOTE: Up to 8 upgraded
clusters can be backed
out at the same time,
selecting one at a time.

1.

2
3.
4

5.

Select the partially backed out cluster
Navigate to Upgrade = Upgrade Manager.

Select the the cluster

Click Continue Rollback. When hovering over the button, it informs you

of the standy server running 12.3to be backed out.

Continue Rollback Resume Upgrade

Initiate backout guam-mra-1a (back) pate Server Role Running Release
= guam-mra-1 (2 Servers)
guam-mra-1b N Active 12.1.1.0.0_14.1.0
guam-mra-1a Y Standby 122.0.0.0_61.1.0

Click OK to confirm and continue with the operation.

Follow the progress status in the Upgrade Operation column.

During the backout activities, the following alarms may be generated and
considered normal reporting events—these are cleared after the cluster is
completely backed out.
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Step Procedure Result

Expected Critical Alarms

31283 High availability server is offline
31227 High availability Status Failed
70001 QP_procmegr failed

Expected Major Alarms

70004 QP Processes down for maintenance
31233 HA Path Down
31126 Audit Blocked

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

31282 HA Management Fault

Backout of the server is complete when the Initiate backout completed
successfully at... message displays in the Upgrade Operation column. Both
servers in this cluster are on a pre-12.3 release at this point and show

active/standby.
| = guam-mpe-1 (2 Servers)
guam-mpe-1b N Active 12.1.1.0.0_14.1.0 +Initiate backout Completed Successfully at
guam-mpe-1a N Standby 12.1.1.0.0_141.0 +) Initiate backout Completed Successfully at
6. |:| Repeat this procedure for the remainder of the MPE/MRA servers, if
necessary.

THIS PROCEDURE HAS BEEN COMPLETED
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12.3.3 Backout Fully Upgraded Secondary CMP Cluster
NOTE: The Secondary CMP Site2 cluster to be backed out first using the Upgrade Manager -- followed by

the Primary CMP Sitel cluster.

Step

Procedure

Result

1. [

CMP GUI: Verify the
status of the CMP
clusters

1. Navigate to Upgrade Manager = System Maintenance.
2. Click Filter and enter cmp.
3. Confirm status of the cluster to be backed out:

- Primary CMP is on Release 12.3
- All other non-CMP clusters are on a pre-12.3 release

- Up to Date column shows Y for all servers

EXAMPLE:

= Name Alarm Severity  Up to Date | Server Role Prev Release Running Release Upgrade Operation

TS N | N | N { N || I

= [ cMP sitet Cluster (2 Servers)

guam-cmp-1b Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully at

guam-cmp-1a Y Standby 124.1.0.0_14.1.0 12.2.0.0.0_61.1.0 +) Inttiate upgrade Completed Successfully at
= [ cMP site? Cluster (2 Servers)

guam-cmp-2a Y Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully at

guam-cmp2b Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully at

CMP GUI: backout
secondary cmp
cluster

NOTE: Each backout
of one server takes
approximately 40

1. Navigate to Upgrade - Upgrade Manager.
2. Select the secondary CMP cluster.

3. Click Start Rollback. When hovering over the button, it informs you that the
standby server to be backed out.

Start Rollback Start Upgrade View
minutes to
complete. Initiate backout guam-cmp-2a (back) jate | ServerRole | Prev Release Running Release
cmp =[] o] | [=] | =]
= [J cmP site1 Cluster (2 Servers)
guam-cmp-1b Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0
guam-cmp-1a A Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_811.0
= CMP Site2 Cluster (2 Servers)
guam-cmp-Za A Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_81.1.0
guam-cmp2b Y Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0
4. Click OK to confirm and continue with the operation. The backout begins and
the server go into the OOS server role.
Follow the progress status in the Upgrade Operation column.
| =] CMP Site2 Cluster (2 Servers)
guam-cmp-2a %) Critical N o0s 12.2.0.00_61.1.0 12.2.0.0.0_61.1.0 Intiate backout :: Backing out server.
guam-cmp2b (%) Critical Y Active 121.1.0.0_141.0 122.0.0.0_611.0 ) Initiate upgrade Completed Successfully at Nov 21, 201
During the backout activities, the following alarms may be generated and
considered normal reporting events—these are cleared after the cluster is
completely backed out.
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Expected Critical Alarms

31283 High availability server is offline

31227 High availability Status Failed

70001 QP_procmgr failed

70025 The MySQL slave has a different schema version than the master.

Expected Major Alarms

70004 QP Processes down for maintenance
31233 HA Path Down
31126 Audit Blocked

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

31282 HA Management Fault

Backout of the server is complete when the Initiate backout completed
successfully at... message displays in the Upgrade Operation column. The server
goes back to the standby state and shows the previous release

= Name Alarm Severity | Up to Date | Server Role | Prev Releaze Running Release

CZaT S N = | O B |} [] | B

B [ cMP site Cluster (2 Servers)

guam-cmp-1b &, Minor A Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0

guam-cmp-1a Y Standby 12.1.1.0.0_14.1.0 122.0.00_61.1.0

= CMP SiteZ Cluster (2 Servers)

guam-cmp-2a %) Critical N Standby 12.2.0.0.0_61.1.0 12.1.1.0.0_14.1.0

guam-cmpZb Y Active 12.1.1.00_14.1.0 122.00.0_61.1.0
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Step Procedure Result

3. []| €MP GUI: Continue 1. Navigate to Upgrade - Upgrade Manager.
the bac'kou't. N.EXt 2. Select the Secondary CMP cluster.
Operation is failover

3. Click Continue Rollback. When hovering over the button, it informs you that

it is going to failover the cluster to the previous version.

Continue Rollback Resume Upgrade Vie
Failover to old version CMP Site2 Cluster (back) 30 prey Release Running Release
S 3 I | | i |1 [=]
E [ cMP site1 Cluster (2 Servers)
guam-cmp-1b &, Minor A Active 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0
guam-cmp-1a h Standby 12.1.1.0.0_14.1.0 12.2.00.0_8611.0

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a  \#) Critical N Standby 12.2.0.0.0_61.1.0 12.1.1.0.0_14.1.0

guam-cmp2b Y Active 121.1.0.0_141.0 12.2.0.0.0_81.1.0

4. Click OK to confirm and continue with the operation. The failover begins.

5.  Wait until the previous release becomes active before continuing

Expected Critical Alarm

70025 QP Slave database is a different version than the master

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70500 Upgrade Director System Mixed Version
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Step Procedure Result

4. [_]| CMP GUL: Continue 1. Navigate to Upgrade - Upgrade Manager.
the backout. Next
Operation is initiate
backout 3. Click Continue Rollback. When hovering over the button, it informs you of
the server it is going to back out.

2. Select the Secondary CMP cluster

Continue Rollback Resume Upgrade Vie!

Initiate backout guam-cmp2b (back) pate  ServerRole | Prev Release Running Release

(ZAP R | £ | B | =] =]

B O cMP sited Cluster (2 Servers)

guam-cmp-1b /& Minor Y Active 124.1.0.0_14.1.0 12.2.0.0.0_61.1.0

guam-cmp-1a i Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a  '#) Critical N Active 12.2.0.0.0_61.1.0 12.1.1.0.0_14.1.0

guam-cmp2b Y Standby 12.1.1.0.0_14.1.0 12.2.0.0.0_61.1.0

4. Click OK to confirm and continue with the operation.

Follow the progress status in the Upgrade Operation column.

Expected Critical Alarm

70025 QP Slave database is a different version than the master

Expected Minor Alarm

70500 Upgrade Director System Mixed Version

The procedure ends when both Secondary CMP servers are in the previous
release.

B Name Alarm Severity | Up to Date | Server Role | Prev Release Running Release Upgrade Operation

(ST | N {{ N || Y B ]

E1 [ cmp sited Cluster (2 Servers)

guam-cmp-1b Y Active 12.1.1.0.0_141.0 12.2.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully at

guam-cmp-1a Y Standby 12.1.1.0.0_14.1.0 122.0.0.0_61.1.0 ) Initiate upgrade Completed Successfully at

= CMP Site2 Cluster (2 Servers)

guam-cmp-2a X Critical N Active 122.0.0.0 611.0 121.1.0.0_14.1.0 + Initiate backout Completed Successfully at

guam-cmp2h ) Critical N Standby 12:2.0.0.0_61.1.0 121.1.00_14.1.0 ) Initiate backout Completed Successfully at

THIS PROCEDURE HAS BEEN COMPLETED
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Software Upgrade Procedure
12.3.4 Backout Fully Upgraded Primary CMP Cluster

NOTE: For backout to a release prior to 12.1.x, the Primary CMP Sitel cluster uses both the Upgrade
Manager and the pre-12.1.x System Maintenance option for backout. For backout to 12.1.x, you need only
use the Upgrade Manager.

Step Procedure Result

1. [ ]| CMP GUI: Verify the | 3. Navigate to Upgrade Manager - System Maintenance.
status of the CMP

4. Confirm status of the Primary CMP cluster:
clusters

- Primary CMP cluster is on Release 12.3

- Secondary CMP cluster (if present) is already on pre-12.3 Release

- Up to Date column shows Y for all servers in Primary CMP cluster
EXAMPLE:

= Mame Alarm Severity | Up to Date | Server Role Running Release Upgrade Operation

E O cMmp sitet Cluster (2 Servers)
guam-cmp-1b Y Active 122.0.0.0_61.1.0 +) Initiate upgrade Completed Successfully af]
guam-cmp-1a Y Standby 122.0.0.0_81.1.0 +") Initiate upgrade Completed Successfully af]

= [ cMP site2 Cluster (2 Servers)

guam-cmp-2a @ &) Critical M Active 12.1.1.0.0_14.1.0 +") Initiate backout Completed Successfully at
guam-cmp2b A Critical M Standby 12.1.1.0.0_14.1.0 +"! Initiate backout Completed Successfully at
2. []| CMP GUI: backout 1. Navigate to Upgrade - Upgrade Manager.

standby Primary - .

CMP cluster 2. Click Filter and enter cmp to display CMP clusters only.

NOTE: backout of 3. Select the Primary CMP cluster.

one server takes 4. Click Start Rollback. When hovering over the button, it informs you that the

approximately 40 standby server is going to be backed out.

minutes to

Complete Start Rollback Start Upgrade

Initiate backout guam-cmp-1a (back) jate Server Role Running Release

S | | NN 2 | NN 2 || I

| = CMP Site1 Cluster (2 Servers)

guam-cmp-1b Y Active 12.2.0.0.0_61.1.0

guam-cmp-1a Y Standby 12.2.0.0.0_61.1.0

5. Click OK to confirm and continue with the operation.The backout begins and
the server goes into the OOS Server Role

Follow the progress status in the Upgrade Operation column.

During the backout activities, the following alarms may be generated and
considered normal reporting events—these are cleared after the cluster is
completely backed out.

Expected Critical Alarms

31283 High availability server is offline
31227 High availability Status Failed
70001 QP_procmgr failed

31236 HA Link Down
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Result

Expected Major Alarm

70004 QP Processes down for maintenance
31233 HA Path Down

Expected Minor Alarms

31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited

Backout of the server is complete when the Initiate backout completed
successfully at... message displays in the Upgrade Operation column. The server
goes back to the standby state and shows the previous release.

E | Name Alarm Severity

(CACSN || I 2 | N £ §{ N 2 | I

| = CMP Site1 Cluster (2 Servers)

Up to Date | Server Role | Running Release | Upgrade Operation

guam-cmp-1b 5 Minor h i Active 12.2.0.0.0_61.1.0 : v nitiate upgrade Completed Successfully at|

guam-cmp-1a X/ Critical N Standby 12.1.1.0.0_14.1.0 ) Initiate backout Completed Successfully at

CMP GUI: Continue
the backout. Next
operation is failover.

Select the Primary CMP cluster.
Navigate to Upgrade = Upgrade Manager

Click the checkbox for the Primary CMP cluster

Eal

Click Continue Rollback button. When hovering over the button, it informs
you that the next action is to fail over to the old CMP version.

Continue Rollback Rezume Upgrade View Upgrade Log L Fitter Columnz +

Failover to old version CMP Site1 Cluster (back) roe | Running Release

a3 | N = | N 3 § N £ || I

| = CMP Sited Cluster (2 Servers)

Upgrade Operation

guam-cmp-1b & Minor Y Active 12.2.0.0.0_61.1.0 '+ Initiate upgrade Completed Successfully at

guam-cmp-1a X) Critical N Standby 12.1.1.0.0_14.1.0 ' '+ Initiate backout Completed Successfully at

5. Click OK to confirm and continue with the operation.The failover begins.

Failover takes a couple minutes.
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Step Procedure Result
5. |:| CMP GUI: Log back After failover, you must log back in to the CMP GUI using the Primary CMP VIP.
in to the Primary
CMP VIP .
ORACLE
liadmin
Logir
6. [_]| CMP GUI: Verify Navigate to Help=>About. Verify the proper pre-12.3 release number is
release displayed
7. []| CMP GUI: Continue 1. Select Primary CMP cluster to complete the backout.
the backout of the .
Primary CMP cluster 3. Navigate to Upgrade = Upgrade Manager.
NOTE: backout of 4. Select the checkbox for the Primary CMP cluster
one server takes 5. Click Continue Rollback. When hovering over the button, it informs you that
approximately 40 the standby server running 12.3 is being backed out
minutes to
complete. Continue Rollback  Resume Upgrade Wiew Upgrade Log
Initiate backout guam-cmp-1b (back) jate | server Role | Prev Release Running Release
= CMP Site1 Cluster (2 Servers)
guam-cmp-1b ' %) Critical A Standby 12.1.1.00_141.0 : 122.000_81.1.0
guam-cmp-1a & Minar N Active 122000 61.1.0 - 121.1.0.0_14.1.0
6. Click OK to confirm and continue with the operation. The backout begins.
The server goes into an OOS server role.
7. Follow the progress status in the Upgrade Operation column.
During the backout activities, the following alarms may be generated and
considered normal reporting events—these are cleared after the cluster is
completely backed out.
Expected Critical Alarms
31283 High availability server is offline
31227 High availability Status Failed
70001 QP_procmgr failed
Expected Major Alarm
70004 QP Processes down for maintenance
Expected Minor Alarms
70503 Upgrade Director Server Forced Standby
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Step Procedure Result

70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
78001 RSYNC Failed

70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled

Backout of the server is complete when the Initiate backout completed
successfully at... message displays in the Upgrade Operation column. The server
goes back to standby state and shows the previous release:

= Name Alarm Severity | Up to Date | Server Role | Prev Release Running Release | Upgrade Operation

‘ = CMP Site1 Cluster (2 Servers)

guam-cmp-1b N Standby 12.2.0.0.0_61.1.0 . 12.1.1.0.0_14.1.0 ' '+ Initiate backout Completed Successfully a...

guam-cmp-1a M Active 12.2.0.0.0_611.0  121.1.0.0_141.0 ' v/ Initiate backout Completed Successfully a
20 guam-mpe-1 (2 Servers)

guam-mpe-1b M Active 12.2.0.0.0_61.1.0 : 121.1.0.0_14.1.0 - v Initiate backout Completed Successfully a

guam-mpe-1a N Standby 12.2.0.0.0_61.1.0  121.1.0.0_14.1.0 ' ¥ Initiate backout Completed Successfully a...
20 guam-mra-1 (2 Servers)

guam-mra-1b M Active 12.2.0.0.0 61.1.0 : 121.1.00_14.1.0 ' ¥/ Initiate backout Completed Successfully a...

guam-mra-1a M Standby 12.2.0.0.0_61.1.0 : 12.1.1.0.0_14.1.0 : '+ Initiate backout Completed Successfully a...

All backout-related alarms should also be cleared.

THIS PROCEDURE HAS BEEN COMPLETED
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