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1. Introduction

1.1 Purpose and Scope

This document describes how to install the Oracle® Communications Diameter Signal Router Full
Address Resolution product also known as “Eagle XG Subscriber Data Server (SDS)” within a customer
network. It makes use of the Platform 7.3 network installation and is intended to cover the initial network
configuration steps for a SDS/Query Server NE and a SOAM/DP (Blade) NE for production use as part of
the DSR 8.1 solution. This document includes switch configuration (Cisco 4948E-F) and validation of the
initial SDS configuration. This document only describes the SDS product installation on the HP DL380
Gen8 and Gen9 deployed using Cisco 4948E-F switches. It does not cover hardware installation, site
survey, customer network configuration, IP assignments, customer router configurations, or the
configuration of any device outside of the SDS cabinet. Users needing familiarity with these areas of
interest should refer sources cited in Section 1.2 References.

1.2 References
External (Customer Facing)
[1] TEKELEC Acronym Guide, MS005077, Latest Revision

[2] DSR 8.1 C-Class Hardware and Software Installation Part 1/2, Latest Revision

[3] DSR 8.1 Software Installation & Configuration Procedure Part 2/2, Latest Revision

Internal (ORACLE Communications Personnel Only)

[4] HP Solutions Firmware Upgrade Pack Release Notes, 795-000-4xx, Latest version (2.2.9 or higher)
[5] Platform 7.2 Configuration Guide, Revision 5

[6] Network Architecture Planning Document, cgbu_010618, Latest Revision

[71 TPD Initial Product Manufacture, Software Installation Procedure, Release 8.0+, Latest Revision

1.3 Acronyms

Table 1 — Acronyms

Acronym Description

DP Data Processor blade

DR Disaster Recovery

IMI Internal Management Interface

ISL Inter-Switch-Link

NE Network Element

NOAM Network Operations, Administration & Maintenance
iLO HP Integrated Lights-Out

IPM Initial Product Manufacture

SDS Subscriber Data Server

SOAM Systems Operations, Administration & Maintenance
TPD Tekelec Platform Distribution (Linux OS)
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Acronym Description

VIP Virtual IP

XMI External Management Interface
XML Extensible Markup Language

1.4 Assumptions
This procedure assumes the following;

e The user has reviewed the latest Network Architecture Planning Document (NAPD) [6]and has
received assigned values for all requested information related to SDS, Query Server, SOAM and DP
installation.

e The user has taken assigned values from the latest Customer specific DSR Network Planning
document [6] and used them to compile XML files (See Appendix E) for each SDS and SOAM site’s
NE prior to attempting to execute this procedure.

e The user conceptually understands DSR topology and SDS network configuration as described in the
latest Customer specific DSR Network Planning document [6].

e The user has at least an intermediate skill set with command prompt activities on an Open Systems
computing environment such as Linux or TPD.

o All SDS servers were IPM’ed with TPD Platform 7.4 of correct version as described in [7].

1.5 XML Files

The XML files compiled for installation of the each of the SDS NOAM and SOAM site Network Elements
must be maintained and accessible for use in Disaster Recovery procedures.

If engaged by the customer, the ORACLE Consulting Services Engineer will provide a copy of the XML
files used for installation to the designated Customer Operations POC.

The customer is ultimately responsible for maintaining and providing the XML files to Oracle’s Customer
Service if needed for use in Disaster Recovery operations.

1.6 How to Use this Document

Although this document is primarily to be used as an initial installation guide, its secondary purpose is to
be used as a reference for Disaster Recovery procedures.

When executing this document for either purpose, there are a few points which help to ensure that the
user understands the author’s intent. These points are as follows:

1. Before beginning a procedure, completely read the instructional text (it will appear immediately after
the Section heading for each procedure) and all associated procedural WARNINGS or NOTES.

2. Before execution of a STEP within a procedure, completely read the left and right columns including
any STEP specific WARNINGS or NOTES.

If a procedural STEP fails to execute successfully, STOP and contact Oracle’s Customer Service for
assistance before attempting to continue. See Appendix K — Accessing My Oracle Support (MOS) for
information on contacting Oracle Customer Support.
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2. Pre-Installation Setup

2.1 Installation Prerequisites

The following items/settings are required in order to perform installation for HP DL380 based SDS HW:

A laptop or desktop computer equipped as follows;

e 10/100 Base-TX Ethernet Interface.

¢ Administrative privileges for the OS.

e An approved web browser (currently Internet Explorer 10.x or 11.x)

An IEEE compliant 10/100 Base-TX Ethernet Cable, RJ-45, Straight-Through.
USB flash drive with at least 1GB of available space.

TPD “root” user password.

TPD “admusr” user password.

Note: When using the iLO for SSH connectivity, supported terminal Emulations are VT100 or higher

(ie., VT-102, VT-220, VT-320).

2.2 Physical Connections

A connection to the VGA/Keyboard ports on the HP DL Server rear panel or a connection to the iLO is
required to initiate and monitor the progress of SDS installation procedures.

S o eN =~
L R o R R o |
T T T
[ e g
S1 S2 S3 S4 I’ 1-’ 1—’ 1-’
™ - - 7
o .
. g0
b ...
-
e
3o
: o%e 8.
. 03
Quad-Serial cable P E:.:og.:
° gL -4
<+ N
cooo
i e e
[ e e
W W w

Figure 1 — HP DL380 Gen8: DC (Rear Panel)
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et Rl e o

R
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01 02

ETH
03 04

e o |

[In ‘f\‘(‘ : §
() )

PCI Slots (Slots 1-3 top to bottom, riser shipped standard)

Ethernet Por

HPE Ethernet 1Gb 4-port EthO1-Eth04

Internal 4-Port NIC

ts

331FLR Adapter (Flex LOM)
eth05-eth08

PCI Slots (Slots 4-6top to bottom, requires second riser
card, and second processor)

3.  Optional serial port

4. Optional rear 2 SFF HDD (supported in 24 SFF or 12 LFF
front end)

S.  HP Flexible Slot Power Supply bay 1 (800w shown)

6.  Power supply Power LED

7.  Power supply Power connection

8. HPFlexible Slot Power Supply bay 2 (800w shown)

S.  Power supply Power LED

10. Power supply Power connection

11. VGA connector

12. Embedded 4 x 1GbE Network Adapter

13. Dedicated iLO connector

14. USB 3.0 connectors (2)

15. UnitIDLED

16. Optional FlexibleLOM ports (Shown: 4 x 1GbE}

Figure 2 — HP DL380 Gen9: DC (Rear Panel)

2.3 Access Alternatives for Application |

nstall

This procedure may also be executed using one of the access methods described below:

One of the Access Methods shown to
the right may be used to initiate and
monitor SDS installation.

Method

[]

Method
Note: Methods 3 & 4 may only be

used on an DL380 with an iLO that
has been previously configured with a
statically assigned IP address. Itis
not intended for use with a new, out-

of-the-box server. Method

Method

[]
[]
[]

1)

2)

3)

4)

VGA Monitor and PS2 Keyboard.

Laptop + KVM2USB switch.

http://www.epiphan.com/products/frame-
grabbers/kvm2usb/

iLO VGA Redirection Window, IE8 (or IE9 with
Document Mode “IE8 Standards”), Ethernet cable.
(See Appendix A).

iLO access via SSH, terminal program,
Ethernet cable.
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2.4 Activity Logging

All activity while connected to the system should be logged using a convention which notates the
Customer Name, Site/Node location, Server Hostname and the Date. All logs should be provided to
ORACLE Communications for archiving post installation.

Note: Parts of this procedure will utilize a VGA Monitor (or equivalent) as the active terminal. Itis
understood that logging is not possible during these times. The user is only expected to provide
logs for those parts of the procedures where direct terminal capture is possible (i.e., SSH, serial,
etc.).

2.5 Firmware and BIOS Settings

Prior to upgrading the Firmware of the DL380 (Gen8 & Gen9) servers the CMOS Clock, BIOS Settings,
and iLO IP Address needed to be configured. These configuration procedures are defined in Appendix J
of this document.

Several procedures in this document pertain to the upgrading of firmware on DL380 servers and Cisco
4948 E-F switches that are part of the Platform 7.3.x configuration.

The required firmware and documentation for upgrading the firmware on HP hardware systems and
related components are distributed as the HP Solutions Firmware Upgrade Pack. The minimum firmware
release required for Platform 7.3.x is HP Solutions Firmware Upgrade Pack 2.2.9 or higher. If a firmware
upgrade is needed, the current GA release of the HP Solutions Firmware Upgrade Pack should be used.

Each version of the HP Solutions Firmware Upgrade Pack contains multiple items including media and
documentation. If an HP FUP 2.x.x version newer than the Platform 7.0.x minimum of HP FUP 2.2.9 is
used, then the HP Solutions Firmware Upgrade Guide should be used to upgrade the firmware.
Otherwise, the HP Solutions Firmware Upgrade Guide, Release 2.x.x should be used.

The three pieces of required firmware media provided in the HP Solutions Firmware Upgrade Pack
releases are:

e HP Service Pack for ProLiant (SPP) firmware 1SO image
e HP Service Pack for ProLiant (SPP) firmware USB image
¢ HP MISC Firmware ISO image

Refer to the Release Notes of the [4] HP Solutions Firmware Upgrade Pack Release Notes, Release
2.x.X, (Min 2.2.9) to determine specific firmware versions needed.

Contact Accessing My Oracle Support (MOS) for more information on obtaining the HP Firmware
Upgrade Packs.
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2.6 Configure the CMOS Clock, BIOS Settings, and iLO IP Address and Upgrade

Firmware

The following procedure explains the steps needed to configure the CMOS Clock, BIOS Settings, and iLO
IP address of the DL80 RMS servers and upgrade the firmware (if needed).

Procedure 1. Configure the CMOS Clock, BIOS Settings, and iLO IP Address and Upgrade
Firmware

step number.

T mMm 4Hdwm

The following procedure explains the steps needed to configure the CMOS Clock, BIOS Settings,
and iLO IP Address of the DL380 RMS servers and upgrade the firmware. (If needed).

Check off () each step as it is completed. Boxes have been provided for this purpose under each

If this procedure fails, contact Appendix K My Oracle Support and ask for assistance.

=

Configure

I:I RMS Server.

Connect to the RMS Server using a VGA Display and USB Keyboard.

For HP DL 380 (G8) Servers execute:

Appendix J.1.1 RMS: Configure ILO

Appendix J.1.2 Gen8: RMS BIOS Configuration, Verify Processor and Memory
For HP DL 380 (G9) Servers execute:

Appendix J.2.1 RMS: Configure iLO

Appendix J.2.2 Gen9: RMS BIOS Configuration, verify processor & memory

2 RMS Server:

I:I Verify/Upgrade
Firmware

Follow the appropriate procedure for the ProLiant DL380(G8/G9) hardware type
to verify and upgrade the HP server firmware using the procedures in [7] HP
Solutions Firmware Upgrade Pack Upgrade Guide, Release 2.x.x, (Min 2.2.9)

Check-off the associated Check Box in step 3 as the RMS server's CMOS Clock,
BIOS Settings, and iLO IP Address has been configured and firmware is
updated:
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Procedure 1. Configure the CMOS Clock, BIOS Settings, and iLO IP Address and Upgrade
Firmware

3 | RMS Server: Check-off the associated Check Box as the RMS server's CMOS Clock, BIOS
I:I CMOS Clock, Settings, and iLO IP Address has been configured and firmware is updated:
BIOS Settings, . o
and iLO 1P Primary Site:
been
configured and ] )
firmware [] RMS-3: [] RMS-4:
updated
[] RMS-5: [] RMS-6:
[] RMS-7: [] RMS-8:
[] RMS-9: [] RMS-10:
Disaster Recover Site: (Optional)
[] RMS-1: [] RMS-2:
[] RMS-3: [] RMS-4:
[] RMS-5: [] RMS-6:
[] RMS-7: [] RMS-8:
[] RMS-9: [] RMS-10:
4 | Optional: Repeat on the Disaster Recovery RMS servers.
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3. Installation Matrix

3.1 Installing SDS on the Customer Network

Installing the SDS product is a task which requires multiple installations of varying types. The matrix
below provides a guide to the user as to which procedures are to be performed on which server types.
The user should be aware that this document only covers the necessary configuration required to
complete product install. Refer to the online help or contact Accessing My Oracle Support (MOS) for

assistance with post installation configuration options.

Note: Although the SDS sites are fully redundant by function, we must distinguish between them during
installation due to procedural changes based on the installation sequence. The user should be
aware that any reference to the “SDS” site refers to the 1st installation of a SDS pair on the
customer network while references to the “DR SDS” site refers to the 2nd SDS pair to be

installed.

Table 2 — SDS Installation Matrix

Procedures to perform

Server Type

1] 2] 3|45 |6|7|8]0|1w]|an ]
(e | | | XX X X X X XV X /
s v X X[ X v /| X X X X /| %X
()& I X X /| X X| X| X| X| X|X|X|X
(s | X XX X X X /| / /| X X X|X
(] op | X X[ X X X X X X X ¢ X /| X

Table 3 — SDS Installation — List of Procedures

Procedure No.

Title

Page No.

Procedure 2

Installing the SDS Application (All SDS NOAM Sites)

16

Procedure 3

Configuring SDS Servers A and B (1st SDS NOAM Site Only)

24

Procedure 4

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

46

Procedure 5

Configuring the Query Server (All SDS NOAM Sites)

64

Procedure 6

Configuring the DR NOAM Servers (DR SDS NOAM Site Only)

83

Procedure 7

Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

100

Procedure 8

Add SDS Software Images to PMAC Servers for DSR Signaling Sites

114
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Procedure No. | Title Page No.
Procedure 9 Configuring the SDS SOAM Servers (All SOAM Sites) 119
Procedure 10 | Pairing the SDS SOAM Servers (All SOAM Sites) 145
Procedure 11 | Installing the Data Processor Blade (All SOAM Sites) 159
Procedure 12 | Configuring ComAgent (All SOAM Sites) 191

D-1 Verifying Cisco Switch Wiring (All SDS NOAM Sites) 201
D-2 Configure Cisco 4948E-F Aggregation Switches 218
D-3 Cisco 4948E-F I0S Upgrade (All SDS NOAM Sites) 229
D-4 Cisco 4948E-F Configuration Backup (All SDS NOAM sites) 238
Appendix J ggtr:if:%usre the HP DL380 (Gen8 and Gen9) Server CMOS Clock/BIOS 266

4. Application Installation

4.1 Installing the SDS Application (All SDS NOAM Sites)

Procedure 2.

Installing the SDS Application (All SDS NOAM Sites)

Step

Procedure

Result

Access the HP
server’'s console.

Connect to the HP DL 380 server’s console using one of the access methods described in
Section 2.3.

I:I!\’ I:I!—‘

1) Access the
command prompt.
2) Log into the HP
server as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.

Password: <admusr_password>

D.w

Verify that Date &
Time are displayed

in GMT (+/- 4 min.).

$ date -u
Wed Oct 22 14:07:12 UTC 2014
$

IF THE CORRECT DATE & TIME (IN GMT) ARE NOT SHOWN IN THE PREVIOUS STEP, THEN
STOP THIS PROCEDURE AND PERFORM THE FOLLOWING STEPS:

1. Execute Appendix J- CONFIGURE THE HP DL380 (GEN8 AND GEN9) SERVER CMOS
CLOCKI/BIOS SETTINGS

2. Restart Procedure 1 beginning with Step 1.

IF THE CORRECT DATE & TIME (IN GMT) ARE SHOWN IN THE PREVIOUS STEP, THEN
CONTINUE ON TO STEP 4 OF THIS PROCEDURE.

Verify that the TPD
release is 7.4

$ getPlatRev
7.4.0.0.0-88.30.0
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Procedure 2.

Installing the SDS Application (All SDS NOAM Sites)

Step

Procedure

Result

5.

[]

Execute alarmMgr
command to verify
any alarms of the
server before the
application install.

$ alarmMgr --alarmStatus

NOTE: This command should return no output on a healthy system. If any alarms are

reported as SNMP traps, please stop and contact Accessing My Oracle Support (MQOS) for

the assistance.

[]

Execute
“syscheck” to
verify the state of
the server before
Application install.

$ sudo syscheck

Running modules

Running modules

Running modules

Running modules

Running modules

LOG LOCATION: /var/TKLC/log/syscheck/fail log

in

in

in

in

in

class

class

class

class

class

hardware. ..

OK
disk...

OK
net...

OK
system. ..

OK
proc...

OK

NOTE: The user should stop and resolve any errors returned from “syscheck” before
continuing on to the next step.

Execute
verifyUpgrade
command to verify
health of the server
before the
application install.

$ sudo verifyUpgrade

NOTE: This command should return no output on a healthy system. If any error are reported,

please stop and contact Accessing My Oracle Support (MOS) for the assistance.

Verify Hardware ID
is ProLiant DL380
Gen8 or Gen9.

$ hardwareInfo

7Or_

grep Hardware
Hardware ID: ProLiantDL380pGen8

Hardware ID: ProLiantDL380Gen9
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Procedure 2.

Installing the SDS Application (All SDS NOAM Sites)

Step

Procedure

Result

9.

[]

Place the USB drive
containing the SDS
Application
software into the
server’'s USB port.

Figure 4 — HP DL380 Gen9: Front Panel (USB Port)

|

Very that the USB

$ df |grep sdb

10. 1 drive has been /dev/sdbl 2003076 8 2003068 1% /media/sdbl
mounted under the
/media directory.
11 Verify that the target | $ 1ls /media/sdbl/
~ | releaseis present | sps-8.1.0.0.0 80.16.0-x86_64.is0
on the USB drive.
12 Copy the target S cp -p /media/sdbl/SDS—8.1.0.0.0_80.16.0—x86_64.iso

release to the
server’s hard disk
under the
Ivar/TKLC/upgrade
directory.

/var/TKLC/upgrade/

Unmount the USB
drive partition.

S sudo umount /media/sdbl

$
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Procedure 2. Installing the SDS Application (All SDS NOAM Sites)

Step Procedure Result

Remove the USB
14. drive from the

I:' server’s front panel.

Figure 4 — HP DL380 Gen9: Front Panel (USB Port)

Login to the $ sudo su - platcfg
“platcfg” utility.

From the “platcfg”

Main Menu... ‘1‘1‘1‘1‘1‘1‘1“ Main Menu tqQoQqaqaqgy]

5 [

Select Maintenance
then press the
<ENTER> key

Diagnostics
Server Configuration
Security

Remote Con=zoles
Hetwork Configuration
NetBackup Configuration
Exit

e e (o (oo e (s (oo (o (s (oo o (o (oo (o (o (oo (o (o (3 e (e (o i
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Procedure 2.

Installing the SDS Application (All SDS NOAM Sites)

Step

Procedure

Result

17.

[]

From the “platcfg”
Main Menu...

Select Upgrade
then press the
<ENTER> key

Select Validate then
press the <ENTER>
key

Select ISO then
press the <ENTER>
key

Screen will show
ISO is Validated
then press the ANY
key.

1ggggu Maintenance Menu tgggogk

pgrade

Patching

Halt Server

Backup and Restore
Eestart Server

Eject CDROM

Save Platform Debug Logs
Platform Data Collector
Exit

o ggagaaaaaaaaagaaaaaaaaaaagdadl

logggoggggqu Upgrade Menu tggggaggdk

Validate Media

Early Upgrade Checks
Initiate Upgrade

Copy USE Upgrade Image
Hon Tekelec RPM Management
Accept Upgrade

Beject Upgrade

Exit

uisgeje(s(sisis(s(ssis(s(sisis(s(sgois(s(sgois (s (s (s (sis o]

lagaaaqgaaagagaaaaqqau Choose Upgrade Media Menu tgggogogoooooooogadddky

SDS-8.0.0.0.0 80.16.0-x86 64.iso - 8.0.0.0.0_80.16.0
Exit

mo0ggggdIIagq9Iggqqgdddadaaaaaaaaaaadaddadaaaaaaaagagaddaaaaaaaaaaaadd

Validating cdrom. ..

R R R R
R SR SR R
R SR R R
R SR R R
R SR R R
R R SR SR R
AR SR SR R
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Procedure 2. Installing the SDS Application (All SDS NOAM Sites)

Step Procedure

Result

Select Exit

I:' then press the

<ENTER> key

S A 8 A8 8 A8 8 08 8 A8 8 A8 8 A A A A A A A A A A A A A A A A A
A A 8 A8 8 A8 8 08 8 A8 8 A8 8 A A A A A A A A A A A A A A A A
A A A8 8 A8 8 A8 8 A8 8 A8 8 A A A A A A A A A A A A A A A A
S A 8 A8 8 A8 8 A8 8 A8 8 A8 8 A A A A A A A A A A A A A A A
A A 8 A8 8 A8 8 A8 8 A8 8 A8 8 A A A A A A A A A A A A A A A A A
S A 8 A8 8 A8 8 A8 A8 A8 8 A8 8 A A A A A A A A A A A A A A A A A A
EEEEEEE S EEEEEEEEEEEEEEEEEEE LT
UMVT Validate Utility v2.3.4, (c)Tekelec, May 2014
Validating /var/TKLC/upgrade/SDS-8.1.0.0.0_80.16.0-x86_64.iso
Date&Time: 2016-08-09 08:20:01

Volume ID: 8.1.0.0.0_80.16.0

Part Number: N/A

Version: 8.1.0.0.0_80.16.0

Disc Label: DSR

Disc description: DSR

The media validation is complete, the result is: PASS

CDROM is Valid

PRESS ANY KEY TO RETURN TO THE PLATCFG MENU.

lgggggggggggggagggggu Choose Upgrade Media Menu tgggggggggoggggagggdgl

0.0.0_80.16.0—:{86_64.130 - £.0.0.0.0 80.16.0

uds(s(eie(sgeieeisie(s(s(s(s(s(s(e(s(sisseeee{eiolsiols (s (s (oo (e (e fe(ofoio(s (s (s (s (o (o (s (s (s in (s {e feie(e (s (s (s (s (s (s s (s s s n]

From the “platcfg”
Main Menu...

|:| Select Initiate

Upgrade then press
the <ENTER> key

Logggaggu Upgrade Menu tggggaaaglk

WValidate Media
Early Upgrade Checks

Copy USE Upgrade Image
Hon Tekelec RPM Management
Accept Upgrade

Reject Upgrade

Exit

usgeie(s(eisie(sisie (s (rinie (s (rinie (s (sinie (s (e (s (e (e ]
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Procedure 2.

Installing the SDS Application (All SDS NOAM Sites)

Step

Procedure

Result

19.

[]

Verify that SDS
application release
shown matches the
target release.

Press the <ENTER>
key to start the SDS
application install

laaaaaaqaaaaqaggdgggqu Choose Upgrade Media Menu tgggagaaaaaaaaaaaddddk

CoROM
SD5-8.0.0.0.0 80.16.0-X86_64.is0

Exit

mogaggaaIgaoaaagaaggggaagaaaaagdgaaaqaaaagaaagagiaaoaaagagaaadaqaoaaaadgdd

20.

Output similar to that
shown on the right
may be observed as
the SDS application
install progresses.

Determining if we should upgrade...
1 product is TPD
1 product record ex

[Stopping cron
ing for
ling public key /mnt/
alling public key /mnt/upgrade
Installing public key /mnt/upgra

rade/pub_kel JSQL_public_key.asc. ..
pgrade/pub_keys, {EY-redhat-beta
pyrade/pub_| /RPM-GPG-KEY-redhat-rel

urrent platform ver
Target platform ver
Minimum supported version:
Upgrade from same release

[Evaluate if there are any
[Evaluating if there are p

Output similar to that
shown on the right
may be observed at
the completion of
the Application
install.

Executing daB1_sds_app_e
8 app_enable.sh:
Applicat Enabled.
Rumning susr/TKLC/plat/binsservice_conf reconf ig

UPGRADE 1S COMPLETE
Waiting for reboot

Updating platform revision file...

A reboot of the server is required.
The server will be rebooted in 16

22.

After the server has
completed reboot,
log into the HP
server as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.

Password: <admusr_ password>

23.

Verify that the output
contains the line
shown to the right
indicating a
successful
installation of SDS
application software.

$ grep COMPLETE /var/TKLC/log/upgrade/upgrade.
1321462900:: UPGRADE IS COMPLETE

log
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Procedure 2.

Installing the SDS Application (All SDS NOAM Sites)

Step

Procedure

Result

24.

[]

Execute
verifyUpgrade
command to verify
status of upgrade.

Verify that SDS
application release
shown matches the
target release

$ sudo verifyUpgrade

NOTE: This command should return no output on a healthy system. If any error are reported,
please stop and contact Accessing My Oracle Support (MOS) for the assistance

$ rpm -ga |grep sds
TKLCSDS-8.1.0.0.0 80.16.0.x86 64

Accept upgrade to
the Application
Software.

$ sudo /var/TKLC/backout/accept

Called with options: --accept

Loading Upgrade: :Backout: :RPM

Accepting Upgrade

Setting POST UPGRADE ACTION to ACCEPT in upgrade info.

Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.
INFO: Removing '/var/lib/prelink/force' from RCS repository

INFO: Removing '/etc/my.cnf' from RCS repository

Put the server in
trusted time mode

S tw.setdate —-trusted

Current time: 10/22/2014 16:25:07.869

Exit from the
command line to
return the server
console to the login
prompt.

S exit

Repeat this procedure for each RMS server installed in the cabinet before continuing on to the next
procedure (e.g., SDS NOAM A, SDS NOAM B, Query Server).

THIS PROCEDURE HAS BEEN COMPLETED
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5. Configuration Procedures

5.1 Configuring SDS Servers A and B (1°' SDS NOAM Site Only)

Assumptions:

This procedure assumes that the SDS Network Element XML file for the Primary Provisioning
SDS site has previously been created, as described in Appendix E.

This procedure assumes that the Network Element XML files are either on a USB flash drive or
the laptop’s hard drive. The steps are written as if the XML files are on a USB flash drive, but the
files can exist on any accessible drive.

This procedure requires that the user connects to the SDS GUI prior to configuring the first SDS server.
This can be done either by one of two procedures:

1. Configuring a temporary external IP address, as described in Appendix B

2. Plugging a laptop into an unused, unconfigured port on the SDS NOAM-A server using a direct-
connect Ethernet cable, as described in Appendix C.

Procedure 3.

Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step

Procedure

Result

1|.:|

SDS NOAM A:
Connect to the SDS
GUI.

Execute Appendix C. Establishing a Local Connection for Accessing the

SDS GUI

Hk

SDS NOAM A:

Launch an approved
web browser and
connect to the SDS
NOAM A IP address
using
https://192.168.100.11

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:

“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercg
Server.

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

k¥ Continue to this website (not recommended).

® More information
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Procedure 3.

Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step Procedure

Result

3 SDS NOAM A:

|:| The user should be
presented the login

screen shown on the

right.

Login to the GUI using
the default user and
password.

ORACLE

Oracle System Login

Tue May 31 14:34:34 2016 EDT

Login
Enter your username and password ta log in

Username:
Password: |

Change password

Login

Welcome to the Cracle System Login

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.

Copyright @ 2010, 2016, Oracle andior its affiliates. All rights reserved

SDS NOAM A:

The user should be
presented the SDS
Main Menu as shown
on the right.

Communications Diameter Signal Router Full Address Resolution

=] g Main Menu

[E <3 Administration Main Menu: [Maln]

8.0.0.

(4] General Options
[+ ] Access Control
[+ (7 Software Management
[+l (] Remote Servers
[=] =3 Configuration
=] =3 Networking
[0 Networks
[E) Devices
[ Routes
[ services
[ servers
[ server Groups M
[©) Resource Domains
@ Places
[0 Place Associations
[ [ DSCP
[=) -3 /Alarms & Events
[ view Active

This is the user-defined welcome message
It can be modified using the ‘General Options’ item under the ‘Admir

Login Name: guiadmin

Last Login Time: 0000-00-00 00:00:00

Last Login IP:
Recent Failed Login Attempts: 0

SDS NOAM A:
1) Select...

Main Menu

- Configuration
- Networking
- Networks

...as shown on the
right.

2) Select the
“Browse” dialogue
button (scroll to bottom
left corner of screen).

(= & Main Menu

Main Menu: Configuration -> Networking -> Networks
[ 3 Administration

5] General Optians
3] (7 Access Control
[5] (1 Sofware Management
(5] (7 Remote Servers
[ &3 Configuration
[E] 3 Networking
[ Networks
[0 Devices
[ Routes
3 services
[ seners
[3 server Groups
[ Resource Domains -
[3 Places
[1] Place Assosiations
[5] 7 DSCP
[ 3 Alams & Events
[@ View Active
[ View History
[@) View Trap Log
[ £ Security Log
[+ [ Status & Manage
[¥] 7 Measurements
[ 3 Communication Agent Insert
[ (1508

Global

Network Name Network Type  Default  Locked  Routed  VLAN

Report Insert Network Element

Sun

Configured

Interfaces  NeMork

To create a new Network Element, upload a
[ Choose File | No file chosen

1
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Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step Procedure

Result

6 SDS NOAM A:
- Note: This step

I:' assumes that the xml

files were previously

prepared, as described

in Appendix E.

1) Select the location
containing the site
xml file.

2) Select the .xml file
and click the “Open”
dialogue button.

& Choose File to Upload

e |
@j" €« bbelyl (\ncnallb.tekelec.c.. » DTS3

h | *+ | | Search DTS3

Organize » New folder
Bl Desktop “  Mame
4. Downloads

. Recent Places

| SDS_NOAMP
‘@& SkyDrive

1 SD5_50AM

m

= Libraries
3 Documents
,J'. Music
[ Pictures
B Videos

1% Computer
£, 0sDisk (C)
¥ bbelyi (\\ncnal0b
5 m_drive (\ncnall

|| sDS_DR_NOAMP

¥ Datem

11/13/2014 11:
11/13/2014 11
11/13/2014 11:

5 s_public (\ncnadt = < |

File name: SDS_MOAMP

I

+ |All Files (%)
Open |v [

=

odified

SDS NOAM A:

Select the “Upload
File” dialogue button
(bottom left corner of
screen).

[=] €3 Alarms & Events
[0] View Active
[0 View History
[2) View Trap Log
[&] £ Security Log
[+] (21 Status & Manage
(+] (1 Measurements
(&l (07 Communication Agent

Insert

Report Insert Network Element.

To create a new Network Element, upload a valid ¢

Choose File | SDS_NOAMP.xml Uplc

1 ™80S -

opyright @ 2010, 2016, Oracle and/or its affiliates. A

SDS NOAM A:

If the values in the
xml file pass
validation rules, the
user must select the
Info box to receive a
banner information
message showing that
the data has been
successfully validated
and committed to the
DB.

NOTE: You may have

Main Menu: Configuration -> Networking -> Networks

Infa -

Info

o

» Metwark Element insert successful fram Amp/SDS_NOAMPxmI.

Main Menu: Configuration -> Networking -> Networks

Sun Jun
to left mouse click the Info
“Info” banner option
in order to see the Global | SDS_NE
banner output. )
Network Name Network Type  Default  Locked  Routed  VLAN Configured o
Interfaces
Xl OAM Yes Yes Yes 14 aJ 10.240.
M1 OAM No Yes No 15 a 169254
1
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Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step Procedure Result
9. SDS NOAM A: = ’%gi;;::imm Main Menu: Configuration -> Networking -> Services
D 1) Select Fl’] General Options
o [%] [C] Access Control
. [+] ] Software Management Name Intra-NE Network Inter-t
w [+] (] Remote Servers OAM Unspecified Unspe
. . = =3 Configuration
9 CO nf|gurat|on = ﬁNemomng Replication Unspecified Unspe
. [£] Networks Signaling Unspecified Unspe
->NetWOrk|ng [£ Devices HA_Secondary Unspecified Unspe
[£] Routes HA_MP_Secondary Unspecifisd Unspe
9 SerV|CeS D Es;&:ces Replication_MP Unspecified Unspe
~ ComAgent Unspecified Unspe
...as shown on the ] Servererous
; [2) Resource Domains
I’Ight. [ Places
[0 Place Associations Edit = Report
2) The user will be w nsep
presented with the
“Services”
configuration screen
as shown on the right.
3) Click Edit.
Page | 27 E88531-01



SDS Initial Installation and Configuration Guide

Procedure 3.

Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step

Procedure

Result

10.

[]

SDS NOAM A:

1) With the exception
of “Signaling” which
is left “Unspecified”,
set other services
values so that all Intra-
NE Network traffic is
directed across IMI
and all Inter-NE
Network traffic is
across XMlI.

2) Select the “Apply”
dialogue button.

3) Click OK in new pop
up GUI to change the
effect.

Main Menu: Configuration -> Networking ->» Services [Edit]

Services

Hame

OAM

Replication

Signaling

HA_Secondary

HA_MP_Secondary

Replication_MP

ComAgent

Ok Apply

100.65.33.69 says:

Intra-NE Network Inter-HE Network

INTERNALIMI

INTERNALIMI

Unspecified

INTERNALIMI

INTERNALIMI

INTERNALIMI

INTERNALIMI

Cancel

INTERNALXMI E|
INTERNALXMI E|
Unspecified E|
INTERNALXMI E|
INTERNALXMI E|
INTERNALXMI E|

INTERNALXMI E| I/\\5

B B E B B E  E]

You must restart the applications running on all servers to apply any

services changes.

TO RESTART: Use "Restart” butten under Status & Manage->Server tab,

ComAgent

Cance'
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Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step Procedure

Result

SDS NOAM A:
11.

|:| 1) The user should

now click the “Info”
tab to be presented
with a banner
information message
stating “Data

Main Menu: Configuration -> Networking -> Services [Edit]

o = Data committed!

committed” Name Intra-NE Metwork  Inter-ME Network
2) Click OK. OAM M [v]  xMifw]
Replication Ml [+]  HMi[v]
Signaling Unspecified| |  XMi[v]
HA_Secondary Mi [»] @ xmi]w]
SDS NOAM A: : N . .
12. Main Menu: Configuration -> Networking -> Services
I:‘ The user will be Tue May 31 15:01:02 2018 EOT
presented with the
“Services”

configuration screen
as shown on the right

Name Intra-ME Network Inter-NE Network
OAM (1] ¥MI
Replication [LT]] XM
Signaling Unspecsfied XM
HA_Secondary [LU]] XM
H4_MP_Sescondary (1] ¥MI
Replication_MP 10| XM
ComAgent [LU]] XM
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Procedure 3.

Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step Procedure Result
13. SDS NOAM A: : J—_"fa" Men A Main Menu: Configuration -» Servers
|:| 1) Se|ect + 1 idmﬁn strj.tu"n
- :"«..GI'I iguranon
Main Menu =) (3 Netwarking
m i ] netwerks Host Rol System ID
guratlon 3 Devices ostname ole ystem
- Servers [[) Routes
...as shown on the (] services
. 3 Servers "
rlght' 3 Server Groups
2 « ” :l Resource Domains
) Select the “Insert [ Piaces
dialOgue bUtton- 3 Place Associations
s (] DscP Insert Report

=] i Alarms & Events

Note: This step thru the last step of this procedure need to be done for both
servers SDS NOAM A and SDS NOAM B.

SDS NOAM A:

The user is now
presented with the
“Adding a new
server” configuration
screen.

Adding a new server

Attribute

Hostname *

Role *

System 1D

Hardware Profile

Network Element Mame *

Location

Ok Apply

Cancel

Value

- Select Role -

v

SD5 HP ¢-Class Blade W1 v|

- Unassigned -|v|
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Procedure 3. Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step Procedure Result
15 SDS NOAM A: Attribute Value Description
D Input the assigned Unigue name for the server. [Default
“hostname” for the Range = A4 20-character string. Valid
Hostname * sds-no-a characters are alphanumeric and mir
SDS NOAM (A or B) Must start with an alphanumeric and
an alphanumeric.] [& value is require
|
SDS NOAM A:
16 Role * AH&P Select the function of the server [4
D Select “NETWORK SYSTEM OAM required.]
OAMG&P?” for the Me_
server “Role” from the QUERY SERVER S
pull-down menu. [
|
SDS NOAM A:
17 . System 1D for the NOAMP or S0AM
Input the assigned System 1D sds-no-g| X [Default = nis. Range = A 84-charsc

Walid velue is any text string.]

hostname again as the
“System ID” for the
SDS NOAM (A or B). ’

18 SDS NOAM A: For Gen8 select “SDS HP Rack Mount” from the Hardware Profile pull-down
: menu.
|:| For Gens:
Select “SDS HP Rack Walid value is any tesxt strin
Mount” for the 5DS HP c-Class Blade V1
. SD5S HP Rack Mount
Hardware Profile for S0E Cloud Guest
the SDS from the pull- Hardware Profile Hardware profile of the sen
SDS HP c-Cl Blade W2
down menu. SDS HP o-Class Blade VO
For Gen9 Select “SDS HP Gen9 Rack Mount” from the Hardware Profile pull-
down menu.
For Geng9: Hardware Profile SDS TVOE Guest v
Select “SDS HP Gen9
Rack Mount” for the SDS TVOE Guest
Hardware Profile for SDS HP ¢-Class Blade V0
down menu. SDS Cloud Guest
SDS HP Gen9 Rack Mount
SDS HP c-Class Blade W1
Location SDS ESX] Guest
SDS HP Rack Mount
]
SDS NOAM A:
19.
D Select the Network Network Element Name *  SDS_NE ﬂ E:::iici;:"]a network slement |
Element Name for the '

SDS from the pull-
down menu.
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Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step

Procedure

Result

20.

[]

SDS NOAM A:

Enter the site location.

NOTE: Location is an
optional field.

Location Bangalore

Location description [Default="".
15-character string. Valid value is
string.]

SDS NOAM A:

1) Enter the
MGMNT_VLAN IP
address for the SDS
Server.

2) Set the
MGMNT_VLAN
Interface to “bond0”
and “check” the
VLAN checkbox.

3) Enter the IMI IP
address for the SDS
Server.

4) Set the IMI Interface

to “bond0” and
“check” the VLAN
checkbox.

OAM Interfaces [At least one interface is required.]:
Network IP Address

MGMT_VLAN (191.168.1.0/22) 191.240.1.11

INTERNALXMI (10.240.20.0/22)

10.240.20.2

INTERNALIMI (192.168.2.0/24) 192.168.2.100

Interface

bond0 LA

bond1 v WLAP

bond0 LA

SDS Server

. Network
(Primary NOAM)

IP Address

VL4

Interface Chec

MGMNT_VLAN
SDS-A

169.254.1.11

IMI

169.254.100.11

bond0 /

MGMNT_VLAN
SDS-B

169.254.1.12

IMI

169.254.100.12

bond0 /

NOTE_1: These IP addresses are based on the info in the NAPD and the

Network Element Config file

NOTE_2: The MGMT_VLAN should only be present when 4948E-F
AggregationSwitches are deployed with SDS NOAM / Query Server RMS. If the
MGMT_VLAN is not present, the IMI network values shown above still apply.
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Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step

Procedure

Result

22.

[]

1) Enter the customer
assigned XMl IP
address for the SDS
Server.

Layer 3

(No VLAN tagging
used for XMl)

2) Set the XMI
Interface to “bond1”
and “DO NOT check”
the VLAN checkbox.
-OR -

Layer 2

(VLAN tagging used
for XMI)

2) Set the XMI
Interface to “bond0”
and “check” the
VLAN checkbox.

INTERNALXMI (10.240.20.0/22) 10.240.20.2 bon v WLAR
SDS Server VLAN tagging VLAN
(Primary NOAM) MEEHEIS (on XMI network) lserese Checkbox
SDS NOAM No bond1l x
Server XMI
(A or B) Yes bond0 /

11 CAUTION !

It is crucial that the correct network configuration be selected in Steps 21 & 22 of
this procedure. Choosing an incorrect configuration will result in the need to re-
install the OS and restart SDS instalation procedures over from the beginning.

SDS NOAM A:

1) Click the “NTP
Servers:” “Add”
dialogue button.

2) Enter the NTP

NTP Servers:

NTP Server IP Address

NTP Servers:

NTP Server IP Address

Prefer

Prefer

Server IP Address for Adt
an NTP Server.
10.240.21.191 Remo
3) Enter 3 NTP Server NTP Servers:
IP address, repeat (1)
and (2) to enter it. NTP Server IP Address Prefer
4) Optionally, click the 10.240.21.191
“Prefer” checkbox to
prefer one NTP Server 10.240.21.152
over the other.
10.240.21.193 ©
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24,

[]

SDS NOAM A:

1) The user should be
presented with a
banner information
message stating “Pre-
Validation passed”.

2) Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Infoa =

Info

o * Pre-Validation passed - Data NOT commitied ...

Attribute Value

Hostname * 50s-50-a

Network IP Address

XMI (10.240.108.0/26) 10.240.108.21
IMI {169.254.2.0/26) 168.254 2 11
NTP Servers:

NTP Server IP Address

10.250.32.10

Ok Apply  Cancel

Prefer

Page | 34

E88531-01



SDS Initial Installation and Configuration Guide

Procedure 3.

Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step

Procedure

Result

25.

[]

SDS NOAM A:

If the values provided
match the network

Main Menu: Configuration -> Servers [Insert]

ranges assigned to the i Info_ =
SDS NE, the user Info
must select the Info
box to receive a . Data committed!
banner information '
message showing that
the data has been DI SITE
validated and
committed to the DB.
Hostname * sds-so-a
26 SDS NOAM A: =1 Jgh Main Menu Main Menu: Configuration -> Servers
’ £ 1] Adminiztration Tue May 31 15:28:12 20
|:| Select... = = CGﬂﬁgulalC}j
Main Menu O
- ﬂg::;::ﬁ Hostname Role System ID é?;ﬁ- IPE‘IE::::: Location Place Dietails
- Configuration - .
g .jRouh.es N _ Metwork SDE_M Bangalo KM.-.'
j Services sd=-no-3 OAMEP sdE-no-3 10.240.108.
S Servers 3 Servers - = IMI: 189 25¢
7 Server Groups
...as shown on the ﬂ Resourcs Domains
rlght. [7 Places
j Placs #ssaciztions
3 [ DSCP
] [] Alarms & Evenis
] ] Security Log
+] [ Status & Manage
+] ] Measurements
+] ] Communication Agent
3 [ 508
|
|
SDS NOAM A:
27. . . Hostname Raole System ID g?;fr Er:;::: Location Place Details
I:' The “Configuration £
” 4 -
->Servers” screen Network ) _ Bangsiar XM N
should now show the ( sds-nc-a oaMER  S9s-no-s SDE_NE 10.240.108.

newly added SDS
Server in the list.

IMI: 169.254
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Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step Procedure Result
28. SDS NOAM A: Main Menu: Configuration -> Servers
I:' 1) Use the cursor to - Tus May 31 15:28:13
select the SDS Server
entry added in Steps
13 - 25. Hostname Raols System 1D ger;';ﬂ Eﬁmm Location  Placse Deetails
The row Containing the sdz-no-3 Metwork =ds-no-a 505 _ME Bangalore KM_I: 1I124C'.1I
desired SDS Server CAMEs LT
should now be
highlighted.
2) Select the “Export”
dialogue button.
Insert  Edit  Delete  Export  Report
|
og. | SDSNOAMA: Main Menu: Configuration -> Servers
The user must select
I:' the Info box to receive Infio =
a banner information Info
message showing a T ~ S
download link for the o = Exported server data in TKLCConfigData.sds-no-a.sh ma]redoumloadea
SDS Server —
configuration data. sesnes OAMEF ST S0=_E E
Click on the word Note: You may be required to click the Info tab to display the Info

“downloaded” to
download and save
the configuration file.

banner shown here.

30. SDS NOAM A:
|:| 1_) Click the “Save”
dialogue button.
2) Save the
SDS Server

configuration file to a
USB flash drive.

File Download

Do you want to open or save this file?

] Mame: TKLCConfigData.sds-mrsvnc-a.sh
Type: sh_auto_file

From: 10.250,55.124

Dpen l l Save ] | Cancel |

“Wwhile files from the Internet can be useful. some files can potentially
harm pour computer. IF you do not trust the source, da not open ar
save this file. ‘Whal's the risk?

Save As.

Savein | < USE E:) ¥ o E

&

My Recent
D

ecen
ocumert
@
eskioy

Deskiop

e

SDS Server NOAM A
or B:

Access the server
console.

Connect to the SDS NOAM-A and SDS NOAM-B console using one of the access

methods described in Section 2.3.
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Step

Procedure

Result

32.

[]

SDS Server NOAM A
or B:

1) Access the
command prompt.

2) Log into the server
as the “admusr” user.

login: admusr
Using keyboard-interactive authentication.

Password: <admusr_password>

SDS Server NOAM A
or B:

Insert the USB flash
drive containing the
server configuration
file into the USB port
on the front panel of
SDS Server.

Figure 3 — HP DL380 Gen8: Front Panel (USB Port)

—
¥

Figure 4 — HP DL380 Gen9: Front Panel (USB Port)

SDS Server NOAM A
or B:

Output similar to that
shown on the right will
appear as the USB
flash drive is inserted
into the SDS Server
front USB port.

$ sd 3:0:0:0:
sd 3:0:0:0:
<ENTER>

[sdb] Assuming drive cache: write through

[sdb] Assuming drive cache: write through

NOTE: Press the <ENTER> key to return to the command prompt.

SDS Server NOAM A
or B:

Verify that the USB
flash drive’s partition
has been mounted by
the OS: Search df for
the device named in
the previous step’s
output.

$ df |grep sdb

/dev/sdbl
/media/sdbl

o©

2003076 8 2003068 1
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Step

Procedure

Result

36.

[]

SDS Server NOAM A
or B:

Copy the configuration
file to the SDS server

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

$ sudo cp -p /media/sdbl/TKLCConfigData.sds-mrsvnc-a.sh
/var/TKLC/db/filemgmt/ .

NOTE: If Appendix C was used to create this interface, un-configure the interface
before copying this file.

Unmount the USB
drive partition.

$ sudo umount /media/sdbl

$

BEREE

SDS Server NOAM A
or B:

Copy the server
configuration file to the
“Ivar/tmp” directory
on the server, making
sure to rename the file
by omitting the server
hostname from the file
name.

Example:
TKLCConfigData<.server_hostname>.sh =» will translate to =& TKLCConfigData.sh

$ sudo cp -p /var/TKLC/db/filemgmt/TKLCConfigData.sds-mrsvnc-
a.sh /var/tmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the
configuration file and automatically execute it when found.

SDS Server NOAM A
or B:

After the script
completes, a
broadcast message
will be sent to the
terminal.

**%* NO OUTPUT FOR =~ 3-20 MINUTES **x*

Broadcast message from admusr (Thu Dec 1 09:41:24 2011):
Server configuration completed successfully!
See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the
server.

NOTE: The user should be aware that the time to complete this step varies by
server and may take 3 ...20 minutes to complete.
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Step

Procedure

Result

40.

[]

SDS Server NOAM A
or B:

Remove the USB flash
drive from the USB
port on the front panel
of the server.

CAUTION: Itis
important that the USB
flash drive be
REMOVED from the
server before
continuing on to the
next step.

Figure 3 — HP DL380 Gen8: Front Panel (USB Port)

Figure 4 — HP DL380 Gen9: Front Panel (USB Port)

SDS Server NOAM A
or B:

Ignore the output
shown and press the
<ENTER> key to
return to the command

Broadcast message from admusr (Thu Dec 1 09:41:24 2011):
Server configuration completed successfully!
See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the
server.

<ENTER>

prompt.

SDS Server NOAM A | $ date
42. or B:

: Mon Aug 10 19:34:51 UTC 2015

Verify that the desired

Time Zone is currently

in use.
43 SDS Server NOAM A Example: $ sudo set_ini_ tz.pl <time zone>

or B:

If the desired Time
Zone was not
presented in the
previous step...

Configure the Time
Zone.

Otherwise, skip to the
next step.

Note:  The following command example sets the time to the “UTC” (aka GMT)

time zone which is recommneded for all sites.

The user may replace, as appropriate, with the customer requested time
zone for this site installation. See Appendix G for a list of valid time
zones.

$ sudo set_ini_tz.pl “Etc/UTC”

SDS Server NOAM A
or B:

Initiate a reboot of the
SDS Server.

$ sudo init 6
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45,

[]

SDS Server NOAM A
or B:

Wait ~9 minutes

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

[root@hostnamel

“1# bonding: bondB: Removing s

the permanent Hbladdr of eth@2 : 17456 - is
se by bondd. Set the HWaddr of ethBZ to a different add s to awid c

sonding: bond@: Warn
5till in

: bond@: releasing active interface ethB2

"ace ethlZ the new active one.
ve ethlZ

: bondB: making inte
: bondB: Removing :
onding: bond@: releasing interface ethl2
-1000c 6660 :87:008.8: ethl2: changing MIU from 15688 to 1568
bonding: bondl: Removing slave ethdl

SDS Server NOAM A
or B:

After the server has
completed reboot, log
into the server as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.

Password: <admusr_password>

47.

Run Accepting script.

[admusr@nassau-sds-so-b ~]$ sudo /var/TKLC/backout/accept
Called with options: --accept
Loading Backout::BackoutType: :RPM
Accepting Upgrade
Executing common accept tasks
Setting POST UPGRADE ACTION to ACCEPT in upgrade info.
Cleaning backout directory.
Clearing Upgrade Accept/Reject alarm.
Cleaning message from MOTD.
No patch pending alarm on server so no MOTD update.
Cleaning up RPM config backup files...
Checking /
Checking /boot
Checking /tmp
Checking /usr
Checking /var
Checking /var/TKLC
Checking /tmp/appworks temp
Checking /usr/openv
Checking /var/TKLC/appw/logs/Process
Checking /var/TKLC/appw/logs/Security
Checking /var/TKLC/db/filemgmt
Checking /var/TKLC/rundb
Starting cleanup of RCS repository.
INFO: Removing '/etc/my.cnf' from RCS repository
INFO: Removing '/etc/pam.d/password-auth' from RCS
repository
INFO: Removing '/etc/pam.d/system-auth' from RCS repository
INFO: Removing '/etc/sysconfig/network-scripts/ifcfg-eth0’'
from RCS repository
INFO: Removing '/etc/php.d/zip.ini' from RCS repository
INFO: Removing '/var/lib/prelink/force' from RCS repository
[admusr@nassau-sds-so-b ~1$
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Step Procedure Result
48 SDS Server NOAM A $ ifconfig |grep in
: or B: bond0 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
I:I 1) Verifythatthe IMI IP bond0.4 Link encap: HWaddr 98:4B:E1:6F:74:68
address and the bond inet ad8g:169.254.100.11 2 Bcast:169.254.100.255
VLAN configuration Mask:255.255.255.0
input in Step 21 has bondl Link encap:Ethexrne HWaddr 98:4B:E1:6F:74:6A
been correctly applied. inet ad@r:10.250.55.124 J»cast:10.250.55.255
Mask:255.255.255.0
2)V fy that the XMI eth01 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
erl at the
IP address and the eth02 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:6A
bond configuration ethll Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
input in Step 22 has ethl2 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:6A
been correctly applied. | 1o Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
NOTE: The server’s
XMI & IMI addresses
can also be verified by
reviewing the server
configuration through
the SDS GUI under
[Main Menu >
Configuration 2>
Server] screen.
49 SDS Server NOAM A $ ntpqg -np
: or B: remote refid st t when poll reach delay offset
|:| Use the “ntpq” Jieter
command to verify that | _
theserv_e(has h *10.250.32.10 192.5.41.209 2 u 1 64 1 0.176 -
con_nect(ljw;y_tot e 4 | 0-aas 0.093
gs&gng rlilr?_laaryan 10.250.32.51 192.5.41.209 2 u 2 64 1 0.174 -
econdary 0.445  0.002
server(s).

IF CONNECTIVITY TO THE NTP SERVER(S) CANNOT BE ESTABLISHED, STOP AND EXECUTE
THE FOLLOWING STEPS:

1) Have the Customer IT group provide a network path from the SDS NOAM Server XMI IP to
the assigned NTP Server IP addresses.

2) Once network connectivity is established to the configured NTP Servers, then restart this
procedure beginning with STEP 49.
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Procedure 3. Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step Procedure Result
50 SDS Server NOAM A $ sudo syscheck
) or B: Running modules in class system...
|:| Execute a “syscheck” OK
to verify the current Running modules in class proc...
health of the server. OK
Running modules in class net...
OK
Running modules in class hardware...
OK
Running modules in class disk...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail log
51 SDS Server NOAM A $ exit
: or B:
|:| Exit to return to the
login prompt.

I:I e Configure SDS Server B by repeating steps 13 — 50 of this procedure.

IF AGGREGATION SWITCHES ARE INSTALLED AND 4948E-F SWITCH CONFIGURATION
HAS NOT BEEN COMPLETED PRIOR TO THIS STEP, STOP AND EXECUTE THE FOLLOWING
PROCEDURES:

1) APPENDIX D-1
2) APPENDIX D-2 (Appendix E.2 references Appendix E.3 where applicable).
3) APPENDIX D-4

SDS Server NOAM A: | $ ping —¢ 5 169.254.100.12
[:j From SDS Server PING 169.254.100.12 (169.254.100.12) 56(84) bytes of data.
NOAM A, “ping” the 64 bytes from 169.254.100.12: icmp seg=1 ttl=64 time=0.020 ms
IMI IP address 64 bytes from 169.254.100.12: icmp seg=2 ttl=64 time=0.026 ms
configured for on SDS | 64 pytes from 169.254.100.12: icmp seq=3 ttl=64 time=0.025 ms
Server B. 64 bytes from 169.254.100.12: icmp seg=4 ttl=64 time=0.025 ms

64 bytes from 169.254.100.12: icmp seqg=5 ttl=64 time=0.026 ms

---169.254.100.12 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time
4000ms

rtt min/avg/max/mdev = 0.020/0.024/0.026/0.005 ms
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Procedure 3. Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step Procedure Result
54 SDS Server NOAM A: | $ ping —c 5 10.250.55.125
; PING 10.250.55.125 (10.250.55.125) 56(84) bytes of data.
[:] From SDS Server 64 bytes from 10.250.55.125: icmp seg=1 ttl=64 time=0.166 ms
NOAM A, “ping” the Lo - _ _ L
XMI IP address 64 bytes from 10.250.55.125: icmp seq=2 ttl=64 time=0.139 ms
configured for on SDS 64 bytes from 10.250.55.125: icmp seq=3 ttl=64 time=0.176 ms
Server B. 64 bytes from 10.250.55.125: icmp seg=4 ttl=64 time=0.209 ms
64 bytes from 10.250.55.125: icmp seq=5 ttl=64 time=0.179 ms
--- 10.250.55.125 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time
4000ms
rtt min/avg/max/mdev = 0.139/0.173/0.209/0.028 ms
55 SDS Server NOAM A: | $ ping —c¢ 5 10.250.55.1
Use “ping” to verify PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.
that SDS Server 64 bytes from 10.250.55.1: icmp_ seg=1 ttl=64 time=0.166 ms
NOANchanreaCh 64 bytes from 10.250.55.1: icmp seg=2 ttl=64 time=0.139 ms
the configured XMI 64 bytes from 10.250.55.1: icmp seg=3 ttl=64 time=0.176 ms
Gateway address -
64 bytes from 10.250.55.1: icmp seg=4 ttl=64 time=0.209 ms
64 bytes from 10.250.55.1: icmp_ seg=5 ttl=64 time=0.179 ms
--- 10.250.55.1 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time
4000ms
rtt min/avg/max/mdev = 0.139/0.173/0.209/0.028 ms
56 SDS Server B: $ ping -¢ 5 10.250.55.1
Use “ping” to verify PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.
that SDS Server B can | 64 bytes from 10.250.55.1: icmp seg=1 ttl=64 time=0.166 ms
reach the configured 64 bytes from 10.250.55.1: icmp seq=2 ttl=64 time=0.139 ms
XMI Gateway address | ¢, i oo from 10.250.55.1: icmp seq=3 ttl=64 time=0.176 ms
64 bytes from 10.250.55.1: icmp seg=4 ttl=64 time=0.209 ms
64 bytes from 10.250.55.1: icmp seqg=5 ttl=64 time=0.179 ms
--- 10.250.55.1 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time
4000ms
rtt min/avg/max/mdev = 0.139/0.173/0.209/0.028 ms
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Procedure 3.

Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step Procedure Result
SDS Server NOAM A:
57. =+ o~ o
) = o
|:| Disconnect the laptop T IIT T
from the Server CoE B
NOAM A, eth14 HP DL380p Gen8 Backplane
Ethernet port.
: ] [
:
BT T T
= &0 ] e
o e e e
ITTTT
A
il L bl Ll

For Gen9: Disconnect
the laptop from the
Server NOAM A,
eth08 Ethernet port.

Figure 5 — HP DL380 Gen8: Rear Panel (Ethernet)

Internal 4-Port NIC

HPE Ethernet 1Gb 4-port Ethernet Ports
331FLR Adapter (Flex LOM) Eth01-Eth04
eth05-eth08

Figure 6 — HP DL380 Gen9: DC (Rear Panel)
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Procedure 3.

Configuring SDS Servers A and B (1% SDS NOAM Site Only)

Step

Procedure

Result

58.

[]

switchlA:

Connect the laptop to
Port 44 of switch1A
(bottom switch).

Part 52
Port 48

Port 2

Part

Managerme

Figure 7 — Cisco 4948E-F Switch (Maintenance Access Port)

To Configure Port 44

$ sudo netConfig --device=<device name> setSwitchport
interface=<interface name> type=trunk

$sudo netConfig --device=<device name> setSwitchport
interface=<interface name> type=access

The device name should be the name of switch.
GE44

<device name>:

<interface name>:

Laptop:

Set a static IP address
and netmask within the
Management VLAN for
the laptop’s network
interface card
(169.254.1.100 is
suggested).

Reference Appendix C. Steps 6-7 if assistance is needed in modifying the
laptop’s network configuration.

SDS Server NOAM A:

Using SSH, login to
Server NOAM A using
its Management VLAN
IP address
169.254.1.11

login: admusr
Using keyboard-interactive authentication.

Password: <admusr password>

SDS Server NOAM A:

For Gen8: Delete
ethl4

For Gen9:
Delete eth08

For Gen8

$ sudo netAdm delete --device=ethl4

Interface ethl4 removed

For Gen9

$ sudo netAdm delete --device=eth08
Interface eth08 removed

THIS PROCEDURE HAS BEEN COMPLETED
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5.2 OAM Pairing (1st SDS NOAM Site Only)

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different

stages of the procedure. During the execution of a step, the user is directed to ignore errors related to
values other than the ones referenced by that step.

Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

lei|

SDS Server NOAM
A:

Launch an approved
web browser and
connect to the SDS
Server NOAM A IP
XMI address

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
server.

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

B9 Continue to this website (not recommended).

@ More information

SDS Server NOAM
A:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Tue May 31 14:34:34 2016 EDT

LogIn
Enter your username and password to log in

Username:
Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript

and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Qracle and Java are registered lrademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners,

Copyright @ 2010, 2016, Oracle and/or its affiliates. All rights reserved.
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Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

3.

[]

SDS Server NOAM
A:

The user should be
presented the SDS
Main Menu as shown
on the right.

[= =) Main Menu
& (1 Administration
[=1 £3 Configuration
[ 23 Networking
[] Networks
[1] Devices
(3] Routes
[ services
[ servers
[ server Groups
D Resource Domains
[ Places
[ Place Associations
& [ DSCP
[# (2] Alarms & Events 3
[#] (] Security Log
[#] (] Status & Manage
[+ [ Measurements
[ [ Communication Agent
(%] 1508

Communications Diameter Signal Router Full Address Resolution

8.0.0.0.0-80.3.1

Main Menu: [Main]

This is the user-defined welcome message.
It can be modified using the "General Options' item under the "Administ

Login Name: guiadmin
Last Login Time: 0000-00-00 00:00:00
Last Login IP:
Recent Failed Login Attempts: 0

SDS Server NOAM
A:

Select...
Main Menu

-> Configuration
- Server Groups

...as shown on the
right.

=] Main Menu
[+ [ Administration
[=] ‘=3 Configurafion
[F] ‘=3 Metworking
£ Networks
[£) Devices
(@) Routes
[0 services
[3) servers
[3) server Groups
[[) Resource Domains
[[) Places
[[) Place Associations
[ [ DSCP
[+] [ Alarms & Events
[+ [C] Security Log
[+] [ Status & Manage
[+] (O] Measurements
[+ 1 Communication Agent
& 3 SDS
& Help
[ Legal Nefices
(@ Logout

Main Menu: Configuration -> Server Grouj

Server Group Name Level Parent
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Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

5.

[]

SDS Server NOAM
A:

1) The user will be
presented with the
“Server Groups”
configuration screen
as shown on the
right.

2) Select the “Insert”
dialogue button from
the bottom left corner
of the screen.

Main Menu: Configuration -> Server GI’OLIpS

Server Group Name Level Parent Function

riucesses
4] ] Tasks
[7] Files

+| ] Messurements
+| [ Communication Agent
x| ] 5SD5

g Help W

™ Leoal Motices

Insert

Note:
“Insert” dialogue button visible

Connection

Count Servers

Report

The user may need to use the vertical scroll-bar in order to make the
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Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

6.

[]

SDS Server NOAM
A:

The user will be
presented with the
“Server Groups
[Insert]” screen as
shown on the right.

NOTE: Leave the
“WAN Replication
Connection Count”
blank (it will default to
1).

Main Menu: Configuration -> Server Groups [Insert]

Adding new server group

Field

Server Group Mame *

Lewel *

Parent *

Function *

WAN Replication Connection Count

Value

- Select Level -|v|

- Select Parent - | |

- Select Function - w|

1

Description

Unigue identifier used tc
characters are alphanun
digit.] [ value is reguire

Select ona of the Levels
Lewvel B groups are optic
required.]

Select an existing Serve

Select one of the Fumcti

Specify the number of T

associated with this Ser

Ok Apply Cancel
SDS Server NOAM
7. A: Field Value Description
|:| Input the Server Uniaue identi
Group Name. nique identifier used
Server Group Mame * sds_no_grp charactars are alphan
digit.] [& value is requ
SDS Server NOAM
8. A: Field Value Description
|:| Select “A” on the Uniaue identi
“Level” pull-down nique identifier used
Server Group Mame * sds_no_grp charactars are alphan

menu.

digit.] [& value is requ

Page | 49

E88531-01




SDS Initial Installation and Configuration Guide

Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

9.

[]

SDS Server NOAM
A:

Select “None” on the
“Parent” pull-down
menu.

Parent *

- Select Parent-

Select an existing Server Group or NONE [A value is require

SDS Server NOAM
A:

Select “SDS” on the
“Function” pull-
down menu.

Function *

- Select Function -
.| HONE
Select one of the Functions supporied by
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Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

11.

[]

SDS Server NOAM
A:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

o ‘ * Pre-Validation passed - Data NOT committed ...

Field Value Description

Vinirna idantifiar nead o lahal «

Main Menu: Configuration -> Server Groups [Insert]

nfa =

Adding new server group

Field Value Description
Unigue identifier u

Server Group Name * sds_no_grp characters are alp
digit.] [A walue is ny
Select one of the |

Level * A ﬂ Lewvel B groups are
required.]

Parent * MNOME ﬂ Select an existing

Function * sSDS ﬂ Select one of the |

Specify the numbe

WAN Replication Connection Count 1

associated with thi

Ok Apply Cancel
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Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

12.

[]

SDS Server NOAM
A:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Insert]

= Data committed!

Field Value

Description

Urnigue identif

Server Group Name * sds_no_grp characters are
digit.] [& wvalue
SDS Server NOAM o Min Mens . . .
13 = A Main Menu: Configuration -> Server Groups

A:

Select...

Main Menu

- Configuration
- Server Groups

...as shown on the
right.

4] (] Administration
=] ' Configuration

%] £y Networking

[ Metworks
. Server Group Name Level Parent
[0 Devices
3 Routes sds_no_grp A MOMNE
[ services
[ servers

3 Server Groups

[0 Resource Domains
[

Connection

Count Servers

Function

sDs 1

SDS Server NOAM
A:

The Server Group
entry added in Steps
6 — 12 should now
appear on the
“Server Groups”
configuration screen
as shown on the
right.

Main Menu: Configuration -> Server Groups

Server Group Name Level Parent Function

sds_no_grp A MNONE S0S

Connection

Count Servers

1
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Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

15.

[]

SDS Server NOAM
A:

1) Select the Server
Group entry added in
Steps 6 — 12. The
line entry should now
be highlighted.

2) Select the “Edit”
dialogue button from
the bottom left corner
of the screen.

Main Menu: Configuration -> Server Groups

Server Group Mame Level Parent Function gz::;!ntlnn Servers
{ sd=_no_gm fa inone {=Ds i

[ ————
J Resource Domains
:I Placas
™ Place Associations .
j Insert Edit Delete Report

+| ] DSCP

=] +— Alarms. & Events W

NOTE: The user may need to use the vertical scroll-bar in order to make the “Edit”

dialogue button visible.
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Procedure 4. Pairing the SDS NOAM Servers (1* SDS NOAM Site Only)

Step Procedure Result

SDS Server NOAM
16. A: Main Menu: Configuration -= Server Groups [Edit]

|:| The user will be

presented with the

“Server Groups Modifying attributes of server group : sds_no_grp
[Edit]” screen as
shown on the right. Flsld valug Deactipiion

Unigus Igantifer used to Ebel 3 Server Group. [Dafau

Sarver Group Nams * sis_no_am and must not start win 2 digh ] [A value bs required.]

Laval * A [] Salzct one of the Levals supponizd oy tha EyEtem [A v
Parent * MNOME [~] Salzct an exeting Server Soup [A valus fs raquirsd
Funchion * 505 [] Ealzct ong of the Funclions Eupported by the system |

Specify tha numbsar of TCP connections that will b2 ug
WAN Replication Connection Count 1 =

anda)]
50&_ME [ Prefer Metwork Element a8 spare
sanvar $G Incluslon Prefemed HA Roks
sdE-no-3 D Inciude In 5G D Prefar saner 35 Epare
sia-no- |:| Inciude In SG |:| Predar sarvar 35 Epare
WIP Assignment
VIP Address e
Ok | Apply | Cancel
SDS Server NOAM sarvar 5 Inclusicn Prafarmed HA Rok
17. .
A:
D SOE-MO-3 D Inciude In SG D Predar sarvar 35 Epare
Select the “A” server
and the “B” server
from the list of s8N0 [ Inswde n 556 [ Fresar senver 35 5pare

“Servers” by clicking
the check box next to
their names.

Page | 54 E88531-01




SDS Initial Installation and Configuration Guide

Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

18.

[]

SDS Server NOAM
A:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -= Server Groups [Edit]

S
Infa |
g
o - Pre-\alkation passad - Dats NOT commisiad .
Flald Value Deacripfion
Unigue |d=nt
Zarver Group Hame * sds no aro FFF:' . n.

oK anoal

SDS Server NOAM
A:

The user should be
presented with a

Main Menu: Configuration -= Server Groups [Edit]

banner information o - Comcommmen | |T¥er group : sds_no_grp
message stating
“Data committed”. Walug Deacription
SDS Server NOAM
20. A: WP Apsignment
D Click the “Add” VIF Adarsss
dialogue button for
the VIP Address.
SDS Server NOAM -
21. A.
|:| ' VIP Address d
Input the VIP | —
Address Cin2s0105.24 > —
Ok | Apply  Cancal

SDS Server NOAM
A:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -= Server Groups [Edit]

Infz~ =
Info |
e
o = Prealikdalion passad - Data NOT commitiad ...
TS " Descripflon
Urigue |dantifer usad to label & Server Gra
Zarver Group Mame * sds no aro q'l e [

10.240.108.24

u:u Cancal

Remove
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Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

23.

[]

SDS Server NOAM
A:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -» Server Groups [Edit]

:sd
o J— rver group : sds_no_grp

value Daecription

Jnigue lgentifer uead to k&

B e Maess b o

24,

SDS Server NOAM
A:

Click the “Logout”
link on the OAM A
server GUI.

T

JeeUpdates | Help | Logged InAccount guisdmin ﬂ@

IMPORTANT:

Wait at least 5
minutes before
proceeding on to the
next Step.

e Now that the server(s) have been paired within a Server Group they must
establish a master/slave relationship for High Availability (HA). It may take
several minutes for this process to be completed.

e Allow a minimum of 5 minutes before continuing to the next Step.

SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP Address
(VIP) assigned in
STEP 21 to the SDS
Server Group.

@) There is a problem with this website's security certificate.
A

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercd
Server.

We recommend that you close this webpage and do not continue to
'@' Click here to close this webpage.

B Continue to this website (not recommended).

@ More information
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Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

27.

[]

SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Tue May 31 14:34:34 2016 EDOT

LogIn
Enter your username and password to log in

Username:
Password: |

Change password

LogIn

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andior its affiliates.
Other names may be trademarks of their respective owners.

Copyright @ 2010, 2016, Oracle andfor its affiliates. All rights reserved.

28.

SDS VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

Communications Diameter Signal Router Full Address Resolution
6.0.0.0.0-80.3.1

[=] =) Main Menu
[ 3 Administration
[E {3 Configuration
[=] 3 Networking
[£) Networks
[£) Devices
[£] Routes
[©) services
[£) servers
[©) server Groups
D Resource Domains

Main Menu: [Main]

This is the user-defined welcome message.
It can be modified using the 'General Options' item under the "Administ

[0 Places

[£) Place Associations Login Name: guiadmin

( pscP Last Login Time: 0000-00-00 00:00:00
[E3]

[# [C] Alarms & Events.

[# (2] Security Log

[+ [ Status & Manage

[+ (] Measurements

[ (] Communicaticn Agent
= [ SDs

Last Login IP:
Recent Failed Login Attempts: 0

29.

SDS VIP:

Select...

Main Menu
- Alarms & Events
- View Active

...as shown on the
right.

= B Manen
- (3 Adminitanc

Main Menu: Alarms & Events > View Active

= 3 Connguranon T
= 3 Networking
] M
eda_no_grp
. EventiD Timegtamp savertly Product Process NE server
= Al Taxt anmhonat info
] Sarvar Groups 31282 2018-06-D5 10:34:06.09: CLEAR Piatform radek SD5_NE SOEN0-2
] Resource Domaine =
1 pes HA Mansgemant Faut
| 10z Azessanone R 31000 2016-06-05 10:34:05.09 ek s05_NE ]
5
1 Caoscr s Fam
= i Marme & Events 31228 2016-06-05 10:34:52.000 EDT MAJOR Piatform omha SD5_NE SOEN0-D
: ey S oo ARG s ey e e g 3SR

1w Tean 1 e
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Procedure 4. Pairing the SDS NOAM Servers (1* SDS NOAM Site Only)

Step Procedure

Result

DS VIP:
30. |°P°

|:| Verify whether or not
Event ID 10200
(Remote Database
re-initialization in
progress) is present.

= 5 Main Menu
= 3 Administrstion
5] Genersl Options
31 [ Access Control
= (1 Softwars Menagement
= 5l Remote Servers
[[] LDAP Authenticatio
[) SNMP Trapping
[] Data Bxport
[) DNS Configuration
= 3l Configuration
= 5l Networking
[ Metworks
[7] Devices.

Main Menu: Alarms & Events -> View Active (Filtered)

(=] Teie - (o]

sds_no_grp
Event ID Timestamp
Seq#
Alarm Text
10200 2018-03-05 11:38:23.040 EDT

53

Remote Datsbase re-initislization in prograss

Process NE

sowSospSere goo e
h !

Remcte Database re-initislization in prograss

IF EVENT ID 10200 (Remote Database re-initialization in progress) IS PRESENT,
DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED.

31 SDS VIP: = ff:;:::“w:r Main Menu: Status & Manage > Server R
I:' Select... Pr :H"“ —_— —_— — —
Main Menu -
- Status & Manage
- Server
) wewrace
] \eew Trap Log
...as shown on the B e arveee
right. R
32 SDS VIP: Main Menu: Status & Manage -= Server

1) The “A” and “B”
I:' SDS servers should
now appear in the
right panel.

2) Verify that the
“DB” status shows
“Norm” and the
“Proc” status shows
“Man” for both
servers before
proceeding to the
next Step.

Filier =

Sarver Hosiname

Eds-No-3
egs-no-b

Nedwork Element
SDE_NE

£05_NE

Sun Jun 05 10:35:35 20015 EDT
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Procedure 4. Pairing the SDS NOAM Servers (1* SDS NOAM Site Only)

Step Procedure Result
33 SDS VIP: Zarver Hostname Network Element Appl 3tafe  AIm DE E&Fﬁ:ﬂ"g Proc
D 1) Using the mouse, E0E-N0-2 J {508 _NE | Disablsd | ONEmI | Morm { Nam ! Man |
SE|ECt SDS Server sdz-no-b E0E NE POESHEEN ET  om Marm Man
NOAM A. The line
entry should now be il - ;E::L;:ﬂag
. . = | H
highlighted. T Network Blements
T Sarvar
2) Select the ] HA
“Restart” dialogue & Datapasca
button from the e
B P e A 0] Restart Reboct NTP C ort
bottom left corner of __IT:;EE"'E P e || R
the screen. . .
3) Click the “OK” Message from webpage @
button on the _ ) -
. . . I.-’ ‘-.I Are you sure you wish to restart application software
confirmation dialogue P on the following server(s)?
box. B sds-no-a
4) The user should be 0K ][ conce
presented with a \
confirmation message
(in the banner area) )
for SDS Server Main Menu: Status & Manage -= Server
NOAM A stating: i
“Successfully T L
restarted Lol
application”. T o = BUE-N0-3 Successfully restarsd applicatian. Appl state  Alm oe
EEE-N0-3 Enablad SR o
de-no-b D8 NE DOESESEN INEFN o
SDS VIP: - ff’:;ﬁ:;mm Main Menu: Status & Manage > Server e
34. " & g e
[ ] | Seteet- o e ——
:::‘:Z‘ sds-no-b SDSiNE DEEESEN e Horm Norm Man.
. ) e
Main Menu
- Status & Manage
- Server e
o) (1) Securiy Log
...as shown on the e
right. B
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Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step

Procedure

Result

35.

[]

SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “DB, Reporting
Status & Proc”
status columns all
show “Norm” for
SDS Server NOAM A
before proceeding to
the next Step.

Main Menu: Status & Manage -> Server

sarver Hostname Nsbwork Elsment

seno-a S05_NE

soeno-0 S05_NE

Sun 2un 0% 10:41:18 2016 B

Appi state 2am

== EmET— o o

DB Reporting status
Nom

OISO T o o

SDS VIP:

1) Using the mouse,
select SDS Server B.
The line entry should
now be highlighted.

2) Select the
“Restart” dialogue
button from the
bottom left corner of
the screen.

3) Click the “OK”
button on the
confirmation dialogue
box.

4) The user should be
presented with a
confirmation message
(in the banner area)
for SDS Server B
stating:
“Successfully
restarted
application”.

NOTE: The user may
need to use the
vertical scroll-bar in
order to make the
“Restart” dialogue
button visible.

Sarver Hostname. Network Element

nea DS NE

Appl Stata Aim

[} Regorting Status  Proc
Enabizg ENETE o Hom

Nam

{=oenot i305_NE

| INDISSIEENN | INERN | fom { hom

L) Ll SRy Ly
= -3 Stahs & Manage
T Network Elements
Sarvar

stop

Message from webpage

e

e

'-\.____,-'I on the following server(s)?
sds-no-b

[ &% Areyou sure you wish to restart application software

ok || cancel |

Restart Reboot  NTP Sync

Main Menu: Status & Manage -= Server

Filler =|: bfo =

Raport

Info
Zarver Hog

Eds-No-2 o

» gde-no-b: Succecsndly rastarted application.

EdE-NC-D
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Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step Procedure

Result

DS VIP:
37. |°

[]

Verify that the “Appl
State” now shows
“Enabled” and that
the “DB, Reporting
Status & Proc”
status columns all
show “Norm” for
SDS Server NOAM A
and SDS Server
NOAM B before
proceeding to the
next Step.

Main Menu: Status & Manage > Server
Flter =

Ssrver Hostname

Sur un 05 104508

Nstwark Elsmant
SDS_NE

Reporting Status  Froc
Noam Norm

sdnoa

s35-n0-b 505_NE Kam

IMPORTANT:

Wait at least 5
minutes before
proceeding on to the
next Step.

e Now that the server(s) have been restarted they must establish a master/slave
relationship for High Availability (HA). It may take several minutes for this process
to be completed.

e Allow a minimum of 5 minutes before continuing to the next Step.

SDS VIP:

If there is a context
switch, you may be
required to login
again.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Tue May 31 14:34:34 2016 EDT

LogIn
Enter your username and password to log in

Username:
Password: |

Change password

LogIn

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andfor its affiliates.
Other names may be trademarks of their respective owners.

Copyright @ 2010, 2018, Oracle andfor its affiliates. All rights reserved.
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Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step Procedure Result
: =] = Main M . . -
40 Sbsvip & MainMeny ~  Main Menu: Alarms & Events -> View Active
. +| (] Administration
[ ] | seteet- G Tass <
[=] ‘3§ Networking
[} Metwarks
Main Menu [) Devices sds_no_gmp
[ Routes
- Alarms & Events ) services s —— Timestamp
- View Active [1) servers = Alarm Text
[ Server Groups 14101 2016-06-05 10:40:40.471 EDT
[7] Rescurce Domains &0
...as shown on the [) Places Mo Remote Connections
right. Ell E':;?SMM[’”S 32532 2016-06-05 10:31:42.583 EDT
* 2
[=] iy Alarms & Events Server Upgrade Pending Accept/Reject
[0 View Active N
o . 32532 2016-06-05 09:35:07.517 EDT
) View History 25
[) View Trap Log Server Upgrade Pending Accept/Reject
+| [Z] Security Log
= £ Status & Manage
SDS VIP:
41 . sds_no_gmp
|:| Verify that Event ID
« Event ID Timest Severi Product P NE 5
14101 ( N0 remote Seq# ven Imestamp E\f%"w Toduc! TOCESS erver
.. . . Alarm Text Additional Info
provisioning clients
are connected”) is the 5 14101 2016-06-05 104040 471 EDT MAJOR 508 xds SDS_NE sds-no-a
Only a|arm present on Mo Remote Connections Slr&;JFr:‘T.FOMIRN for information enly [Listener.C:453] ~* Mo XML client connect...
the system at this
time.
42 SDS VIP: 5 B Meinhenu . Main Menu: Administration -» Remote Servers -> SNMP Trapping [Insert]
. = {3 Administration
%] Genersl Opfions
I:' Select... S
= j im;;ﬁemE1 SNMP Trap Configuration Insert for sds_no_grp
Main Menu [ LDAP Authanticatio

- Administration
- Remote Servers
- SNMP Trapping

...as shown on the
right.

] SMMF Trapping
[] Data Export
[1] DMS Configurstion
= (3§ Configuration
= ‘] Networking
] Networis
[] Devices
[] Routes
[] Services
[] Servers
[7] server Groups
[ Resource Domains
[] Piaces
[] Fiace Assacistions
1 [ DsCP
= 4 Alsms & Svents
] View Active

) Giobsl
Configuration Mode * - )
) Parsite

Manager 1

Manager 2

Manager 3

A configuration mode that deb
required ]

A remote manager to receive
address can either be a valid

and the port numiber. NOTE -
unique and case-insensitive. ©
canfigured. If the port isn't spe

Ses deseription for Manager 1

See description for Manager 1
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Procedure 4.

Pairing the SDS NOAM Servers (1% SDS NOAM Site Only)

Step Procedure Result
SDS VIP:

43.

I:' Selectively
1)Enable Version field Enabled Versions SNMPy2e 'SNI-.ﬂEv?c
changed to SNMPv2c only. 3} "SN
before you select OK SNMPV3 ]
2) Using the cursor Tea - Enabila or disabie Sh

! ps from Individual Servers [« Enabied

place a “check” in the Metworic OAMER ser
check box for “Traps
from Individual
Servers”.

) SMMPwv2 Privacy Type AES | w
3) Click the “Ok” ]
dialogue button
located at the bottom
of the right panel. SNMPw2 Password (TTTTITIY

Ok Cancel

SDS VIP:

Click the “Logout”
link on the server
GUL.

\ccount guiadmin ¥

Wed Mov 16 11:23:30 2016 UT

THIS PROCEDURE HAS BEEN COMPLETED
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5.3 Query Server Installation (All SDS NOAM Sites)

The user should be aware that during the Query Server installation procedure, various errors may be
seen at different stages of the procedure. During the execution of a step, the user is directed to ignore
errors related to values other than the ones referenced by that step.

Procedure 5.

Configuring the Query Server (All SDS NOAM Sites)

Step

Procedure

Result

lei|

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP address
(VIP) assigned to
Active SDS site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

'Q' Continue to this website (not recommended).

= More information

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE’

Oracle System Login

Tue May 31 14:34:34 2016 EDT

LogIn

Enter your username and password to log in

Username:

Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript

Unauthorized access is prohibited.

and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Qracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.

Other names may be trademarks of their respective owners.

Copyright @ 2010, 2016, Oracle and/or its affiliates. All rights reserved.

Page | 64

E88531-01




SDS Initial Installation and Configuration Guide

Procedure 5. Configuring the Query Server (All SDS NOAM Sites)

Step Procedure Result

3 Pri mary SDS VIP: Communications Diameter Signal Router Full Address Resolution 400008051

|:| The user should be & £ Man Menu Main Menu: [Main]

& (1 Administration
presented the SDS (] =3 Configuration
Main Menu as shown 5 &3 Netwarking
) [] Networks
on the right. 1 Devices
(3] Routes
[ services
[ servers
[ server Groups
% E:C(::E Domains It can be modified u;z‘gs Ilrjetrlg:ns:rraIdeofgidn\sf?tlgfnqiwg:&ﬁ?eg‘idminisﬂ

[ Place Associations Login Name: guiadmin
& O DSCP Last Login [g:Lg%EIPgEPD-DO 00:00:00
[# (2] Alarms & Events * Recent Failed Login Ailempts: 0
[#] (] Security Log
[#] (] Status & Manage
[+ [ Measurements
[ [ Communication Agent

& 1808

Primary SDS VIP: = 5 MsinMenu

= ‘3 Administration

I:I Select... §) GenarslOptions

o Main Menu: Configuration -> Servers

(] Access Control

(1 Sefiwars Management Hostname Role System ID Server Group
B ‘2l Remote Servers.

Main Menu [] LDAP Authenticatio sds-no-a Metwork QAMEF sds-no-a sds_no_grp

. . [©] SNMP Trapping

- Confi guration 0] st Expon sds-no-b Network OAMEP sds-no-b sds_no_grp

> Servers [7] ONS Configuration

= {23 Configuration

= ‘3 Networking
[ Metworks

...as shown on the ﬂ Devices
H Routes
rlght [ semvices

] senvers

[] server Groups

[7] Resource Domains

[] Fiaces

[] Fiace Assaciations
= [ DscP

Primary SDS VIP: = [ Security Log

=1 {4 Status & Manage

|:| Select the “Insert” T Metwork Elements
dialogue button. T Server

A HA

7% Database

T KPS

77 Processes

Insert Report
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Procedure 5.

Configuring the Query Server (All SDS NOAM Sites)

Step

Procedure

Result

6.

[]

Primary SDS VIP:

The user is now
presented with the
“Adding a new
server” configuration
screen.

Adding a new server

Attribute

Hostname *

Role *

System ID

Hardware Profile

Network Element Name *

Location

Ok Apply Cancel

Value

vl

- Select Role -

SD5 HP Rack Mount

- Unassigned - |

v

Primary SDS VIP:

Input the assigned
“hostname” for the
Query Server.

Adding a new server

Description

Unigue name for the server. [Default = n/a. Range
character string. Valid characters are alphanumer
minus sign. Must start with an alphanumeric and
alphanumeric ] [A value is required ]

Primary SDS VIP:

Select “QUERY
SERVER?” for the
server “Role” from
the pull-down menu.

Attribute Value
Hostname * gs-sds-1
Role * - Select Role -
NETWORK OAM&P
SYSTEM OAM
MP
System ID QUERY SERVER

Select the function of the server [A value is required.]

System |D for the NOAMP or SOAM server. [Default = n/a.
Range = A 64-character string. Valid value is any text string ]
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Procedure 5.

Configuring the Query Server (All SDS NOAM Sites)

Step Procedure

Result

9 Primary SDS VIP:

[]

For Gen8 Server

Select “SDS HP
Rack Mount” for the
Hardware Profile for
the SDS from the
pull-down menu.

For Gen9 Server:

Select “SDS HP
Gen9 Rack Mount”
for the Hardware
Profile for the SDS
from the pull-down
menu.

For Gen8 select “SDS HP Rack Mount” from the Hardware Profile pull-down menu.

SDS TVOE Guest ¥

505 TVOE Guest
SDS HP c-Class Blade VO
SDS HP c-Class Blade V2
SDS Cloud Guest
505 HP Gen% Rack Mount
S5DS HP ¢-Class Blade W1
5DS ESXI Guest

SDS HP Rack Mount

Hardware Profile

Network Element Name *

Location

Ok Apply Cancel

For Gen9 Server, Select “SDS HP Gen9 Rack Mount” from the Hardware Profile pull-
down menu.

508 TVOE Guest v

SDS TVOE Guest

SDS HP ¢-Class Blade VD
SDS HP c-Class Blade V2
SDS Cloud Guest

SDS HP c-Class Blade W1
SDS ESXI Guest

SDS HP Rack Mount

Hardware Profile

Network Element Name *

Location

Ok Apply Cancel

Primary SDS VIP:

Select the Network
Element Name of the
SDS site where the
Query Server is
physically located.

- Unassignad -

Network Element Name * [EEISH=

Select the network element [A value is required ]

Primary SDS VIP:

Enter the site
location.

Location description [Default = ". Range = A 15-character string

Location
Valid value is any text string ]

Bangalore

Note: Location is an optional field.
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Procedure 5.

Configuring the Query Server (All SDS NOAM Sites)

Step Procedure Result
12 SDS Server NOAM OAM Interfaces [At least one interface is required.]:
. A: Network IP Address Interface

|:| 1) Enter the . o -~
MGMNT_VLAN P MGMT_VLAN (191.168.1.0/22) 191.240.1.11 bor VLAN (2)
address for the Query
Server.

INTERNALXMI (10.240.20.0/22) 10.240.20.2 bor WLAN (3)
2) Set the
MGMNT_VLAN . N o
Interface to “bond0” INTERNALIMI (192.168.2.0/24) 192 168.2.100 bor WLAM (4)
and “check” the
VLAN checkbox.
VLAN
3) Enter the IMI IP Query Server Network IP Address Interface Checkbox
address for the Query
Server. SDS-QS MGMNT_VLAN | 169.254.1.13 bondo /
(Primary NE) IMI 169.254.100.13

4) Set the IMI SDS-QS MGMNT_VLAN | 169.254.1.16
Interface to “bond0” bond0 /
and “check” the (DR NE) IMI 169.254.100.16

VLAN checkbox.

Note: These IP addresses are based on the info in the NAPD and the Network
Element Config file.

Note: The MGMT_VLAN should only be present when 4948E-F
AggregationSwitches are deployed with SDS NOAM / Query Server
RMS. If the MGMT_VLAN is not present, the IMI network values shown
above still apply.
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Procedure 5.

Configuring the Query Server (All SDS NOAM Sites)

Step Procedure Result
13 1) Enter the customer
: assigned XMI IP INTERNALXMI {10.240.20.0/22) 10.240.20.2 bond1 ¥ VLAN (3)
address for the Query
Server.
VLAN tagging VLAN
Query Server Network (on XMI network) Interface Checkbox
Layer 3
(No VLAN tagging No bond1 X
used for XMI) SDS-QS M
Primary & DR
2) Set the XMI ( v ) Yes bond0 /
Interface to “bond1”
and “DO NOT
check” the VLAN
checkbox 111 CAUTION !
-OR - Itis crucial that the correct network configuration be selected in Steps 12 & 13 of this
procedure. Choosing an incorrect configuration will result in the need to re-install the OS
Layer 2 and restart the Query Server instalation procedure over from the beginning.
(VLAN tagging used
for XMI)
2) Set the XMI
Interface to “bond0”
and “check” the
VLAN checkbox.
14. iDS Server NOAM Y —
|:| 1) C|ICk the “NTP NTP Server IP Address Prefer
Servers:” “Add”
dialogue button. NTP Servers:
2) Enter the NTP NTP Server IP Address Prefer Add
Server IP Address
for an NTP Server. 10.260.32.10 O Remove
3) Enter 3 NTP NTP Servers:
Server IP address,
repeat (1) and (2) to NTP Server IP Address Prefer Add
enter it.
4) Optionally, click 10.250.32 51 O Remove

the “Prefer” checkbox
to prefer one NTP
Server over the other.

10.250.32.10 @ Remove
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Procedure 5.

Configuring the Query Server (All SDS NOAM Sites)

Step

Procedure

Result

15.

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Infa

-

Info

1

+ Pre-Validation passed - Data NOT committed

Aftribute Value
Hostname * ge-sds-1| ®
Network IP Address

XMI (10.240_103.0/26)

IMI {169,254 2 F26)

10.24D.108.23

169.254.2.12

Interface

xmi[v] [ WLAN [14)

imi [w] ] WLAN (15)

NTP Servers:
NTF Server IP Address Prefer Add
10.250.32.10 O Remove
Ok Apply  Cancel
Primary SDS VIP: - ] ]
16. y Main Menu: Configuration -> Servers [Insert]
|:| If the values provided
match the network Info *
ranges assigned to Info
the NE, the user must
select the Info box to o « [Dats committed!
receive a banner
information message TAfribute Value
showing that the data
has been validated
and committed Hostname * qgs-sds-1
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Configuring the Query Server (All SDS NOAM Sites)

Step Procedure Result
Primary SDS VIP:
- = Main Menu - .
17. 2 o A Main Menu: Configuration -> Servers
I:' Select... =] iy Administration
—,] General Options
Main Menu +| ] Access Control
. . "] Software Management ¢
- Configuration i g Hostname Role g
-] {3y Remote Servers
> Servers ) LDAP Authenticatio sdsno-a Network OAMEP s
[T SMNMP Trapping
...as shown on the j Diata Export sds-no-b Metwork OAMEP 5
right. [7] DNS Configuration
=) (3 Configuration gs-sds-1 Query Server
=] iy Networking
[7] Networks
[0] Devices
[7] Routes
[ zervices 1
&) servers
[3) server Groups
[7) Resource Domains
[ Places
18 Primary SDS VIP: Main Menu: Configuration -> Servers .
|:| The “Configuration : :
» Hostname Role System 1D Server Group Network Element Location Place Details
—~Servers” screen . oosr | , o e s 4 10240
now shows the newly e - i i e
added Query Server sdsnob e sds-no-b sds_no_am SDS_NE Bangalore m'fszaa
in the list. gs-sds-1 Query Server SDS_NE Sangalors I 10,240
19 Primary SDS VIP: Main Menu: Configuration -> Servers
: .
I:' Using the mouse,
select the Query Hostname Role System ID Server Group Network Element  Location Place
Server. The line sd5-n0-5 Network OAMER sds-no-a sds_no_gm SDS_ME Bangalors
entry Contalnlng the sds-no-b Network OAMS&P sds-no-b sds_no_gip SDS_NE Bangalore
Query Server should 5
now be highlighted. | [ — ST e
Page | 71 E88531-01




SDS Initial Installation and Configuration Guide

Procedure 5.
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Step Procedure

Result

Primary SDS VIP:
20. y

[]

Select the “Export”
dialogue button.

Main Menu: Configuration -> Servers

Server Network -
Hostname Role System ID Group e Location Place
Metwork
sds-no-a OAMER sds-no-a =ds_no grp  SDS_ME Bangalors
Metwork
sds-no-b OAMED sds-no-b =ds_no grp  SDS_ME Bangalors
Query
qs-sds-1 5 SDS_ME Bangalors
Inzert Edit Delete Export Report

Primary SDS VIP:

The user must select
the Info box to
receive a banner
information message
showing a download

Main Menu: Configuration -> Servers

[ Fiter ~]{ o+

Wed Jun 01 14:

Info

/\

Hostname

i

DXails
+ Exported server data in TKLCConfigData.qs-sds-1.sh may I€d ownloaded

I-10

link for the _Query_ sds-ne-a OAM&P as=no=a DY _NE——Bangare MI- 169
Server configuration :
data. me-sris Query ane NE  hannalos XMI: 0.
Click on the word
“downloaded” to
download and save
the file.
Primary SDS VIP: File Download 5l EE PR
22 — Savein | < USE (E:) - 0@ @
D 1) CIle the “Save” Do you want to open or save this file? 5 [*) T ConfigDatausds-mrsvnc-b.sh
dialogue button. Mame: TELCConfigData.gs-mrsvnc-1.sh Docimns
Type: sh_auto_Ffile, 1,89KE €
From: 10.250.55.125 Deskiop
2) Save the Query
Server configuration Open | [ Save | [Tancel ] | | oo
file to a USB flash o
driVe. lal “hile files from the Internet can be ugeful, some files can potentially M ot
" h. ter. If do not kst th . do not -
€ Saa\l‘ln; m;"filc:ao.ncsﬂaet!s tﬁeoﬁsk‘o? nat trust the source, da nat open ar ‘i —— -
By Network | Save as lpe: shDocument

Query Server:

Access the server
console.

Connect to the Query Server console using one of the access methods described in

Section 2.3.
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Configuring the Query Server (All SDS NOAM Sites)

Step

Procedure

Result

24,

[]

Query Server:

1) Access the
command prompt.

2) Log into the server
as the “admusr”
user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

Query Server:

Insert the USB flash
drive containing the
server configuration
file into the USB port
on the front panel of
the Query Server.

Figure 8 — HP DL380 Gen8: Front Panel (USB Port)

Figure 9 — HP DL380 Gen9: Front Panel (USB Port)

Query Server:

Output similar to that
shown on the right
will appear as the
USB flash drive is
inserted into the SDS
Server front USB
port.

$ sd 3:0:0:0: [sdb] Assuming drive cache: write through
sd 3:0:0:0: [sdb] Assuming drive cache: write through <ENTER>

NOTE: Press the <ENTER> key to return to the command prompt.

Query Server:

Verify that the USB
flash drive’s partition
has been mounted by
the OS.

$ df |grep sdb
/dev/sdbl 2003076 8 2003068 1% /media/sdbl

NOTE: Search df for the device named in the previous step’s output.

Query Server:

Copy the
configuration file.

$ sudo cp -p /media/sdbl/TKLCConfigData.gs-mrsvnc-1.sh
/var/TKLC/db/filemgmt/
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Configuring the Query Server (All SDS NOAM Sites)

Step

Procedure

Result

29.

[]

Query Server:

Copy the Query
Server configuration
file to the “/var/tmp”
directory on the
server, making sure
to rename the file by
omitting the server
hostname from the
file name.

Example:
TKLCConfigData<.server_hostname>.sh =» will translate to = TKLCConfigData.sh

$ sudo cp -p /var/TLKC/db/filemgmt/TKLCConfigData.gs-mrsvnc-1.sh
/var/tmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

Query Server:

After the script
completes, a
broadcast message
will be sent to the
terminal.

NOTE: This step
varies by server and
may take 3...20
minutes to complete.

*** NO OUTPUT FOR =~ 3-20 MINUTES ***

(Mon Dec 14 16:17:13 2009):

Server configuration completed successfully!

Broadcast message from admusr

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the
server.

Query Server:

Remove the USB
flash drive from the
USB port on the front
panel of Query
Server.

CAUTION: ltis
important that the
USB flash drive be
removed from the
server before
continuing on to the
next step.

Figure 11 — HP DL380 Gen9: Front Panel (USB Port)

Query Server:

Ignore the output
shown and press the
<ENTER> key to
return to the
command prompt.

Broadcast message from admusr (Mon Dec 14 16:17:13 2009):
Server configuration completed successfully!
See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the

server. <ENTER>
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33.

SDS Server NOAM
A or B:

Verify that the desired
Time Zone is
currently in use.

S date
Mon Aug 10 19:34:51 UTC 2015

SDS Server NOAM
A or B:

If the desired Time
Zone was not
presented in the
previous step...

Configure the Time
Zone.

Verify the timezone
was changed.
Otherwise, skip to the
next step.

Example: $ sudo set_ini_tz.pl <time_ zone>

NOTE: The following command example sets the time to the “UTC” (aka GMT) time zone
which is recommneded for all sites.

The user may replace, as appropriate, with the customer requested time zone for this site
installation. See Appendix G for a list of valid time zones.

$ sudo set_ini_ tz.pl “Etc/UTC”

$ date
Mon Aug 10 19:34:51 UTC 2015

Query Server:

$ sudo init 6

35.
|:| Initiate a reboot of the
Query Server.
36 Query Server: root@hostname "I init 6

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

rootBhostname1322832264 ~1# bonding: bond@: Removing slave ethB@2

onding: bond@: Warning: the permanent HWaddr of ethB2 - 98:4B:E1:74:16:36 - is
still in use by bondd. Set the HWaddr of ethB2 to a different address to avoid «
nflicts.

onding: bond@: releasing backup interface ethéZ
honding: bondB: Removing slave ethlZ
onding: bond@: releasis ive interface ethlZ

1006 ABBQ:67:808.8: ethl
honding: bondl: Removing s

hanging MIU from 1568 to 1560
ave ethdl

Query Server:

1) Access the
command prompt.

2) Login as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.

Password: <admusr_password>
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38. Query Server:

Accept upgrade to
the Application
Software..

[admusr@rlghnc-sds-QS ~]$ sudo /var/TKLC/backout/accept
Called with options: --accept

Loading Backout: :BackoutType: :RPM

Accepting Upgrade

Executing common accept tasks

Setting POST UPGRADE ACTION to ACCEPT in upgrade info.
Cleaning backout directory.
Clearing Upgrade Accept/Reject alarm.
Cleaning message from MOTD.
No patch pending alarm on server so no MOTD update.
Cleaning
Checking /
/boot

/ tmp

up RPM config backup files...

Checking
Checking
Checking /usr
/var
/var/TKLC

/tmp/appworks temp

Checking
Checking
Checking
Checking /usr/openv
Checking /var/TKLC/appw/logs/Process
/var/TKLC/appw/logs/Security
/var/TKLC/db/filemgmt
/var/TKLC/rundb

cleanup of RCS repository.

Checking
Checking
Checking
Starting
INFO:
INFO:
INFO:

INFO: Removing
RCS repository

Removing '/etc/my.cnf' from RCS repository

Removing '/etc/pam.d/password-auth' from RCS reposito

Removing '/etc/pam.d/system-auth' from RCS repository

'/etc/sysconfig/network-scripts/ifcfg-eth0'

INFO: Removing '/etc/php.d/zip.ini' from RCS repository
INFO: Removing

[admusr@rlghnc-sds-QS ~1$

'/var/lib/prelink/force' from RCS repository

ry

from

Query Server:

1) Verify that the IMI
IP address input in
Step 12 has been

2) Verify that the XMI
IP address input in
Step 13 has been
applied to “bond1”.

applied to “bond0.4”.

$ ifconfig |grep in
bond0
bond0.4

HWaddr 98:4B:E1:74:
Link encap: Hiigddr 98:4B:E1:74:

inet add%3169.254.100.13 _MBcast:169.254.

Mask:255.255.255.0
bondl Link

16:34
16:34
100.255

Link encap:Ethernet

HWaddr 98:
Brast:10
HWaddr 98:4B:
HWaddr 98:4B:
HWaddr 98:4B:
HWaddr 98:4B:
encap:Local Loopback
addr:127.0.0.1 Mask:255.0.0.0

4B:E1:74:16:36
.250.55.255

E1:74:16:34
E1:74:16:36
E1:74:16:34
E1:74:16:36

encap:Ethernet
inet add(
eth01 Link
eth02
ethll
ethl2

lo

encap:Ethe
Link encap:Ethernet
Link encap:Ethernet
Link encap:Ethernet
Link

inet

Mask:255.255.255.0

Page | 76

E88531-01




SDS Initial Installation and Configuration Guide

Procedure 5.

Configuring the Query Server (All SDS NOAM Sites)

Step Procedure Result
40 Query Server: $ ping —c¢ 5 169.254.100.11
’ PING 169.254.100.11 (169.254.100.11) 56(84) bytes of data.
From the Query
Server, “ping” the 64 bytes from 169.254.100.11: icmp seg=1 ttl=64 time=0.021 ms
IMI IP address 64 bytes from 169.254.100.11: icmp seg=2 ttl=64 time=0.019 ms
gonflgursdoz\r/l iDS 64 bytes from 169.254.100.11: icmp seq=3 ttl=64 time=0.006 ms
rver .
erve 64 bytes from 169.254.100.11: icmp seq=4 ttl=64 time=0.019 ms
64 bytes from 169.254.100.11: icmp seg=5 ttl=64 time=0.006 ms
---169.254.100.11 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999%ms
rtt min/avg/max/mdev = 0.006/0.014/0.021/0.007 ms
a1 Query Server: $ ping —c¢ 5 10.250.55.1
; P . PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.
Use “ping” to verify ) .
that the Query 64 bytes from 10.250.55.1: icmp seg=1 ttl=64 time=0.018 ms
Server canreachthe | 64 bytes from 10.250.55.1: icmp seq=2 ttl=64 time=0.016 ms
CGOHf'gured él(g/” 64 bytes from 10.250.55.1: icmp seq=3 ttl=64 time=0.013 ms
W r . . .
ateway address 64 bytes from 10.250.55.1: icmp seq=4 ttl=64 time=0.016 ms
64 bytes from 10.250.55.1: icmp seg=5 ttl=64 time=0.011 ms
--- 10.250.55.1 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999%ms
rtt min/avg/max/mdev = 0.011/0.014/0.018/0.005 ms
42 Query Server: $ ntpq -np
. remote refid st t when poll reach delay offset Jjitter
|:| Use the “ntpqg”
command toverify +10.250.32.10 192.5.41.209 2 184 256 175 0.220 46.852 35.598
that the server has eoYe o PO “ : : :
connectivity to the *10.250.32.51  192.5.41.209 2 u 181 256 377 0.176 7.130 22.192
assigned NTP
server(s).
43 Query Server: $ sudo syscheck
; Running modules in class hardware...
|:| Execute a
“syscheck” to verify OK
the current health of Running modules in class disk...
the server. OK
Running modules in class net...
OK
Running modules in class system...
OK
Running modules in class proc...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail log
$
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uery Server: S exit
aa. | Qe
|:| Exit to the login
prompt.
45, | Primary SDSVIP: 1 & Main Menu Main Menu: Configuration -> Server Groups

-| {3y Administration

|:| Select... %] General Opfions
+| ) Access Contrel
Main Men +| [Z) Software Management Server Group Name Level Parent Function
| u
= -] iy Remote Servers
9 Configuration j LOAP Authenticatio
[T SNMP Trapping sds_no_grp A NONE 503
- Server Groups
[ Data Export
[7] DNS Configuration
...as shown on the =) (3 Configuration
. =1 ‘3 Networking
I’Ight. [0 Netwarks
[ Devices
[[) Routes
[0 senvices 1
[ servers
[5) server Groups
[ Resource Domains
() Places
46 Primary SDS VIP: Main Menu: Configuration -> Server Groups
S
; .
|:| The user will be
. Se G N Level P it Functi C ction C t S
presented Wlth the Tver Group Name evel aren unction onnection Coun ETVETS
“c fi uration 9 MNetwork Element: SDS_NE  ME HA Pref: DEFAULT
ontig » sds_no o ~ NONE s0s ! s::-r:g-ra Node HA Pret 1D2:UIPISDS24
Server Groups sds-no-b 10.240.105.24
screen as shown on
the right
Primary SDS VIP: ) .
47. Main Menu: Configuration -> Server Groups
1) Using the mouse,
|:| select the SDS
Server Group
associated with t_he Server Group Name  Lewel Parent Function Egs:ita{:tmn Servers
Query Server being
installed. Metwork Elsment: SDS_NE N
=ds_no_gm A NOME s0S 1 3"“’"’ Node HA F
2) Select the “Edit” sds-no-3
/ sds-no-o
dialogue button from | il
the bottom left corner
of the screen.
<
Ingert Edit Delete Report
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48.

[]

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Edit]” screen as
shown on the right.

Main Menu: Configuration == Server Groups [Edit]

Modifying attributes of server group : 3ds_no_grp

Fleld value

Sarver Group Hams * sds_no_grp

Lavel * A ﬂ

Parant « NOMNE ﬂ

Function * 505 [+

WaN Replication Connectlon Count 1

SDE_NE [ Prafer Network Elamant 3 spare

Server %G Incluslan

ade-no-a [ Inclede In 5G
sda-no-b kA Inclede In 5G
gqa-gde-1 O Inclede In 5G

WVIP Apslgnment

Description

Unigue Identifier ueed to label a Semver Group. [Det3

Eglact one of tha Lavals supportad by the eystem [4

Sedact an axisling Server Group [A value |s requirsd.

Sedect one of the Funclians supparted by the eystem

Spaciiy the number of TCP conneciione that will b=a v

Praferred HA Rola

D Prafer server as gpara

D Prafar sarvar 25 spara

D Prafar seniar a8 spars

WIP Address
Ldd
49 Prlmary SDS VIP: Server 5G Inclusion Preferred HA Role

Select the “Query sds-no-a Inciude in SG [] Prefer server as spare
Server” from the list
of “Available
Servers in Net\_NO_rk sds-no-b Imcdude in SG [[] Prefer zervar as spare
Element” by clicking
on the check box next
to its name.

gs-sds-1 Include in SG [] Prefer server as spare
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Primary SDS VIP:
50. y

I:' Click the “Apply”

dialogue button from
the bottom of the
screen.

VIP Address

Remowe

10.240.108.24

Primary SDS VIP:

|:| The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

Info* =
Info
Erver group : sds no gr
o = Data committed! g P _no_grp
Function * SD5 ﬂ Salect one of the Fu

WAN Replication Connection Count 1 Specify the number

Primary SDS VIP:

= Main Menu . . .
S2. Q'#JM et M Main Menu: Alarms & Events -> View Active
Select... A mrEnIstration
‘=] General Options - -
Main Menu J Acees Contral __Flrter“ i Tasks = __Gra::h hi
= Alarms & Events @ (3 Software Management wde no ar
= View Active 7 (3 Remat= Servers i
[] LDaR Authenticatio
as shown on the [ SNMP Trapping Seq# EventlD Timestamp
right. [] Data Export Alarm Text
[ DNS Configuration 31283 2018-08-05 11:38:28,354 EDT
= ‘o Configuration g2
= 5] Networking Lost Communication with server
[] Mesworks _
. 31233 2018-05-05 11:38:25.348 ED
:I Devices 18
:l Routes Lost Communication with server
:I Sarvices
j Servers 10200 2018-08-05 11:38:23.040 EDN
3 Server Groups &2
j Resource Domains J Remote Datzbase re-initislization in progress
3 Flacas 14101 2018-05-05 10:40:40.471 EDT
[ ] Place Associstions 80
& (1 DSCP Mo Remote Connections
= ‘4 Alarms & Events
3 View Active 32632 2018-08-05 10:31:42.583 EDN
- ) 2
j Vigw History Sarver Upgrade Pending Accept/Reject
3 Wiew Trap Log
= [ Security Log 32632 2018-05-05 08:38:07.517 EDT
- o T Y . 2R
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53 SDS VIP: 2 B MainMenu o Main Menu: Alarms & Events -> View Active (Filtered)
. = 3 Administration
Verify that Event ID I Yoty =S
10200 (Remote o e 2 0 om0
Database re.- j ;i:;m:;sm Seas Event ID Timestamp Severity Product Process NE
initialization in ) e 4 Alarm Text Additional Info
progress) is present i JCnﬁli\:ifwgumm - 10200 2016-06-05 1:33.22.040 EDT MINGR cAM souSeslens  spg Ng
with the QU ery =3 ZE“““"‘W Remote Database re-inifislization in prograss Remcte Datsbase re-initishizston in prograss.
. Mesworis

Server hostname in 0 oevies

the “Instance” field..

MONITOR EVENT ID 10200 (Remote Database re-initialization in progress).
DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED.

Primary SDS VIP:

I:' Select...

Main Menu
- Status & Manage
- Server

...as shown on the
right.

= =) Msin Menu
o {3 Administration
] Genersl Options
] Access Control
] Software Management

‘] Remote Servers
[]] LDAF Authenticatio
J SNMP Trapping
J Diata Export
[2] DS Configuration
I {3 Configuration
o {3 Metworking
J MNetworis
] Devices
J Routes
J Senvices
J Servers
[ server Groups
[7] Resaurce Domains
J Places
J Place Associations
& [ DscP
= ] Alarms & Evenis
J View Active
[ view History
[ View Trap Log
= [ Security Log
= 3 Status & Manage
T Network Elements
17 Server
T HA

Server Hostname
gs-sds-1
sds-no-a

sds-no-b

~ Main Menu: Status & Manage -> Server

Metwork Element
S05_ME
SDE_ME
SO5_ME
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Primary SDS VIP:
55. y

[]

Verify that the “DB
and Reporting
Status” status
columns show
“Norm?” for the Query
Server at this point.
The “Proc” column
should show “Man”.

Main Menu: Status & Manage -> Server

Server Hostname:
5-5ds-1
sds-noa

sdsno-b

Network Element Appl State
05 ME
508 NE Enabled

305 NE Enabled

Am 08

Reporting Status

Sun Jun 05 11:41:10 2016 5D

Proc

I o
I

m Norm

Norm
Norm

Norm

ﬂl\

Norm

Nom

Primary SDS VIP:
56. y

1) Using the mouse,
select the “Query
Server” hostname.
The line entry should
now be highlighted.

2) Select the
“Restart” dialogue
button from the
bottom left corner of
the screen.

3) Click the “OK”
button on the
confirmation dialogue
box.

4) The user should be
presented with a
confirmation
message (in the
banner area) for the
“Query Server”
stating:
“Successfully
restarted
application”.

NOTE: The user may
need to use the
vertical scroll-bar in
order to make the
“Restart” dialogue
button visible.

Server Hostname

Network Element Appl State

Alm De

Reporting
Status

Proc

gs-5ds-1

| SDS_NE

{ [ Disabled | [ B | Nom

Nerm

Man

sds-no-a

sds-no-b

] Mehworiks
[] Devices
[] Routes
3 Sanvices
:] Servers
[] Server Groups
[] Resource Domains
[ Places

Message from webpage

SDS_NE Enabled

SDS_NE Enabled

Stop  Restart

o]

Reboot =~ NTP Sync

./.- = .-\.
|

gs-sds-1

\ Are you sure you wish to restart application software
' on the following server(s)?

Cancel

s—ra—

.

Main Menu: Status & Manage -> Server

Info

Server Hosti o

gs-sds-1

= g5-5d5-1: Successfully restarted application.

sds-no-a

sds-no-b

SDS_ME
SDS_ME

INEFEN o

Warn Morm

Appl State

Enabled
Enabled

Enabled

Report

Merm

Marm

Alm

Warn

Warn

Morm

Morm

DB

Morm

e o

Maorm
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Primary SDS VIP: ;
S7. Server Hostname Network Element ggﬂ Alm ] gﬁmnﬂ Proc
. « H
Verify that the “Appl
State” now shows gs-5ds-1 SD0S_ME Enabled Warn Momn MHom Mo
“Enabled” and that sds-no-a SD05_NE Ensbled  [JNEREN Morm Norm MNorm
[13
the Alm’ DB’ sds-no-b 505_ME Ensbled Warn Momn Mom Mo

Reporting Status &
Proc” status columns
all show “Norm” for
the “Query Server”.

[]

Primary SDS VIP:

Click the “Logout”
link on the SDS
server GUI.

[[] Pause Updates | Help | Logged in Account guiadminﬂ | Log Out

THIS PROCEDURE HAS BEEN COMPLETED

5.4 OAM Installation for the DR SDS NOAM Site

Assumptions:

Procedure 6.

This procedure assumes that the SDS Network Element XML file for the Disaster Recovery SDS
Provisioning site has previously been created, as described in Appendix E.

This procedure assumes that the Network Element XML files are either on a USB flash drive or

the laptop’s hard drive. The steps are written as if the XML files are on a USB flash drive, but the
files can exist on any accessible drive.

Configuring the DR NOAM Servers (DR SDS NOAM Site Only)

Step

Procedure

Result

]Ij

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP Address
(VIP) of the Active
SDS site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq

Senver.

We recommend that you close this webpage and do not continue to

& Click here to close this webpage.

k¥ Continue to this website (not recommended).

® More information
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2.

[]

Primary SDS VIP: ORACLEam

The user should be

presented the login Oracle System Login

screen shown on the Tue May 31 14:34:34 2016 EDT
right.
LogIn
Login to the GUI Enter your username and password to log in
using the default
user and password. Ueemiris
Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please referto the Oracle Software Web Browser Support Policy for details

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andior its affiliates.
Other names may be trademarks of their respective owners.

Copyright ® 2010, 2016, Oracle and/or its affiliates. All rights reserved.

Pri mary SDS VIP: Communications Diameter Signal Router Full Address Resolution
! .0.0.0.0-80.3.1
[ &) Main Menu - . -
The user should be 2 Amnraton Main Menu: [Main]
presented the SDS £ S3 Configuration
H = Networking
Main Menu as =
) [ Networks
shown on the right. [ Devices
[ Routes
[@ senvices
[3) servers
[3) senver Groups
This is the user-defined welcome message.
B :asource pomains It can be modified using the "General Options' item under the "Administi
aces
[3] Place Associations Login Name: guiadmin
& [ DSCP Last Login [lm?:LDOqulopEkm 00:00:00
ast Login IP:
& (] Alarms & Events » Recent Failed Login Attempts: 0

[+ (] Security Log

[+ [ Status & Manage

[ [ Measurements

[+ (] Communication Agent
[+ ] sDs
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Prim ary SDS VIP: =) & Main Venu Main Menu: Configuration -> Networking -> Networks

4 i 31 (03 Administration Tue May 31 14:38:37 201

Select...

5] 3 Networking

[0) Networks [
0 Dovees Global
) j ZZ:E; Network Name NetworkType  Default  Locked  Routed  VLAN onfigured. Network
Main Menu 0 Seners
-_— [ server Grouss
H H R D
- Configuration o Do comees
[) Pace Associations

- Network Elements @ Syosop

4] (C] Aams & Events

{41 3 Securiy Log

4] (0] Status & Manage

51 £ Measurements
...as shown on the 1 £ Commineaton agen

: & (2 sos
n g ht & Help
[ Legal Natices
Logout
st P To ereate a new Network Element, upload a valid configuratio
Browse.
Primary SDS VIP:
5. Insert Report Insert N rk Element To create a new Network Element, upload a valid configuration file:
From the Browse...
D . . Capyright © 2010, 2016, Oracle and/or its affilistes. All rights reserved.

Configuration /
Network Elements T
screen...
Select the

“Browse” dialogue
button (scroll to
bottom left corner of
screen).

6 Primary SDS VIP: Choose file PX

D Note: This step Look jn | < USE [E: =] ek B~

assumes that the y :

xml files were Mbﬁﬁ (]G _DEY ne.arl
. t <ai

previously prepared, Documents | = 0-PEVnemi

as described in =
Appendix E. L%

Desktop

¢

1) Select the
location containing My Documents
the site .xml file.

@

by Computer

2) Select the .xml
file and click the .«
“Open” dlalogue MyPNet;\lsork File: name: |DFLND?DEV.ne.me ﬂ Open |

ac:
button. Filesofype: [l Fies ) | Cancel

Primary SDS VIP:

7 . Insert Report Insert Network Element To create a new Network Element, upload a valid configuration file:

C:\Users\gurjeesi\Deskto] Browse. Upload File

|:| Select the “Upload Copyright @ 2010, 2015, Orale o 5 ffates, Al Fights reservec
File” dialogue _

button (bottom left L&l o oo

corner of screen).
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Primary SDS VIP:
8. y ORACLE. ™ mmmnnnssim ] - Almmm Pilnmecbes Blmmal Flacbes Pl A ddee e s Paealichiom
|:| If the values in the
[ 2 Main Menu

xml file pass
validation rules, the
user must select the

[+ (] Administration
[=] ‘3 Configuration

Main Menu: Configuration ->» Networking -> Networks

[5] {3 Networking —
Info box to receive a [ Networks
banner information D Devices o ‘ = Network Element insert successful from Amp/SDS NO_xml
. Routes

message showing E Senvices B ame ETWoTK Type G ked Routed VLAN
that the data has -
been successfully
validated and Main Menu: Configuration -> Networking -> Networks
committed to the
DB. Info =

Network Name Network Type  Default  Locked  Routed  VLAN configured. Network

XM OAM Yes Yes Yes 14 0 10.240.108.0/26

11 OAM No Yes No 13 [ 160.254.2.0/26
Primary SDS VIP: Min Menu

9 = M Main Menu: Configuration -> Servers

1) Select...

Main Menu
- Configuration
- Servers

...as shown on the
right.

2) Select the

“Insert” dialogue
button (bottom left
corner of screen).
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= ‘4] Administration
] Seneral Options
& [ Access Control
= [ Software Management
= ‘4 Remote Servers
[] LDAP Authenticatio
:l SMMP Trapping
[[] Data Export
[7] DMs Configuration
T ‘ol Configuration
= i3 Metworking
[ Mesworks
[] Devices
[[] Routes
:l Sarvices
[ Servers
[7] server Groups
[7] Resource Domains
:I Placas
[] Place Assodiations
& [ DSCF
= i Alarms & Events
[ view Active
- .

Hostname

sds-no-a
sds-no-b

gs-sds-1

Role

Network OAMEP

MNetwork CAMEP

Query Server
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Step

Procedure

Result

10.

[]

Primary SDS VIP:

The user is now
presented with the
“Adding a new
server”
configuration
screen.

Adding a new server

Attribute value

Hostnams *

Rola * - Szlect Role - ]
syatem I

Hardware Proflla DS HF Rack Mount B
HWetwork Element Heme * - Unassigned - w|

Location

Ok | Apply || Cancel

Descrip

Uniqus r

walue I8 |

Seleci th

Systam |

Hardhwar

Seleci th

Location

Primary SDS VIP:

Input the assigned
“hostname” for DR
NOAM Server.

Hostname * dr-sds-no-a

Unigue name for the server. [Defauli
alphanumeric and end with an alpha

Primary SDS VIP:

Select “NETWORK
OAM&P” for the
server “Role” from

the pull-down menu.

- Select Role -
Role *

SYSTEM QAM
MP
CHIERY SERVER

System 1D

Select the

System ID

Primary SDS VIP:

Input the assigned
hostname again as
the “System ID” for
the SDS DR Server
(A or B).

System ID dr-sds-no-a

System |0 fm
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Primary SDS VIP:
14, y

[]

For Gen8 Server:

Select “SDS HP
Rack Mount” for the
Hardware Profile
for the SDS from the
pull-down menu.

For Gen9 Server:
Select “SDS HP
Gen9 Rack Mount”
for the Hardware
Profile for the SDS
from the pull-down
menu.

For Gen8 select “SDS HP Rack Mount” from the Hardware Profile pull-down menu.

SDS TVOE Guest ¥

SDS TVOE Guest
SDS HP c-Class Blade VO
SDS HP c-Class Blade V2
SDS Cloud Guest
SDS HP Gen% Rack Mount
SDS HP c-Class Blade W1
SDS ESXl Guest

SDS HP Rack Mount

Hardware Profile

Network Element Name *

Location

Ok  Apply Cancel

For Gen9 select “SDS HP Gen9 Rack Mount” from the Hardware Profile pull-down menu.

SDS TVOE Guest ¥

SDS TVOE Guest
SDS HP ¢-Class Blade VO
SDS HP c-Class Blade V2
SDS Cloud Guest
SDS HP ¢-Class Blade W1
SDS ESXI Guest

Hardware Profile

Network Element HName *

Location
SDS HP Rack Mount
Ok Apply Cancel
15 Prlmary SDS VIP:
Network Element Name * [JEIENNS Select the network element [A value is required ]

Select the Network
Element Name for
the SDS from the
pull-down menu.

NOTE: After the Network Element Name is selected, the Interfaces fields will be displayed,
as seenin Step 17.

Primary SDS VIP:

Enter the site
location.

Location bangalore Location descripfion [Defaut

NOTE: Location is an optional field.
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Configuring the DR NOAM Servers (DR SDS NOAM Site Only)

Step Procedure Result
SDS Server NOAM
17. A
XM (10.240.108.026) 10.240.108.13 ®mi[v] [ wLan (14)
1) Enter the
MGMNT_VLAN IP
address for the DR IMI (169.254.2.0/26) 169.254.2.3 imi [w] [ WLAN (15)
SDS Server.
2) Set the SDS Server VLAN
MGMNT _VLAN (DR NOAM) Network IP Address Interface Checkbox
Interface to MGMNT_VLAN 169.254.1.14
“bﬁndlg” t?]ndVLAN PRSDSA " 7T Pondo /
check™ the IMI 169.254.100.14
checkbox.
MGMNT_VLAN 169.254.1.15
DR SDS-B bond0 /
3) Enter the IMI IP IMI 169.254.100.15
address for the DR
SDS Server. S
NOTE_1: These IP addresses are based on the info in the NAPD and the Network Element
Config file.
4) Set the IMI
Interface to NOTE_2: The MGMT_VLAN should only be present when 4948E-F AggregationSwitches
“bond0” and are deployed with SDS NOAM / Query Server RMS. If the MGMT_VLAN is not present, the
“check” the VLAN IMI network values shown above still apply.
checkbox.
18 1) Enter the
: customer assigned -
SDS Server
XMI IP address for Network VLQ“NMtagglngk Interface Chvu:g
the DR SDS Server. (DR NOAM) (on network) eckbox
No bond1
Layer 3 DR SSDS NOAM X
(No VLAN tagging erver XMI
used for XMI) (AorB) Yes bond0 /
2) Set the XMI
Interface to 11l CAUTION !!1

“bond1” and “DO
NOT check” the
VLAN checkbox.

-OR -

Layer 2

(VLAN tagging used
for XMl)

2) Set the XMl
Interface to
“bond0” and
“check” the VLAN
checkbox.

Itis crucial that the correct network configuration be selected in Steps 17 & 18 of this
procedure. Choosing an incorrect configuration will result in the need to re-install the OS
and restart the DR SDS instalation procedures over from the beginning.
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Configuring the DR NOAM Servers (DR SDS NOAM Site Only)

Step Procedure Result
SDS Server NOAM NTP Servers:
19. A
|:| NTP Server IP Address Prefer
1) Click the “NTP
Servers:” “Add”
dialogue button.
NTP Servers:
é)erEVnéfrllchz(;\Id-ll—’ZSS NTP Server IP Address Prefer Add
for an NTP Server.
10.250.32.10 O Remove
3) Enter 3 NTP
Server IP address,
repeat (1) and (2) to | NTP Servers:
enter it.
NTP Server IP Address Prefer Add
4) Optionally, click =
the “Prefer” 10.260.32.10 Remove
checkbox to prefer = =
one NTP Server uLlefiben Remove
over the other. =
10.250.32.129 = Remove
Ok Cancel
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Configuring the DR NOAM Servers (DR SDS NOAM Site Only)

Step

Procedure

Result

20.

[]

Primary SDS VIP:

1) The user should
be presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Infa =
Info
o = Pre-validation passed - Data NOT committed ...
TAftribute Value
Hostname * dr-sd=-no-a
Metwork IP Address Interface
XMI {10.240.108.0/28) 10.240.108.13 amilw| [ WLAN [14)
IMI [169.254 2. 0726) 169.254.2.3 imi ][] WLAN (15)
NTP Servers:

NTP Server IF Address

10.250.32.10

Ok Apply Cancel

O Remove

Primary SDS VIP:

If the values
provided match the
network ranges
assigned to the NE,
the user must select
the Info box to
receive a banner
information
message showing
that the data has
been committed to
the DB.

Main Menu: Configuration -> Servers [Insert]

Hostname *

dr-sds-no-a
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Step Procedure Result
Primary SDS VIP: )
. - htain M - - -
22. —Aﬁ_:':c E"f:_t ) ~  Main Menu: Configuration -> Servers
=K ministration
Select... .
[] @ oo ot
Main Menu & [ Software Management Hostname Role System ID
. . = ' Remote Servers
- Configuration [7] LDAP Authenticatio sds-no-s Network OAMEP sds-no-a
- Servers [[] sMMP Trapping
J Diats Esport sds-no-b MNetwork JRMEP sds-no-b
[7] oNE Configuration
...as shown on the = £3 Configuration gs-sds-1 Query Server
right. = 3 Networki
9 J._; N:'\l\.lr:rgﬁ dr-sds-no-a Metwork JAMEP dr-sds-no-a
[] Devices
:I Routes
J Services
] servers
[] server Groups
: v
_'| Resource Domains
J Places
[7] Piace Associations
& [ DscP
= 4 Alarms & Events
J View Active
[ view History
Primary SDS VIP: Main Menu: Configuration -> Servers
23.
Sun Jun 05 15:13:23 2016
D On the
“Configuration
eservers” screen, Hostname Role System ID Server Group :m’: Location Place Details
flnd the nery added sds-no-3 x?.:;g sds-no-a sds_no_grp SDE_MNE Bangalore ?;:;"116[;2211 12E83'18
DR NOAM server in Ntk e 10,240 15521
the I|St sds-no-b C\H?.:;P sds-no-b sds_no_grp SDS_MNE Bangalore |M'|:'159'_‘25_4_2_?'1
ry Server sds_no_grp SDE_MNE Bangalore mﬂl:1 152222112[:16223
dr-sds-no-a &T_:;g dr-sds-nc-a SDE_MNE Bangalars m:l :1 1;;22‘;112[:36 E
2 Primary SDS VIP: Main Menu: Configuration -> Servers
4. Sum Jun 05 15:13:2
I:' Use the cursor to
select the new DR e
Hostn Rl System ID Sed Gi Locati Pl Deetail
NOAM Server entry osimame ole YS! rver Group Element ocaton lace s
g?ded]!g thgl sds-no-a g::_:;g sds-no-a sds_no_grp SDE_ME Bangalors ﬁrl115[:922;112[:§18
eps - . = -
p sds-no-b &i:;ﬁ sds-no-b sds_no_grp SDS_ME Bangalore mﬂlﬂﬁg‘:‘;i;t?]zl
XMz 10.240.108.23
The row Containing gs-sds-1 Query Server sds_no_grp SDS_ME Bangalore INI: 160264212
the server should {dr-scenoa | Network lir=ie [SDSNE | Bangslore e
now be highlighted. : : : : :
25 Pri mary SDS VIP: dr-sds-no-a mﬂ; dr-sds-no-a SDES_NE Bangalore I)I':lu"l':"11ﬁl:i;22?it12ug =
Select the “Export”
|:| dialogue button
(bottom left corner of
screen). Insert || Edit | Delete | Export || Report
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Configuring the DR NOAM Servers (DR SDS NOAM Site Only)

Step

Procedure

Result

26.

[]

Primary SDS VIP:

The user must
select the Info box to
receive a banner
information
message showing a
download link for the
Server configuration
data.

Click on the word
“downloaded” to
download and save
the SDS DR NOAM
server configuration
file.

Main Menu: Configuration -> Servers

[ Fiter =] info  =!

Info

(1)

e

ation
= Exported server dsta in TKLCConfigData.dr-sds-no-a.sh be downloaded

SO gIF Soo_iE oaEngalon

Hostname

sds-no-a SOS-TIFE

DAMEP

Primary SDS VIP:

1) Click the “Save”
dialogue button.

2) Save the SDS DR
NOAM server
configuration file to a
USB flash drive.

X

File Download

Do pou want to open or zave this file?

] Marme: TKLCConfigData.drsds-dallastx-a.sh

Tppe: sh_auto_file, 2.31KE
From: 10,250,55.125

Open ][ Save ]| Cancel |

harm your computer. |f you do not trust the source, do not open or

I~ ;l While flles from the Intemet can be useful, some files can potentially
k.
= zave this file. What's the risk?

Save As @
Savein | e USE [E) v| @%@
L]
My Recent
Documents
3
Deskiop
My Documents
g
My Computer
-
My Network, | Save as type: sh Document 3

SDS DR NOAM
Server:

Access the server
console.

Connect to the SDS DR NOAM Server console using one of the access methods described
in Section 2.3.
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Procedure 6. Configuring the DR NOAM Servers (DR SDS NOAM Site Only)

Step Procedure Result
29 SDS DR NOAM login: admusr

) Server: Using keyboard-interactive authentication.
I:‘ Password: <admusr_password>

1) Access the
command prompt.

2) Log into the
server as the
“admusr” user.

SDS DR NOAM
Server:

|:| Insert the USB flash

drive containing the

server configuration

file into the USB port
on the front panel of
the server.

Figure 13 — HP DL380 Gen9: Front Panel (USB Port)

SDS DR NOAM $ sd 3:0:0:0: [sdb] Assuming drive cache: write through
Ij Server: sd 3:0:0:0: [sdb] Assuming drive cache: write through <ENTER>

Output similar to that
shown on the right NOTE: Press the <ENTER> key to return to the command prompt.
will appear as the
USB flash drive is
inserted into the
SDS Server front
USB port.

SDS DR NOAM $ df |grep sdb
Server: /dev/sdbl 2003076 8 2003068 1% /media/sdbl

|:| Verify that the USB
flash drive’s partition
has been mounted
by the OS
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Configuring the DR NOAM Servers (DR SDS NOAM Site Only)

Step Procedure Result

SDS DR NOAM $ sudo cp -p /media/sdbl/TKLCConfigData.dr-sds-no-a.sh
33. Server: /var/TKLC/db/filemgmt/ .
|:| Copy the

configuration file to

the SDS server with
the server name as
shown in red

SDS DR NOAM
Server:

Copy the server
configuration file to
the “/var/tmp”
directory on the
server, making sure
to rename the file by
omitting the server
hostname from the
file name.

Example:
TKLCConfigData<.server_hostname>.sh =» will translate to = TKLCConfigData.sh

$ sudo cp -p /var/TKLC/db/filemgmt/TKLCConfigData.dr-sds-no-a.sh
/var/tmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

SDS DR NOAM
Server:

After the script
completes, a
broadcast message
will be sent to the
terminal.

*** NO OUTPUT FOR =~ 3-20 MINUTES ***

Broadcast message from admusr (Mon Dec 14 15:47:33 20009):
Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the
server.

<ENTER>

NOTE: The user should be aware that the time to complete this step varies by server and
may take from 3-20 minutes to complete.
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Configuring the DR NOAM Servers (DR SDS NOAM Site Only)

Step Procedure Result
SDS DR NOAM
36. Server:

[]

Remove the USB
flash drive from the
USB port on the
front panel of OAM
server.

CAUTION: ltis
important that the
USB flash drive be
removed from the
server before
continuing on to the
next step.

Figure 15 — HP DL380 Gen9: Front Panel (USB Port)

SDS Server NOAM

$ date

7. .
3 AorB: Mon Aug 10 19:34:51 UTC 2015
Verify that the
desired Time Zone
is currently in use.
38 SDS Server NOAM | Example: $ sudo set_ini_ tz.pl <time zone>

A or B:

If the desired Time
Zone was not
presented in the
previous step...

Configure the Time
Zone.

Otherwise, skip to
the next step.

NOTE: The following command example sets the time to the “UTC” (aka GMT) time zone
which is recommneded for all sites.

The user may replace, as appropriate, with the customer requested time zone for this site
installation. See Appendix G for a list of valid time zones.

$ sudo set_ini_ tz.pl “Etc/UTC”

Server NOAM A:

Initiate a reboot of
the OAM server.

$ sudo init 6
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Step Procedure Result
40 SDS DR NOAM [rootBhostname1322679281 ~1# init 6
: Server:

[]

Wait ~9 minutes

Output similar to that
shown on the right

may be observed as
the server initiates a

[rootPhostnamel1322673281 ~1# bonding: bondd: Removing slave eth@Z
Warning: the permanent HWaddr of ethBZ - 98:4B:E1:6F:74:56 -
bondd. Set the HWaddr of ethBZ to a different address to avoid

yonding : bond@:
still in use by
pnf licts.

yonding: bond@:
onding: bond@:

releasing active interface ethB2
making interface ethlZ the new active one.

reboot. g: bondd: Removing slave ethll
g: bondd: releasing active interface ethlZ
-1060e BBBA:B7:88.8: ethl2: changing MIU from 1568 to 1568
bonding: bondl: Removing slave ethBl
a1 SDS DR NOAM login: admusr
) Server: Using keyboard-interactive authentication.
|:| Password: <admusr_password>
1) After the reboot,
access the
command prompt.
2) Log into the
server as the
“admusr” user.
42 SDS DR NOAM $ ifconfig |grep in
: Server: bond0  Link encap:Ethernet HWaddr 98:4B:E1:74:15:2C
. .4 Link S| :4B:E1:74:15:2
I:I 1) Vern‘y that the IMI bond0 ink e faddr 98 5:2C
IP address input in inet ast:169.254.100.255 Mask:255.255.255.0
Step 18 has been bondl Link Waddr 98:4B:E1:74:15:2E
applied to inet Bcast:10.250.55.255 Mask:255.255.255.0
“bond0.4”. eth01 Link encap: AWaddr 98:4B:E1:74:15:2C
eth02 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2E
2) Verify that the ethll Link encap:Ethernet HWaddr 98:4B:E1:74:15:2C
XMI IP address ethl2 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2E
It?pu“n S::.e% 17 has lo Link encap:Local Loopback
een applied to .
“bond’[l)B. inet addr:127.0.0.1 Mask:255.0.0.0
43 SDS DR NOAM $ ntpg -np
Ij Server B: remote refid st t when poll reach delay offset Jitter
Use the “ntpq” =
command to verify +10.250.32.10 192.5.41.209 2 u 59 64 377 0.142 -2468.3
that the server has 99.875
connectivity to the *10.250.32.51 192.5.41.209 2 u 58 64 377 0.124 -2528.2
assigned Primary 128.432
and Secondary NTP
server(s).
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Step Procedure Result

IF CONNECTIVITY TO THE NTP SERVER(S) CANNOT BE ESTABLISHED, STOP AND EXECUTE THE
FOLLOWING STEPS:

1) Contact the customer to verify that the IP addresses for the NTP server(s) are correct.

2) Have the customer IT group provide a network path from the OAM server IP to the assigned NTP IP addresses.

ONCE NETWORK CONNECTIVITY IS ESTABLISHED TO THE ASSIGNED NTP IP ADDRESSES, THEN RESTART
THIS PROCEDURE BEGINNING WITH STEP 44.

SDS DR NOAM $ sudo syscheck
44. Server: i i
. Running modules in class hardware... OK
[::] Execute a Running modules in class disk... OK
“syscheck” to Running modules in class net... OK
verify the current Running modules in class system... OK
health of the server. Running modules in class proc... OK
LOG LOCATION: /var/TKLC/log/syscheck/fail log
SDS DR NOAM $ exit
45, S .
erver: logout
|:| Exit from the
command line to
return the server
console
46 , . .
I:I e Configure DR SDS Server B by repeating steps 9 — 45 of this procedure.
IF 4948E-F SWITCH CONFIGURATION HAS NOT BEEN COMPLETED PRIOR TO THIS STEP, STOP AND
EXECUTE THE FOLLOWING STEPS:

4) APPENDIX D-1
5) APPENDIX D-2 (Appendix D.2 references Appendix D.3 where applicable).
6) APPENDIX D-4

DR SDS Server $ ping —c¢ 5 169.254.100.15
47. NOAM A: PING 169.254.100.14 (169.254.100.15) 56(84) bytes of data.
[::] 64 bytes from 169.254.100.15: icmp_seg=1 ttl=64 time=0.021 ms
From DR SDS 64 bytes from 169.254.100.15: icmp_seg=2 ttl=64 time=0.011 ms

Se_rver’ NOAM A, 64 bytes from 169.254.100.15: icmp seq=3 ttl=64 time=0.020 ms
“ping” the IMI IP -

address DR SDS 64 bytes from 169.254.100.15: icmp seg=4 ttl=64 time=0.011 ms
NOAM Server B. 64 bytes from 169.254.100.15: icmp seg=5 ttl=64 time=0.023 ms<CTRL-C>

---169.254.100.15 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.011/0.017/0.023/0.005 ms
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48 DR SDS NOAM $ ping 10.250.55.161

. Server(s): PING 10.250.55.161 (10.250.55.161) 56(84) bytes of data.
|:| A&B 64 bytes from 10.250.55.161: icmp_seg=1 ttl=64 time=0.021 ms

Use “ping” to verify
that the DR SDS
NOAM Server can
now reach the local
XMI| Gateway
address.

64 bytes from 10.250.55.161:
64 bytes from 10.250.55.161:
64 bytes from 10.250.55.161:
64 bytes from 10.250.55.161:

icmp seg=2 ttl=64 time=0.017 ms
icmp seg=3 ttl=64 time=0.017 ms
icmp_seg=4 ttl=64 time=0.022 ms
icmp seg=5 ttl=64 time=0.012 ms<CTRL-C>

--- 10.250.55.161 ping statistics ---
5 packets transmitted, time 3999ms

rtt min/avg/max/mdev = 0.012/0.017/0.022/0.006 ms

5 received, 0% packet loss,

49,

DR SDS Server(s):
A&B

Use “ping” to verify
that the DR SDS
Server can now
reach the Primary
SDS VIP address.

$ ping -c¢ 5 10.250.55.126
PING 10.250.55.126 (10.250.55.126)
64 bytes from 10.250.55.126:
64 bytes from 10.250.55.126:
64 bytes from 10.250.55.126:
64 bytes from 10.250.55.126:
64 bytes from 10.250.55.126:

56 (84)
icmp seg=1 ttl=64 time=0.021 ms

bytes of data.

icmp seg=2 ttl=64 time=0.017 ms
icmp seg=3 ttl=64 time=0.017 ms
icmp seg=4 ttl=64 time=0.022 ms
icmp seq=5 ttl=64 time=0.012 ms<CTRL-C>

--- 10.250.55.126 ping statistics ---
5 packets transmitted,
rtt min/avg/max/mdev = 0.012/0.017/0.022/0.006 ms

5 received, 0% packet loss, time 3999ms

THIS PROCEDURE HAS BEEN COMPLETED
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5.5 OAM Pairing for DR SDS NOAM Site

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different
stages of the procedure. During the execution of a step, the user is directed to ignore errors related to
values other than the ones referenced by that step.

Procedure 7.

Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

Step

Procedure

Result

lei|

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP Address
(VIP) of the Active
SDS site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

g/] There is a problem with this website's security certificate.
A

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
server.

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

B9 Continue to this website (not recommended).

® More information

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login
Tue May 31 14:34:34 2016 EDT

LogIn
Enter your username and password to log in

Username:
Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Qracle and Java are registered trademarks of Gracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners

Copyright © 2010, 2016, Oracle andor its affiiiates. All rights reserved.
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Step Procedure Result
Pri mary SDS VIP: Communications Diameter Signal Router Full Address Resolution
3 ’ 8.0.0.0.0-80.3.1
[= =) Main Menu - . -
I:I The user should be 5 G Admiisation Main Menu: [Main]
presented the SDS [5] =3 Configuration
Main Menu as shown 2 @‘“D?“:;;“N‘gf’ks
on the right. 1 Devices
(3] Routes
[ services
[ servers
[ server Groups
This is th ~defined wel .
B ::ESUMEE Domains It can be modified us\n‘gsllie ‘g:nseerra\ ggﬁn;ﬁ‘t;?nmuidmeﬁﬁg':nm\nisl\
aces
[ Place Associations Login Name: guiadmin
& () DScP Last Login Time: 0000-00-00 00:00:00
* Last Login IP:
[# (2] Alarms & Events v Recent Fa\?:d L?)EI\: Attempts: 0

[#] (] Security Log

[#] (7 Status & Manage

[+ [ Measurements

[ [ Communication Agent

(% [1Ds
Primary SDS VIP: i
4 y = A—f‘;ﬁ”m; . ~ Main Menu: Configuration -> Server Groups
= menistration
Select... 'm| Genersl Options -
= [ Access Contral
. 4] [ Softwarz M nt
Main Menu = 1 anageme Server Group Name Level Parent Function S
- . ) I (4 Remote Servers S
-> Configuration =
[ LD&P futhenticatio
- Server Groups [7] SMMP Trapping
[] Dsts Export sds_no_grp A NOMNE s0= !

[7] DNS Configuration
=1 ‘= Configuration
=1 (] Nebworking
j Metworks
[ Devices
j Routes
j Sarvices
[] servers

j Server Groups

...as shown on the
right.

[7] Resource Domains
[] Pizces
j Place Associations

 meem
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Step Procedure Result
5 Primary SDS VIP: Main Menu: Configuration -> Server Groups
. Sun Jun 05 15:28:42 2016
|:| 1) The user will be
presented with the Connection
“server Groups,, Server Group Name Level Parent Function Count Servers
configuration screen Network Elemant: SDS_NE  NE HA Pref DEFAULT
as shown on the sds_no_grp A NONE sos 1 qs_:;:] Hode HA Pret 1024010526
I’Igh'[ sds-no-a 10.240.108.24
sds-no-b 10.240.108.24
13 3 e
2) Select the “Insert = 3 Alarms & Events
dialogue button from [ View Active
the bottom left corner 7] view History
of the screen. [] View Trap Log
= [ Security Log
= {3 Status & Manage
77 Metwork Elements Insert Report

77 Server

TR

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Insert]” screen as
shown on the right.

NOTE: Leave the
“WAN Replication
Connection Count”
blank (it will default to
1).

Main Menu: Configuration -> Server Groups [Insert]

Adding new server group

Field

Server Group Mame *

Lewvel *

Parent *

Function *

WAN Replication Connection Count

Ok Apply Cancel

Value

- Select Level -| |

- Select Parent - |

- Select Function - v|

1

Description

Unique identifier used to labe
‘falid characters are slphanu
start with a digit.] [A value is

Salect one of the Levels sup
senvers. Level B groups are
servers.] [A value is reguired

Select an existing Server Gn

Select one of the Functions :

Specify the number of TCP ¢
associated with this Sarver C
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Step

Procedure

Result

7.

[]

Primary SDS VIP:

Input the Server
Group Name.

Field Value Description

Unique identifier used
Server Group Name * dr_=sds_agrp ‘alid characters are s
start with a digit.] [Aw

Primary SDS VIP:

Select “A” on the Level * - Select Level - Selsct one of the Levels supported by the s
“Level” pull-down contain SOAM servers. Level C groups con
menu.
Primary SDS VIP:
9 - Select Parent-
Parent * NONE Select an existing Server Group or NONE [A value is required.]

Select Parent
“NONE” on the pull-
down menu.

Primary SDS VIP:

Select “SDS” on the
“Function” pull-
down menu.

- Select Function -
NCONE

Function * EDE] Select one of the Functions supported by the system [A value is required.]
I
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Procedure 7.

Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

Step

Procedure

Result

11.

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

= Pre-Validation passed - Data MOT committed ...

Field Value

Server Group Mame * dr_sds_agrp
Parent * NONE [+]
Function * 305 []

WAN Replication Connection Count 1

Ok

Apply Cancel

Description

IUnique identifier used tc
‘falid characters are alp
start with a digit.] [A val

Spes
550

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Insert]

Info* =
Info
o = Data committed!
Field Value
Server Group Name * dr_sds_grp

Description

Unique identifi
alid characte
start with a dig
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Procedure 7.

Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

Step Procedure Result
Primary SDS VIP: e

13. 2 & "_:';GME”; i ~  Main Menu: Configuration -> Server Groups
Select... =1 ' AdmenisirEtion

D _‘I e e
Main Menu e

= [ Software Mansgement

S Configuration = 3 Remote Servers Server Group Name Level Parent Function
- Server Groups [ LDAP Authenticatio dr_sds_grp A MNONE s0=
J SNMP Trapping
[7] Data Export
...as shown on the T i
right [ DNS Configuration sds_no_gmp A NONE sDS
! = 3 Configuration
=t Mebworking
J Metworks
J Devices
[] Routes
J Sarvices
J Servars i
[] server Groups
J Resource Domains
[] Places
[] Fl=ce Associstions
=1 71 DSCP
14 Primary SDS VIP: Main Menu: Configuration -> Server Groups
) Sun Jun 05 15:33:11 201
|:| The Server Group
entry should be :
Shos\l/n on the Server Group Name Level Parent Function gg::chon Servers
“Server Groups” dr_sds_grp A NONE s0s 1
configuration screen Network Element: SD5_NE  NE HA Pref. DEFAULT
Sl Node HA Pref VIPs
as shown on the sds_no_grp A NONE Sos 1 q;.;:.r1 e 10.240.108.24
r|ght sds-no-a 10.240.102.24
: sds-no-b 10.240.108.24
15 Primary SDS VIP: Main Menu: Configuration -> Server Groups
. Sun Jun 05 15:33:11 2016 EC
|:| 1) Select the Server
Grgtjp e]-rgrYI_ﬁpF;_lled Server GroupMame  Level Parent Function Comnection  servers
in Step 12. The line , L , ,
| dr_sd {A INONE i sDs i1
entry should now be L (S ' '
s Network Element: SDS_NE  NE HA Pref: DEFAULT
hlghllghted Server Node HA Pref VIPs
sds_no_grp A HONE sDs 1 gs-sds-1 10.240.108.24
sds-no-a 10.240.108.24
2) Select the “Edit” sds-no-b 10.240.108.24
dialogue button from { dr_sds_gm A inone sos 1
the bottom left corner Network Element: SDS_NE  NE HA Pref DEFAULT
of the screen. ds_ro_grp A NONE s0s 1 e 024010826
sds-no-a 10.240.102.24
sds-no-b 10.240.108.24
Insert Edit Delete Report
E88531-01
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Procedure 7.

Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

Step

Procedure

Result

16.

[]

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Edit]” screen as
shown on the right.

Main Menu: Configuration -> Server Groups [Edit]

Modifying attributes of server group : dr_sds _grp

Level * A ﬂ Select one of the Levels suppt
Parent * NOME ﬂ Select an existing Server Grov
Function * SDs ﬂ Select one of the Funciions su

Specify the number of TCP co

WAN Replication Connection Count 1 associated with this Server Gn

505 _ME [ | Prefer Metwork Element as spare

Server 5G Inclusion Preferred HA Role
dr-sds-no-a [ Inciude in SG [[] Prefer server as spare
VIP Assignment
VIP Add
ress B

Ok  Apply Cancel

Primary SDS NOAM
VIP:

Select the “A” server
and the “B” server
from the list of
“Servers” by clicking
the check box next to
their names.

Server 55 Inclusion Preferred HA Role
dr-sds-no-a Include in 5G [] Prefer server as spare
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Procedure 7.

Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

Step

Procedure

Result

18.

[]

Primary SDS NOAM
VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

Infa =

Info

= Pre-validation passed - Data NOT committed ...

1)

Field Value

dr_sds_agrp

Server Group Name *

=
<]

Lewel *

WIP Assignment

VIP Address

Ok Cancel

Description

Urnique identifier used to ls
‘\falid characters are alpha
start with a digit.] [A value

Select one of the Lewvels 51

Primary SDS NOAM
VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

= Data committed!

Value

Server Group Mame * dr_sds_grp

p -]
K

Level *

erver group : dr_sds_grp

Description

Unique identifier used
‘alid characters are al
start with a digit.] [A v

Select one of the Leve

Primary SDS NOAM
VIP:

Click the “Add”
dialogue button for
the VIP Address.

VIF Assignment

VIF Address
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Procedure 7.

Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

Step

Procedure

Result

21.

[]

Primary SDS NOAM
VIP:

Input the VIP
Address

VIP Addi
ress Add

10.240.108.25

Remove

Ok  Apply Cancel

Primary SDS NOAM
VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

Infa =
Info
o = Pre-\Validstion passed - Data NOT comitted ...
Field Value Description
Unique identifier used to label a 5
Server Group Name * dr_sd=s _grp ‘Walid characters are alphanumeri

start with a digit.] [A value is requi

VIP Addi
ress Add

10.240.108.25

Ok Cancs

Remove

Primary SDS NOAM
VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

Info® =
Info
erver group : dr_sds
o = Data commitied! 9 P - -9rp
Field Value Description
Unique identified
Server Group Name * dr_sds_grp alid characters
start with a digit
| pupd = & L Salect nne nf th

Page | 108

E88531-01




SDS Initial Installation and Configuration Guide

Procedure 7.

Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

Step Procedure Result
Primary SDS NOAM = Msain Menu p - :
24. . y A o Main Menu: Alarms & Events -> View Active
VIP: = ‘) Administration
-;,] Genersl Options -
Fite +| Tasks =
Select... & (1 Access Control _ _
& (1 Software Management
Main Menu = (2 Remote Servers sds_no_grp
[ LDAP Authenticatio
> Alarms & Events j SNMP Trapging EventID Timestamp Severity Product Pro
i i Seq#
- View Active [) Dsts Export Alarm Text Additional Info
[J] DNS Configurstion —
2016-06-05 17:58:32.4085
...as shown on the = =3 Configuration 3z oy MAJOR Platform  cmh
H - . 1820
rlght. 5 13 Networking Lost Communication with server GN_DOWNNYRN HA discc
] Mesworks More...
[] Devices 31253 20MGDE051T53:32400 pa e morm emb
[ Routes EDT )
7 seni 1728
nYices _— GM_DOWNNNRN HA discc
Lost Communication with senver —
j Servers More..
5 5 5 17:58:
j Server Groups N 31283 EII]:ITS-EB-I]._ 17:58:32 165 MAJOR  Plafform  cmb
[] Resource Domains 1721
j Flaces Lost Communication with server {;I‘:FEOVMMHM HA disec
[] Plzce Associations e
- £ 17-E0- i
= [ DbscP 31107 E%'.?’EB'”‘ Lizst 2t MAJOR Platform Lo
= ‘{_a Alarms & Events 1719
[] view Active D& Marge From Child Failure e
[ Wiew History
[] View Trsp Log stpg  ZNGUGOSITIEZZIE  yNOR  Platiorm M
& [ Security Log 1718
FEh PENARE Sandar | ink e
o5 Primary SDS NOAM

VIP:

Verify that Event ID
10200 (Remote
Database re-
initialization in
progress) alarms are
present with the DR
SDS NOAM Server
hostnames in the
“Instance” field..

=1 gk Main Menu
= iy Administration
§| General Options
+] ] Access Control
4] [ Software Management
= {3 Remote Servars
[1] LDAP Authenticatic
[F] SNMP Trapging
[] Data Export
[7] DNS Cenfiguration
=] (-3 Configuration
=] (3§ Metworking
[7] Metworks
[7] Devices
[] Routss
[7] Services
[ Servers
[7] Server Groups

Main Menu: Alarms & Events > View Active (Filtered)

r

Tasks = | Geaph
sds_no_grp eds so 3
S Event ID
= Alarm Text

10200

Remaote Dstabase re-initizlization in progress

-

Timestamp

2016-06-D5 01-10:03.746 EDT

Severify
Additiona
MINCR

Remote O

MONITOR THE EVENT ID 10200 (Remote Database re-initialization in progress)

ALARMS.

DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED FOR

BOTH DR SDS NOAM SERVERS.
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Procedure 7.

Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

Step

Procedure

Result

26.

[]

Primary SDS NOAM
VIP:

= = Main Menu
= 4 Administration

~

Main Menu: Status & Manage -> Server

Select... H j?;ﬂ::'_;ﬁf:s
3 [ Software Managemeant
Main Menu = 3 Remote Servers Eeveqtioskane Metwork Element
- Status & Manage % ;Er:“:rpﬁi-rﬂ"rer!:icatie dr-zcz-no-a 502 NE
ra| in
- Server 7 oats Exm? 8 sds-no-a SDS_ME
[] DNS Canfiguration sds-no-b S05_NE
...as shown on the = ‘3 Canfiguration
right. = ‘2 Networking
[ Metworks
[] Devices
j Routes
] Sanvices
[ servers
[ server Groups
j Resource Domains
] Flacas
[] Piace Associations
= 1 Dsce
= {4 Alarms & Events
[ view Active
[ view Histary
[] View Trap Log
= [ Security Log
= 3 Status & Manage
77 Metwork Elements
Y Server
T HA
i Databasze
4 KPIs Report
27 \P/:’ll:)m ary SDS NOAM Server Hostname Metwork Element Appl State Alm DE E;Ptz:jng Proc
D b dr-sds-no-a SDS_ME ~ Disabled Narm
sds-no-a SDS_ME Enabled Morm
should now appear in
the right panel.
2) Verify that the
“DB” status shows
“Norm” and the
“Proc” status shows
“Man” for both
servers before
proceeding to the
next Step.
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Procedure 7. Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

Step Procedure Result
28 Prim ary SDS NOAM Server Hostname Metwork Element Appl State  Alm DB E;"h‘:;ﬁ"g Proc
Ij VIP: { dr-sdsno-s i SOS_NE | [Disable] | BRI | Norm i Norm [ Man
. sds-no-a SDS_NE Enabled IER o Marm Morm
1) USIng the mouse, sds-no-b SDE_NE Enabled ER Horm Marm Morm

select DR SDS
NOAM Server A. The [ Security Log

line entry should NOW | — 5 status & Mansge

be highlighted. T Nebwork Elements
Y Server

2) Select the : HA
“Restart” dialogue | Database
button from the T KPS Stop  Restart Reboot NTP Sync  Report
bottom left corner of 7 Processes .
the screen. - .

Message from webpage @

3) Click the “OK?” P

@ Are you sure you wish to restart application software
button on the I@' on the following server(s)?
confirmation dialogue dr-sds-no-a
box.

[ ok || conce |

4) The user should be | |
presented with a
confirmation message | Main Menu: Status & Manage -> Server
(in the banner area)
for DR SDS NOAM
Server A stating:
“Successfully
restarted Server Host o Appl State

[ Fiterr =] info =i

Info

= dr-sds-no-a: Successfully restarted application.

application”.
dr-sds-no-a Enabled
sds-no-a SD5_ME Enabled
sds-no-b SDE_ME Enabled
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Procedure 7.

Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

Step

Procedure

Result

29.

[]

Primary SDS NOAM
VIP:

Select...

Main Menu
- Status & Manage

= = Msin Menu
I ‘) Administration
] General Options
| Access Control
= [ Software Management
= ‘4 Remote Servers
[] LoAP Authenticatio

Main Menu: Status & Manage -> Server

Server Hostname Metwork Element

dr-sds-no-a S0E_ME
- Server ] SMMP Trapping e e SDS_ME
[[] Data Expon
...as shown on the [] ONS Configuration et =R LE
right. T {3 Configuration
=1 4 Mebworking
:l Metworks
[] Devices
[ Foutes
[] Services
[7] servers
[ server Groups
:l Resource Domains
:l Flages
[] Flace Associstions
3 [ DscF
I ‘) Alarms & Events
[ view Active
:l Wiew History
[[] view Trap Log
1 (] Security Log
=1 {4 Status & Manage
77 Metwork Elements
77 Server
T HA
17 Database
30. Prir‘:‘ary SDS NOAM Main Menu: Status & Manage -> Server o
VlP Sun Jun 05 1B:03:17 2016 EOT
D
\S/te;;fg”tt;%whsigaspl Server Hostname Network Element Appl State  Alm DB E;"tﬁf"g Proc
“Enablod” and that |~ =
the “Alm, DB, o o P Norm Norm
Reporting Status &
Proc” status columns
all show “Norm” for
NOAM Server A
before proceeding to
the next Step.
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Procedure 7.

Pairing the DR SDS NOAM Servers (DR SDS NOAM Site Only)

Step Procedure Result
31 Primal’y SDS NOAM Server Hostname Network Element Appl State  AIm DE E;"h‘:;ﬁ"g Proc
. VIP: { dr-sdsno-s | SDS_NE | DisEklEE N | ERI | Norm Norm Man
. sds-no-a SDS_NE Enabled IER o Marm Morm
|:| 1) Using the mouse, erot Sos e P Narm Nerm
select DR NOAM _
Server B. The line = [ Security Log
entry should now be = ‘2 Ststus & Manzge
highlighted. 77 Metwork Elements
17 Senver
T HA
2) Select the —
@ » g Database
Restart” dialogue = el Stop =~ Restart Reboot NTP Sync = Report
S
button from the _
° Processes

bottom left corner of
the screen.

3) Click the “OK”
button on the
confirmation dialogue
box.

4) The user should be
presented with a
confirmation message
(in the banner area)
for SDS DR NOAM
Server B stating:
“Successfully
restarted
application”.

Message from webpage

@' on the following server(s)?

dr-sds-no-a

OK

J |

Cancel ]

Main Menu: Status & Manage -> Server

' Server Hos
dr—sds:ﬁ_n:é-o

Info -

Info

« dr-sds-no-a: Successfully restarted application.

Primary SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “Alm, DB,
Reporting Status &
Proc” status columns
all show “Norm” for
NOAM Server A and
NOAM Server B
before proceeding to
the next Step.

Main Menu: Status & Manage -> Server

Thu Dec 05 10:1¢

Server Hostname

Info -

Network Element

Appl State

Reporting
Status

sds-no-a

sds-no-b

Enabled

D

Primary SDS VIP:

Add the Query Server
for the DR SDS
Server

Repeat all steps listed in Procedure 4 except use the DR SDS
NOAM NE and Server Group instead of the Primary SDS

NOAM NE (1 SDS NOAM site) and Server Group.

THIS PROCEDURE HAS BEEN COMPLETED
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5.6 Add SDS Software Images to PMAC Servers (All SOAM Sites)

This procedure must be done once for each DSR signaling site, which is also an SDS SOAM site.

This procedure assumes that the PMAC server has already been installed, as described in [4] HP
Solutions Firmware Upgrade Pack Release Notes, 795-000-4xx, Latest version (2.2.9 or higher).

Procedure 8. Add SDS Software Images to PMAC Servers for DSR Signaling Sites

Step Procedure Result
1 Active SDS VIP login: admusr
) (CLI): Using keyboard-interactive authentication.
1) Access the Password: <admusr_password>
command prompt.
2) Log into the HP S
server as the
“admusr” user.
5 Active SDS VIP $ ed /var/TKLC/upgrade/
: (CLI): $
“cd” into the
Ivar/TKLC/upgrade/
directory.
3 Active SDS VIP $ 1s
' (CL: SDS-8.1.0.0.0 80.16.0-x86 64.1s0
Verify that the SDS ;
ISO file is present.
4 Active SDS VIP $ sftp pmacftpusr@<PMAC Mgmt IP address>:/var/TKLC/upgrade/

(CLI):

“sftp” the SDS ISO
file to the PMAC
Server as shown to
the right..

Password: <admusr_ password>
/var/TKLC/upgrade
sftp> put SDS-8.1.0.0.0 80.16.0-x86 64.iso

Uploading SDS-8.1.0.0.0 81.16.0-x86_64.iso to
/var/TKLC/upgrade/SDS-8.1.0.0.0 81.16.0-x86_64.1iso

Changing to:

SDS-8.1.0.0.0_80.16.0-x86_64.iso 100% 853MB 53.3MB/s 00:16
$SDS-8.1.0.0.0_80.16.0-x86_64.1is0 100% 853MB 53.3MB/s 00:16
$
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Procedure 8. Add SDS Software Images to PMAC Servers for DSR Signaling Sites

Step

Procedure

Result

5.

[]

PMAC Server GUI:

Launch an approved
web browser and
connect to the Mgmt
IP Address of the
PMAC Guest server
at the SOAM site.

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercy

server.

We recommend that you close this webpage and do not continue to
'@' Click here to close this webpage.

"5.:3' Continue to this website (not recommended).

@ More information

PMAC Server GUI:

The user should be
presented the login
screen shown on the
right.

Login to the PMAC
using the default
user and password.

Oracle System Login

ORACLE

Thu Dec & 06:18:02 2016 UTC

Enter your username and password to log in

LogIn

Session was logged out at 6:18:02 am.

Username:
Password

Change password

Log In

This application is designed to work with most modern HTMLE compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.

Copyright ® 2010, 2016, Oracle and/or its affiliates. All rights reserved.
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Procedure 8. Add SDS Software Images to PMAC Servers for DSR Signaling Sites

Step

Procedure

Result

7.

[]

PMAC Server GUI:

The user should be
presented with the
PMAC Main Menu
as shown on the
right.

ORACLE Platform Management & Configuration

E Main Menu

[+ [Z1 Hardware

[ 1 Software
[5 vm Management

[+ [ Storage

[ [Z1 Administration

[+ [Z1 Status and Manage
[5) Task Monitoring
@ Help
[3) Legal Notices
@ Logout

6.4.0.0.0-64.6.0

Platform Management & Configuration

PMAC Server GUI:

ORACLE piatform Management & Configuration

6.4.0.0.0-646.0

Pause Updates | Help

I:' 1) Select... B g":;’::;‘;re Main Menu: Software -> Manage Software Images
[ ‘=3 Software __Tasks" ¥
Mai n Menu [©) software Inventory
- D Manage Software Images I N . Architect
- Software [ WM Management mage Name vpe renneeture
TPD.install-7.3.0.0.0_88.27 0-OracleLinux6 6-x86_64 Bootable X86_84
[+] [ Storage
- Manage 1 £ Administration TPD.install-7.3.0.0.0_88.28.0-OracleLinuxG 6-x86_64 Sootable  x86_64
Software Images [ (] Status and Manage TVCE-3.3.0.0.0_88.27.0-x86_64 Bootable XB6_4
gﬁk Monitoring TVOE-3.3.0.0.0_88.28.0-x86_64 Bootable X86_64
elp
...as shown on the [ Legal Notices
; Logout
right. 8 Logou
2) Select the “Add
Image” button
Add Image
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Procedure 8. Add SDS Software Images to PMAC Servers for DSR Signaling Sites

Step

Procedure

Result

9.

[]

PMAC Server GUI:

1) Click the “Path:”
pull-down menu and
select the SDS ISO
file from the
Ivar/TKLC/upgrade
directory.

2) Add a comment if
desired in the
Description field.

3) Click the “Add
New Image”
dialogue button.

Main Menu: Software -> Manage Software Images [Add Image]

Images may be added from any of these sources:

« Oracle-provided media in the PM&C host's CD/DWVD drive (Refer to Note)
« |JSB media attached to the PM&C's host (Refer to Note)
« External mounts. Prefix the directory with "extfile..
s These local search paths:
o NarTKLC/upgrade™.iso
o NarTKLC/smac/imagelisoimages/homefsmacftpusr™.iso

MNote: CD and USB images mounted on PM&C’s WIM host must first be made accessible to the PM&T WM g
Management.

Fath: WwarTKLC/upgrade/SDS5-8.0.0.0.0_80.16.0-x86_64 iso -

Description:

Add New Imags Cancel

10.

PMAC Server GUI:

Click the “OK”
button on the
confirmation
dialogue box to
remove the source
image after it has
been successfully
added to the SW
Inventory

Click OK to remove the image from harTKLClupgrade directory after it is added to the repository. Click Cancel to leave it there.

’ OK %J ’ Cancel

PMAC Server GUI:

An info message will
be raised to show a
new background
task.

Main Menu: Software -> Manage Software Images [Add Image]

Info

« Software image iarTKLC/upgrade/SDS-8.0.0.0.0_80.16.0-x86_64 .iso will be added in the background. n

« The ID number for this task is: 6654. TIu
3

PMAC Server GUI:

Watch the extraction
progress in the
lower task list on the
same page.

Status State Task Output Start Time
ne: mediation-7.3.0.0.0_73.17.0- '”””””””””7:”7””7”7””‘W””W””W”“;ﬂr;zi:aglr—aziﬁﬁr‘Y”””””‘l
| x86_64 ICOMPLETE I/A | 08:46:45 ! 100%

Running Time Progress

2016-08-06

Delete Image oracle-7.3.0.0.0_73.14.0-x86_64 COMPLETE NIA 0:00:00 08:46:17 100%
- o0 2016-08-06

Delete Image mediation-7.3.0.0.0_73.14.0.x86_64  COMPLETE NIA 0:00:00 08:46:09 100%

Delete Image apps-7.3.0.0.0_73.14.0-x86_64 COMPLETE NIA 0:00:00 2016-08-06 100%

08:45:45
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Procedure 8. Add SDS Software Images to PMAC Servers for DSR Signaling Sites

Step Procedure Result
13 PMAC Server GUI: Image Name Type Architecture Description
|:| When the extraction oracle-7.4.0.0.0_74.3.0-x86_64 Upgrade x86_64
task is complete, a oracleGuest-8.0.0.0.0_80.8.0-x86_64 Upgrade %96_64
new software image | fspsso00060i60+8664 |Upgrade  |xee&4 | |
will be displayed. | g T o se s oraelmae e sd Boomoe s
TPD.install-7.3.0.0.0_88.28.0-CracleLinux6.8-x86_64 Bootable xB6_64
TPD.install-7.4.0.0.0_88.30.0-CracleLinuxf.8-x86_64 Bootable x86_64

PMAC Server GUI: ] ]
14. gged in Account guiadmin
I:' Click the “Logout”

link on the PMAC

server GUI.
Thu Dec 02 00:23:16 2016 EST
15 PMACServer
' GULI: If the TPD ISO hasn’t been loaded onto the PMAC already, repeat steps 1
Load TPD ISO. through 14 to load it using the TPD media or I1SO.

THIS PROCEDURE HAS BEEN COMPLETED

5.7 OAM Installation for SOAM Sites (All SOAM Sites)
Assumptions:

e This procedure assumes that the SOAM Network Element XML file for the SOAM site has
previously been created, as described in Appendix E.

e This procedure assumes that the Network Element XML files are either on a USB flash drive or
the laptop’s hard drive. The steps are written as if the XML files are on a USB flash drive, but the
files can exist on any accessible drive.

This procedure is for installing the SOAM software on the OAM server blades located at each DSR
Signaling Site. The SOAM and DSR OAM servers run in 2 virtual machines on the same HP C-Class
blade.

This procedure assumes that the DSR 8.1 or later OAM has already been installed in a virtual
environment on the server blade, as described in as described in [4].

This assumption also implies that the PMAC server has been installed and that TVOE has been installed
in the OAM server blades. This procedure also assumes that the SDS software image has already been
added to the PMAC server, as described in section 5.6.
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Step

Procedure

Result

lei|

PMAC Server GUI:

Launch an approved
web browser and
connect to the Mgmt
IP Address of the
PMAC server at the
SOAM site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq

senver.

We recommend that you close this webpage and do not continue to

& Click here to close this webpage.

B Continue to this website (not recommended).

= More information

PMAC Server GUI:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default
user and password.

Oracle System Login

ORACLE

Tue Dec 6 04:55:55 2016 EST

LogIn

Enter your username and password to log in

Session was logged out at 4:55:55 am.

Username

Password

Change password

Log In

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details

Unauthorized access is prohibited

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.

Copyright ® 2010, 2016, Oracle and/or its affliates. All rights reserved,

Page | 119

E88531-01




SDS Initial Installation and Configuration Guide

Procedure 9.

Configuring the SDS SOAM Servers (All SOAM Sites)

Step

Procedure
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3.

[]

PMAC Server GUI:

The user should be
presented the
PMAC Main Menu
as shown on the
right.

ORACLE piatiorm

& Configuration

[ B Main Menu
[+ (] Hardware

630006320

Platform Management & Configuration

Pause Updates | Help | Lo

[+ [ Software
[ VM Management
[+ (] Storage
[+ ] Administration
[+ [ Status and Manage
[3) Task Monitoring
& Help
[0 Legal Notices
[ Logout

This is the user-defined welcome message.

Itcan be modified using the ‘General Options’ page, reached via the Main Menu's ‘Administration’ submenu

Login Name: guiadmin

Last Login Time: 2016-12-06 04:55:43
Last Login IP Address: 10.176.254.229
Recent Failed Login Attempts: 0

PMAC Server GUI:

Select desired OAM
server blade...

Main Menu

- Hardware

- System Inventory
- <Enclosure>

- <Server Blade>

...as shown on the
right.

ORACLE

= Main Menu
[=] iz3 Hardware
=] -3 System Inventary
[+] O] Cabinet504
[F] ‘=3 Cabinet 505
[F] = Enclosure 50502
[+ (1 Enclosure Info
[ Bay DAR-OA
[) Bay 0BR-OA
[£) Bay 1F-Server Blade
[£) Bay 2F-Server Blade
[£) Bay 3F-Server Blade
[ Bay 4F-Server Blade
[£) Bay 5F-Server Blade
[£) Bay 6F-Server Blade
[£) Bay TF-Server Blade
[£)] Bay 8F-Server Blade
[£) Bay 9F-Server Blade

Platform Management & Configuration

6.4.0.0.0-64.6.0

Main Menu: Hardware -> System Invel

Hardware Software  Network VM Info
Entity Summary Product Are:
Entity Type Server Blade Manufactur
Enclosure 50502 Product Nan
Bay TF Part Numb
Hot-swap State  Active Product Versii
Serial Numb
Asset T
File

PMAC Server GUI:

Select the Software
tab.

...as shown on the
right.

Verify that TVOE
application has been
installed.

ORACLE Platform Management & Configuration 6.4.0.0.0-646.0

[ & Main Menu
[ {3 Hardware

Pause Updates |

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 50502 - Bay

[] £y System Inventory
[+ [Z] Cabinet504
£ {3 Cabinst505 Hardware

[=] 4 Enclosure 50502

Software | Network VM Info

[ (1 Enclosure Info

Operating System Details

[ Bay DAR-CA

[0 Bay UBR-0A

[2) Bay 1F-Server Blade
[ Bay 2F-Server Blade
[ Bay 3F-Server Blade
[©) Bay 4F-Server Blade
[ Bay 5F-Server Blade
[0 Bay 6F-Server Blads
[©) Bay 7F-Server Blade
[ Bay 8F-Server Blade
[@) Bay 9F-Server Blade
[©) Bay 10F-Server Blad
(2 Bay 11F-Server Blad:
[3) Bay 12F-Server Blad

Operating System
Operating System Version
Hostname

Platform Software
Platform Version

Upgrade State

Red Hat Enterprise Linux Server
68

hostnamedbb8ed2daf6b

TPD (xB6_64)

7.3000-88280

NotIn Upgrade

Application Details
Application TVOE
Version 3.3.0.0.0_88.28.0
Function
Designation

Install OS
Upgrade
Patch

Cold Reset
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IF TVOE WAS NOT INSTALLED OR IS THE INCORRECT VERSION ON THE BLADE SERVER, STOP AND
EXECUTE THE FOLLOWING STEPS:

1) Verify that the enclosure and bay number are correct.

2) Refer [3] for TVOE Installation or Contact DSR Installation Engineer to confirm location of OAM blade and status of
TVOE installation.

3) Restart this procedure.

IF TVOE WAS NOT INSTALLED OR IS THE INCORRECT VERSION ON THE BLADE SERVER, STOP AND EXECUTE
THE FOLLOWING STEPS:

NOTE: It is assumed that the TVOE version corresponds with the correct DSR and SDS installation guidelines, this can be
checked by executing “appRev”.

PMAC Server GUI: .
6. ORACLE piatiorm Management & Configuration 6.4.0.0.0-64.6.0
I:' Select ... ‘
-] = Main Menu .
: = Main Menu: VM Management
Main Menu [=] {3 Hardware
- VM Management (& (27 System Inventory
[+ [C] System Caonfiguration
...as shown on the B &3 Software VM Entities :
right. [Z] software Inventory
D Manage Software Images RERE (“}
D VIV Management [+] Enc: 50502 Bay: 1F
[+ [C] Storage [+] Enc: 50502 Bay: 2F
[+ 1 Administration [+] Enc: 50502 Bay: 3F
[+] [C7 Status and Manage [+] Enc: 50502 Bay: 5F
[Z] Task Manitaring [+] @ Enc: 50502 Bay: 7F
g Help [#] RMS: RMS50004103
D Legal Notices s [+] RMS: amarilloHost
[= Logout [+] UUID: d2aBeifa l
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Step Procedure Result
PMAC Server GUI: .
7. Main Menu: VM Management
1) In the VM Entities
]| oo st e
desired server VM Entities @ | View host on RMS Yukon_TVOE_1
as shown on the Refresh T3 VMInfo | Software  MNetwork  Media
right. [+] RMS: Yukon_TVOE_1 Summary Bridges  Storage Fools  Memory
[+] =) RMS: Yukon_TVOE_10
2) Click the “Create [+ RMS: Yukon_TVOE_2 Host Name: Yukon-TVOE-1
Guest” dialogue & @ RMS: Yukon_TVOE_4 Location: RMS Yukon_TVOE_1
button [+ = RMS: Yukon_TVOE_6
[+ RMS: Yukon_TVOE_7 Guests
[+] RMS: Yukon_TVOE_8
[+ = RMS: Yukon_TVOE_S Name Status
[+] Yulmn—TVDE—B 3 ) )
= MultiApp3-PMAC  Running
Eﬁm’;ﬂpa—DSR Running
MultiApp3_DSR )
NOAMA Running
MultiApp3_DSRS )
BRE1 Running
Create Guest
8 PMAC Server GULI: Main Menu: VM Management
|:| Click the “Import Info  «| Tasks «~
Profile” dialogue
button VM Entities Create guest
Refresh )
...as shown on the = @ RMS: Yukon_TVOE_1 Summary  Virtual Disks  Virtual NICs

right. =), MUl App3-PMAC
MultiApp3_DSRDAM
MultiApp3_DSRNOA
MultiApp3_DSRSBRE
= MultiApp3_DSRSBRY
MultiApp3_DSRSOA
MultiApp3_DSRSOAI
MultiApp3_DSRSST
MultiApp3_SDSS0A
RMS: Yukon_TVOE_10
RMS: Yukon_TVOE_2
RMS: Yukon_TVOE_4
RMS: Yukon_TVOE_6
RMS: Yukon_TVOE_T7T
RMS: Yukon_TVOE_8
RMS: Yukon_TVOE_9
Yukon-TVOE-3

B EHEEEEEE

Set Power State  On v

Guest Name (Required):
Host:  RMS: Yukon_TVOE_1 ~

Number of vCPUs: 1

A F 4K

Memory (MBs): 4096
Available host memory:
128890 MB
Wil LUID:
Enable Virtual Watchdog [v

Import Profile Cancel
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9.

[]

PMAC Server GUI:

1) Select the desired
ISO/Profile value

...as shown on the
right.

2) Click the “Select
Profile” dialogue
button

From the “ISO/Profile” drop-down box, select the entry that matches depending on

the hardware that your SOAM VM TVOE server is running:

] ;E:se TVOE HW gyeris e(smeo Blade role (ihp‘;‘l’iscea:g‘r’]f'l'seo
NAME>)D
SOAM-A DP_SOAM_A
. Gen8 Blade SOAM-B DP_SOAM_B
8.1 Gen8/ Gen9 Blade SOAM-A DP_SOAM_1B_RE
SOAM-B

Note: Application_ISO_NAME is the name of the DSR Application ISO to be
installed on this SOAM

Import Profile

ISO/Profile: . SDS-6.0.0.0.0_80.10.0-x86_64 => DP_SOAM_A v
MNum CPUs: 4
Memory (MBs). 16384

Wirtual Disks: Prim  Size (MB) Pool TPD Dev

" 112640 vgguests

NICs: Bridge  TPD Dev
control control

imi imi

xmi xmi

Select Profile Cancel
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10. PMAC Server GULI: Main Menu: VM Management
1) Overwrite the
Info* Tasks «
|:| Name field with the
Server host name VM Entities Create guest
(e.g.” so-mrsvnc-a”) —
. [+] Enc: 50502 Bay: 1F Summary  Virtual Disks  Virtual NICs
E) Click :[,he. [+ [ Enc: 50502 Bay: 2F
Create” dialogue &) & Enc: 50502 Bay: 3F
button [+ =) Enc: 50502 Bay: 5F Set Power State  On \
[+] = Enc: 50502 Bay: 7F . i
& 8 RMS: RMS50004U03 Guest Name (Required):
[+ 2 RMS:amarilloHost Host:  Enc: 50502 Bay: 1F
[+] UUID: d2age1fa

Number of vCPUs: 1
Memory (MBs). 4096

Ar 4K

Available host memory: 20468

MB
VM UUID:
Enable Virtual Watchdog |+
Import Profile Cancel
11 PMAC Server GUI: Main Menu: VM Management
|:| Verify that task
successfully VM Entities View guest guest1
completes.
= VM Info Software MNetwork  Media
[+ = Enc: 50502 Bay: 1F Summary Virtual Disks  Virtual NICs
The user should see 4] =) Enc: 50502 Bay. 2F
a screen similar to [+] Enc: 50502 Bay: 3F Current Power State: Running
the one on below [ &) Enc: 50502 Bay: 5F Set Power State  On v Change
; =] [®@ Enc: 50502 Bay: 7F
with Progress value = guem v Guest Name (Required). guestt
of 100%. lguest2 Host: Enc: 50502 Bay: TF
[+] = RMS: RMSE0004U03 Number of vCPUSs: 1
P = anaobos Memory (MBs)® 2,048
=] UUID: d2aBelfa
VM UUID: 93974891-c477-4abd-a329-
a891ch8f3330
Enable Virtual Watchdog
Delete Clone Guest Refresh Device Map Install 08
Upgrade
Patch

"Using the "Tasks"
tab, verify that the
task completes
successfully

Main Menu: VM Management

Tasks ~

Tasks

Target

Status State

COMPLETE

Task Output

Running Time Start Time

Progress

100% |
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PMAC Server GUI:
12. VM Info Software Metwork  Media
|:| Install the operating
system by clicking Summary  Virtual Disks  Virtual NICs
the “Install 0OS”
dialogue button
Virtual NICs
Host Bridge Guest Dev Name MAC Addr
control control 02:d7.55:57e3 70
Tl XIT 02:76.5a:6a:aa. 24
imi imi 02:25.58:be94:b8
Delete Clone Guest Refresh Device Map Install OS5
Upgrade
Patch

PMAC Server GUI:

The user should see
a screen similar to
the one on the right.

Software Install - Select Image

Tasks -

Targets Select Image

Entity Status Image Name

Heost IP:..ie0ffifeT5:d4b8 TPD.install-7.0.2.0.0_86.36.0-OratleLinuxt.6-
Guest X86_64 -

Multitpp3 DSRSOAMT

%86_64

TPD.install-7.0.3.0.0_86.44.0-CracleLinuxG.7-

TPD.install-7.2.0.0.0_88.22.0-CracleLinuwG.7-

%86_64

TPD.install-7.2.0.0.0_88.23.0-CracleLinuw:G. 7-

Type

Bootable

Bootable

Bootable

Bmbetin

FriSep 16 05:19:32 2016 EDT

Architecture Description

TPD 7.0.2.0.0_86.350
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2) Click the “Start | x86_64
Install” dialogue

button. xB6_64
TVOE-3.3.0.0.0_88.27.0-x86_64

TWOE-3.3.0.0.0_88.258.0-x86_64

| TPD.install-7.3.0.0.0_88.27 .0-OracleLinux6 8-

Step Procedure Result
14. PMAC Server GUI: Select Image
|:| 1) Select the desired
TPD Image Image Name Type Architecture Description

TPD.install-7.3.0.0.0_88.28.0-CracleLinuxG 8-

Bootable x86_64 88.27
Bootable xB86_54 8828
Bootable xB6_64 8827
Bootable x86_64 88.28

L o

Supply Software Install Arguments (Optional)

Start Software Install  Back

PMAC Server GUI: 'Message .

[SSX)

The user should be
presented with an
“Are you sure you
want to install”
message box as
shown on the right.

Click the “OK”
dialogue button.

Enc:50502 Bay:2F ==> TVOE
Are you sure you want to install

Targets list?

You have selected to install a bootable 05 iso on the selected targets.

The following targets already have an Application:

TPD.install-7.3.0.0.0_88.27.0-OracleLinuxb.8-x86_564 on all entities in the

OK

| {

Cancel
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16 PMAC Server GUI: ORACLE’ piatform Management & Configuration ~ 6.4.0.0.0-646.0 Y o
. X . 8 Eg‘:x;:m Main Menu: Task Monitoring
|:| An installation task S o
H H [ (1 System Configuration H
WI” be Started Thls [ 23 Seftware D Task Target status State TaskOutput  RunningTime  Start Time Progress
- [©) sofware Inventory e i o - T T T i i T 1
task takes ~11 0 Manage Sotwarelmages {0 150 { Upgrade [ { success i compLere a {o0ss e | t00% =
VM Management : ¥
m|nutes The usel’ - ES‘DFGQE [ 149 Upgrade Enci20902 Bay 7 Success COMPLETE ] 0:04:36 210.08.30 100%
[ 1 Administration " 5
can monltor this task 5] 03 Status and Manage @ 148 Upgrade Ene 5502 ey SE Success COMPLETE B 0:04:44 2015.08.30 100%
Task Manit v . .
by dOI.ng the g::\u oniera B 147 Upgrade Chcionang Bavial Success COMPLETE B 0:04:43 i 100%
. Legal Notic: 3 5
f0”0W|ng %szzm ol [ 146 upgrade AR success COMPLETE B 0:05:31 30 0w €
' [ 145 upgrade Cheio0502 Bav-ak success COMPLETE a 0:08:37 e 100% E
Select M 144 Reiect RMS: EM320004U03 Success COMPLETE ] 0:03:21 ZCTOSD 100%
T Delete Completed ~ Delete Failed  Delete Selected
Main Menu

-> Task Monitoring

Wait till Progress
is 100% with a
Status of Success
and a State of
Complete.

17.

PMAC Server GUI:

1. Select [Main
Menu: VM
Management].

2. Under VM
Etities column,
expand (+) plus sign
on the Host server
containing the newly
created VM Guest.

3. Select the VM
Guest.

4. Select the
"Software" tab.

5. Verify that the
OS has been
installed.

6. Click on the
"Application Details"
tab.

7. Verify that the
"Application Details"
table is blank.

ORACLE Fiattorm Management & Configuration 6.4.0.0.0-64.6.0

= & Main Menu
3 (O] Hardware
[ 3 Software
[0 software Inventory
[[] Manage Software Images
[} M Management
(] Storage
) (2] Administration
[s] (] Status and Manage
[0} Task Monitoring
@Help
[0 Legal Notices

[ Logout

Main Menu: VM Management

VM Entities
Refresh ) VM Info

B Enc: 50502 Bay: 1F
8 Enc: 50502 Bay: 2F

View guest guesti

Software

Qperating System Details

Network

Media

Application Details

B Enc: 50502 Bay: 3F
B, Enc: 50502 Bay: 5F
B Enc: 50502 Bay: 7F
B\ RMS: RMSS0004UD3
B guestt
) guest2
] B RMS: amarilloHost
+] 8 UUID: d2sdetfa

Opsrating System

Qs Version
TPD UUID

Hostname

Platform Software

Platform Version

Uparade State

Operating System Details

Red Hat Enterprise Linux Server

638
b41067bc-3f88-4adc-aac7-bSc4b0REE20
hostnameb9c 4b0DEE20

TPD (x86_64)

7.3.0.0.0-85.25.0

Not In Upgrade

Delete
Upgrade
Patch

Clone Guest

[] Pause Updates | Help | L

Refresh Device Map

Install 0§

Page | 127

E88531-01




SDS Initial Installation and Configuration Guide

Procedure 9.

Configuring the SDS SOAM Servers (All SOAM Sites)

Step

Procedure

Result

18.

[]

PMAC Server GUI:

1) Select the
“Network” tab

2) Record the
control IP address

ORACLE’ Fiatform Management & Configuration

= B Main M .

18 viain enu Main Menu: VM Management
(3 [ Hardware
[ (3 Software Tasks® ~

[0 software Inventory

[0 Manage Software Images VM Entities

[ M Management
Refresh 1) VM Info

[ () Storage

@ (] Administration

[+] [C] Status and Manage
[0} Task Monitoring

B Enc: 50502 Bay: 1F
B Enc: 50502 Bay: 2F
B Enc: 50502 Bay: 3F

6.3.0.0.0-63.1.0

View guest guest1

Software |

]
K | Media

Network Interfaces

[] Pause Updates | Help |

. P Qriep j 8 Enc: 50502 Bay: 5F Port IP Address ~ Admin  Oper
for this SOAM VM, it [0 Legal Natices (+) [ Enc: 50502 Bay: 7F o fea0-fo b edi A4z up up
W|” be referenced (® Logout = j,:ns RV:SEL]DDAUI]S 168.254.118.184 up up
B ques
later. . B gues2
[s] j,RMS:amﬁriHoHosl
[+) M UUID: d2sdelfa
3) Select the
“Upgrade” dialogue
button
Delete Clone Guest Refresh Device Map Install 05
Upgrade
Patch
19, | PMACServer GUI | goftware Upgrade - Select Image
The user should be
Tasks =
presented the Select
Image screen as
shown on the right Targets Select Image
Entity Status Image Name Type
gﬂﬂslpi ~:e0ff:fe75:d4b8 8pps-7.2.0.0.0_72.20.0-x86_64 Upgrade
UesL
Multiftpp? SDSSOAM1 DSR-7.2.0.0.0_72.18.0-x86_54 Upgrade
r DSR-8.0.0.0.0_80.10.0-x86_54 Upgrade
DSR-8.0.0.0.0_80.8.0-486_84 Upgrade
DSR-8.0.0.0.0_80.9.0-x86_64 Upgrads
mediation-7.2.0.0.0_72.20.0-x86_54 Upgrade

S B T T T L T T T . P )

[ P
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20. PMAC Server GUI: Select Image
|:| 1) Select the COrrect | eeoccecrrmoimiicacaieieiceceeee
SDS version from ' Image Name Tvpe Architecture Description
“* P Z5 e
the “Image Name oratleGuest-5.0.0.0.0_60.6.0-%86_64 Upgrade %86_64
list. Theline ently | Ermes e e e
should now be | SDS-6.0.0.0.0_80.16.0-x86_64 ! Upgrade | X36_64 '
highlighted. Igg.jan:ta||-?.u.3.u.0_86.46.D-Orac|e|_inuxﬁ.?- D x86_64

“ TPD.install-7.3.0.0.0_88.28.0-CraclsLinux6.5-
2) Select the “Start <86 64 - Bootable KBE_64

Upgrade” dialogue i ;
button Ig’é:).!an:taII-T.3.D.D.D_B8.3D.D-OracIeL|nux6.8- Bootable X86_64

Supply Software Upgrade Arguments (Optional)

Start Software Upgrade  Back

21. PMAC Server GUL: IPI\-"Iessage from webpage - . M"

|:| The user should be
presented with an
“Are you sure you
want to upgrade”
message box

i "\-.I Are you sure you want to upgrade to 505-8.0.0.0.0_80.16.0-x86_564 on all
W' entities in the Targets list?

....as shown on the L
right.

Click the “OK”
dialogue button.
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PMAC Server GUI: ORACLE piatform Management & Configuration ~ 64000-6460 Y o

22. i = Eg‘:x;:m Main Menu: Task Monitoring

|:| An upgrade task will 2 S — .
be SIartEd Thls 5] é Soﬁwlm ’ D Task Target Status state TaskOutput  RunningTime  Start Time Progress '
task takes ~8 o s | P — e fowiee |3 loonas jaeoman gL
mlnutes._ The user o Do anagement 0 s Upgrade BSOSO gecers cowiere 0 sonss AN g
can monltor this task jg’;ﬂ::::“,jzmgg @ 148 Upgrade ez eeE Success COMPLETE B 0:04:44 2015.08.30 100%
by dOI.ng the g;:: tenterng B 147 Upgrade [t Success COMPLETE E] 0:04:13 i s
f0”0W|ng %t:zz\“z\mms [ 146 upgrade e Success COMPLETE B 0:05:31 30 0w €

' B 145 upgrade et Success COMPLETE ® 0:08:37 e 100% E
Select... M 144 Reiect RMS: EM320004U03 Success COMPLETE ] 0:03:21 ZCTOSD 100%
Delete Completed ~ Delete Failed  Delete Selected

Main Menu

-> Task Monitoring

Wait till Progress is
100% with a Status
of Success and a

State of Complete.

23.

|:| Repeat Steps 4 — 22 of this procedure for the SOAM B Server.
PMAC Server GUI: ) o

24. Help | Logged in Account guiadmin » | Log Out

Click the “Logout”
link on the PMAC
server GUI.

FriSep 16 05:29:02 2016 EDT

Task Qutput Running Time  Start Tim:

s

-] n-n1-n& 2016-0

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP address
(VIP) assigned to
Active SDS site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
server.

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

'Q' Continue to this website (not recommended).

& More information
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26.

[]

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default
user and password.

ORACLE

Oracle System Login
Tue May 31 14:34:34 2016 EDT

LogIn
Enter your usemame and password to log in

Username:
Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Suppaort Policy for details

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andior its affiliates.
Other names may be trademarks of their respective owners.

Copyright @ 2010, 2016, Oracle andfor its affiliates. All rights reserved.

27.

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as

shown on the right.

Communications Diameter Signal Router Full Address Resolution

= &) Main Menu
[ (1 Administration
[=] izy Configuration
[=] =3 Networking
[3] Networks
[7] Devices
[] Routes
[ senvices
[7 servers
[7 server Groups
[7] Resource Domains

Main Menu: [Main]

8.0.0.0.0-80.3.1

This is the user-defined welcome message.
It can be modified using the 'General Options' item under the "Administ

[[ Places
[ Place Associations Login Name: guiadmin
& [ DSCP Last Login Time: 0000-00-00 00:00:00
£ Last Login IP:
[#] (] Alarms & Events v Recent Failed Login Attempts: 0

[+] (7 Security Log

[+ 7 Status & Manage

[#] (] Measurements

[+] (7 Communication Agent
(%] []SDs
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Primary SDS VIP:
28. y

[]

Select...

Main Menu
- Configuration
- Network Elements

...as shown on the
right.

=) 8 Main Menu

%) (23 Administration

= {3 Configuration
] 3 Networking
[) Networks
[) Devices
[) Routes
[] Senvices

[ servers

[7) server Groups

Main Menu: Configuration -> Networking -> Networks

Global

Network Name NetworkType  Default  Locked  Routed

[3) Resource Domains

[ Places

[) Place Asscciations

[ O DScP
4 (2] Aams & Events
[ £ Security Log
5 [ Status & Manage
[ [ Measurements

& (1] Communication Agent

@ CasDS
& Help
[ Legal Notices
@ Logout

Insert Report Insert Network Element

VLAN

Tue May 31 14:39:27 2014

Configured

Interfaces Network

To create a new Network Element, upioad a valid configuratio
Browse.

Primary SDS VIP:
29. y

From the
Configuration /
Network Elements
screen, select the
“Browse” dialogue
button.

Insert

Report Insert Network Element

To create a new Network Element, upload a valid configuration file:

Browse.

Copyright @ 2010, 2016, Oracle and/or its affilistes. All rights reserved.

Primary SDS VIP:

Choose file @

I:' Note: This step 2252 | Rl = ek BB
assumes that the u:ﬁ :ﬂgfgg\fﬂ-nj-xm'
. LT X
xml files were My Recent o
preViOUSIy prepared' DEBEES | TELCConfigData.drsds-dallastx-a.sh
. . Fr
as described in L%
Appendix E. Drasttiy
1) Select the My Documents
location containing
the site .xml file. 'Llj
by Computer
2) Select the .xml <«
file and click the Mypfl‘laect;\/gmk File name: |SD,DEV sl j Open |
“Open” dialogue Flssofpe:  [alFiles (7] ~ Cancel
button.
31 Prl mary SDS VIP: Insert Repor[ Insert Network Element To create a new Network Element, upload a valid configuration file:

Select the “Upload
File” dialogue
button (bottom left
corner of screen).

C:\Usersigurjeesi\Deskto| Browse. Upload File

Copyright @ 2010, 2016, Oracle and/or its affiliates. Al rights reserved.
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32.

[]

Primary SDS VIP:

If the values in the
xml file pass
validation rules, the
user must select the
Info box to receive a

ORACLE

[ =) Main Menu
[+ (3 Administration
[F] ‘3 Configuration
[F] ‘=3 Networking

banner information % E‘:K:S
message showing [ Routes
that the data has [ services
been successfully -
validated and
committed to the
DB.
33. Primary SDS VIP: =) I Main Menu - - Main Menu: Configuration -> Servers
|:| 1) Select... . i.’;g':;z"zpﬁnm
= [ Access Control
Main Menu = [ Softwars Management Hostname Role Sy
-> Configuration = 2 Remote Servers
9 Servers :‘ LOAP Authenticatio sds-no-a Metwork OAMEP =ds
:I SMMP Trapping
:I Diata Expart sds-no-b Metwork JAMEP sds
...as shown on the :I DMNS Configuration
right. o 3 Configuration gs-sds-1 Query Server
2) Select the T Jg.r n;::ﬂ:fﬁ dr-=ds-no-a Matwark DAMEP dr-:
“Insert” dialogue [ Devices
button [ Foutes
:I Sarvices
:I Sansars
:I Server Groups N
[7] Resource Domains
[] Pleces
[ Plzce Associations
@ [ DscP
= S Alarmns & FPuanfs
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34 Primary SDS VIP: Adding a new server
|:| The user is now o
presented with the Attribute Value Deacrip
“Adding a new
server” Hostnams * Uniqua
configuration valug Ig |
screen.
Rala * - Szlect Role - ] Selzcttn
syatem ID System |
Hardware Proflla 505 HP Rack Mount il Hardwar
Hetwork Elsment Mame = - Unassigned -[w| Selact th
Lacation Locatlon
Ok | Apply  Cancel
Primary SDS VIP: Attribute Value Description
35.
|nput the assigned Unigue name for the server. [Default = n/a. Range = A 20-
« 9 Host . 4 character string. Valid characters are alphanumeric and minus.
hOStname for ostname ses-so-a sign. Must start with an alphanumeric and end with an
SOAM Server_ alphanumeric ] [A value is required.]
Primary SDS VIP: T mm—
NETWORK CAME&P
D Select "SYSTEM Role * SYSTEM OAM Select the function of the server [A value is required.]
2 MP
from the pull-down
menu.
Primary SDS VIP:
37. Y
I:' Input the assigned ystem 1D cdeso System ID for the NOAMP er

hostname again as
the “System ID” for
the SO Server (A or
B).

Rangs = A &4-character strin
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38.

[]

Primary SDS VIP:

Select “SDS TVOE
Guest” for the
Hardware Profile
for the SOAM from
the pull-down menu.

System ID

SDS HPF Rack Mount
SDS Cloud Guest

SDS HP c-Class Blade V1
SDS HP c-Class Blade V2

Hardware Profile
SDS HF c-Class Blade VD

System ID for the NOAMP or SOAM
Range = A §4-character string. “alid

Hardwars profile of the server

Primary SDS VIP:

Select the Network
Element Name for
the SDS from the
pull-down menu.

NOTE: After the
Network Element
Name is selected,
the Interfaces fields
will be displayed, as
seen in Step 41.

Network Element Name * SDS_NE v

Select the network element [A value is required ]

Primary SDS VIP:

Enter the site
location.

Location Bangalore

NOTE: Location is an optional field.

Location description [Default = ™. Range = A 15-character
string. Walid valug is any text sting.]

Primary SDS VIP:

1) Enter the XMI IP
address and IMI IP
address for the
SDS SOAM Server.

2) Set the XMI
Interface to “xmi”
and DO NOT check

the VLAN checkbox.

3) Set the IMI
Interface to “imi”
and DO NOT check

the VLAN checkbox.

Network IP Address

XMI (10.240.108.0/26) 10.240.108.21

IMI (169.254.2.0/26) 169.254.2.11

Interface

xmi[>] [ vian (14)

imi [%] [ WLAN (15)
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42 Primary SDS VIP: NTP Servers:
|:| 1) Click the “NTP NTP Server IP Address Prefer o
Servers:” “Add”
dialogue button. NTP Servers:
2) Enter the NTP NTP Server IP Address Prefer Add
Server IP Address
for an NTP Server. 10.250.32.10 | Remove
3) Enter 3 NTP NTP Servers:
Server IP address,
repeat (1) and (2) to NTP Server IP Address Prefer Add
enter it.
10.250.32.10 FRTTE
4) Optionally, click 10.250.32 51 Remove
the “Prefer”
checkbox to prefer 10.250.32 129 v Remove

one NTP Server
over the other.

Apply '\ Cancel

Primary SDS VIP:

1) The user should
be presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Infa =
o + Pre-\alidation passed - Data NOT commitited ..
Attribute Value
Hostname * sds-s0-3
XMI {10.240.108.0/28) 10.240.102.20

IMI (169.254.2 V2€)

169.254.2.18

NTP Servers:

xmilw] [ WLAN [14)

imi [w] [ WLAN [15)

NTP Server IP Address Prefer Add
10.250.32.10 | Remove
Ok Apply Cancel
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44,

[]

Primary SDS VIP:

If the values
provided match the

Main Menu: Configuration -> Servers [Insert]

network ranges Infa =
assignedtothe NE, | T—————
the user must select Info
the Info box to .
receive a banner o * Data committed!
information
message showing Atiribute Value
that the data has
been validated and
committed
Hostname * 50ds-50-3
Primary SDS VIP: ) i
45 =) A Main Menu A Main Menu: Configuration -> Servers

Select...

Main Menu
-> Configuration
- Servers

...as shown on the
right.

+| (] Administration
=] {y Configuration
[=] i3 Metworking
[3) Metworks
[7] Devices
[[) Routes
[7) =envices
) servers
[ server Groups
[7] Resource Domains
[0 Places
[ Place Associations
4 [ DsCP
[=] i Alarms & Events
O view Active
[0} view History
[0} view Trap Log
+| (] Security Log
[=] iy Status & Manage
7Y Metwork Elements
1 Server
HA
Database
KPls
Processes
+| [ Tasks
[ Files

Hostname
sds-no-a
gz-sds-1
dp-sdz-1
dr-sds-no

zds-s0-3

Insert

Role

Metwork
OAMEP

Query Server

MP

MNetwork
OAMER

System OaM

System ID

sdg-no-a

dr-sds-no

sds-z0-a

Report
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Primary SDS VIP: Main Menu: Configuration -> Servers
46 Thu Jun 02 08:52:38 2016 ED
D On the
1] A 5
;sonflgu rftlon Hostname Role System ID Server Group gmx Location Place Details
ervers” screen,
- sds-no-a Metwork sds-no-a sds_bllorenc_g SDS NE Bangslare XMI: 10.240.108.18
find the newly added - CAMER - ™ - 9 IMI: 169.254.2 8
SySten._l StﬁA'lv' t gs-sds-1 Query Server ?gs_bllolencj SD5_NE bangalore m’lﬂsagg‘éa?zs”
server in tne list. ' o
dp-sds-1 MP SDS_NE bangalors M 102 0e. 2
dr-sds-no gm;:( dr-sds-no SD5_NE bangalore m’lﬂ 1152523 ;DEH &
sds-s0-8 System OAM  sds-soa SDS_NE Bangalore m’l‘:l 1;%%‘;312018121
47 P ri m ary SDS VI P . Hostname Role System ID Server Group Em:; Location Place Details
I:' Use the cursor to sasnoa oavgs  seeos o oS NE pangaire M 18325425
zeoli:lt/lthe new t qs-zds-1 Query Server f:s_bllolennj SD5_NE bangalore m’lﬂ 11522223 12023 i
server entry
addedinthe Step | === . SN beodos ey
35 b dr-sds-no gmgg dr-sds-no SDS_ME bangalore m’l‘:l 1162221312051 <
| s0s-80-8 | System OAM | =03-20-8 | SDS_NE | Bangalore I m’:ug%ﬁgﬂﬁm I
The row containing i : i i i T i
the server should
now be highlighted.
48 Primary SDS VIP: ; ; ; ; ; 3 ; T ;
. | =ds-s0-8 | System OAM | sds-s0-a | | 5D5_NE \ Bangalore | | Wl 1692542 14 |
Select the “Export” ' ' ' ' : ' '
|:| dialogue button
(bottom left corner of
screen).
Insert Edit Delete Export Report

L

Configure the SDS
SOAM B server.

e Repeat Steps 33- 48 of this procedure for the SDS SOAM B Server.

B

Primary SDS VIP:

Click the “Logout”
link on the SDS
server GUI.

wccount guiadmin ¥ | Log Out

Wed Mov 16 11:23:30 2016 UT

Primary SDS VIP:

Access the server
console.

Connect to the Active SDS VIP console using one of the access methods described in
Section 2.3.
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52 Primary SDS VIP: login: admusr
; . Password: <admusr_password>
|:| Log into the server
as the admusr
53 Primary SDS VIP: $ sudo ed /var/TKLC/db/filemgmt

Change directory
into the file

management space.

Primary SDS VIP:

Get a directory
listing and find the
configuration files
with the SOAM
server A and B
name as shown in
red.

Note: These should
appear toward the
bottom of the listing.

$ 1s —ltr TKLCConfigData*.sh

*%*%* TRUNCATED OUTPUT ***

-rw-rw-rw— 1 admusr admusr 2208 Dec 19 16:37 TKLCConfigData.so-
carync-a.sh

—rw-rw-rw— 1 admusr admusr 2208 Dec 19 16:50 TKLCConfigData.so-
carync-b.sh

Primary SDS VIP:

Copy the
configuration files
found in the
previous step to the
PMAC.

$ sudo scp -p <configuration file-a> <configuration file-b>
admusr@<PMAC Mgmt IP>:/tmp/

admusr@10.240.39.4's password:

TKLCConfigData.so-carync-a.sh 100% 1741 1.7KB/s 00:00
TKLCConfigData.so-carync-b.sh 100% 1741 1.7KB/s 00:00
[admusr@sds-mrsvnc-a filemgmt]#

56 Primary SDS VIP: $ exit
Logout of the
Primary SDS CLI.
57 PMAC Server CLI: login: admusr

Use SSH to login to
the PMAC Guest
VM server as the
admusr.

Password: <admusr_password>
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58 PMAC Guest VM: $ keyexchange admusr@<DP_Control IP>
Keyexchange with Example:
DP control IP [admusr@nassau-enc-pmac-1 ~]$ keyexchange admusr@192.168.1.22
The server does not know of 192.168.1.22.
Will just exchange host keys for the name given!
Password of admusr:
Could not get authorized keys file from remote (192.168.1.22).
Maybe it does not exist. Continuing...
The server does not know of 192.168.1.22.
Will just exchange host keys for the name given!
ssh is working correctly.
[admusr@nassau-enc-pmac-1 ~]$
59 PMAC Guest VM: $ sudo scp -p /tmp/<configuration file>

Copy the server
configuration file to
the Control IP for the
SOAM.

Note: The Control
IP for each OAM is
obtained in Step 18
of this procedure.

admusr@<SOAM Control IP>:/var/TKLC/db/filemgmt
admusr@192.168.1.199's password:
TKLCConfigData.so-carync-a.sh 100% 1741 1.7KB/s 00:00

PMAC Guest VM:

Connect to the
SOAM server
console from the
PMAC Server
Console

$ sudo ssh < SOAM Guest Control IP>
admusr@192.168.1.199's password: <admusr password>

SOAM Guest VM:

Copy the server
configuration file to
the “/var/tmp”
directory on the
server, making sure
to rename the file by
omitting the server
hostname (shown in
red) from the file
name.

Example:
TKLCConfigData<.server_hostname>.sh =» will translate to = TKLCConfigData.sh

$ sudo ep -p /var/TKLC/db/filemgmt/TKLCConfigData.so-carync-a.sh
/var/tmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.
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62.

[]

SOAM Guest VM:

After the script
completes, a
broadcast message
will be sent to the
terminal.

NOTE: The user
should be aware
that the time to
complete this step
varies by server and
may take from 3-20
minutes to complete.

*** NO OUTPUT FOR = 3-20 MINUTES ***

Broadcast message from admusr (Mon Dec 14 15:47:33 2009):
Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the
server.

<ENTER>

63.

SOAM Guest VM:

Verify that the
desired Time Zone
is currently in use.

$ date
Mon Aug 10 19:34:51 UTC 2015

SOAM Guest VM:

If the desired Time
Zone was not
presented in the
previous step...

Configure the Time
Zone.

Otherwise, skip to
the next step.

Example: $ sudo set_ini_ tz.pl <time zone>

NOTE: The following command example sets the time to the “UTC” (aka GMT) time zone
which is recommneded for all sites.

The user may replace, as appropriate, with the customer requested time zone for this site
installation. See Appendix G for a list of valid time zones.

$ sudo set_ini_ tz.pl “Etc/UTC”

SOAM Guest VM:

$ sudo init 6

65.
I:' Initiate a reboot of
the SOAM server.
66 SOAM Guest VM: Connection to 192.168.1.199 closed by remote host.

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

Connection to 192.168.1.199 closed.
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67.

[]

PMAC Guest VM:

After the SOAM
server has
completed reboot,
re-connect to the
SOAM server
console from the
PMAC Server
Console

$ sudo ssh <SOAM Control IP>
admusr@192.168.1.199's password: <admusr_password>

SOAM Guest VM:

1) Verify that the IMI
IP address input in
Step 41 has been
applied as specified.

2) Verify that the
XMI IP address
input in Step 41 has
been applied as
specified.

S ifconfig |grep in

control Link encap:Ethernet HWaddr 52:54:00:23:DC:32
inet addr:192.168.1.199 Bcast:192.168.1.255
imi Link encap:# Hiwaddr 52:54:00:33:DC:DC
inet ad Bcast:10.240.38.127
lo Link encap:Loca oopback
inet addr:127.0.0.1 Mask:255.0.0.0
xmi Link encap: Waddr 52:54:00:63:63:BD

inet ad Bcast:10.240.39.255

Mask:255.255.255.0

Mask:255.255.255.192

Mask:255.255.255.128

69.

SOAM Guest VM:

Execute a
“syscheck” to
verify the current
health of the server.

$ sudo syscheck

Running modules in class hardware...

OK
Running modules in class disk...

OK
Running modules in class net...

OK
Running modules in class system...

OK
Running modules in class proc...

OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log
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70.

SOAM Guest VM:

Accept upgrade to
the Application
Software.

- Running the
"accept" script from
the command line
now launches a
screen session on

blades & VM Guest.

- Use the "g" key to
exit the screen
session

[admusr@nassau-sds-so-b ~]$ sudo /var/TKLC/backout/accept

Called with options: --accept

Loading Backout: :BackoutType: :RPM

Accepting Upgrade

Executing common accept tasks

Setting POST UPGRADE ACTION to ACCEPT in upgrade info.

Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

No patch pending alarm on server so no MOTD update.

Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC

Checking /tmp/appworks temp

Checking /usr/openv

Checking /var/TKLC/appw/logs/Process

Checking /var/TKLC/appw/logs/Security

Checking /var/TKLC/db/filemgmt

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.

INFO:
INFO:
INFO:

INFO: Removing
repository

Removing '/etc/my.cnf' from RCS repository

Removing '/etc/pam.d/password-auth' from RCS repository

Removing '/etc/pam.d/system—-auth' from RCS repository

INFO: Removing '/etc/php.d/zip.ini' from RCS repository
'/var/lib/prelink/force'
(Thu Feb 2 20:07:21 2017) ===

'screen -x upgrade'

INFO: Removing from RCS repository
=== Window terminated
screen session: use to reconnect

Type the letter "g" on the keyboard to exit the screen session.

[screen is terminating]

[admusr@nassau-sds-so-b ~]$

71.

Apply the SDS
SOAM B server
configuration file.

e Repeat Steps 57 — 70 of this procedure for SOAM Server B.
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72 SOAM Guest B: $ ping -c¢ 5 10.240.38.78
; PING 10.240.38.78 (10.240.38.78) 56(84) byt f data.
From the SOAM-B ( ) (64) bytes of data
Guest, “ping” the 64 bytes from 10.240.38.78: icmp seg=1 ttl=64 time=0.031 ms
IMI IP address of 64 bytes from 10.240.38.78: icmp seg=2 ttl=64 time=0.017 ms
the SOAM-A Guest 64 bytes from 10.240.38.78: icmp seg=3 ttl=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp seg=4 ttl=64 time=0.028 ms
64 bytes from 10.240.38.78: icmp seg=5 ttl=64 time=0.030 ms
64 bytes from 10.240.38.78: icmp seg=6 ttl=64 time=0.028 ms
---10.240.38.78 ping statistics ---

6 packets transmitted,

rtt min/avg/max/mdev

6 received, time 5000ms

0.017/0.027/0.031/0.007 ms

0% packet loss,

SOAM Guest B: $ ping —c 5 10.240.39.150
3. From the SOAM-B PING 10.240.39.150 (10.240.39.150) 56(84) bytes of data.
Guest, “ping” the 64 bytes from 10.240.39.150: icmp seg=1 ttl=64 time=0.024 ms
XMI IP address of 64 bytes from 10.240.39.150: icmp seg=2 ttl=64 time=0.033 ms
the SOAM-A Guest | 64 bytes from 10.240.39.150: icmp seq=3 ttl=64 time=0.032 ms
64 bytes from 10.240.39.150: icmp seg=4 ttl=64 time=0.026 ms
64 bytes from 10.240.39.150: icmp seg=5 ttl=64 time=0.027 ms
64 bytes from 10.240.39.150: icmp seg=6 ttl=64 time=0.026 ms
---10.240.39.150 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms
74, SOAM Guest B: $ ping —c¢ 5 10.240.39.1
|:| From the SOAM-B PING 10.240.39.1 (10.240.39.1) 56(84) bytes of data.
Guest, “ping” the 64 bytes from 10.240.39.1: icmp seg=1 ttl=64 time=0.024 ms
local XMI Gateway 64 bytes from 10.240.39.1: icmp seg=2 ttl=64 time=0.033 ms
address associated | g4 pytes from 10.240.39.1: icmp seq=3 ttl=64 time=0.032 ms
with the SOAMNE. | ) 1 tes from 10.240.39.1: icmp seq=4 ttl=64 time=0.026 ms
64 bytes from 10.240.39.1: icmp seqg=5 ttl=64 time=0.027 ms
64 bytes from 10.240.39.1: icmp seqg=6 ttl=64 time=0.026 ms
---10.240.39.1 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms
75, SOAM Guest VM: $ ntpq -np
remote refid st t when poll reach delay offset Jjitter
|:| Use the “ntpq”
command to verify
that the server has +10.250.32.10 192.5.41.209 2 u 139 1024 377 2.008 1.006 1.049
connectivity to the *10.250.32.51  192.5.41.209 2 u 979 1024 377 0.507 1.664 0.702
assigned Primary
and Secondary NTP
server(s).
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IF CONNECTIVITY TO THE NTP SERVER(S) CANNOT BE ESTABLISHED, STOP AND EXECUTE THE
FOLLOWING STEPS:

1) Contact the customer to verify that the IP addresses for the NTP server(s) are correct.

2) Have the customer IT group provide a network path from the OAM server IP to the assigned NTP IP
addresses.

ONCE NETWORK CONNECTIVITY IS ESTABLISHED TO THE ASSIGNED NTP IP ADDRESSES, THEN
RESTART THIS PROCEDURE BEGINNING WITH STEP 75.

SOAM Guest VM: $ exit

I:' Exit from the SOAM
command line to

return the PMAC

server console

prompt.
77 PMAC Guest VM: $ exit
I:' Exit from the PMAC

server

THIS PROCEDURE HAS BEEN COMPLETED

5.8 OAM Pairing for SDS SOAM Sites (All SOAM Sites)

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different
stages of the procedure. During the execution of a step, the user is directed to ignore errors related to
values other than the ones referenced by that step.

Procedure 10. Pairing the SDS SOAM Servers (All SOAM Sites)

Step Procedure Result

Primary SDS VIP:

1 -
a] There is a problem with this website's security certificate.

I:' Launch an approved \/

web browser and

The security certificate presented by this website was not issued by a trust
connect to the SDS g . ! ’

The security certificate presented by this website was issued for a different

VIP address
Security certificate problems may indicate an attempt to fool you or intercd
NOTE: If presented server.
with the “security
certificate” warning We recommend that you close this webpage and do not continue to

screen shown to the

right, choose the % Click here to close this webpage.

following option: B Continue to this website (not recommended).
“Continue to this

website (not @ More information

recommended)”.
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> Primary SDS VIP:

I:' The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE’

Oracle System Login

Tue May 31 14:34:34 2016 EDT

LogIn
Enter your username and password to log in

Username:
Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details

Unauthaorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andior its affiliates.
Other names may be trademarks of their respective owners.

Copyright © 2010, 2016, Oracle and/or its affiliates. All rights reserved.

Primary SDS VIP:

|:| The user should be

presented the SDS
Main Menu as shown
on the right.

Lommunications iameter >ignal Kouter Full Address Hesolution
8.0.0.0.0-80.3.1

a H Main Menu
= 3 Administration
&) Genersl Options
= [C1 Access Control
= [ Software Management
= ‘' Remote Servers
[] LDAP Authenticatio
) SNMP Trapping
[] Data Export
[7) DNE Configuration
1 Configuration

~ Main Menu: [Main]

3 Nefwarking This is the user-define
[ Metworks t can be modified using the 'Ganeral Optic

[7] Devicas
Login Mame
[ Routes Last Login Time: 20
] Services Last Login IP: 1
j Servers Recent Failed Lo

[ Server Groups
[] Resourca Domains
[] Flaces
[] Piace Associations
= [ Dsce
‘4 Alarms & Events
[ View Active
[ View History
[ View Trap Log
() Security Log
= £ Status & Manage

7% Network Elements Oracle and Java sre registered trademarks of Oracle Corporation andfor i

T Sarver

T HA
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Procedure 10. Pairing the SDS SOAM Servers (All SOAM Sites)

Step

Procedure

Result

4,

Primary SDS VIP:

=1 5 Main Menu

= {3 Administration ~

Main Menu: Configuration -> Server Groups

|:| Select... %) General Options __Filten“ =
= [ Access Cantrol
Main Menu = [ Software Management Server Group Name Lewvel Parent
. . = ‘3 Remote Se
> Configuration —“__,T"EDHF rvers
AP Authenticatio
- Server Groups [ SNMP Trapping dr_sds_gro & MCNE
J Data Export
...as shown on the O DNS Configuratian
right. T ‘3] Configuration ) _
= 3 Metworking sds_mo_grp & NOME
[ Metwarks
J Devices
[ routes
J Sarvices
[ servers
j Server Groups
[] Resource Domains
[ Places
J Place Associstions
= [C1DscP
Primary SDS VIP:
i ain Menu: Configuration -> Server Groups
5 Main M Configurati S G
|:| 1) The user will be
pl’esented Wlth the Server Group Name Level Parent Function Connection Count Servers
“Server Grou ps” Network Element: SDS_NE  NE HA Pref: DEFAULT
. . dr_sds_gmp A MNONE SDS 1 Server Node HA Pref VIPs
COﬂfIgUFatIOI’I screen dr-sisno-a 10.240.108.20
as shown on the Nefwork Element: SDS_NE  NE HA Pref. DEFAULT
. Server Node HA Pref VIPs
I g ht sds_no_gp A NONE s0S 1 gqe-sds-1 10.240.108.24
=ds-no-s 10.240.108.24
sdsno-b 10.240.108.24
2) Select the “Insert”
dialogue button from =[] Security Log
the bottom left corner o i3 Status & Manage
of the screen. T Nekwork Elements
17 Server
NOTE: The user may W HA
need to use the || Database
vertical scroll-bar in T KPIs Insert Report
order to make the 77 Processes
“Insert” dialogue e "

button visible.
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Procedure 10. Pairing the SDS SOAM Servers (All SOAM Sites)

Step Procedure Result
Primary SDS VIP: - .
6. y Main Menu: Configuration -> Server Groups [Insert]
|:| The user will be
presented with the LR
“Server Groups
[Insert]” screen as Adding new server group
shown on the right.
Field Value Description
NOTE: Leave the
“WAN Re_pllcatlon Server Group Name * =T o Unigque Kentifier used to label a Server Group. [De
Conne_ctlf_)n Count P -se_gm contain at least ene slpha and must not start with 5
blank (it will default to
1).
Select one of the Levels supported by the system.
*
Level . ﬂ servers. Level C groups contain MP servers] [& va
Parent * NOMNE [w] Select an existing Server Group or MONE [4 value
Function * 5Ds ﬂ Select one of the Functions supported by the syste
N i Specify the number of TCP connections that will be
WAN Replication C tion C t 1
Eplication L-onnection Loum = Aninteger between 1 and 8]
Ok Apply Cancel
7 Primary SDS VIP: Field Value Description
I:' Input the Server
5 [ 5 G
Group Name. Server Group Hame * sds_so_gp Urique identfier vsed io labed a Server Group. [De

contain at beast cne alpha and must not start with ¢

Primary SDS VIP:

8.
Select “B” on the - Select Level -
|:| “Level” pull-down Level * A Select one of the Levels supported by the sy:
menu... senvers. Level C groups contain MP senvers.]
9 Primary SDS VIP:

D Select the 1% SDS

Site’s server group,
as entered in
Procedure 3, Step 7,
on the “Parent” pull-
down menu...

Parent *

sds_bllorenc_grp

- Select Parent-
MNONE
Select an existing Server Group or NONE [A value is required.]
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Step Procedure Result
Primary SDS VIP:
10. - Select Function -
Select “SDS” on the NONE
Function * SDS Select one of the Functions supported by the system [A valus is required.]

[]

“Function” pull-
down menu.

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

L nfo__ ¥
Info
o * Pre-\Validation passed - Data NOT committed ...
Field Value Description
Unique identifier u
Server Group Name * sds_so_grp 4

contain at least on

Select an existing Server Group or MONE [A value is required ]

Parent * sds_bllorenc_grp[ |

Function * sDs ﬂ Select one of the Functions supported by the system [A value is reg

Specify the number of TCP connections that will be used by replical

WAN Replication C. tion Count 1
eplication Lonnection Loun = Aninteger between 1 and 8]

Ok  Apply Cancel

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Insert]

Lnfo__ ¥
Info
o * Data committed!
Field Value Description
Unique identifis
Server Group Name * sds_so_grp 9

contain at leasi
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Step

Procedure

Result

14,

[]

Primary SDS VIP:

Select...

Main Menu

- Configuration
- Server Groups

...as shown on the
right.

= 2 Main Menu
+| ) Administration
=] ‘Z Configuration
=] {3 Metworking

A Main Menu: Configuration -> Server Groups

Primary SDS VIP:

The Server Group
entry should be
shown on the
“Server Groups”
configuration screen
as shown on the
right.

Primary SDS VIP:

1) Select the Server
Group entry applied
in Step 12. The line
entry should now be
highlighted.

2) Select the “Edit”
dialogue button from
the bottom left corner
of the screen.

NOTE: The user may
need to use the
vertical scroll-bar in
order to make the
“Edit” dialogue
button visible.

[0 Netwarks Server Group Name Level Parent Function
Devices
j dr_sds_grp A NONE 505
() Routes
[7) senvices
[ servers =ds_bllorenc_arp A NONE sDS
@) server Groups
[7) Resource Domains
] Places =ds_so_grp B =ds_hllorenc_grp 5Ds
[3) Place Associations
+| ] DscP
-] ‘4 Alarms & Events
[ view Active
@) view History v
Main Menu: Configuration -> Server Groups
Server Group Name Level Parent Function Connection Count  Servers
dr_sds_grp A NONE sDs 1
Network Element: SDS_NE  NE HA Pref. DEFAULT
sds_bllorenc_grp A NONE sDS 1 Server Node HA Pref ViPs
gs-sds-1 10.240.105.29
sds-no-a 10.240.108.29
sds_so_gmp B sds_bllorenc_grp sSDs 1
Main Menu: Configuration -> Server Groups
Filier* =
Server Group Name Level Parent Function Connection Count  Servers
dr_sds_gmp A NONE s0s 1
Network Element: SDS_NE  NE HA Pref: DEFAULT
sds_bliorenc_grp A NONE sDS 1 Server Node HA Pref ViPs
as-sds-1 10.240.108.29
sds-no-s 10.240.108.29
: sds_so_grp : B : sds_bllorenc_grp : sDs : 1
i sds_so_grp {B  isds bllorenc_gp | SDS i1
Insert Edit = Delete Report
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Step

Procedure

Result

17.

[]

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Edit]” screen as
shown on the right.

Main Menu: Configuration -= Server Groups [Edit]

Modifying attributes of server group : sds_so_grp

Flald Valug

Sarver Group Hams * SO5_s50_gip

Leval * B [+]
Parent * sis_hllorenc_grp[ |
Funciion * S0S (]

WiaN Replication Connection Count 1

503_ME [] Prefar Mebwork Element a2 apare

Deacripfion

Unigue lgantifer uead to label a Senv

alpha and must not Start wiin 2 digit])

Salact one of tha Lavals suppaniad oy

Salzct an exEting Server Group [AvE

Salect ong of the Funclons ELppo

S:Eﬂfj‘ the numbar of TGP conneciio
1and 8]

Barvar 55 Inciuslon Prefermed HA Rola
S8-50-8 D Inciude In 5G D Prefar sander 35 Epare
WP Assignment
IF Address =
Ok | Apply | Cancel
18 Primary SDS VIP: Server 5G Inclusion Preferred HA Role
|:| Select the “A” server
(13 ”
and the “B” server sds-s0-a [ Include in SG [] Prefer server as spare

from the list of
“Servers” by clicking
the check box next to
their names.
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Step

Procedure

Result

19.

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

Lo v
Info
y _ grp
* Pre-\alidation passed - Data NOT committed ...
Parent * sds_bl I:ref'l:_gfclﬂ Select an existing
Ok Apply  Cancel

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

.....................

rver group : sds_so_gr
+ Data committed! g P _S0_8rp

Parent * sds_bllorenc_grp[»]

Primary SDS VIP:

21.
D Click the “Add” VIP Address
dialogue button for Add
the VIP Address.
Primary SDS VIP:
22. y
I:' Input the VIP VIF Address Add
Address
10.250.32 10 Remove
23 Primary SDS VIP:
. . VIP Address
I:' Click the “Apply” Add
dialogue button.
10.240.108.52 Remove

Ok Apply Cancel
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Procedure 10. Pairing the SDS SOAM Servers (All SOAM Sites)

Step Procedure

Result

o4 Primary SDS VIP:

1) The user should be
presented with a

Main Menu: Configuration -> Server Groups [Edit]

Ok Cancel

Apply

banner information Info =
message stating Info
“Pre-Validation arp
passed”. o + Pre-Validation passed - Data NOT commitied
2) Select the “Apply”
dialogue button.
VIP Assignment
VIP Add
ress Add
10.240.108.52 Remove

Primary SDS VIP:

The user should be
presented with a
banner information

Main Menu: Configuration -> Server Groups [Edit]

‘r‘n;stsage stat_l?tg & Info
ata committed”. ]
rver group : sds_so_grp
* Data committed!
Parent * sds_bllorenc_arp ﬂ Select an existing Se
Function * 505 ﬂ Select one of the Fur
26 Prim ary SDS VIP: = f"!f:;::llmn:r Main Menu: Alanns & Events -> View Active
: 3 Centguratin [
Select... el
] e s noam
'1 Routss.
. 9 saness Event 1D Timastamy saverty Product Procass NE sarver
Main Menu vl e : e
] serve Groue N sz 20160505 0347 093 £0T clesR  emmm e sos e weaoa
- Alarms & Events ) e o PAT— PS—
. . 1 Piscs Aszosiation: 31000 20160605 10:34:06.083 EDT CLEAR Sistioem ravek SDS_NE EOEN0-3.
- View Active & Caosce swFan rE——
= A"me"E:“ 3228 MAJOR Plstiorm ahs S05_NE Py
oteend ottty s s s o o s e 5

...as shown on the
right.
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Step Procedure Result
Primary SDS VIP: - e
27. B T';j“e”“t ) ~  Main Menu: Alarms & Events -» View Active (Filtered)
Verify that Event ID T e Outons
10200 (Remote e o Tasks v
Database re- +] (] Software Management o
initialization in <] (_y Remote Servers sds_no_grp | =45 02
progress) alarms are ] LDAP Authentieatio . .
present with the SDS j SNMF Trapging Ewent IO Timestamp Severity
SOAM Server [7] Data Export Alarm Text Additiona
: [} DS Configuration 10200 2016-06-05 01:10:02.746 EDT MINOR
hostnames in the
=] ‘Zy Cenfiguraticn A
“|nstance” fleld 31 =3 Networking Remote Database re-initialization in progress Remote D
] Metwarks
[7] Devices
[] Routss
[] Sarvices
[0 Servers
[7] Server Groups
MONITOR THE EVENT ID 10200 (Remote Database re-initialization in progress) ALARMS.
DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED FOR
BOTH SDS SOAM SERVERS.
Primary SDS VIP: S ——— )
28. 7] Dsts Export ~  Main Menu: Status & Manage -» Server
I:' Select... [] DNS Canfiguration
=1 {3 Configuration
Main Menu = ‘2 Metworking
- Status & Manage B Networks server Hosiname -
> Server 3 Devices dr-sds-no-a =l
3 Routes sds-no-a SOt
[] Services ) i
...as shown on the [] Servers sdsnes ==
sds-50-3 sD

right.

:l Server Groups
:l Resource Domains
[] Flzces
[7] Place Associstions
= [l DsSCP
i Alarms & Events
:l Wisw Active
[ view History
[7] view Trap Log
[ Security Log
‘4| Status & Manage
77 Metwork Elements
17 Server
T HA
17 Database
) KPIs
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Procedure 10. Pairing the SDS SOAM Servers (All SOAM Sites)

Step Procedure Result
Pri mary SDS VIP Main Menu: Status & Manage -> Server
29.
D 1) The “A” and “B” Server Hostname Network Element Appl State
SOAM servers should | == -~
now appear |n the sdsnob SDS_NE Ensbled
right panel. == —
2) Verify that the
“DB” status shows
“Norm” and the “Proc”
status shows “Man”
for both servers
before proceeding to
the next Step.
30 Primary SDS VIP: Main Menu: Status & Manage -> Server
* Mom Jun 06 01:20:50 2016 ED1
|:| 1) Using the mouse, Fiter _~
select SOAM Server Revortin
A. The line entry Server Hostname Metwork Element Appl State Alm DE 5Iapt35 % Proc
ShOU|d now be dr-zdzs-no-a SDS_NE Enskied Warn Morm MNorm Merm
hlghllghted sds-no-a SDS_NE Ensbied IEE o MNorm Morm
sds-no-b SDS_ME Ensbled Warn Mormn MNorm Morm
| sds=0-a | 5DS_NE | DisaEied | IONERI | Nerm | Narm i Man |
2) Select the
“Restart” dialogue R rT—
button from the [ view History
bottom left corner of [ View Trap Log
the screen. ) Security Log
- Status & Manage
3) Click the “OK” T Metwork Elements Stop ~ Restart Reboot  NTP Sync  Report
buttc_m on_the _ TV Corar
confirmation dialogue — W
box. .
Message from webpage &
4) The user should be
resented with a @o% Areyou sure you wish to restart application software
p ted with |
confirmation message Y on the following server(s)?
(in the banner area) sds-s0-2
for SOAM Server A
stating:
“Successfully [ oK ] [ Cancel ]
restarted
application”. B
Main Menu: Status & Manage -> Server
[ Fiterr =]! Info =i
Info
Server Hosti - App
» sds-so-a; Successfully restarted application.
dr-sds-no-s Enal
sds-no-a S05_ME Emnal
ers.nnah o= KMFE Fral
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Step Procedure Result
Primary SDS VIP: Ly = e )
31. 7] Dats Export ~  Main Menu: Status & Manage -> Server
I:' Select... [ DNS Configuration
T ‘al Configuration
Main Menu = 'l Metwarking . Hostna .
T 2rver oS e B
- Status & Manage B Networks
[] Devices dr-sds-no-a SO
- Server ; _
_.I Routes sds-no-a =
. _'I Sarvices cds-nob so
...as shown on the [ servers
sds-so-2 =10

right.

[7] server Groups
[7] Resource Domains
[] Places
J Place Associations
= [ DSCP
I {4 Alarms & Events
[ view Active
J Wiew Historny
J iew Trap Log
& (0] Security Log
=1 {4 Status & Manage
77 Metwork Elemants
17 Server
T HA
17 Database
T KPIs

Primary SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “Alm, DB,
Reporting Status, &
Proc” status columns
all show “Norm?” for
SOAM Server A
before proceeding to
the next Step.

NOTE: If user
chooses to refresh
the Server status
screen in advance of
the default setting
(15-30 sec.). This
may be done by
simply reselecting the
“Status & Manage
- Server” option
from the Main menu
on the left.

Main Menu: Status & Manage -» Server

Server Hostname
dras-no-s
sds-no-a

sds-no-b

sds-s0-a

Network Element
303_NE
S08_NE
508 NE
S05_NE

Appl State rting Status

Enabled Wam Norm Narm
Enabl
Enabled Wamn Narm Marm

Enabled Wam Nom Morm

Mon Jun 06 0:

Norm
Norm
Nerm

Norm
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Step Procedure Result
Primary SDS VIP: )
33. Main Menu: Status & Manage -> Server
|:| 1) Using the mouse,
select SOAM Server Server Hostname Network Element Appl State Alm DE Reportir
B_ The |ine entry dr-sds-no-s SDS_ME Ensbled Warn Morm Marm
sds-no-a SDE_ME Enabled EE  tom Marm
ShOU|d nOW be sds-no-b SDE_NE Ensbled Warn Morm Norm
highlighted. sdesoa SS_NE IS BN o Norm
2) Select the
“Restart” dialogue — ;-M e
button from the B i History
bottom left corner of [ View Trap Log
the screen. ] Security Log
- Status & Manage
3) Click the “OK” ¥ Metwork Elements Stop Restart Reboot HTP Sync Report
button on the W] Server
confirmation dialogue TR v
bOX. Message from webpage
T o \
Are you sure you wish to restart application software [
4) The user should be | | @ o o™ ™
. sds-so-b
presented with a ‘
confirmation message | | =
(in the banner area) (] (oo
for SOAM Server B '
stating: )
“Successfully Main Menu: Status & Manage -> Server
restarted
application”. [ Fiter =] Info ¥
Info
Server Host - App
» sds-sod; Successully restarted application.
dr-sds-ng-a Emal
sds-no-a SD5_MNE Emal
erde_nrh omne RIE Fral
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Step Procedure Result
Primary SDS VIP: Ly = e )
34. 7] Dats Export ~  Main Menu: Status & Manage -> Server
I:' Select... [] DNS Configurstion
I ‘al Configuration
Main Menu = ' Metworking s Hostna =
T Erver nos e B
- Status & Manage —1 Medwaris
[] Devices dr-sds-no-a SO
- Server ; _
__.I Routes sds-no-a SO
. [] services . =0
...as shown on the [ servers
sds-50-3 s

right.

J Server Groups
[[] Resource Domains
[] Flzces
[7] Place Associstions
3 [ Dsce
= i Alarms & Events
[ view Active
[] view History
[7] view Trap Log v
& (1 Security Log
=1 ‘4 Status & Mansage
77 Metwork Elements
17 Server
T HA

TR Matakeca

Primary SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “Alm, DB,
Reporting Status &
Proc” status columns
all show “Norm” for
SOAM Server A and
Server B before
proceeding to the
next Step.

Main Menu: Status & Manage -» Server

Server Hostname Network Element

dr-sds-no-8 505_NE
sds-no-a 508 NE
sds-no-o SDE NE

sds-s0-3 SDE_NE

Mon Jun 06 0:

Appl State Reporting Satus. Proc

Narm Norm

Enabled E tom Norm

Marm

NOTE: If user chooses to refresh the Server status screen in advance of the default setting
(15-30 sec.). This may be done by simply reselecting the “Status & Manage - Server”

option from the Main menu on the left.

Primary SDS VIP:

Click the “Logout”
link on the SDS
server GUI.

sccount guiadmin

Wed Mowv 16 11:23:30 2016 UT

THIS PROCEDURE HAS BEEN COMPLETED
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5.9 DP Installation (All SOAM Sites)

The user should be aware that during the Data Processor (DP) installation procedure, various errors may
be seen at different stages of the procedure. During the execution of a step, the user is directed to ignore
errors related to values other than the ones referenced by that step.

Procedure 11. Installing the Data Processor Blade (All SOAM Sites)

Step

Procedure

Result

EXECUTE Appendix I: ( Disable Hyperthreading for Gen8 and Gen9 (DP Only) ON EACH

DP BLADE AFTER THIS PROCEDURE.

I:IH

PMAC Guest VM:

Launch an approved
web browser and
connect to the XMl IP
Address of the
PMAC server at the
SOAM site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

W

g1 There is a problem with this website's security certificate.
A

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
server.

We recommend that you close this webpage and do not continue to
& Click here to dose this webpage.

B9 Continue to this website (not recommended).

® More information

PMAC Guest VM:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Thu Dec § 02:18:12 2016 EST

Oracle System Login

Log In
Enter your username and password to log in

Session was logged out at 2:18:12 am.

Username: guiadmin
Password: sesssed

[0 Change password

Log In

Thiz application is designed to work with most modem HTMLS compliant browsers and uses both JavaScript and
cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andfor its affiliates.
Other names may be trademarks of their respecfive owners.

Copyright @ 2010, 2016, Cracle andfor ifs affiliates. All rights reserved.
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Step

Procedure

Result

3.

[]

PMAC Guest VM:

The user should be
presented the PMAC
Main Menu as shown

ORACLE Platform Management & Configuration

= Main Menu
[F] ‘-3 Hardware

6.3.0.0.0-63.1.0

Platform Management & Configuration

[+ 1 System Inventory

Thu Dec

on the right... [+ [ System Configuration
[ &3 Software
[0 software Inventory
D Manage Software Images
D WM Management
[z (O] Storage This is the user-defined welcome message.
= (7 Administration It can be modified using the ‘General Options’ page, reach
& [ Status and Manage via the Main Menu's ‘Administration’ submenu.
+
D Task Monitaring b Login Name: guiadmin
Hel Last Login Time: 2016-12-07 09:49.41
@ P Last Login IP Address: 10.175.254 229
D Legal Notices Recent Failed Login Attempts: 0
@ Logout
PMAC Guest VM:

Select the designated
DP server blade from
the Menu...

Main Menu

- Hardware

-> System Inventory
- <Cabinet>

- <Enclosure>

-> <Server Blade>

...as shown on the
right.

ORACLE Platform Management & Configuration

[ &) Main Menu
[F] ‘3 Hardware

6.3.0.0.0-63.1.0

[ <3 System Inventory
[+ [ Cabinet504
[=] 3 Cabinet 505
[=] ‘=4 Enclosure 50502
[+ (3 Enclosure Info

Tasks -

Hardware

Software

Network

WM Info

Main Menu: Hardware -> System Inventory -> Cabinet 505 ->

Thu Dec 08 07:2(

[] Bay DAR-OA
[ Bay 0BR-0A
[3) Bay 1F-Server Blade
[3) Bay 2F-Server Blade
[5) Bay 3F-Server Blade
[3) Bay 4F-Server Blade

Entity Type
Enclosure

Bay

Hot-swap State

Entity Summary

Server Blade
505802

TF

Active

D Bay 5F-Server Blade
[©) Bay 6F-Server Blade
[©) Bay 7F-Server Blade

Product Area
Manufacturer
Product Name
Part Number
Product Version
Serial Number
Assat Tag
File Id

HP

ProLiant BL460c Geng

210Jan 152015
USE311Y58M
N/A

[5) Bay &F-Server Blade

[3) Bay 9F-Server Blade

[©) Bay 10F-Server Blade
[©) Bay 11F-Server Blade
D Bay 12F-Server Blade
[3) Bay 13F-Server Blade
[0 Bay 14F-Server Blade

Board Area
Mfg Date Time
Manufacturer
Product Name
Part Mumber
Serial Number
File Id

N/A

641016-B21
USE311Y58M

[©) Bay 15F-Server Blade

[3) Bay 16F-Server Blade

[©) Bay 1R-Switch

[3) Bay 2R-Switch

D Bay 3R-SAN Switch

[3) Bay 4R-SAN Switch
[+ [ Cabinet 507

Insta
Upgrade
Patch

Chassis Area

Part Number
Serial Number

USE311Y58M

Il0S

Cold Reset
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Procedure 11. Installing the Data Processor Blade (All SOAM Sites)

Step Procedure Result
5 PMAC Guest VM: Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Encl
. Thu Dec 08 07:20:23 201

[]

Install the operating
system by clicking the
“Install OS” dialogue
button

Tasks -
Hardware | Sofware  Network VM Info
Entity Summary Product Area
Entity Type  Server Blade Manufacturer  HP
Enclosure 50502 ProductName ProlLiant BL460c Gen8
Bay TF Part Number
Hot-swap State  Active ProductVersion 2.10Jan 15 2015
Serial Number USE311Y58M
AssetTag N/A
File Id
Board Area Chassis Area
Mfg Date Time  N/A Part Number
Manufacturer Serial Number USE311¥58M
Product Name
Part Number 641016-B21
Serial Number USE311Y58M
File Id
Install 0S8 Cold Reset
Upgrade
Patch

PMAC Guest VM:

1) Select the desired
TPD Image

2) Click the “Start
Software Install”
dialogue button

Select Image

Image Name
i PD.install-7.2.0.0.0_&8&.27.0-OracleLinux&.8-
\x86_64

TPD.install-7.3.0.0.0_88.28.0-OracleLinux.8-

X386, 54 Bootable
TVOE-3.3.0.0.0_B8.27.0-xB6_54 Bootable
TVOE-3.3.0.0.0_588.28.0-x86_54 Boaotable

Architecture Description
ExEIE 64 B8.27
x86_64 88.28
xB6_64 88.27
x86_64 8828
CHHD

Supply Software Install Arguments (Optional)

Start Software Install

Back
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7.

[]

PMAC Guest VM:

The user should be
presented with an
“Are you sure you
want to install”
message box as

Message from webpage

The following targets already
Enc:50502 Bay:2F ==> TVOE

have an Application:

Are you sure you want to install

TPD.install-7.3.0.0.0_88.27.0-OracleLinuxb.8-x86_564 on all entities in the

shown on the right. Targets list?
i
Click the “OK” oK l ’ Cancel
dialogue button i
8 PMAC Guest VM: Software Install - Select Image
. Tasks -
I:' Note the task number T
. argets Select Image
assigned to SDS
Application upgrade. £ = S e SELESLD wmmim |
This number WI|| be Ene:5002 Bay3e @ ;Ig'eo__gnfnau-? 3.0.0.0_88.27 0-OracleLinux6 6- Booiale | x66_54 {027
used to track its y == T e
progress ISPED_.!aanaH-? 3.0.0.0_88.28.0-CracleLinuxs.8- Bootable X86_64 8828
TVOE-3.3.0.0.0_868.27.0-x86_64 Bootable x86_64 8827
TVOE-3.3.0.0.0_86.28.0-x86_64 Bootable xB86_64 8828

This task takes up to
~25 minutes.

Execute ”Install OS”

9. for for each additional e Repeat Steps 4 — 8 of this procedure for each additional DP server blade
I:' DP Server. in the SOAM enclosure.

PMA VM:
10 C Guest

1) Select...
Main Menu
=> Task Monitoring

...as shown on the
right.

ORACLE Platform Management & Configuration

E Main Menu

=

5 Hardware
[+ [C] System Inventary
[+] ] System Configurat
5 Software

[£) Software Inventory

ion

D Manage Software Images

(£ ¥M Management
(O] Storage

[Z1 Administration

[C] Status and Manage
[5] Task Manitoring
@ Help

[Z] Legal Notices

[= Logout

64000646.0

Main Menu: Task Monitoring

ID Task Target

E 165 Backup PMAC
P  Enc:505
Eji1ﬁ4 {Install OS —
Enc:505
B 163 Install OS e
Enc:505
E] 162 Install OS B
Enc:505
Bl 161  Install OS e
= asn Arnnant RMS: RI
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PMAC Guest VM D Task Target Status State Task Output Running Time  Start Time Progress
11. [ 165 BackupPM&C PM&C Backup successful COMPLETE NiA 0:00:16 52:1:0':10“1'01 100%
L | waian Progressis | i o lSetwesOhmatiwse (CwNee e el | |
100% with a Status Of ] 163 mstanos : p gf’;‘f@[ﬁ"ﬁ;’:ﬂ&gf;‘t“'"JE 210- CompLETE NIA 0:17:58 fg:;a':“ﬂ;“ 100%
Success and a State ] 162 instanos g:::lnﬁf‘f E:LE gf';‘flgmﬁ"'(’:ﬂ:535“4“'"73E 210- CompLETE NiA 0:15:22 fg:fs'?lgﬁ'“ 100%
of Comp|8te' 2 161 mstanos Enc:30302 Bay 1 g?:a;m[‘:‘;ﬁi\!\:ﬁf&u.uje‘zru- COMPLETE NIA 0:18:05 2015-09-30 100%
.... then proceed to
the next step.
PMAC Guest VM: .
12. ORACLE’ piatform Management & Configuration 6.4.0.0.0-646.0
|:| Re-select the
i =] = Main Menu . .
designated DP server | | & Platform Management & Configuration
blade from the = a Hardware Thu Dac
Menu... [+ [C7 System Inventory
[+ 1 System Configuration
Main Menu =l Software
[Z) software Inventory
~ Hardware [£] Manage Software Images
- System Inventory [0 vM Management
-> <Cabinet> [+ (] Storage This is the user-defined welcome message.
Administration Itcan be modified using the ‘General Options’ page, reack
~ <Enclosure> jl g Status and Manage via the Main Menu’s "Administration’ submenu.
- <Server Blade> *
D Task Monitaring 5 Login Name: guiadmin
Hel Last Login Time: 2016-12-07 09:49:41
@ p Last Login IP Address: 10.176.254 220
...as shown on the D Legal Notices Recent Failed Login Attempts: 0
right. (= Logout
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13.

[]

PMAC Guest VM:

Select the “Software”
tab.

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 50502 - Bay 3F

Tasks -

Hardware Software

MNeghork

WM Info

Thu Dec 08 07:35:51 2016

Operating System
Operating System Version
Hostname

Platform Software
Platform Version

Upgrade State

Operating System Details

Application Details
Red Hat Enterprise Linux Server Application
6.8 Version
hostname3dff7alca7dd Function
TPD (x86_64) Designation
7.3.0.0.0-88.280
Mot In Upgrade
Install OS Cold Reset
Upgrade
Patch

14.

PMAC Guest VM:

1) Verify the correct
TPD is shown.

2) Verify
“‘Application Details”
are blank.

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 50502 - Bay 3F

Tasks ~

Hardware Software

Metwork

VM Info

Thu Dec 08 07:35:51 2016

Operating System
Operating System Version
Hostname

Platform Software
Platform Version

Upgrade State

Operating System Details

Application Details
Red Hat Enterprise Linux Server Application
6.8 \ersion
hostname3dfifalca7d4 Function
TPD (x86_64) Designation
7.3.0.0.0-8828.0
Mot In Upgrade
Install OS Cold Reset
Upgrade
Patch
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15.

[]

PMAC Guest VM:

1) Select the
“Network” tab.

2) Make note of the
control IP address for
this DP, called
“bond0”; it will be
referenced later

3) Select the
“Upgrade” button.

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 50502 - Bay

Hardware Software Network
MNetworking Details:
Interface | IP Address Admin Status | Operational Status
T
bond0 W9.254.118.158 Up Up
Wﬁaﬂ::dad&%ﬁ:feda:zssn Up Up
Install 08 Cold Reset
Upgrade
Patch

PMAC Guest VM:

1) Select the correct
SDS version from the
‘Image Name” list.
The line entry should
now be highlighted.

2) Select the “Start
Software Upgrade”
dialogue button

Select Image

Image Name Type Architecture  Description
oracleGuest-8.0.0.0.0_80.8.0-xB6_64 Upgrade xB6_64
. SDS-8.000.0_8016.0-x86_64 D Upgrade xB6_64
TPD.install-7.0.3.0.0_86.46.0-OracleLinuxi.7- Bootable X96_64
xB6_64
TPD.install-7.3.0.0.0_85 28.0-OracleLinux6 8- Bootable ¥B6_64
xB6_64
TPRD.install-7.3.0.0.0_88.30.0-OracleLinuxf.8- Bootable X86_64
xB6_64
-0 o

Supply Software Upgrade Arguments (Optional)

it Software Upgrag  Back
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17.

[]

PMAC Guest VM:

The user should be
presented with an
“Are you sure you
want to upgrade”
message box

Message from webpage = - -

o |

Are you sure you want to upgrade to S05-8.0.0.0.0_80.16.0-:86_64 on all

entities in the Targets list?

....as shown on the ; OK Cancel
right. L 2
Click the “OK”
dialogue button.
PMAC Guest VM: I
18. Software Upgrade - Select Image
Thu Dec 08 08:47:38 !
I:' Notg the task number
assigned to upgrade
SDS application . Targets Select Image
This number will be ;
used to track its Entity a Image Name Type Architecture Description
progress Enc:50502 Bay 3 m (50580000 8016048664 |upgrade | 664 | sa2r
* TPDinsall73000 88280 0mrlelinw 8- o o T
This task takes up to HEALE - '
~20 minutes p TVOE-3.3.0.0.0_88.27.0-x85_64 Bootable xB5_64 88.27
TWVOE-3.3.0.0.0_88.28.0-x86_64 Boaotable xB6_64 88.28

(8

Install SDS SW on
each remaining DP
server blade.

Repeat Steps 10 — 18 of this procedure for each additional DP server blade installed

in the SOAM enclosure.

BE

PMAC Guest VM:
Select...

Main Menu

- Task Monitoring

...as shown on the
right.

= & Main Menu
=] 3 Hardware

Main Menu: Task Monitoring

[E] <3 System Inventary
[+] [C7 Cabinet 504

[+] [C]/Cabinet 505 D
[+] [C7 Cabinet 507 S
[ FRU Info 111130
[+ [ System Configuration
[ i3 Software j 129
[£) software Inventary
D Manage Software Images j 128
[£] VM Management
[+ [ Storage j 127
[+ 1 Administration L
[+ [ Status and Manage 8 12
D Task Maonitaring fl 125
& Help
[Z] Legal Notices B 124

Install 0%

Install 08

Install 0%

Install 0§

Install 0%

Enc:50502 Bay:.
Guest: guest1

RMS: RMS50004
Guest: guest2

RMS: RMS50004
Guest: guest1

Enc:50502 Bay:i
Guest: guest2

Enc:50502 Bay:i
Guest: guest1

Enc:50502 Bay:!

vt ronun et

Page | 166

E88531-01




SDS Initial Installation and Configuration Guide

Procedure 11. Installing the Data Processor Blade (All SOAM Sites)

Step

Procedure

Result

PMAC Guest VM:

Wait till Progress is
100% with a Status of

Guest: guest1

Status

016,
11:32:26
2016-09-30

Progress

Success and a State | 0 mCSMSMUL e FWOLDOI0 ST Cowere  wa owe RS
of Comple':e- # 127  instaos gﬂa—?ﬂ"ﬁ“”“ g:’gfl;[ml’:éf’l‘;fé‘i"'0—“'27'0' COMPLETE NA 0:13:05 f$1051°2913° 100%
.... then proceed to
the next step.
PMAC Guest VM::
22. . B . in Account guiadmin ¥ @»
|:| Click the “Logout
link on the PMAC
server GUI.
Thu Dec 02 08:47: 38 2016 UTC
Primary SDS VIP:
23. Y
I:' Launch an approved
web browser and _ There is a problem with this website's security certificate.
connect to the XMl b
Virtual IP address
(VlP) assigne_d to The security certificate presented by this website was not issued by a trust
Active SDS site The security certificate presented by this website was issued for a different
NOTE: If presented _ ] o _
with the “security Security certificate problems may indicate an attempt to fool you or intercq
certificate” warning SN
screen shown to the
right, choose the We recommend that you close this webpage and do not continue to
following option: P :
“Continue to this % Click here to close this webpage.
website (not v "53' Continue to this website (not recommended).
recommended)”.
@ More information
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Primary SDS VIP:
24. y

[]

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Mon Jun 6 00:47:50 2018 EDT

Log In
Enter your usemame and password to log in

Session was logged out at 12:47:50 am.

Username: |
Password:

O Change password

Log In

Welcome to the Cracle System Login.

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

= = Main Menu
o {3 Administration
&) Genersl Options
= [ Access Control
= [ Software Management
= ‘' Remote Servers
[ LDAP Authenticatio
[©] SNMP Trapping
[] Data Export
[0 ONS Configuration
= ‘3 Configurafion
= 3 Networking
[] Metworks
[] Devices
[] Routes
[ Services
] seners
[] senver Groups
[7] Resource Domains
[] Fisces
[] Plsce Associstions
= (C)Dsce
= 3 Alarms & Events
] view Active
[ view History
[] view Trsp Leg
@ [ Security Log
= {_4 Status & Manage
77 Metwork Elemants
77 Server
T HA
77| Database

Lommunications Uiameter Signal Houter Full Address Hesolution
8.0.0.0.0-80.3.1

Main Menu: [Main]

This is the user-def
it can be modified using the 'General O

Login Nz

Last Login Time
Last Login I
Recent Failed

Oracle and Java sre registered trademaris of Oracle Corporstion and/
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26.

[]

Primary SDS VIP:

1) Select...

Main Menu

- Configuration
- Servers

...as shown on the
right

2) Select the “Insert”
dialogue button.

= = Msin Menu
= {2 Administration
_;] Genersl Options m
= [ Access Control [ Fiter ~]
= [ Software Management e —
T {3 Remote Servers
[] LDAP Authenticatio sds-no-a
:| SNMP Trapping
:l Data Export sds-no-b
[] DNS Configuration
T ‘l Configuration
o ] Metworkimg
:| Metworks
[] Devices
[] Routes
:| Senvices
j Servers
:l Server Groups
:| Resource Domains
j Placas
:l Place Associstions
& [ DscP

= i) Alarms & Events

gs-sds-1

dr-sds-no-a

sds-50-3

. Main Menu: Configuration -> Servers

Role

Metwork QAMEP

Metwark OAMEP

Query Server

Metwaork OAMEP

Systern CAM

System

sds-no-¢

sds-no-t

dr-sds-n

sds-50-z
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27.

[]

Primary SDS VIP:

The user is now
presented with the
“Adding a new
server” configuration
screen.

Main Menu: Configuration -> Servers [Insert]

Adding a new server

Attribute Value
Hostname * |

Role * - Select Role -
System ID

Hardware Profile

Network Element Name * - Unassigned - | v|

v

SDS HP ¢-Class Blade V1| |

Location
Ok Apply  Cancel
28 Primary SDS VIP: Adding a new server
|:| !‘npUt the aSSIQnEd Attribute Value Description
hostname” for the
Database Processor Unique name for the server. [Default = n/a. Range = A 20-character
(D P) . . string. Valid characters are alphanumeric and minus sign. Must start
Hostname =t with an alphanumeric and end with an alphanumeric.] [A value is
required]
i . end with an alphanumeric.] [A value is required.]
29 Primary SDS VIP: R—
" NETWORK OAM&P
13 ” SYSTEM OAM
D SeleCt MP fOr the Role * Select the function of the server [A value is required.]

server Role from the
pull-down menu.

MP
QUERY SERVER
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Primary SDS VIP:

Using the chart
provided, select the
DP Hardware Profile
which is appropriate
to your installation
from the pull-down
menu.

NOTE: The choice
of DP HW Profile is
dictated by the
placement of the
XMI switch pair in
the c-Class
enclosure.

SDS HP Rack Mount

SDS Cloud Guest
SDS HP c-Class Blade V1
SDS HP c-Class Blade V2

Hardware Profile

SDS HP c-Class Blade VO

Hardware profile of the server

(eth21, eth22)

. Bonded
DP HW Profile Network Comments
Interfaces

SDS HP c-Class | IMI Bondo Use when both XMI and IMI
Blade VO (eth01, ethoz) | &€ 10 be VLAN tagged.

XMI

M Bond0 Use when XMI enclosure
SDS HP c-Class (eth01, eth02) | switches are connected to
Blade V1 bond1 DP blade mezzanine card

XMI (eth23, eth24) ports eth23 / eth24.

M BondO Use when XMI enclosure
SDS HP c-Class (eth01, eth02) | switches are connected to
Blade V2 il bond1 DP blade mezzanine card

ports eth21 / eth22.

Primary SDS VIP:

Select the Network
Element Name of the
SOAM site where the
DP is physically
located from the list of
available NEs in the
pull-down menu

- Unassignad -

Network Element Name * [0S

NOTE: After the Network Element Name is selected, the Interfaces fields will be displayed,

as seenin Step 33

Select the network element [A value is required.]

Primary SDS VIP:

Enter the site
location.

NOTE: Location is an
optional field.

Location

banjalore

X

Location description [Default =™, Ri
string ]

ar
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13 Primary SDS VIP: NTP Servers:

I:I 1) Enter the IMI IP NTP Server IP Address Prefer
address for the DP Add
Server.

10.240.21.191 Remove
2) Set the IMI 10.240.21.182 Hemove
Interface to “bond0”
and “check” the 10.240.21.193 ’ Remove
VLAN checkbox.
VLAN
DP Server Network Interface Checkbox
DP IMI bond0 /
34 1) Enter the customer
: assigned XMI IP VLAN tagging VLAN
address for the DP Pl NS (on XMI network) [MHETEGE Checkbox
Server.
No bond1 x

Layer 3 DP XMI
(No VLAN tagging Yes bond0 /
used for XMI)

2) Set the XMI
Interface to “bond1”
and “DO NOT
check” the VLAN
checkbox.

-0OR -

Layer 2

(VLAN tagging used
for XMI)

2) Set the XMI
Interface to “bond0”
and “check” the
VLAN checkbox.

11 CAUTION !!!

It is crucial that the correct network configuration be selected in Steps 33 — 34 of this
procedure. Choosing an incorrect configuration will result in the need to re-install the OS
and restart the DP Server instalation procedure over from the beginning.
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35.

[]

Primary SDS VIP:

1) Click the “NTP
Servers:” “Add”
dialogue button.

2) Enter the NTP
Server IP Address
for an NTP Server.

3) Enter 3 NTP
Server IP address,
repeat (1) and (2) to
enter it.

4) Optionally, click the
“Prefer” checkbox to
prefer one NTP
Server over the other.

NTP Servers:

NTP Server IP Address

10.250.32.10

NTP Servers:

NTP Server IP Address

10.240.21.191

10.240.21.192

10.240.21.193

Prefer

Prefer

Add

Remove

Remove

Remove

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Click the “Apply”
dialogue button...

Network IP Address

XMI(10.240.221.64/27) 10.240.221.67

IMI (169.254 4.0/24) 1659.254 42

NTP Servers:

NTP Server IP Address

10.250.32.10
10.250.32.51

10.250.32.129

®k  Apply Capcel

Prefer

Interface

xmi ¥ WLAN (103)

imi ¥ @ VLAN(2)

Add

Remove

Remaove

Remove

Primary SDS VIP:

If the values provided
match the network
ranges assigned to
the NE, the user must
select the Info box to
receive a banner
information message
showing that the data
has been committed
to the DB.

Main Menu: Configuration -> Servers [Insert]

= Drata committed!

"Atfribute Value

Hostname *

sds-sc-a
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38.

Primary SDS VIP:

= = Msin Menu

= ] Administration

2l

Main Menu: Configuration -> Servers

I:' Select... %] Genersi Opions
= _1 Apeess Control Al
Main Menu = [ Software Management Hostname Role Syste
- Configuration = {3 Remote Servers
> Servers j LOAP Authenticatio sds-no-a Metwork OAMEP sds-ne
[£] SMMP Trapping
:I Diata Export sds-no-b Metwork OAMEP sds-ne
...as shown on the [[] ONS Gonfigurstion
right. = 3 Configuration qs-sd=-1 Quary Server
o ] Metwaorki
Jj Ne ngﬁ dr-sds-no-s Metwork OAMEP dr-sds
:‘ Devices
:I Boutes sds-so0-a System QAN sds-5¢
S
a 3 riees dp-sds-1 MP
arvers
[]] server Groups
[] Resource Domains
:‘ Places
:‘ Place Associations
= [ DscP
0 larmns & Suants
Primary SDS VIP: ) N
39. Main Menu: Configuration -> Servers
D On the
“configuration Hostname Bala System ID Server Group Network Element Location Place
”
>Servers screen, sds-no-a Netwark OAMEP J-nc-a sds_no_grp SDS_NE Eangalore
find the newly added
DP server in){he list. sds-nob Network OAMEP sds-nob sds_no_grp SDS_NE Bangalore
gqs-sds-1 Query Server sds_no_grp SDS_NE Bangalore
Note: The DP server dr-sdsno-a Network OAMEP dr-sds-no-a dr_sds_grp SDS_NE Bangalore
will have a “MP” role. sds-so-a System OAM sds-so-1 sds =0 8 SDS_NE Bangalore
dp-sds-1 MP SDS_NE Bangalore
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Primary SDS VIP:
40 ) Hostname Role System ID Server Group :m: Location Place
|:| 1) Using the mouse,
select the newly sds-no-a gi:::;ﬁ sds-no-a sds_no_grp SDS_ME Bangalore
added DP server
entry. The line entry sds-no-b gil;'_:;; sds-no-b sds_mo_grp SDS_ME Bangalarz
containing the server
with a “MP” role gs-sds-1 Query Server sds_mo_grp SDi5_ME Bangalors
rs]t]gohl':llghr:gév be dr-zds-ng-2 gi;::;ﬁ dr-sds-no-a dr_sds_grp 505 _MNE Bangalors
sds-50-3 Systern OAM sds-s50-1 sds_s0 8 SDS_ME Bangalore
2) Click the “Export”
. dp-zds-1 MP SDS_MNE Bangalore
dialogue button from
the bottom left corner
of the screen.
Insert Edit Delete Export = Report
Primary SDS VIP: - § _
4]. y Main Menu: Conflguratlun -> Servers
I:' The user must select : :
the Info box to [ Fiter =]: info i
receive a banner Info
information message Hostname cation
showing a download o = Exported server dats in THLCConfigData.dp-sds-1.sh may be downlosded
link for the “MP” sds-no-a - SOSTIRS SOS_TW_gTF . oo e odngsalons
configuration data. CaMER - -
sds-no-b Eer:ﬁﬁ sds-no-b sds mo gQrp 505 ME Bangalore
42 Configure/Export the
: each additional DP e Repeat Steps 26 — 41 of this procedure for each additional DP server installed in the
server to be installed SOAM cabinet.
for this SOAM site.
43 Primary SDS VIP: lpdstes | Help | Logged in Account guisdmig{v| | Log Out
; . 8.0.0.0.0-80.3.1
Click the “Logout” e
link on the SDS
server GUI.
44 Primary SDS VIP: login: admusr

1) SSH to the
Primary SDS NOAM
VIP and access the
command prompt.

2) Log into the server
as the “admusr” user.

Using keyboard-interactive authentication.

Password: <admusr_password>

Primary SDS VIP:

Change directory to
filemgmt

$ ed /var/TKLC/db/filemgmt
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46.

[]

Primary SDS VIP:

Attain directory listing.

Look for the
configuration file(s)
that have just been
generated for the
DP(s). This should
appear toward the
bottom of the output.

$ 1s —ltr TKLCConfigData*.sh

*** TRUNCATED OUTPUT ***

-rw-rw-rw- 1 admusr admusr 2042 Dec 20 10:54 TKLCConfigData.dp-
carync-1.sh

-rw-rw-rw— 1 admusr admusr 2042 Dec 20 10:57 TKLCConfigData.dp-
carync-2.sh

Primary SDS VIP:

Use scp to copy the
file(s) to the PMAC

$sudo scp -p <configuration file-1> <configuration file-2>
admusr@<PMAC Mgmt_ IP>:/tmp/

Password: <admusr_ password>

server. TKLCConfigData.dp-carync-1.sh 100% 1757 1.7KB/s 00:00
TKLCConfigData.dp-carync-2.sh 100% 1757 1.7KB/s 00:00
$

Primary SDS VIP: $ exit

48.

Logout of the Primary

SDS CLI.

49 PMAC Server CLI: login: admusr

Use SSH to login to
the PMAC Guest VM
server as the
admusr.

Password: <admusr_password>

50.

PMAC Guest VM:

Key exchange with
DP control IP

$ keyexchange admusr@<DP_Control_IP>

Example:

[admusr@nassau-enc-pmac-1 ~]$ keyexchange admusr@192.168.1.22
The server does not know of 192.168.1.22.

Will just exchange host keys for the name given!

Password of admustr:

Could not get authorized keys file from remote (192.168.1.22).
Maybe it does not exist. Continuing...

The server does not know of 192.168.1.22.

Will just exchange host keys for the name given!

ssh is working correctly.

[admusr@nassau-enc-pmac-1 ~]$
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51.

[]

PMAC Guest VM:

Copy the server
configuration file to
the Control IP for the
DP.

Note: The Control IP
for each DP is
obtained in Step 15
of this procedure.

$ sudo scp -p /tmp/<configuration file>
admusr@<DP_Control IP>:/var/TKLC/db/filemgmt/

Password: <admusr_password>

TKLCConfigData.dp-carync-1.sh 100% 1757 1.7KB/s 00:00

PMAC Guest VM:

Connect to the DP
server console from
the PMAC Server
Console.

$ ssh <DP Control IP>

Password: <admusr_password>

DP Server:

Copy the SDS DP
configuration file to
the “/var/tmp”
directory on the
server, making sure
to rename the file by
omitting the server
hostname (shown in
red) from the file
name.

Example:
TKLCConfigData<.server_hostname>.sh = will translate to = TKLCConfigData.sh

$ sudo cp -p /var/TKLC/db/filemgmt/TKLCConfigData.dp-carync-1.sh
/var/tmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

DP Server:

After the script
completes, a
broadcast message
will be sent to the
terminal.

*** NO OUTPUT FOR =~ 3-20 MINUTES ***

(Mon Dec 14 15:47:33 2009):

Server configuration completed successfully!

Broadcast message from admusr

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the
server.

<ENTER>

55.

DP Server:

Verify that the desired
Time Zone is
currently in use.

$ date
Mon Aug 10 19:34:51 UTC 2015
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56 DP Server: Example: $ sudo set_ini_tz.pl <time_zone>
If the desired Time NOTE: The following command example sets the time to the “UTC” (aka GMT) time zone
Zone V‘f[az nOtth which is recommneded for all sites.
resented in the . . . -
Erevious step The user may replace, as appropriate, with the customer requested time zone for this site
installation. See Appendix G for a list of valid time zones.
Configure the Time
Zone. $ sudo set_ini_ tz.pl “Etc/UTC”
Otherwise, skip to the
next step.
57 DP Server: $ sudo init 6
|:| Initiate a reboot of the
DP.
58 DP Server: $ Connection to 192.168.1.226 closed by remote host.

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

Connection to 192.168.1.226 closed.

PMAC Guest VM:

After the DP server
has completed
reboot...

Re-connect to the DP
server console from
the PMAC Server
Console

$ sudo ssh <DP Control IP>
Password: <admusr_password>

DP Server:

1) Verify that the XMl
IP address input in
Step 33 has been
applied to “bond1”.

2) Verify that the IMI
IP address input in
Step 33 has been
applied to “bond0.4”.

NOTE: Exact bond
configuration may
vary for custom
network
implementations.

$ ifconfig |grep in
bond0 Link encap:Ethernet HWaddr B4:99:BA:AC:BD:64

inet addr:192.168.1.226 Bcast:192.168.1.255
Mask:255.255.255.0

bond0.4 Link encap:Ethernet HWaddr B4:99:BA:AC:BD:64
inet add{g:10.240.38.82 ) Bcast:10.240.38.127
Mask:255.255.255.19

bondl Link encap:E HWaddr B4:99:BA:AC:BD:64
Bcast:10.240.39.255

inet add
Mask:255.255.255.1

eth01 Link encap:Ethernet HWaddr B4:99:BA:AC:BD:64
eth02 Link encap:Ethernet HWaddr B4:99:BA:AC:BD:64
lo Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0
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61 DP Server: $ ping -c¢ 5 10.240.38.78
; PING 10.240.38.78 (10.240.38.78) 56(84) byt f data.
|:| From the DP Server, ( . ) (84) bytes O_ ate
“ping” the IMI IP 64 bytes from 10.240.38.78: icmp seg=1 ttl=64 time=0.031 ms
address of the 64 bytes from 10.240.38.78: icmp seg=2 ttl=64 time=0.017 ms
SOAM-A Guest. 64 bytes from 10.240.38.78: icmp seg=3 ttl=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp seg=4 ttl=64 time=0.028 ms
64 bytes from 10.240.38.78: icmp seg=5 ttl=64 time=0.030 ms
64 bytes from 10.240.38.78: icmp seg=6 ttl=64 time=0.028 ms

---10.240.38.78 ping statistics ---

6 packets transmitted, 6 received, 0% packet loss, time 5000ms
rtt min/avg/max/mdev = 0.017/0.027/0.031/0.007 ms
62 DP Server: $ ping —c¢ 5 10.240.39.1
i PING 10.240.39.1 (10.240.39.1) 56(84) bytes of data.
|:| From the DP Server, ( . ) (84) by .
“ping” the local XMI 64 bytes from 10.240.39.1: icmp seg=1 ttl=64 time=0.024 ms
Gateway address 64 bytes from 10.240.39.1: icmp seqg=2 ttl=64 time=0.033 ms
associated with the 64 bytes from 10.240.39.1: icmp seg=3 ttl=64 time=0.032 ms
SOAM NE. 64 bytes from 10.240.39.1: icmp seqg=4 ttl=64 time=0.026 ms
64 bytes from 10.240.39.1: icmp seqg=5 ttl=64 time=0.027 ms
64 bytes from 10.240.39.1: icmp seq=6 ttl=64 time=0.026 ms
---10.240.39.1 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms
63 DP Server: $ ntpq -np
: « ' remote refid st t when poll reach delay offset Jjitter
|:| Use the “ntpq
command to verify
connectivitytothe +10.250.32.10 192.5.41.209 2 u 139 1024 377 2.008 1.006 1.049
assigned Primary and *10.250.32.51 192.5.41.209 2 u 979 1024 377 0.507 1.664 0.702
Secondary NTP
server(s).
64 DP Server: $ sudo syscheck
; Running modules in class hardware...
|:| Execute a
“syscheck” to verify OK
the current health of Running modules in class disk...
the server. OK
Running modules in class net...
OK
Running modules in class system...
OK
Running modules in class proc...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail log
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65 DP Server: [admusr@nassau-dp-2 ~]$ sudo /var/TKLC/backout/accept
Accgptgpgradetothe Called with options: --accept
Application Software. .
Loading Backout: :BackoutType: :RPM
Accepting Upgrade
Use"q"keyﬁoexnthe Executing common accept tasks
screen session. Setting POST_UPGRADE ACTION to ACCEPT in upgrade info.
Cleaning backout directory.
Clearing Upgrade Accept/Reject alarm.
Cleaning message from MOTD.
No patch pending alarm on server so no MOTD update.
Cleaning up RPM config backup files...
Checking /
Checking /boot
Checking /tmp
Checking /usr
Checking /var
Checking /var/TKLC
Checking /tmp/appworks_temp
Checking /usr/openv
Checking /var/TKLC/appw/logs/Process
Checking /var/TKLC/appw/logs/Security
Checking /var/TKLC/db/filemgmt
Checking /var/TKLC/rundb
Starting cleanup of RCS repository.
INFO: Removing '/etc/my.cnf' from RCS repository
INFO: Removing '/etc/pam.d/password-auth' from RCS repository
INFO: Removing '/etc/pam.d/system-auth' from RCS repository
INFO: Removing '/etc/sysconfig/network-scripts/ifcfg-eth0' from RCS
repository
INFO: Removing '/etc/php.d/zip.ini' from RCS repository
INFO: Removing '/var/lib/prelink/force' from RCS repository
=== Window terminated (Thu Feb 2 20:07:21 2017) ===
screen session: use 'screen -x upgrade' to reconnect
Type the letter "q" on the keyboard to exit the screen session.
[screen is terminating]
[admusr@nassau-dp-2 ~]$
NOTE:
EXECUTE Appendix I: Disable Hyperthreading (DP Only) on server before exiting.
66 DP Server: S exit

Exit from the
command line to
return the server
console to the login
prompt.

Connection to 192.168.1.199 closed.
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Apply the
configuration file for
each additional DP
server installed at the
SOAM site.

Repeat Steps 51 — 66 of this procedure for each subtending DP server installed in
the same SOAM enclosure.

PMAC Guest VM:

Exit from the PMAC
server.

S exit

Primary SDS VIP:
Select...
Main Menu

- Configuration
- Server Groups

...as shown on the
right.

= B Msin Menu
I ‘4] Administration
=] Genersl Options _
= _'|| Access Control
& [ Softwara Management
=1 13 Remote Servers
[ LDAP Authenticatio

. Main Menu: Configuration -> Server Groups

Server Group Name Lewel Parent Function

[2] SMMP Trapping dr_sds_grp A MOME sDs
J Diata Export
[7] ONS Configurstion
=1 ‘2l Configuration

= ‘] Mebworking
[] Mesworks i
[ Devices
[] Routes
[ services

[] servers

J Server Groups

sds_no_grp A MONE sDs

sds_so s B sds_no_grp 505

J Resgurce Domains

[] Plaes

[] Flace Assodiations
5 [ Dsce

§ Bl & P o i

Insert Report
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70.

[]

Primary SDS VIP:

1) The user will be
presented with the
“Server Groups”
configuration screen

as shown on the right.

2) Select the “Insert”
dialogue button from
the bottom left corner
of the screen.

= B Main Menu

‘3| Administration
%] Senersl Options
3] [ Access Control
3 [ Software Management
= 13 Remote Servers

[[] LDAP Authenticatio

[2] SNMP Trapping
[7] Data Expart
[]] DMs Configuration
‘= Configuration
= 1 Metworking
[] Metworis
[] Devices
[] Routes
[] Services
:I Sernvers
:I Senver Groups
[[] Resource Domains
[ Places
:I Place Associations
& [ DSCP

§ Bl & P o i

Main Menu: Configuration -> Server Groups

Server Group Name

dr_sds_grp

sds_no_grp

sds so_ 8

Insert

Lewvel Parent

A MNONE

A NONE

B sds_no_grp

Report

Function

sDs

sSDs

sDs

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Insert]” screen as
shown on the right.

NOTE: Leave the
“WAN Replication
Connection Count”
blank (it will default to
1).

Main Menu: Configuration -> Server Groups [Insert]

Adding new server group

Server Group Name *

Level*®

Parent™

Function*

dp_sds_1_grp

A v
NONE v
sDs

WAN Replication Connection Count 1

Ok Apply Cancel

Thu Nov 17 10:25:10 2

Unigue identifier used to label a Server Group. [Default = n/a. Range = A 1-32-character string. Valid characters are
alphanumeric and underscore. Must contain at least one alpha and must not start with a digit] [A value is required.]

Selectone of the Levels supported by the system. [Level A groups contain NOAMP and Query servers. Level B groug
are optional and contain SOAM servers. Level C groups contain MP servers ] [A value is required.]

Select an existing Server Group or NONE [A value is reguired.]

Selectone ofthe Functions supported by the system [A value is required ]

Specify the number of TCP connections that will be used by replication over any WAN connection associated with thi
Server Group. [Default = 1. Range = An integer between 1 and 8.]

72.

Primary SDS VIP:

Input the Server
Group Name.

Field

Server Group Name *

Value

dp =sds 1_grp

Description

Unique identifier used to label & Server G
not start with a digit.] [A value is required.

NOTE: Each DP will have its own server group. Group names may be differentiated by

assigning each a unique name.
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Primary SDS VIP:

Select “C” on the
“Level” pull-down

- Select Level -
A
B

TRIL DLEIL WO = Il | & vEIdeE = el

Select one of the Levels supported t

menu. Level® servers.] [A value is required.]

Primary SDS VIP: e ey
74. y - Select Parent-
I:' Select System OAM EJFOQJdES

arg
grOUp OD the Parent * Select an existing Server Group or MOME [4
Parent” pull-down

menu.

75. Primary SDS VIP: - Select Function -
« » MOME

I:' Select “SDS” on the Sunction * Select one of the Functions sug

“Function” pull-down
menu.

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”

Main Menu: Configuration -> Server Groups [Insert]

Infa =

Info

O

« Pre-\alidation passed - Data MOT committed ..

; Unigue ider
dialogue button. Server Group Name * dp_sds_1_grp °

- - alphanumsr
Level* A Select .Dne C
are aptional
Parent * NOMNE ¥ Selectan ex
Function * sSDs v Selectone ¢
Specify the |

WAN Replication Connection Count 1 pecify
Server Grou

Ok  Apply Cancel
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Primary SDS VIP:
77. y

|:| The user should be
presented with a

Main Menu: Configuration -> Server Groups [Insert]

banner information Info
message stating
“Data committed”. o - Dats committed!
Field Value Description
U identifier used to label
Server Group Name * dp_sd=_1_agrp MU [EmmEr e =

nat start with a digit.] [4 value is

Primary SDS VIP:

78. E éai::::i“mﬁm Main Menu: Configuration -> Server Groups
|:| 1) Select... £ &3 Configuratian
Main Menu =] ‘Z3 Networking
- . . [ Networks Server Group Name Level Parent Funt
= Configuration [ Devices
Rout
- Server Groups B outes SDS_DP_01_GRP c SDS_S0_GRP sDs
] Services
...as shown on the [ servers
nght [7) Server Groups
B :‘“U“”E Domains SDS_DP_02_GRP c SDS_SO_GRP sDs
aces
2) The user will be [0 Place Associations
. % ] DScP
presented with the é%‘ - Event
“Configuration 2> £ B
onfig [+ (27 Security Log SDS_NO_GRP A NONE sDs
Server Groups” & [ Status & Manage
screen as shown on [+] [ Measurements
the ri ht [ 3 Communication Agent
ght. & [C18DS
@ Help SDS_SO_GRP B SDS_NO_GRP sDS
[3) Leoal Notices
[@ Logout i
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79.

[]

Primary SDS VIP:

1) Using the mouse,
select the MP Server
Group associated

Main Menu: Configuration -> Server Groups

with the DP bein 5
installed. g Server Group Name Level Parent Function gg::chnn BEMVErs
{dp_sds 1_gp fc  isdssos i sDs i1
2) Select the “Edit”
dialogue button from Metwork Elemear
the bottom left corner dr_sds_grp & NOME 505 1 Server
of the screen. dr-sds-no-a
Metwork Elemer
Server
sds_no_grp A MNOME 505 1 gs-sds-1
sds-no-3
sds-no-b
Metwork: Elemer
sds_so & B sds_no_grp sDs 1 Server
sds-50-3
Insert Edit Delete  Report
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80.

[]

Primary SDS VIP:

The user will be
presented with the
“Configuration 2>
Server Groups
[Edit]” screen as
shown on the right

Main Menu: Configuration -> Server Groups [Edit]

Modifying attributes of server group : dp_sds_1_grp

Field Value Description
Unigue identifier used to label
5 G N *
erver Group Name dp_sds_1_grp [A value is required ]
Lewvel * C ﬂ Salect one of the Levels suppa
Parent * sds_s0 8 ﬂ Select an existing Senser Grou
Function * S0S :l Select one of the Functions su|
WAN Replication Connection Count 1 Specify the number of TCP cor
SD5_ME [ ] Prefer Metwork Element as spare
Server 5G Inclusion Preferred HA Role
dp-sds-1 [ Include in 5G [] Prefer server as spare
VIP Assignment
VIP Addi
ress Add
Ok  Apply Cancel
81. Primary SDS VIP: Server SG Inclusion Preferred HA Role
|:| Select the “DP”
server from the list of dp-sds-1 Include in SG [] Prefer server as spare

“Servers” by clicking
the check box next its

name.
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Primary SDS VIP:
82. y

|:| 1) The user should be
presented with a
banner information
message stating
“Pre-Validation

passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

-arp
= Pre-\alidation passed - Diata NOT committed ...
VaIIE Description
Unigue identifier used to label a Server Gro
Server Group Mame *
P o = 1 orp [A walue is required ]
VIP Assignment
VIP Address Add

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

i Info =
Info
rver group : dp_sds_1_grp

0 - Data commitizd!
Field Walue Description

Unigue identifier usad ta
Server G N *

rver Group Name dp_sds_1_grp [A value is required ]

Lewvel ® c ﬂ Select one of the Levels

Place each additional
DP Server into its
respective DP Server
Group.

Repeat Steps 69 — 83 of this procedure for each subtending DP server installed in
the same SOAM enclosure, using a unigue group for each DP.
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Primary SDS VIP: _ i
85. <1 g Main Menu o Main Menu: Alarms & Events -> View Active
Select = iZy Administration
- "':l General Options _:ih:E“ - Tasks = | Gragh* =
Main Menu +| [] Access Contral _
— + ] Software Management
- Alarms & Events = (5 Remots Servers sds_no_grp | 5d5_ 50 3
- View Active [7] LDWP Authenticatic _
j SNM® Trapging Seq# Event ID Timestamp
as shown on the [] Data Bxport Alarm Text
right. [ DNS Gonfiguration 3122 2015-05-08 02:21:57.072 EOT
=] ‘g Cenfiguration 10
=] 3 Metworking HA Availsbility Status Degraded
M Networks
) Networ 10073 2016-06-06 02:21:56.852 EOT
[7] Devices a
j Routss Applicstion processes hawe been manually stopped
[ Semvices
. j _ 2532 2016-05-06 02:21:47.700 EDOT
[ Servers
; 4
[ Server Groups Sarver Upgrade Pending AcczptReject
[7] Resource Domains
7 Places I » 10300 2016-06-06 01-20:10.363 EDT
7] Place Associstions SMMP Trapping Mot Configured
= [ bscP 32532 2016-06-06 01:18:12.089 £0T
=] ‘g Alarms & Events 2
j View Active Server Upgrade Pending AcceptReject
.—1 View Histary 10200 2016-05-06 01:10:03.746 EDT
[ View Trap Log 7320
4 [ Securty Log Remate Distabase re-initislization in progress
Primary SDS VIP: e B
= ain Menu P . - - -
86. 3 Main 1
A ~  Main Menu: Alarms & Events -> View Active (Filtered)
Verify that Event ID =1 i AomsEtion
] General Options Filter* = Tasks = | Graph*
10200 (Remote

Database re-
initialization in
progress) alarms are
present with the DP
Server hostnames in
the “Instance” field..

+] [ Access Control
+] [ Software Management
=] i3 Remote Servers sds_no_grp | sds =0 3

[0] LDAP Authenticatic

F P Trapni Event ID Timestamp

._‘I SMMP Trapping Seq#

j Data Expart Alarm Text

[ DS Cenfiguration 10200 2018-08-08 01:10:03.748 EOT

=] (3 Configuration 7320 R

= &3 Networking Femote Database re-initizlization in progress
[1) Networks
[7] Devices
[7] Routes
[0 Services

[ Servers

[ Server Groups

Sewveril
Additic
MINOR

Remot:

MONITOR THE EVENT ID 10200 (Remote Database re-initialization in progress) ALARMS.

DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED FOR
ALL DP SERVERS.
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87 Pri mary SDS VIP: B f‘-"'_:';T":"LﬂW ~  Main Menu: Status & Manage > Server
. oot s —— Mo 3ur 06 02:26:55 2016 £OT
Select... o Gy oz L=l
) :: j i:_m_ B Server Hostname Network Element ApplStat:  Alm b8 Reporting Froc
Ma| n Men U # [ Configurationt dp-sds-1 SDS_NE DiEEEEEN NER Nom Nerm Man
= —“33'\::;&;"?;5 dr-sdsno-z SDS_NE Enzblzd Wam Nerm Narm Marm
9 St atus &M an ag e 7 view Hm;v sdsno-a SD5_NE Enabled [T Norm Horm
j View Trap Log sds-ne-b SDS_NE Enabled Wam Norm Nerm MNerm
9 Se rver 1 [ Secunty Log I sds-s0-3 SDS_NE Enabled Wam Norm Norm Norm
=] &3 Status & Manage
T4 Network Elements.
...as shown on the e
right. I
Primary SDS VIP: Main Menu: Status & Manage -> Server
88 . Mon Jun 05 02:26:55 2016 ECT
|:| Verify that the “DB &
H ”
Relportmg” st:atus Server Hostname Network Element Appl State Alm DE AR Proc
columns all show dp-sds-1 SDS_NE R Horm Marm Man
“Norm?” for the DP at
A . dr-sds-no-3 SDS_ME Enabled Sl Lo o L e
this point. The sds-no-s SDS_NE Enabied IEEE Mo Norm Norm
“Proc” column sds-no-b SDS_NE Enablzd Wam Norm Norm Norm
should show “Man”. sds-so-a SD5_ME Enabled Wam Morm Marm Marm

Primary SDS VIP:

89 Main Menu: Status & Manage -> Server
" . Mon Jun 06 02:26:55 2016 EC

|:| 1) Using the mouse,
select the “DP” Reporting
hOStname The I|ne Server Hostname Netwark Element Appl State Alm DB Status Proc
entry should now be | dp-sds-1 | SDS_NE | IDiSEBIEEN | INERI | Norm i Norm Man
h. hl ht d dr-sds-no-3 SDS_ME Enabled Wam MNorm MNorm MNorm

Ig Ig ed. sds-no-3 SD5_NE Enabled IERE tom Norm Norm
2) Se|eCt the sds-no-b SDS_ME Wam MNorm MNorm MNorm
“Restart” dIaIOgue sds-z0-3 SDS_NE Warn Narm Narm Narm
button from the
bottom |eft corner Of Stop  Restart Reboot NTP Sync | Report
the screen.
r Bl

3) Click the “OK” Message from webpage @

button on the
confirmation dialogue
box.

& Areyou sure you wish to restart application software

V' on the following server(s)?
4) The user should be T dp-sdsl

presented with a
confirmation message |
(in the banner area)
for the “DP” stating: [
“Successfully

restarted -
application”. Main Menu: Status & Manage -> Server

OK ] ’ Cancel

NOTE: The user may [ Fiter =]i infa i

need to use the

vertical scroll-bar in
Server Hostr )

order to make the o » dp-sds-1: Successfully restarted application.

“Restart” dialogue

button visible.

Info

dp-sd=s-1

dr-sds-no-a 5D5_NE
sds-no-3 5D5_NE
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Primary SDS VIP: ;
=l Main M i .
90. B Manhlenu ~  Main Menu: Status & Manage -> Server
I:' Select... #] ] Administration
3] [ Configurator -:meﬂ -
Main Menu =] (3 Alarms & Events
- [ View Active
- Status & Manage ﬂ‘u"lewl-i'tary Server Hostname Network Element Appl State
> Server ] View Trap Log dpade- 305 NE Enatled
#] (] Securiy Log drsdsnod 505, NE Enatled
...as shown on the <] iy Status & Manape
right. T Network Elements ' sds-no-3 505 _NE Enabled
Y Samyer sds-no-b SD5_NE Enabled
Ty Ha sds-50-2 S05_NE Enabled
7" Databasz
L ol
Primary SDS VIP:
o1. y
|:| Verify that the “Appl Main Menu: Status & Manage -> Server
State” now shows =] e
“Enabled” and that —
the “Alm, DB, Server Hostname Metwor ) m o mﬂn—ﬂﬂ\
Reportlng Status & .:Frs:s—' SEZ_:E Enable\il fm MNorm Morm I'\OL/
Proc” status columns | ™7 = = =
a” ShOW “Norm” for sds-no-a SDS_NE Enabled ST o Morm Norm
sds-no-b SDS_NE Enabled Warn Morm MNorm Morm
the “DP”- sds-s0-3 SDS_NE Enabled Warn MNorm MNorm Morm
92 Repeat this ] . } )
. procedure for each Repeat Steps 87 — 91 of this procedure for each additional DP server installed in
|:| additional DP Server. | the SOAM cabinet.

THIS PROCEDURE HAS BEEN COMPLETED
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5.10Configuring ComAgent

This procedure configures the ComAgent that allows the SDS Data Processor servers and the DSR
Message Processor servers to communicate with each other. These steps cannot be executed until all
SDS DP servers are configured.

Procedure 12. Configuring ComAgent (All SOAM Sites)

Step

Procedure

Result

lei|

Primary SDS VIP:
Launch an
approved web
browser and
connect to the XMl
Virtual IP Address
(VIP) of the SDS

NOTE: If
presented with the
“security certificate”
warning screen
shown to the right,
choose the
following option:
“Continue to this
website (not
recommended)”.

sernver.

@) There is a problem with this website's security certificate.
A

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercg

We recommend that you close this webpage and do not continue to
@ Click here to close this webpage.

B9 Continue to this website (not recommended).

@ More information

Primary SDS VIP:

The user should be
presented the login
screen shown on
the right.

Login to the GUI
using the default
user and
password.

Oracle System Login

ORACLE

Mon Jun & 02:32:07 2018 EDT

Log In

Enter your username and password to log in

Session was logged out at 2:32:07 am.

Username:

Password:

[0 Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with mast modem HTMLS compliant browsers and uses both JavaScript and
cookies. Please refer to the Oracle Software YWeb Browser Support Policy for details.

Unauthorized access is prohibited.

Oracle and Java are regisfered frademarks of Oracle Corporafion andior #s affiiates.
Cther names may be trademarks of fheir respechive owners.
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Procedure 12. Configuring ComAgent (All SOAM Sites)

3 Primary SDS VIP:

[]

The user should be
presented the SDS
Main Menu as

shown on the right.

= Jgh Main Menu
+] [ Administration
+] [ Coenfiguration
= {3 Alarms & Evenis
[ View Active
[0] View History
[ View Trap Log
+] [ Security Log
= {23 Status & Manapge
T4 Metwork Elements
Th Server
HA
T4 Databass
T4 KFls
% Processes
+] [ Tasks
:I Files
+] [] Measuremeants.
+] ] Communication Agent
+ ] D3
& Helo
[7] Legal Hotices
[ Logout

Main Menu: [Main]

Primary SDS VIP:

Select...

Main Menu

->Communication
Agent

- Configuration
- Remote Servers

...as shown on the
right.

= Jgh Main Menu

+] [ Administration
4] [] Configuration
#] [ Alarms & Events
4] [ Security Log
[=] i3y Status & Manzge
T4 Netwark Elements
) Server
T HA
7} Databazs
T KPIs
7 Processes
+] (O] Tasks
j Files
4] ] Measuremenis
= 3 Communication Agent
=] i3 Configuration
[7] Rema#e Samers
[7] Connection Graups
[7] Routsd Services b
+] [(] Maintenance
~ cno

Main Menu: Communication Agent -> Configuration -> Remote Servers

Remote Server
Remote Server Name Mode

Remote Server IP Address{es) Local Server Grou|

Primary SDS VIP:

Select the “Insert”
dialogue button

Insert

Primary SDS VIP:

Enter the “Remote
Server Name” for
the DSR Message
Processer server

Field Walue Diescription
Unigue identifier used to label 3 Remote Server.
Remote Server Mame * RESDSMP1 [Default: nia; Range: A 32-character string. Valid ¢

slphanumeric.] [A valus is required.]
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Procedure 12. Configuring ComAgent (All SOAM Sites)

7.

[]

Primary SDS VIP:

Enter the “Remote
Server IMI IP
Address”.

This is the |Pv4 IP address of the Remote |
Remote Server IPvd IP Address  159.254 5157 Default n's:
Range: A walid IPw4 P addrezs.

NOTE: This should be the IMI IP address of the MP blade.

Primary SDS VIP:

Select “Client” for
the Remote
Server Mode from
the pull-down
menu.

Remaote Server Mode * P Identifies the mode in which the Remots Senver

Client [A value 5 required |

Primary SDS VIP:

Select the Local
Server Group for

Add selected Local Server Group(s).

sz Mvailable Local Server Groups o2 i Assigned Local Server Groups i
the SDS Data pe
Processer server dp_sd=_1_grp —
group
Primary SDS VIP:
10. y
[] | Clicknesapply | e v e o ettt S S
dla|Ogue bU'[tOﬂ ........ vallatde Local server broups 2222222 DN S5ign ocal server Inoups 13l
dp_sds_1_grp

Ok  Apply Cancel

Primary SDS VIP:

Under the “Info”
banner option, the
user should be
presented with a
message stating
“Data committed”

Main Menu: Communication Agent -> Configuration -> Remote Servers [Insert]

alue Description
= Diata committed!

Unigue identifier used to label 3 Remots Server.
Remote Server Name * RESDSMP1 [Default n'a; Range: A 32-charscter siring. Valid ch
alghanumeric.] [& value is required]

This iz the IPv4 IP address of the Remats Server. If
Remote Server IPvd IP Address 160254 5 157 Defaut nia:
Ranpge: A walid IPwd P address.

Repeat steps 5 — 11 of this procedure for each additional remote DA-MP in the associated DSR

SOAM NE.

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix A. Accessing the iLO VGA Redirection Window

Procedure 13. Accessing the iLO VGA Redirection Window

Step Procedure Result

browser and connect to /~ Home - Windows Internet Explorer

1.
|:| the iLO interface —

=4 T @] https:/(f10.240.240.91
NOTE: Always use https:/ ==
for iLO GUI access. File Edit Wiew Favorites Tools Help
w o I (& Home l
The web browser will B ) L I
2. display a warning w o [ /€ Certificate Error: Navigation Blocked ] l

|:| message regarding the

Security Certificate. =P
Y |@ There is a problem with this website's security certificate.
NOTE: If presented with

the “security certificate”
warning screen shown to The security certificate presented by this website was not issued by a trusted

the right, choose the The security certificate presented by this website has expired or is not yet valig
. The security certificate presented by this website was issued for a different we

following option:
“Continue to this
website (not
recommended)”.

Security certificate problems may indicate an attempt to fool you or intercept
server.

We recommend that you close this webpage and do not continue to thi
& Click here to dose this webpage.

@' Continue to this website (not recommended).

® More information

Login to the iLO console
as “Administrator”

Integrated Lights-Out 2
HP Proliant

Login name: |admin

Password: eesssses
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Procedure 13. Accessing the iLO VGA Redirection Window

The admin GUI is
displayed.

Select the “Remote
Console” tab in the upper
left corner of the GUI.

sds-mrswnc-a
USELITHLLP / 484184
31343834-3438-5355-

Server Name
Serial Number / Product ID:
uuID:

ProLiant DLISO G&

System ROM:
System Health: ok
server Paver:

UID Light:

Last Used Remote Console:
Latest IML Entry:

d integrated Remote Console

[Repaired] System Power Supplies Not Redundant

Lo 2 Name: NILP
iLO 2 FQDN: MILP Jabs.nc. tekelec.com no tekelec.com ssz.tekelec.com tekelec.com
License Type L0 2

iLO 2 Firmware Version 2,06 057312011
10.250,36,247

skelec

1P address
Active Sessions:
Latest iLO 2 Event Log Entry: &
iLO 2 Date/Time:

logout: tekelec - 10.25,80,123(DNS name not found).
02/17/2012 14:34:47

The Remote Console
Information GUI is
displayed

Click on the “Integrated
Remote Console” option

Integrated Lights-Out 2

HP Proliont
| Remote Console | | |
Remote Console Information a

Integrated Remote Console
Access the system KM and contral irtual Powpr & Media from a single cansale under Microsoft Intermnet Explorer.

Re-size the Integrated Remate Console ta the same display resolution as the remate host. Exit the console to return to your client
desktop

Remote Console
access the system KvM from a Java applet-based console requiring the availability of a Jvh

Remote Serial Gonsole
access a VT320 serial console from a Java applet-based cansole connected to the ILO 2 Virtual Serial Port. This console requires
the availability of a Jvm.

The iLO Console window
is displayed.

NOTE: The console
window resembles an MS-
DOS window but DOES
NOT have a scroll-back
buffer.

Intel(R) RMM2 Remote Console - 10.240.240.91

Ctri+*Alt+*Delete

Cent0S release 4.6 (Final)
Kernel 2.6.18-1.2849prerel3.1.0_61.12.0 on an iG86

mps—B0566-a login:

Console(S8L): Deskiop size is 720 x 400 Fps: 5In: 241 B/s Out: 50 Bis

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix B.Creating Temporary External IP Address for Accessing SDS GUI

This procedure creates a temporary external IP address that will be used for accessing the SDS GUI prior
to configuring the first SDS server. This procedure assumes that the user has access to the ILO and can
access an external (XMI) network at the customer site.

Procedure 14. Creating Temporary External IP Address for Accessing SDS GUI

Step

In this procedure you will configure a temporary external IP Address for SDS Server A for the 1
SDS site. The user will use this IP Address in a web browser to access the GUI to configure the

first SDS server.

]Ij

Log onto the SDS
NOAM Server A
ILO as indicated in
Appendix A

Note: Output
similar to that
shown on the right
will appear.

CentOS release 5.6 (Final)
Kernel 2.6.18-238.19.1.el5prerel5.0.0 72.22.0 on an x86_ 64

hostnamel260476221 login:
Password: <admusr_password>

admusr

For Gen8: Delete
bond0

For Gen9:
Delete bond0

$ sudo netAdm delete --device=bond0

eth0l was successfully removed from bondO
ethll was successfully removed from bond0
Interface bond0 removed

For Gen9:
$ sudo netAdm delete --device=bond0

eth0l was successfully removed from bond0
eth02 was successfully removed from bond0
Interface bond0 removed

Add XMI IP
address to the first
SDS server

(SDS NOAM-A)
and have it use
interface eth02 for
Gen8 and eth03 for
Gen9

For Gens8:

$ sudo netAdm set —--device=eth02
-—onboot=yes --netmask=255.255.255.0
-—address=<XMI_TIP Address_for_ SDS_A>
Interface eth02 updated

For Gen9:

$ sudo netAdm set —--device=eth03
-—onboot=yes --netmask=255.255.255.0
-—address=<XMI_TIP Address_for_ SDS_A>
Interface eth03 updated

Add route to the
default gateway for
the first SDS site

For Gens8:

$ sudo netAdm add --device=eth02
-—route=default --gateway=<XMI_IP Address_for_default_ gateway>
Route to eth02 added

For Gen9:

$ sudo netAdm add --device=eth03
--route=default --gateway=<XMI_IP Address_for_ default gateway>
Route to eth03 added

Wait a few minutes
and then ping the
default gateway to
ensure
connectivity.

$ ping <XMI_IP Address_for_default gateway>
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Procedure 14. Creating Temporary External IP Address for Accessing SDS GUI

6 Log off the ILO $ exit

7 Important Note: Note: If this method is used, then the For Gen8 eth02 (0r eth03 for
This interface Gen9) interface must be un-configured in Step Error! Reference

|:| musft be un- ource not found. in Procedure 3 of Section 5.1 Configuring SDS
configured Servers A and B (1% SDS NOAM Site Only)

THIS PROCEDURE HAS BEEN COMPLETED

Appendix C. Establish a Local Connection for Accessing the SDS GUI

This procedure contains steps to connect a laptop to the SDS NOAM-A server via a directly cabled
Ethernet connection and setting the IP address of the laptop. This procedure enables the user to use the
laptop for accessing the SDS GUI prior to configuring the first SDS server.

Procedure 15. Establish a Local Connection for Accessing SDS GUI

Step

In this procedure you will configure a temporary external IP Address for SDS Server NOAM A for the 1%
SDS site. The user will use this IP Address in a web browser to access the GUI to configure the first SDS

server.

Access the SDS
NOAM-A server’'s
console.

Connect to the SDS NOAM-A server’s console using one of the access methods
described in Section 2.3.

I:I!\’ I:I!—‘

1) Access the
command prompt.

2) Log into the SDS
NOAM-A server as
the “admusr” user.

CentOS release 5.6 (Final)
Kernel 2.6.18-238.19.1.el5prerel5.0.0 72.22.0 on an x86 64

hostnamel260476221 login:
Password: <admusr_ password>

admusr

This step, DL380
Gen8 only!

Configure static IP
192.168.100.11 on
the eth14 port of
the SDS NOAM-A
server.

$ sudo netAdm set --device=ethl4 --address=192.168.100.11 --
netmask=255.255.255.0 --onboot=yes

This step, DL380
Gen9 only!

Configure static IP
192.168.100.11 on
the eth08 port of
the SDS NOAM-A
server.

$ sudo netAdm set --device=eth08 --address=192.168.100.11 --
netmask=255.255.255.0 --onboot=yes
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Procedure 15. Establish a Local Connection for Accessing SDS GUI

Execute this step
S. | for HP DL380

|:| Gen8:

1) Plug in one end
of the Ethernet
cable (straight-thru)
into the back of

S
i
S S S
e es s
qqd?’Z%sisgﬂi‘
S/

~
L/

SDS NOAM-A
server ETH14 (top o
left port). -
T
'_
w
2) Plug the other l
end of the Ethernet s
cable into the & R
laptop’s Ethernet "35
jack. A ofe
] o o ‘.
P T T ) S
o I m'o!o!o
T o -
[sNeleNo]
IIITI
P
[NN Ry NN NN RN

Execute this step

I:' For HP DL380

Gen9:

oo
Ve
e eSS
NEe S SSES SSRSaASS
2 .. RS e

7

&~/

1) Plug in one end
of the Ethernet
cable (straight-thru)
into the back of
SDS NOAM-A
server ETHO8
(bottom left port).

(*000:000

2) Plug the other
end of the Ethernet
cable into the
laptop’s Ethernet
jack.

08 07 06 05

Figure 16 — HP DL380 Gen9: DC (Rear Panel)
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Procedure 15. Establish a Local Connection for Accessing SDS GUI

6.

[]

Access the laptop
network interface
card’s TCP/IP
“Properties” screen.

NOTE: For this
step follow the
instruction specific
to the laptop’s OS
(XP, Vista or Win
7).

Windows XP

Go to Control Panel

e Double-click on Network
Connections

e Right-click the wired Ethernet
Interface icon and select
“Properties”

Select “Internet Protocol (TCP/IP)” and

select “Properties”

S|

- Local Area Connection Properties

General | Advanced

Connect using:
| B® Broadcom Metireme Gigabit Etheme |

This connection uses the following tems:

.[9 File and Printer Sharing for Microsoft Metworks ~
431 (305 Packet Scheduler

{ Intemet Protocol (TCP/IP)

-
< | =

Description

Transmission Control Protocol/Intemet Protocol. The default
wide area network protocol that provides communication
across diverse interconnected networks

[ Show icon in notification area when connected
Motify me when this connection has limited or no connectivity

Windows Vista/ Win 7

Go to Control Panel.

e Double-click on Network and
Sharing Center

e Select Manage Network
Connections (left menu)

e Right-click the wired Ethernet
Interface icon and select
“Properties”

Select “Internet Protocol Version 4
TCP/IPv4)”
-i- Local Area Connection Properties

e

General | Advanced

Connect using:

| B8 Broadcom MetXreme Gigabit Etheme |

This connection uses the following items:
gl—‘lle and Printer Sharing for Microsoft Networks -~
281 Q05 Packst Scheduler
Imtemet Protocal (TCP/IP)

~

3 | >
Description

Transmission Control Protocol/Intemet Protocal. The default
wide area network protocol that provides communication
across diverss interconnected networks

[] Show icon in notification area when connected
Motify me when this connection has limited or no connectivity

1) Setthe IP
address and
netmask of the
laptop’s network
interface card to an
IP address within
the same network
subnet as the
statically assigned
IP address used in
Step 3 of this
procedure
(192.168.100.100
is suggested) and
click “OK”.

2) Click “Close”
from the network
interface card’s
main “Properties”
screen.

Internet Protocol (TCP/IP) Properties

General |

You can get IP settings assigned automatically i your network supports
this capability. Otherwise, you need to ask your network administrator for
the appropriate IP settings

() Obtain an IP address automatically I

() Use the following IP address:

IP address: 192 168 . 100 . 100
Subnet mask 255 255 255 . O

L . . . ]

Default gateway:

(%) Use the following DNS server addresses

Atemate DNS server:

-1 Local Area Connection Properties

General | Advanced

Connect using:

| HS Broadcom MetXtreme Gigabit Etheme |

This connection uses the following items:

- Cliert for Microsoft Networks ~

gDaterrmnistic Network Enhancer
g’.’VireIess Intermediate Driver
=l Fiie and Printer Sharina for Microsoft Networks L
< | *

[ Ingtall... ] [ Uninstal ] [ Properties ]
Description
Allows your computer to access resources on a Microsoft
netwark:.

[[] Show icon in netification area when connected
Motify me when this connection has limited or no connectivity

Close

THIS PROCEDURE HAS BEEN COMPLETED

The user can now launch an approved web browser on this laptop and connect to https://192.168.100.11
to access the SDS GUI using a temporary IP address.
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Appendix D. Configure Cisco 4948E-F Aggregation Switches

These switch configuration procedures require that the SDS hardware (servers and switches) are
installed in a frame as indicated in the below picture:
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5D5 - DC - Seismic

PDP-A

PWR

OPEN

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

SWITCH B (Cisco 4948E-F)

FILLER PANEL

SWITCH A (Cisco 4948E-F)

SW

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

SERVER C - QUERY (HP DL380 Gen8/Gen9)

SERVER B - SDS NOAM (HP DL380 Gen8/Geng)

SERVER A - SDS NOAM [(HP DL380 Gen8/Gen9)

Servers

FILLER PANEL

FILLER PANEL

FILLER PANEL

Figure 17 — SDS Frame Layout
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D-1. Verifying Cisco Switch Wiring (All SDS NOAM Sites)

Procedure 16. Verifying Cisco Switch Wiring (SDS Sites)

Step Procedure Result

Set/Verify the Port |
following cable

configuration at the 1 B
Cisco 4948E-F

Port 47 Port 49 Console Port

switches:
switch1B

1) Verify that the (Top)

ISL
I:' switchlA, Port 1

Part 1
0 1 A
switch1B, Port 1
is

Port 2

switch1lA

Port 52

Port 48 Managerent
Port

Port 47 Port 49 Consale Port

CONNECTED. (Bottom)

n N

2) Verify that the

Fort 48 Managernent
Part

ISL

switch1A, Port 2
to

|:| switch1B, Port 2

IS
CONNECTED.

3) Verify that the
I:' ISL
switchl1A, Port 3

to

switch1B, Port 3
is

CONNECTED.

4) Verify that the
ISL

switch1A, Port 4
to

switch1B, Port 4
is

CONNECTED.

Figure 18 — Cisco 4948E-F Switch ISL Connections

DL380 Gen8 only Port 1

Verify that

SERVER A has the
Quad-Serial card

Port 47 Port 49 Consale Port

interface ports
connected to the Part =
Console Port each
switch port.

Port 52

Part 48 tanagement
Port

Figure 19 — Cisco 4948E-F Switch (Console Port)
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Procedure 16. Verifying Cisco Switch Wiring (SDS Sites)

Step Procedure Result
|:| 1) Verify that the o+ N N
switchlA, e s
Console Port |]_: |]_: ,]_: E
is CONNECTED to sl S2 83 sS4 wowww
SERVER A, l l l l
Quad-Serial Port
S1 using Cable o e — - H
9 o .
830-1229-xx. S -4
e
X
I:' 2) Verify that the -

. age.8,
switch1B, Quad-Serial cable ‘anaa e HHH -
Console Port o - ._.:31 IE
is CONNECTED to
SERVER A,

Quad-Serial Port =+ M~ iLO 4
S2 using Cable cooo

I T T T
830-1229-xX. (I T -

W W L L

Figure 20 — HP DL380 Gen8: Rear Panel (Quad-Serial Ports)

This step, DL380
Gen8 only!

1) Verify that
switchlA, Port 5
D is CONNECTED to

SERVER A,
ETHO1.
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Procedure 16. Verifying Cisco Switch Wiring (SDS Sites)

Step

Procedure

Result

[]

2) Verify that
switch1B, Port 5
is CONNECTED to

SERVER A,
ETH11.

3) Verify that
switch1A, Port 6
is CONNECTED to

SERVER B,
ETHO1.

4) Verify that
switch1B, Port 6
is CONNECTED to

SERVER B,
ETH11.

5) Verify that
switch1A, Port 7
is CONNECTED to

SERVER C,
ETHO1.

6) Verify that
switch1B, Port 7
is CONNECTED to

SERVER C,
ETH11.

HP DL380p Gen8& Backplane

+—ETH14
B +<—ETH12
+—ETH11

B «—FTH12
»

L

“eeew

ETHO1 —| B

ETHO4 —»|[B.
ETHO3 — > B
ETHO2 —| B

Figure 21 — HP DL380 Gen8: Rear Panel (Ethernet)
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Procedure 16. Verifying Cisco Switch Wiring (SDS Sites)

Step Procedure Result

4 This step, DL380
: Gen9 only!

|:| Port 1 Part 47 Port 43 Console Port
1) Verify that the -

switchlA,
Console Port

is CONNECTED to

SERVER A, Port 2 Port 48 Managerment
USB Port USBO Port

2) Verify that the

switch1B,

Console Port

is CONNECTED to
SERVER A,

USB Port USB1

- -

- mEmE--—--

Figure 23 — HP DL380 Gen9: DC (Rear Panel)
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Procedure 16. Verifying Cisco Switch Wiring (SDS Sites)

Step Procedure Result
This step, DL380

5. Gen9 only!
1) Verify that

[]

switchlA, Port 5

is CONNECTED
to

SERVER A,
ETHO1

2) Verify that
switch1B, Port 5

is CONNECTED
to

SERVER A,
ETHO2

3) Verify that
switch1A, Port 6

is CONNECTED
to

SERVER B,
ETHO1

4) Verify that
switch1B, Port 6

is CONNECTED
to

SERVER B,
ETHO2

5) Verify that
switch1A, Port 7

is CONNECTED
to

SERVER C,
ETHO1

6) Verify that
switch1B, Port 7

is CONNECTED
to

SERVER C,
ETHO2

ETH

01 02

03 04

HPE Ethernet 1Gb 4-port
331FLR Adapter (Flex LOM)
eth05-eth08

Internal 4-Port NIC
Ethernet Ports
ethO1-eth04

Figure 24 — HP DL380 Gen9: DC (Rear Panel)

THIS PROCEDURE HAS BEEN COMPLETED
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D-2. Configure Cisco 4948E-F Aggregation Switches

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table for
the proper value to insert depending on your system type.

CAUTION!! All netConfig commands must be typed exactly as they are shown here! Input is case
sensitive, there is no input validation, and some terminal clients will inject bad characters if you
backspace! Use Ctrl-C to exit netConfig if you make a mistake on any field and re-run that command.

Variable

Variable Management Server | Serial Port (DL380 Gen8) Serial Port (DL380 Gen9)
<switchlA_serial_port>| SERVER A ttys4 ttyUSBO
<switch1B_serial_port> | SERVER A ttys5 ttyUSB1

Variable

<IOS_image_file> Fill in the appropriate value from [5]:

Value

<switch_platform_username>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<switch_platform_password>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<switch_console_password>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<switch_enable_password>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<SERVER A_mgmtVLAN ip_address >

Primary SDS: 169.254.1.11 DR SDS:

169.254.1.14
< SERVER B_mgmtVLAN_ip_address> Primary SDS: 169.254.1.12 DR SDS:
169.254.1.15
<switch_mgmtVLAN_id> 2
<switchlA_mgmtVLAN_ip_address> 169.254.1.1
<netmask> 255.255.255.0
<switch1lB_mgmtVLAN_ip_address> 169.254.1.2
<management_server_mgmtinterface> bond0.2

<SERVER A_iLO_ip>

( See NAPD documentation for IP Address ) [1]

< SERVER B_iLO_ip >

( See NAPD documentation for IP Address ) [1]
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Ethernet Interface DL380 Gen8/ DL380 Gen9

<ethernet_interface_1> bond0.2 (eth01, eth11) bond0.2 (eth01, eth02)

<ethernet_interface_2> | bond0.4 (eth01, eth1l) bond0.4 (eth01, eth02)

Variable Value

<platcfg_password> Contact Oracle’s Customer Support Accessing My Oracle Support (MOS).

<management_server_mgmtinterface> bond0.2

<switch_backup_user> Contact Oracle’s Customer Support Accessing My Oracle Support (MOS)..
<switch_backup_user_password> Contact Oracle’s Customer Support Accessing My Oracle Support (MOS).
Note: Uplinks, if present, must be disconnected from the customer network prior to executing this

procedure. One of the steps in this procedure will instruct when to reconnect these uplink cables.
Refer to Figure 17 — SDS Frame Layout for determining which cables are used for customer
uplink.

Needed Material:

Note:

HP Misc. Firmware DVD
HP Solutions Firmware Upgrade Pack Release Notes [4]
Application specific documentation (documentation that referred to this procedure)

Switch A and B initialization xml files and SDS switch configuration xml file located on the NOAM
server in the /usr/TKLC/plat/etc/switch/xml/ directory 1SO.

Application 1ISO's with netConfig and its required RPMs.

If a procedural STEP fails to execute successfully, STOP and contact the Customer Care Center
by referring to the Customer Care Center section of this document.

Procedure 17. Configuring Cisco 4948E-F Switches (All SDS NOAM Sites)

Step

Procedure Result

lei|

SERVER A:

Access the 2.3.
SERVER A console.

mk

SERVER A: login: admusr

Log into the HP Using keyboard-interactive authentication.
DL380 server as the

« M Password: <admusr_ password>
admusr” user.
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Procedure 17. Configuring Cisco 4948E-F Switches (All SDS NOAM Sites)

Step Procedure

Result

3 SERVER A:

I:' Verify the switch1A
initialization file
exists

I:' Verify the switch1B
initialization file
exists

I:' Verify the switch
configuration files
exist

$ 1s -1 /usr/TKLC/plat/etc/switch/xml/switchlA SDS 4948E E-
F_init.xml

$ 1s -1 /usr/TKLC/plat/etc/switch/xml/switchlB_SDS_4948E E-
F_init.xml

$ 1s -1 /usr/TKLC/plat/etc/switch/xml/Primary switchlA SDS 4948E E-
F_configure.xml

$ 1s -1 /usr/TKLC/plat/etc/switch/xml/Primary switchlB_SDS_4948E E-
F_configure.xml

$ 1s -1 /usr/TKLC/plat/etc/switch/xml/DR switchlA SDS 4948E_E-
F_configure.xml

$ 1s -1 /usr/TKLC/plat/etc/switch/xml/DR_switchlB SDS_4948E_E-
F_configure.xml

If any file does not exist, contact Customer Care Center for assistance.

SERVER A:

|:| DL 380 GEN 8:

Verify quad-serial
port mappings
(quad-dongle S1 =
ttyS4, quad-dongle

$ sudo setserial -g /dev/ttyS{1l..12}
/dev/ttySl, UART: 16550A, Port: 0x02£f8, IRQ: 3
/dev/ttyS2, UART: unknown, Port: 0x03e8, IRQ: 4
/dev/ttyS3, UART: unknown, Port: 0x02e8, IRQ: 3
/dev/ttyS4, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS5, UART: 16950/954, Port: 0x0000, IRQ: 24

S2 = ttyS5)
/dev/ttyS6, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS7, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS8, UART: unknown, Port: 0x0000, IRQ: O
/dev/ttyS9, UART: unknown, Port: 0x0000, IRQ: O
/dev/ttyS10, UART: unknown, Port: 0x0000, IRQ: O
/dev/ttyS1l, UART: unknown, Port: 0x0000, IRQ: O
/dev/ttyS12, UART: unknown, Port: 0x0000, IRQ: O
Output should match the example shown above; if not, contact Customer Care Center for
assistance.
5 SERVER A: $ sudo setserial -g /dev/ttyUSB*
' For GEN 9: /dev/ttyUSBO, UART: unknown, Port: 0x0000, IRQ: 0, Flags:
. : 1 1
Verify serial port ow_latency
mapping from USBO /dev/ttyUSB1l, UART: unknown, Port: 0x0000, IRQ: 0, Flags:
and USBL. low latency
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Procedure 17. Configuring Cisco 4948E-F Switches (All SDS NOAM Sites)

Step Procedure Result
6 SERVER A: $ sudo conserverSetup -i -s <SERVER A mgmtVLAN ip address>
For Gen8:

[]

Setup conserver
serial console
access for switch1lA

Example:

$ sudo conserverSetup -i -s 169.254.1.11

Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:

Target address is local to this host. Running conserverSetup in
local mode.

Checking Platform Revision for local TPD installation...
The local machine is running:
Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:
Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Enter the switch name for this console connection (default:
"switchlA console"), followed by [ENTER]: switchlA console

Enter the serial device designation for switchlA console (default:
"ttyUSB0"), followed by [ENTER]:ttyS4

Configure additional serial consoles [Y/n]? [press ENTER for
default <Y¥>]:n

Configuring switch 'switchlA console' console server...Configured.
Configuring console repository service...... Configured.
Remote host has the following available interfaces:

bond0

bond0.4

bondl

eth01

eth02

ethll

ethl?2

Enter the name of the bond on the remote server (default: "bondO0"),
followed by [ENTER]:

...No entry provided for bond. Resorting to default.
Slave interfaces for bond0O:

bond0 interface: ethO01

bond0 interface: ethll
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Procedure 17. Configuring Cisco 4948E-F Switches (All SDS NOAM Sites)

Step Procedure Result
7 SERVER A: $ sudo conserverSetup -i -u <SERVER A mgmtVLAN ip address>
' Note: For DL380

Gen9 only:

Setup conserver
serial console
access for switch1lA

Example:

$ sudo conserverSetup -i -u 169.254.1.11

Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:

Target address is local to this host. Running conserverSetup in
local mode.

Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Enter the switch name for this console connection (default:
"switchlA console"), followed by [ENTER]: switchlA console

Enter the serial device designation for switchlA console (default:
"ttyUSBO"), followed by [ENTER]:ttyUSBO

Configure additional serial consoles [Y/n]? [press ENTER for
default <Y¥>]:n

Configuring switch 'switchlA console' console server...Configured.
Configuring console repository service...... Configured.
Remote host has the following available interfaces:

bond0

bond0.4

bondl

eth01

eth02

ethll

ethl?2

Enter the name of the bond on the remote server (default: "bondO0"),
followed by [ENTER]:

...No entry provided for bond. Resorting to default.
Slave interfaces for bond0O:

bond0 interface: ethO01

bond0 interface: eth02
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Procedure 17. Configuring Cisco 4948E-F Switches (All SDS NOAM Sites)

Step Procedure

Result

8 SERVER A:

Note: For DL380
Gens8:

Setup conserver
serial console
access for switch1B

$ sudo conserverSetup -i -s <SERVER A mgmtVLAN ip address>

Example:
$ sudo conserverSetup -i -s 169.254.1.11
Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:
Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Enter the switch name for this console connection (default:
"switchlA console"), followed by [ENTER]:switchlB console

Enter the serial device designation for switchlB console (default:
"ttyUSBO"), followed by [ENTER]:ttyS5

Configure additional serial consoles [Y/n]? [press ENTER for
default <Y¥>]:n

Configuring switch 'switchlB console' console server...Configured.
Configuring console repository service...

Repo entry for "console service" already exists; deleting entry
for:

Service Name: console service
Type: conserver
Host: 169.254.1.11
...Configured.

Remote host has the following available interfaces:

bond0

bond0.2

bond0. 4

bondl

eth01

eth02

ethll

ethl?2

ethl3

ethld
Enter the name of the bond on the remote server (default: "bondO0"),
followed by [ENTER]:
...No entry provided for bond. Resorting to default.
Slave interfaces for bond0O:

bond0 interface: ethO1

bond0 interface: ethll
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Procedure 17. Configuring Cisco 4948E-F Switches (All SDS NOAM Sites)

Step

Procedure

Result

9.

[]

SERVER A:

Note : For DL380
Gen9

Setup conserver
serial console
access for switch1B

$ sudo conserverSetup -i -u <SERVER A mgmtVLAN ip address>

Example:
$ sudo conserverSetup -i -u 169.254.1.11
Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:
Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Enter the switch name for this console connection (default:
"switchlA console"), followed by [ENTER]:switchlB console

Enter the serial device designation for switchlB console (default:
"ttyUSB0"), followed by [ENTER]:ttyUSB1

Configure additional serial consoles [Y/n]? [press ENTER for
default <Y¥>]:n

Configuring switch 'switchlB console' console server...Configured.
Configuring iptables for port(s) 782...Configured.

Configuring iptables for port(s) 1024:65535...Configured.
Configuring console repository service...

Repo entry for "console service" already exists; deleting entry
for:

Service Name: console service
Type: conserver
Host: 169.254.1.11
...Configured.

Remote host has the following available interfaces:

bond0

bond0.2

bond0. 4

bondl

eth01

eth02

ethll

ethl?2

ethl3

ethld
Enter the name of the bond on the remote server (default: "bondO0"),
followed by [ENTER]:
...No entry provided for bond. Resorting to default.
Slave interfaces for bond0O:

bond0 interface: ethO1

bond0 interface: eth02
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Procedure 17. Configuring Cisco 4948E-F Switches (All SDS NOAM Sites)

Step Procedure Result
10 SERVER A: $ sudo netConfig --repo addService name=ssh_service
) . Service type? (tft ssh, conserver, oa) ssh
Add a repository for P B ' !
SSH service SSH host IP? 169.254.1.11
SSH username: admusr
SSH password? <user_password>
Verify password: <user_ password>
Add service for ssh service successful
SERVER A: $ sudo netConfig --repo showService name=ssh_service

Verify you have
entered the
information correctly
for SSH service

Service Name: ssh service

Type: ssh

Host: 169.254.1.11

Options:
password: 615EBD88232A2EFD0O080AC990393083D
user: admusr

SERVER A:

Add a repository for
TFTP service

$ sudo netConfig --repo addService name=tftp_service
(tftp, tftp
Service host? 169.254.1.11

Directory on host? /var/lib/tftpboot/

Add service for tftp service successful

Service type? ssh, conserver, oa)

SERVER A:

Verify that you have
entered the
information correctly
for TFTP service

$ sudo netConfig --repo showService name=tftp service

Service Name: tftp service

Type: tftp
Host: 169.254.1.11
Options:

dir: /var/lib/tftpboot/

SERVER A:

Create console
service for switch1lA

$ sudo netConfig --repo addService name=switchlA consvc

Service type? (tftp, oa) conserver

Conserver host IP? 169.254.1.11

Conserver username? platcfg

ssh, conserver,

Service password? <platcfg password>
Verify password: <platcfg_password>

Add service for switchlA consvc successful

SERVER A:

Verify you have
entered the
information correctly
for switch1A console
service

$ sudo netConfig --repo showService name=switchlA consvc

Service Name: switchlA consvc

Type: conserver

Host: 169.254.1.11

Options:
password: 0B902ECD13D5BD2F1B57B5BFC6E95FE9
user: platcfg
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Procedure 17. Configuring Cisco 4948E-F Switches (All SDS NOAM Sites)

Step

Procedure

Result

16.

[]

SERVER A:

Add repository for
switch1B console
service

$ sudo netConfig --repo addService name=switchlB consvc

Service type? (tftp, ssh, oa) conserver

Conserver host IP? 169.254.1.11

conserver,

Conserver username? platcfg
Service password?: <platcfg password>
Verify password: <platcfg_ password>

Add service for console service successful

SERVER A:

Verify you have
entered the
information correctly
for switch1B console
service

$ sudo netConfig --repo showService name=switchlB consvc

Service Name: switchlB consvc

Type: conserver

Host: 169.254.1.11

Options:
password: 0BY902ECD13D5BD2F1B57B5BEFC6E9S5FES
user: platcfg

SERVER A:

Verify and remove
the service named
“console_service” if
present

$ sudo netConfig --repo showService name=console_service
Services:

Service Name: console service

Type: conserver

Host: 169.254.1.11

Options:
password: 0BY902ECD13D5BD2F1B57B5BEFC6E9S5FES
user: platcfg

If service named “console_service is present, then remove it. Otherwise skip to the next
step.

$ sudo netConfig --repo deleteService name=console_service
Are you sure you want to delete console service (y/n)? ¥y

Deleting service console service...
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Procedure 17. Configuring Cisco 4948E-F Switches (All SDS NOAM Sites)

Step Procedure Result
19 SERVER A: $ sudo netConfig --repo addDevice name=switchlA --reuseCredentials
) . Device Vendor? Cisco
I:' Add repository for .
switch1A Device Model? 4948E-F

What is the IPv4 (CIDR notation) or IPv6 (address/prefix notation)
address for management?: 169.254.1.1/24

Is the management interface a port or a vlan? [vlan]:vlan

What is the VLAN ID of the management VLAN? [2]: 2

What is the name of the management VLAN? [management]: management
What switchport connects to the management server? [GE40]: GE5

What is the switchport mode (access|trunk) for the management
server port? [trunk]: trunk

What are the allowed vlans for the management server port? [1,2]:
1-4

Enter the name of the firmware file [cat4500e-entservicesk9-mz.122-
54 .WO.bin]:

Enter the name of the upgrade file transfer service: tftp_service
File transfer service to be used in upgrade: tftp service

WARNING: Could not find firmware file on local host. If using a
local service, please update the device entry using the editDevice
command or copy the file to the correct location.

Should the init oob adapter be added (y/n)? y

Adding consolelInit protocol for switchlA using oob...

What is the name of the service used for OOB access?
switchlA consvc

What is the name of the console for OOB access? switchlA console
What is the platform access username? platcfg
What is the device console password?

Verify password:

What is the platform user password?

Verify password:

What is the device privileged mode password?

Verify password:

Should the live network adapter be added (y/n)? y

Adding cli protocol for switchlA using network...

Network device access already set: 169.254.1.1
Should the live oob adapter be added (y/n)? y
Adding cli protocol for switchlA using oob...

OOB device access already set: switchlA consvc
Device named switchlA successfully added.
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Procedure 17. Configuring Cisco 4948E-F Switches (All SDS NOAM Sites)

Step Procedure Result
20 SERVER A: $ sudo netConfig --repo addDevice name=switchlB --reuseCredentials
) . Device Vendor? Cisco
I:' Add repository for .
switch1B Device Model? 4948E-F

What is the IPv4 (CIDR notation) or IPv6 (address/prefix notation)
address for management?: 169.254.1.2/24

Is the management interface a port or a vlan? [vlan]:vlan

What is the VLAN ID of the management VLAN? [2]: 2

What is the name of the management VLAN? [management]: management
What switchport connects to the management server? [GE40]: GE5

What is the switchport mode (access|trunk) for the management
server port? [trunk]: trunk

What are the allowed vlans for the management server port? [1,2]:
1-4

Enter the name of the firmware file [cat4500e-entservicesk9-mz.122-
54 .WO.bin]:

Enter the name of the upgrade file transfer service: tftp_service
File transfer service to be used in upgrade: tftp service

WARNING: Could not find firmware file on local host. If using a
local service, please update the device entry using the editDevice
command or copy the file to the correct location.

Should the init oob adapter be added (y/n)? y

Adding consolelInit protocol for switchlA using oob...

What is the name of the service used for OOB access?
switchlB_consvc

What is the name of the console for OOB access? switchlB console
What is the platform access username? platcfg
What is the device console password?

Verify password:

What is the platform user password?

Verify password:

What is the device privileged mode password?

Verify password:

Should the live network adapter be added (y/n)? y

Adding cli protocol for switchlA using network...

Network device access already set: 169.254.1.2
Should the live oob adapter be added (y/n)? y
Adding cli protocol for switchlA using oob...

OOB device access already set: switchlB consvc
Device named switchlB successfully added.
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Procedure 17. Configuring Cisco 4948E-F Switches (All SDS NOAM Sites)

Step

Procedure

Result

21.

[]

SERVER A:

Verify you have
entered the
information correctly

$ sudo netConfig --repo listDevices

Devices:

Device: switchlA

Vendor: Cisco

Model: 4948E-F

Access: Network: 169.254.1.1
Access: OOB:

Service: switchlA consvc
Console: switchlA console
Init Protocol Configured

Live Protocol Configured

Device: switchlB

Vendor: Cisco

Model: 4948E-F

Access: Network: 169.254.1.2
Access: OOB:

Service: switchlB consvc
Console: switchlB console
Init Protocol Configured

Live Protocol Configured

SERVER A:

Log in to switch1lA

Example:
console -M <SERVER A mgmtVLAN ip address> -1 platcfg
switchlA console

$ /usr/bin/console -M 169.254.1.11 -1 platcfg switchlA console

Enter platcfg@pmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]

Press <Enter>

switch1A:

Note the image
version for
comparison in a
following step.

Switch> show version | include image
System image file is "bootflash:cat4500e-entservicesk9-mz.122-
54.X0.bin"

Note the image version for comparison in a following step.
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NOTE:

IF THE SWITCH1A (4948E-F) I0S DOES NOT DISPLAY THE CORRECT VERSION IN THE ABOVE STEP,
THEN STOP AND EXECUTE THE FOLLOWING STEPS:

1) Appendix D-3 Cisco 4948E-F I0S Upgrade (All SDS NOAM Sites)

2) Return to this Procedure and continue with the following Step. Beginning with Step 43.

For each switch, compare the 10S version from previous steps with the 10S version specified in the Firmware
Upgrade Pack Release Notes [4] for the switch model being used.

If the version from previous steps is equal or greater than the version from the release notes and has "k9" in the
name, denoting support for crypto, then continue with the next step, there is no upgrade necessary for this

switch.

Procedure 18. Configure Cisco 4948E-F Aggregation Switches (All SDS NOAM Sites)

Step Procedure Result
SwitchlA: Switch> show bootflash

24. -#- --length-- ----- date/time------ path

|:| . 1 25771102 Nov 29 2011 08:53:46 cat4500e-entservicesk9-mz.122-
Execute “show 54.%0.bin

bootflash” to verify
that only the correct

95072256 bytes available (33210368 bytes used)

bootflash is
present. Note the image version for comparison in a following step
SwitchlA: Switch>en

25 Password:

Reset switch back
to factory defaults

Switch#write erase

Erasing the nvram filesystem will remove all configuration files!

by deleting the Continue? [confirm] <ENTER>
VLANS. [OK]
Erase of nvram: complete
Switch#
*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK INIT: Initialized the geometry
of nvram <ENTER>
Switch#config t
Enter configuration commands, one per line. End with CNTL/Z.
Switch(config) #no vlan 2-1024
%$Default VLAN 1002 may not be deleted.
$Default VLAN 1003 may not be deleted.
%$Default VLAN 1004 may not be deleted.
$Default VLAN 1005 may not be deleted.
Switch (config) #config-register 0x2101
Switch (config) #end
Switch#
SwitchlA: Switch#reload
26.
[:] . System configuration has been modified. Save? [yes/no]: no
Reload the switch. Proceed with reload? [confirm] <ENTER>
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Step

Procedure

Result

SwitchlA:

Monitor the switch
reboot until it
returns to a login
prompt.

cisco WS-C4948E-F
memory.

Processor board ID CAT1529S91B
MPC8548 CPU at 1GHz, Cisco Catalyst 4948E-F

Last reset from Reload

(MPC8548) processor (revision 5) with 1048576K bytes of

1 Virtual Ethernet interface
48 Gigabit Ethernet interfaces
4 Ten Gigabit Ethernet interfaces

511K bytes of non-volatile configuration memory.

Press RETURN to get started! <ENTER>

Switch>
SwitchlA: Switch#enable
28. Switch#
I:' Enter “enable”
mode.
29 SwitchlA: Switch#dir bootflash:

Verify that you see
the correct I0S
version listed in the
bootflash.

Directory of bootflash:/

7 -rw- 25771102
mz.122-54.X0.bin

Jan 31 2012 07:45:56 +00:00

128282624 bytes total
Switch#

(72122368 bytes free)

SwitchlA:

Close connection to
switch.

Switch#quit

Switch conO is now available

Press RETURN to get started.

switchlA:

Note the image
version for
comparison in a
following step.

Exit from console by typing CTRL+E+c+. (combination control character
and ‘e’ character, followed by sequence ‘c’ character, then ‘period’
character) and you will be returned to the server prompt.

SERVER A:

Log in to switch1B

Example:
console -M <SERVER A mgmtVLAN ip address> -1 platcfg
switchlB console

$ /usr/bin/console -M 169.254.1.11 -1 platcfg switchlB console
Enter platcfg@pmac5000101's password: <platcfg password>

[Enter “"Ec?' for help]
Press <Enter>
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Step

Procedure

Result

Switchl1B:

Note the image
version for
comparison in a
following step.

Switch> show version | include image
System image file is "bootflash:cat4500e-entservicesk9-mz.122-
54.X0.bin"

Note the image version for comparison in a following step.

IF THE SWITCH1B 10S DOES NOT DISPLAY THE CORRECT VERSION IN THE ABOVE STEP, THEN STOP
AND EXECUTE THE FOLLOWING STEPS:

1) Appendix D-3 Cisco 4948E-F I0S Upgrade (All SDS NOAM Sites); Beginning with Step 26.

2) Return to this Procedure and continue with the following Step.

NOTE: For each switch, compare the 10S version from previous steps with the IOS version specified in the Firmware
Upgrade Pack Release Notes [4] for the switch model being used.
If the version from previous steps is equal or greater than the version from the release notes and has "k9" in the
name, denoting support for crypto, then continue with the next step, there is no upgrade necessary for this switch.
Step Procedure Result
Switch1B: Switch> show bootflash
34. -#- --length-- ----- date/time------ path
|:| . 1 25771102 Nov 29 2011 09:04:04 cat4500e-entservicesk9-mz.122-
Execute “show 54.%0.bin

bootflash” to verify
that only the correct

95072256 bytes available (33210368 bytes used)

bootflash is
present. Note the image version for comparison in a following step
Switch1B: Switch>en

35 Password:

Reset switch back
to factory defaults
by deleting the
VLANS.

Switch#write erase

Erasing the nvram filesystem will remove all configuration files!

Continue? [confirm] <ENTER>
[OK]

Erase of nvram: complete
Switch#

*Jan 26 12:53:06.547: $SYS-7-NV_BLOCK INIT:
of nvram <ENTER>
Switch#config t

Enter configuration commands,
Switch(config) #no vlan 2-1024
%Default VLAN 1002 may not be
$Default VLAN 1003 may not be
%$Default VLAN 1004 may not be deleted.
$Default VLAN 1005 may not be deleted.
Switch (config) #config-register 0x2101
Switch (config) #end

Switch#

Initialized the geometry

one per line. End with CNTL/Z.

deleted.
deleted.
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Step Procedure Result
Switch1B: Switch#reload
36.
[:] . System configuration has been modified. Save? [yes/no]: no
Reload the switch. Proceed with reload? [confirm] <ENTER>
37 SwitchlB: cisco WS-C4948E-F (MPC8548) processor (revision 5) with 1048576K bytes of

Monitor the switch
reboot until it
returns to a login
prompt.

memory.
Processor board ID CAT1529S91B

MPC8548 CPU at 1GHz, Cisco Catalyst 4948E-F
Last reset from Reload

1 Virtual Ethernet interface

48 Gigabit Ethernet interfaces

4 Ten Gigabit Ethernet interfaces

511K bytes of non-volatile configuration memory.

Press RETURN to get started! <ENTER>

Switch>
Switch1B: Switch#enable
38. Switch#
I:' Enter “enable”
mode.
39 SwitchlB: Switch#dir bootflash:

Verify that you see
the correct I0S
version listed in the
bootflash.

Directory of bootflash:/

7 -rw- 25771102
mz.122-54.X0.bin

Jan 31 2012 07:45:56 +00:00 cat4500e-entservicesk9-

128282624 bytes total
Switch#

(72122368 bytes free)

Switchl1B:

Close connection to
switch.

Switch#quit

Switch conO is now available

Press RETURN to get started.

Switchl1B:

Note the image
version for
comparison in a
following step.

Exit from console by typing CTRL+E+c+. (combination control character
and ‘e’ character, followed by sequence ‘c’ character, then ‘period’
character) and you will be returned to the server prompt.
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42 Open firewall with command:
sudo iptablesAdm insert --type=rule --protocol=ipv4 --domain=10platnet --table=filter --
chain=INPUT --persist=yes --match="-s 169.254.1.0/24 -p udp --dport 69 -j ACCEPT" --
location=1
Turn on tftp:
$ tpdProvd --client --noxml --ns=Xinetd startXinetdService service
tftp
Login on Remote: platcfg
Password of platcfg: <platcfg password>
1
$
SERVER A: $ sudo netConfig --file=/usr/TKLC/plat/etc/switch/xml/switchlA SDS 4948E E-
43. F_init.xml

[:] Initialize switch 1A
Processing file: /usr/TKLC/plat/etc/switch/xml/switchlA SDS_4948E-F_init.xml

$
Note: This step takes about 2-3 minutes to complete

Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact Customer Care Center.

A successful completion of netConfig will return the user to the prompt.

SERVER A: $ sudo netConfig --file=/usr/TKLC/plat/etc/switch/xml/switchlB_SDS_4948E_E-
44, F_init.xml

[:] Initialize switch 1B
Processing file: /usr/TKLC/plat/etc/switch/xml/switchlB_SDS_4948E-F_init.xml

$

Note: This step takes about 2-3 minutes to complete

Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact Customer Care Center.

A successful completion of netConfig will return the user to the prompt.
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45 SERVER A: $ ping —-c 15 169.254.1.1
I:' Ping switch 1A’s PING 169.254.1.1 (169.254.1.1) 56(84) bytes of data.
SVI (router
HHEﬁace) 64 b £ 169.254.1.1: i 1 1=255 ti 3.09
; tes from . .1.1: icmp seg=1 ttl= time=3. ms
addresses to veri y —
SNHChinmaﬁzam;¥ 64 bytes from 169.254.1.1: icmp seg=2 ttl=255 time=0.409 ms
) 64 bytes from 169.254.1.1: icmp seg=3 ttl=255 time=0.417 ms
64 bytes from 169.254.1.1: icmp seg=4 ttl=255 time=0.418 ms
Note: VIP 64 bytes from 169.254.1.1: icmp seg=5 ttl=255 time=0.419 ms
—aa—' 64 bytes from 169.254.1.1: icmp seg=6 ttl=255 time=0.419 ms
addresses are not 64 bytes from 169.254.1.1: icmp seq=7 ttl=255 time=0.429 ms
yet available. 64 bytes from 169.254.1.1: icmp seq=8 ttl=255 time=0.423 ms
64 bytes from 169.254.1.1: icmp seg=9 ttl=255 time=0.381 ms
64 bytes from 169.254.1.1: icmp seg=10 ttl=255 time=0.416 ms
64 bytes from 169.254.1.1: icmp seqg=11 ttl=255 time=0.381 ms
64 bytes from 169.254.1.1: icmp seq=12 ttl=255 time=0.426 ms
64 bytes from 169.254.1.1: icmp seg=13 ttl=255 time=0.420 ms
64 bytes from 169.254.1.1: icmp seg=14 ttl=255 time=0.415 ms
64 bytes from 169.254.1.1: icmp seg=15 ttl=255 time=0.419 ms
--- 169.254.1.1 ping statistics ---
15 packets transmitted, 15 received, 0% packet loss, time 14006ms
rtt min/avg/max/mdev = 0.381/0.592/3.097/0.669 ms $
46 SERVER A: $ ping —-c 15 169.254.1.2
I:' Ping switch 1B’s PING 169.254.1.2 (169.254.1.2) 56(84) bytes of data.
SVI (router
interface)

addresses to verify
switch initialization.

Note: VIP
addresses are not
yet available.

64 bytes from 169.254.
64 bytes from 169.254.
64 bytes from 169.254.
64 bytes from 169.254.
64 bytes from 169.254.
64 bytes from 169.254.
64 bytes from 169.254.

icmp seg=9 ttl=255 time=2.76 ms

icmp seg=10 ttl=255 time=0.397 ms
icmp seg=11 ttl=255 time=0.448 ms
icmp_seq=12 ttl=255 time=0.382 ms
icmp_seq=13 ttl=255 time=0.426 ms
icmp seg=14 ttl=255 time=0.378 ms
icmp seg=15 ttl=255 time=0.431 ms

e e e e e
NN NN NN

--- 169.254.1.2 ping statistics ---
15 packets transmitted, 7 received, +6 errors, 53% packet loss, time 14003ms

rtt min/avg/max/mdev = 0.378/0.747/2.769/0.825 ms, pipe 3

' WARNING !: The user needs to verify that the above ping is successful
before continuing on to the next step. If the ping continues to receive
“Destination Host Unreachable”, then stop this procedure and contact MOS
My Oracle Support.
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SERVER A:

Configure switch
1A

$ sudo netConfig --
file=/usr/TKLC/plat/etc/switch/xml/Primary switchlA SDS 4948E E-
F_configure.xml

Processing file: /usr/TKLC/plat/etc/switch/xml/Primary switchlA SDS 4948E-
F configure.xml

$

Note: This step takes about 2-3 minutes to complete.

e Check the output of this command for any errors. If this fails for any
reason, stop this procedure and contact Customer Care Center.

e A successful completion of netConfig will return the user to the
prompt.

SERVER A: $ sudo netConfig --
48. file=/usr/TKLC/plat/etc/switch/xml/Primary switchlB_SDS_4948E_E-
Configure switch F_configure.xml
1B
Processing file: /usr/TKLC/plat/etc/switch/xml/Primary switchlB SDS 4948E-
F configure.xml
$
Note: This step takes about 2-3 minutes to complete.
e Check the output of this command for any errors. If this fails for any
reason, stop this procedure and contact Customer Care Center.
« A successful completion of netConfig will return the user to the
prompt.
49 SERVER A: $ tpdProvd --client --noxml --ns=Xinetd stopXinetdService service
: tft;
I:' Undo the P
temporary ,
changes. Login on Remote: platcfg
Password of platcfg: <platcfg password>
1
Close firewall. Close firewall with command:

50.

sudo iptablesAdm delete --type=rule --protocol=ipv4 --domain=10platnet --table=filter --
chain=INPUT --persist=yes --match="-s 169.254.1.0/24 -p udp --dport 69 -j ACCEPT" --
location=1
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SERVER A:

Verify the switch is
using the correct
I0S image per
platform version.

$ sudo netConfig --device=switchlA listFirmware
Image: cat4500e-entservicesk9-mz.122-54.X0.bin
$ sudo netConfig --device=switchlB listFirmware

Image: cat4500e-entservicesk9-mz.122-54.X0.bin

SERVER A:

Execute the
“service network
restart” to restore
SERVER A
networking to
original state.

Output similar to
that shown on the
right may be
observed.

$ sudo service network restart

[admusr@mrsvnc—sds—NO—a xml]$ sudo service network restart

Shutting down interface bond0.2: [ OK ]
Shutting down interface bond0.4: [ OK ]
Shutting down interface bondO: [ OK ]
Shutting down interface bondl: [ OK ]
Shutting down loopback interface: [ OK ]
Bringing up loopback interface: [ OK ]
Bringing up interface bondO: [ OK ]

Bringing up interface bondl: Determining if ip address
10.75.160.146 is already in use for device bondl...

Bringing up interface bond0.2: Determining if ip address
169.254.1.11 is already in use for device bond0.2...

[ OK ]
Bringing up interface bond0.4: Determining if ip address 169.254.100.11 is already in use
for device bond0.4...
[ OK ]
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53 SERVER A: $ ping —¢ 5 169.254.1.1
I:' Ping switch 1A’s PING 169.254.1.1 (169.254.1.1) 56(84) bytes of data.
SVI (router
HHEﬁace) 64 byt f 169.254.1.1: i 1 ttl=255 ti 0.430
addresses to veri ytes from . L1, icmp seqg= = ime=0. ms
Saﬂ;fs sto fy 64 bytes from 169.254.1.1: icmp seg=2 ttl=255 time=0.426 ms
; . 64 bytes from 169.254.1.1: icmp seg=3 ttl=255 time=0.427 ms
configuration. 64 bytes from 169.254.1.1: icmp seqg=4 ttl1=255 time=0.426 ms
Note: VIP 64 bytes from 169.254.1.1: icmp seg=5 ttl=255 time=0.431 ms
addresses are not
yet available. --- 169.254.1.1 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 4003ms
rtt min/avg/max/mdev = 0.426/0.428/0.431/0.002 ms
$
54 SERVER A: $ ping —c 5 169.254.1.2
I:' Ping switch 1B’s PING 169.254.1.2 (169.254.1.2) 56(84) bytes of data.
SVI(nnner 64 bytes from 169.254.1.2: icmp seg=1 ttl=255 time=0.401 ms
interface) . 64 bytes from 169.254.1.2: icmp seg=2 ttl=255 time=0.394 ms
addresses to verify | 64 bytes from 169.254.1.2: icmp seqg=3 ttl1=255 time=0.407 ms
switch 64 bytes from 169.254.1.2: icmp seg=4 ttl=255 time=0.393 ms
conﬁguraﬂon. 64 bytes from 169.254.1.2: icmp seg=5 ttl=255 time=0.401 ms
Note: VIP --- 169.254.1.2 ping statistics ---
addresses are not ‘ ‘ . ‘
yetavaHaMe 5 packets transmitted, 5 received, 0% packet loss, time 3999%ms
rtt min/avg/max/mdev = 0.393/0.399/0.407/0.013 ms
$
55 SERVER A: $ ssh platcfg@l169.254.1.1
|:| Verify SSH The authenticity of host '169.254.1.1 (169.254.1.1)' can't be
capability from )
established.
server A to
switch 1A. RSA key fingerprint is
£d:83:32:34:3f:06:2f:12:e0:ea:e2:73:e2:cl:le:be.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '169.254.1.1' (RSA) to the list of known
hosts.
Password: <switch platform password>
SERVER A: $ quit
56.
I:‘ Close S.SH Connection to 169.254.1.1 closed.
connection to
switch 1A.
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57 SERVER A: $ ssh platcfg@l169.254.1.2
|:| Verify SSH The authenticity of host '169.254.1.2 (169.254.1.2)' can't be
capability from established.
server A to
switch 1B RSA key fingerprint is
3a:1b:e0:92:99:73:9d:04:92:3£:72:37:c0:1c:a6:95.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '169.254.1.2' (RSA) to the list of known
hosts.
Password: <switch platform password>
SERVER A: $ quit
58.
|:| Close S.SH Connection to 169.254.1.2 closed.
connection to
switch 1A.
59 SERVER B: $ ping -c¢ 5 169.254.1.1
|:| Ping switch 1A’s PING 169.254.1.1 (169.254.1.1) 56(84) bytes of data.
SVI (router
interface) 64 bytes from 169.254.1.1: icmp seqg=1 ttl=255 time=0.430 ms
addresses to verify | 64 bytes from 169.254.1.1: icmp seg=2 ttl=255 time=0.426 ms
SWIt(?h . 64 bytes from 169.254.1.1: icmp seg=3 ttl=255 time=0.427 ms
configuration. , - ,
64 bytes from 169.254.1.1: icmp seqg=4 ttl=255 time=0.426 ms
64 bytes from 169.254.1.1: icmp seg=5 ttl=255 time=0.431 ms
Note: VIP -—- 169.254.1.1 pi tatisti e
addresses are not P49%. 5.2 PANg Statistics
yet available. 5 packets transmitted, 5 received, 0% packet loss, time 4003ms
rtt min/avg/max/mdev = 0.426/0.428/0.431/0.002 ms
60 SERVER B: $ ping -c¢ 5 169.254.1.2
|:| Ping switch 1B’s PING 169.254.1.2 (169.254.1.2) 56(84) bytes of data.
SVI (router
interface) 64 bytes from 169.254.1.2: icmp seqg=1 ttl=255 time=0.401 ms
addresses to verify | 64 bytes from 169.254.1.2: icmp_seg=2 ttl=255 time=0.394 ms
SW't(_:h . 64 bytes from 169.254.1.2: icmp segq=3 ttl=255 time=0.407 ms
configuration. , - ,
64 bytes from 169.254.1.2: icmp seqg=4 ttl=255 time=0.393 ms
64 bytes from 169.254.1.2: icmp seg=5 ttl=255 time=0.401 ms
Note: VIP ~—= 169.254.1.2 ping statistics ---
addresses are not ’ -S-¢ bihg statistics
yet available 5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.393/0.399/0.407/0.013 ms
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61 SERVER B: $ ssh platcfg@l69.254.1.1
’ i The authenticity of host '169.254.1.1 (169.254.1.1)"' can't be
I:' Verify SSH established.
capability from . ) )
server B to RSA key fingerprint is
. £d:83:32:34:3f:06:2f:12:e0:ea:e2:73:e2:cl:le:be.
switch 1A. ) )
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '169.254.1.1' (RSA) to the list of known
hosts.
Password: <switch platform password>
62 SERVER B: switchlA> quit
’ Connection to 169.254.1.1 closed.
D Close SSH .
connection to
switch 1A.
63 SERVER B: $ ssh platcfg@l69.254.1.2
i . The authenticity of host '169.254.1.2 (169.254.1.2)"' can't be
I:' Verify SSH established.
capability from . ) )
server B to RSA key fingerprint is
. 3a:1b:e0:92:99:73:9d:04:92:3£:72:37:c0:1c:a6:95.
switch 1B , .
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '169.254.1.2' (RSA) to the list of known
hosts.
Password: <switch platform password>
64 SERVER B: switchlB> quit
[:] CmseSSH Connection to 169.254.1.2 closed.
connection to
switch 1B.
SERVER A:

Run Appendix D-4 to backup switch configuration.

SERVER A:

Exit from the
command line to
return the server
console to the login
prompt.

$ exit

logout

CentOS release 5.6 (Final)
Kernel 2.6.18-238.19.1.elb5prerel5.0.0 72.22.0 on an x86 64

THIS PROCEDURE HAS BEEN COMPLETED
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Procedure 19. Cisco 4948E-F 10S Upgrade (SDS Sites)

Step Procedure Result
1 SERVER A:
. Connect to the SERVER A console using one of the access methods described in
I:' Access the )
SERVER A Section 2.3.
console.
SERVER A: CentOS release 5.6 (Final)

1) Access the
command prompt.

2) Log into the HP
DL380 server as

the “admusr” user.

Kernel 2.6.18-238.19.1.elbprerel5.0.0 72.20.0 on an x86_ 64

hostnamel260476221 login: admusr
Password: <admusr password>

SERVER A:

Output similar to
that shown on the
right will appear as
the server access
the command
prompt.

*%*%* TRUNCATED OUTPUT **%

VPATH=/opt/TKLCcomcol/runcm5.16:/opt/TKLCcomcol/cm5.16
PRODPATH=

RELEASE=5.16

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpcommon: /usr/TKL
C/comagent-gui:/usr/TKLC/comagent:/usr/TKLC/sds

PRODPATH=/opt/comcol/prod
RUNID=00
[admusr@hostnamel260476221 ~1$

SERVER A:

Verify I0OS images
on the system

$ 1s /var/lib/tftpboot/
<IOS_image_file>

If the correct 10S version is displayed, skip forward to Step 8.
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SERVER A:

Place USB drive
containing the the
HP Misc Firmware
image with the
correct 4948E-F
10S version into
the SERVER A
front panel USB
port.

Figure 26 — HP DL380 Gen9: Front Panel (USB Port)

SERVER A: $ mount /dev/scd0 /media/cdrom
6. . $ cp /media/cdrom/files/<New_IOS_ image file> /var/lib/tftpboot/
[:] Copy IOS image $ chmod 644 /var/lib/tftpboot/<New_IOS_image file>
onto the system $ umount /media/cdrom
7 Open firewall Open firewall with command:
sudo iptablesAdm insert --type=rule --protocol=ipv4 --
domain=10platnet --table=filter --chain=INPUT --persist=yes --
match="-s 169.254.1.0/24 -p udp --dport 69 -j ACCEPT" --location=1
8 SERVER A: $ tpdProvd --client --noxml --ns=Xinetd startXinetdService service

Prepare the system
for 10S transfer.

tftp
Login on Remote: platcfg
Password of platcfg: <platcfg password>

1
$
SERVER A: $ ifconfig |grep bond
9 bond0 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C

Verify the current
bonded interface
configuration.

bond0.2 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
bond0.4 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
bondl Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6E
$

Execute one of the following options:

e Ifbond0 & bond0.2 are both present, skip to Step 11.

e If only bondO is present, continue with the following step.
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SERVER A: For GenS8:

10. -

[:] $ sudo netAdm delete --device=bond0
For Gen8:

Create the bond0.2
and add interfaces
eth0l & ethll to it.

For Gen9:

Create the bond0.2
and add interfaces
eth01 & eth02 to it.

$ sudo netAdm add --device=bond0 --onboot=yes --type=Bonding --
mode=active-backup --miimon=100 --bootproto=none

$ sudo netAdm set --device=ethOl --bootproto=none --type=Ethernet --
master=bond0 --slave=yes --onboot=yes

$ sudo netAdm set --device=ethll --bootproto=none --type=Ethernet --
master=bond0 --slave=yes --onboot=yes

Add the <SERVER A_mgmtVLAN_IP_address> to bond0.2

$ sudo netAdm add --device=bond0.2 --address=169.254.1.11 --
netmask=255.255.255.0 --onboot=yes

For Gen9:

$ sudo netAdm delete --device=bond0

$ sudo netAdm add --device=bond0 --onboot=yes --type=Bonding --
mode=active-backup --miimon=100 --bootproto=none

$ sudo netAdm set --device=eth0l --bootproto=none --type=Ethernet --
master=bond0 --slave=yes --onboot=yes

$ sudo netAdm set --device=eth02 --bootproto=none --type=Ethernet --
master=bond0 --slave=yes --onboot=yes

Add the <SERVER A_mgmtVLAN_IP_address> to bond0.2

$ sudo netAdm add --device=bond0.2 --address=169.254.1.11 --
netmask=255.255.255.0 --onboot=yes
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11, | SERVERA: On SERVER A ensure that the interface connected to switch1A is the only
Disable the interface available and obtain the IP address of <SERVER

[]

bond0.2 interface
to switch1B and
verify the bond0.2

A_mgmtVLAN_Interface> by performing the following commands:

IP address. For Gena8:
$ sudo ifdown ethll
$ sudo ifup ethO01
$ sudo ifconfig bond0.2
bond0.2 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
inet addr:169.254.1.11
Bcast:169.254.1.255Mask:255.255.255.0
inet6 addr: fe80::9a4b:elff:fe6e:876c/64 Scope:Link
UP BROADCAST RUNNING MASTER MULTICAST MTU:1500 Metric:1
RX packets:99384 errors:0 dropped:0 overruns:0 frame:0
TX packets:105440 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:4603240 (4.3 MiB) TX bytes:55536818 (52.9 MiB)
The command output should contain the IP address of the <SERVER
A _mgmtVLAN ip_address>.
For Gen9:
$ sudo ifdown eth02
$ sudo ifup ethO1l
$ sudo ifconfig bond0.2
bond0.2 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
inet addr:169.254.1.11
Bcast:169.254.1.255Mask:255.255.255.0
inet6 addr: fe80::9a4db:elff:fe6e:876c/64 Scope:Link
UP BROADCAST RUNNING MASTER MULTICAST MTU:1500 Metric:1
RX packets:99384 errors:0 dropped:0 overruns:0 frame:0
TX packets:105440 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:4603240 (4.3 MiB) TX bytes:55536818 (52.9 MiB)
The command output should contain the IP address of the <SERVER
A _mgmtVLAN ip_address>.
12 SERVER A: console -M <SERVER A mgmtVLAN ip address> -1 platcfg switchlA console
[:] Connect to $ /usr/bin/console -M 169.254.1.11 -1 platcfg switchlA console

switchlA console

Enter platcfg@pmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]

Press <Enter>
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ﬁ

switchlA:

Enter enable mode

Switch> enable
Switch#

ﬁ

switchlA:

Configure switch
port with this
sequence of

Switch# conf t

Switch(config)# vlan 2

Switch(config)# int vlan 2

Switch(config-if)# ip address 169.254.1.1 255.255.255.0
Switch (config-if) # no shut

commands Switch(config-if)# int gil/5
Switch (config-if)# switchport mode trunk
Switch (config-if)# spanning-tree portfast trunk
Switch (config-if) # end

switch1A: ping <SERVER A mgmtVLAN ip address>

Test connectivity

Switch# ping 169.254.1.11

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to <SERVER

A mgmtVLAN ip address>, timeout is 2 seconds:
Success rate is 100 percent
1/1/4 ms

(5/5), round trip min/avg/max =

If ping is not 100% successful the first time, repeat the ping. If unsuccessful again, double
check that the procedure was completed correctly by repeating all steps up to this point. If
after repeating those steps, ping is still unsuccessful, contact Customer Care Center.

switchlA:

Upload 10S image
to switch

Switch# copy tftp: bootflash:
Address or name of remote host []? <SERVER A mgmtVLAN ip address>

Source filename []? <New_IOS_image file>

Destination filename [<New IOS image file>]? <ENTER>

Press <Enter> here, you do NOT want to change the filename

Accessing tftp://<SERVER A mgmtVLAN ip address>/<IOS image file>...

Loading <IOS image file> from <SERVER A mgmtVLAN ip address> (via
Vlan2): rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrd

45606 bytes copied in 3.240 secs (140759 bytes/sec)

switchlA:

Locate old IOS
image to be
removed

Switch# dir bootflash:

Directory of bootflash:/

1 -rwx 17779888 May 11 2011 02:25:23 -05:00
entservicesk9-mz.122-54.WO.bin

2  -rwx 17779888 May 11 2011 02:25:23 -05:00
mz.122-54.WO.bin
60817408 bytes total

cat4500-
cat4500-ipbasek9-

(43037392 bytes free)

NOTE: Here, you should note which IOS you uploaded, and the one which was already on the
switch. Note the one that was already on the switch, this will be the one to delete, as notated
by the variable <OLD_IOS_image>
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18 switchlA: Switch# delete /force /recursive bootflash:<OLD_IOS_image>
: Switch#
I:' Remove old 10S
image
19 switchlA: Switch# dir bootflash:

[]

Locate old IOS

Directory of bootflash:/

1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-

image to be entservicesk9-mz.122-54.W0O.bin
removed 60817408 bytes total (43037392 bytes free)

NOTE: Here, you should see only the 10S version you uploaded.
SwitchlA: Switch#write erase

Reset switch back
to factory defaults
by deleting the
VLANS.

Erasing the nvram filesystem will remove all configuration files!
Continue? [confirm] <ENTER>

[OK]

Erase of nvram:
Switch#

*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK INIT:
of nvram

Switch#config t

Enter configuration commands,
Switch (config) #no vlan 2-1024
$Default VLAN 1002 may not be deleted.
%$Default VLAN 1003 may not be deleted.
$Default VLAN 1004 may not be deleted.
%$Default VLAN 1005 may not be deleted.
Switch (config) #config-register 0x2101
Switch (config) #end

Switch#

complete

Initialized the geometry

one per line. End with CNTL/Z.

switchlA:

Reload the switch

Switch#reload

System configuration has been modified. Save? [yes/no]: no

Proceed with reload? [confirm] <ENTER>

! WARNING!: Itis extremely important to answer “no” to the above “Save?” option.

22 switchl1lA: Switch> enable
: Switchi#
I:' After the reload,
enter enable mode.
switchl1A: Switch> show version | include image
23. System image file is "bootflash:cat4500-entservicesk9-mz.122-
D Wait until the 54.W0.bin"

switch is reloaded,
then confirm the
correct IOS image.

Switch>

NOTE: Here, you should see only the 10S version you uploaded. If the IOS version is not at
the correct version, stop here and contact Customer Care Center.
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Procedure 19. Cisco 4948E-F 10S Upgrade (SDS Sites)

Step

Procedure

Result

24,

[]

switchlA:

Locate old IOS

Switch# dir bootflash:
Directory of bootflash:/

1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-

image to be entservicesk9-mz.122-54.WO.bin
removed. 60817408 bytes total (43037392 bytes free)
NOTE: Here, you should see only the 10S version you uploaded.
o5 switchlA: Sswitch# <CTRL-e><c><.>
Exit the switch1A . .
I:' console session. Hot Key sequence: Ctrl-E, C, period
26 SERVER A: On SERVER A ensure that the interface of the server connected to switch1B is the only
: ) interface up and obtain the IP address of <SERVER A_mgmtinterface> by performing the
|:| Disable the following commands:
bond0.2 interface
to switch1A. For Gens:
$ sudo ifup ethll
$ sudo ifdown ethO1l
For Geng9:
$ ifup eth02
$ ifdown ethOl1
NOTE: The command output should contain the IP address of the variable <SERVER
A_mgmtVLAN_ip_address>.
27 SERVER A: console -M <SERVER A mgmtVLAN ip address> -1 platcfg switchlB console
Connect to $ /usr/bin/console -M 169.254.1.11 -1 platcfg switchlB console

switch1B console

Enter platcfg@pmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]

Press <Enter>

switchlB:

Enter enable mode

Switch> enable
Switch#

switchlB:

Configure switch
port with this
sequence of
commands

Switch# conf t

Switch(config) # vlan 2

Switch(config)# int vlan 2

Switch(config-if)# ip address 169.254.1.2 255.255.255.0
Switch (config-if) # no shut

Switch (config-if)# int gil/5

Switch (config-if)# switchport mode trunk
Switch(config-if)# spanning-tree portfast trunk
Switch (config-if) # end
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Procedure 19. Cisco 4948E-F 10S Upgrade (SDS Sites)

Step

Procedure

Result

30.

[]

switchlB:

Test connectivity

ping <management SERVER A mgmtVLAN ip address>

Switch# ping 169.254.1.11

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to <SERVER

A mgmtVLAN ip address>, timeout is 2 seconds:
Success rate is 100 percent
1/1/4 ms

(5/5), round trip min/avg/max =

NOTE: If ping is not 100% successful the first time, repeat the ping. If unsuccessful again,
double check that the procedure was completed correctly by repeating all steps up to this

point. If after repeating those steps, ping is still unsuccessful, contact Customer Care Center.

switch1B:

Upload 10S image
to switch

Switch# copy tftp: bootflash:
Address or name of remote host
A mgmtVLAN ip address>

[]? <management SERVER

Source filename []°? <New_IOS_image_file>

Destination filename [<New IOS image file>]? <ENTER>

Press <Enter> here, you do NOT want to change the filename

Accessing tftp://<management SERVER B mgmtVLAN ip
address>/<IOS image file>...

Loading <IOS image file> from <SERVER A mgmtVLAN ip address> (via
Vlan2): | L A A Y O I

45606 bytes copied in 3.240 secs (140759 bytes/sec)

switchlB:

Locate old IOS

Switch# dir bootflash:
Directory of bootflash:/

1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-

image to be entservicesk9-mz.122-54.W0.bin
removed 2  -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-ipbasek9-
mz.122-54 .WO.bin
60817408 bytes total (43037392 bytes free)
NOTE: Here, you should note which IOS you uploaded, and the one which was already on the
switch. Note the one that was already on the switch, this will be the one to delete, as notated
by the variable <OLD_IOS_image>
33 switch1B: Switch# delete /force /recursive bootflash:<OLD_IOS_image>
: Switch#
I:' Remove old 10S
image
switchlB: Switch# dir bootflash:
34. Directory of bootflash:/
D Locate old 10S 1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-
image to be entservicesk9-mz.122-54.WO.bin
removed 60817408 bytes total (43037392 bytes free)

Here, you should see only the 10S version you uploaded.
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Procedure 19. Cisco 4948E-F 10S Upgrade (SDS Sites)

Step

Procedure

Result

35.

[]

SwitchlB:

Reset switch back
to factory defaults
by deleting the
VLANS.

Switch#write erase

Erasing the nvram filesystem will remove all configuration files!
Continue? [confirm] <ENTER>

[OK]

Erase of nvram:
Switch#

*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK INIT:
of nvram

Switch#config t

Enter configuration commands,
Switch(config) #no vlan 2-1024
%$Default VLAN 1002 may not be deleted.
$Default VLAN 1003 may not be deleted.
%$Default VLAN 1004 may not be deleted.
$Default VLAN 1005 may not be deleted.
Switch (config) #config-register 0x2101
Switch (config) #end

Switch#

complete

one per line. End with CNTL/Z.

switch1B:

Reload the switch

Switch# reload
Proceed with reload? [confirm]
System config modified. save?

<ENTER>
[yes/no] :no

w

! WARNING !: It is extremely important to answer “no” to the above

“Save?” option.

Proceed with reload? [confirm] <ENTER>

switchlB:

Wait until the
switch is reloaded,
then confirm the
correct I0S image

Switch> show version | include image

System image file is "bootflash:cat4500-entservicesk9-mz.122-
54 .WO.bin"

Switch>

switchlB:

Enter enable mode

Switch> enable
Switch#

switchlB:

Switch# dir bootflash:
Directory of bootflash:/

Locate old I0S 1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-
image to be entservicesk9-mz.122-54.WO.bin
removed 60817408 bytes total (43037392 bytes free)
Here, you should see only the 10S version you uploaded.
40 switchlA: Switch# <CTRL-e><c><.>
I:' Exit the switch1A

console session.

Hot Key sequence: Ctrl-E, C, period
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Procedure 19. Cisco 4948E-F 10S Upgrade (SDS Sites)

Step Procedure Result
a1 SERVER A: On SERVER A ensure that the both bond0.2 interfaces are up:
I:' Re-enable the _
bond0.2 interface For Gens:
to switch1A.
$ sudo ifup ethll
$ sudo ifup ethO1l
For Gen9:
$ sudo ifup eth02
$ sudo ifup ethO1l
42 Close firewall $ sudo iptablesAdm delete --type=rule --protocol=ipv4 --

) domain=10platnet --table=filter --chain=INPUT --persist=yes --
match="-s 169.254.1.0/24 -p udp --dport 69 -3j ACCEPT" --
location=1

43 SERVER A: $ tpdProvd --client --noxml --ns=Xinetd stopXinetdService service

Stop the “tftp”
service.

tftp
Login on Remote: platcfg
Password of platcfg: <platcfg password>

1

44,

Return to Appendix D-2

THIS PROCEDURE HAS BEEN COMPLETED

D-4. Cisco 4948E-F Configuration Backup (All SDS NOAM sites)

Variable

Value

<switch backup user>
configuration procedure)

(also needed in switch

<switch backup user password> (also needed
in switch configuration procedure)

<switch name>

hostname of the switch

<switch backup directory> /usr/TKLC/plat/etc/switch/backup
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Procedure 20. Cisco 4948E-F Backup (SDS Sites)

Step Procedure Result
1 SERVER A:
- Access the Connect to the SERVER A console using one of the access methods described in
I:' SERVER A Section 2.3.
console.
SERVER A: login: admusr

Log into server as
the “admusr” user.

Using keyboard-interactive authentication.
Password: <admusr_password>

SERVER A:

Verify hostname of
the switchlA

$ sudo netConfig --device=<switch name> getHostname
Hostname: switchlA
should be the same as the

Note: The value beside "Hostname:"

<switch name> variable

SERVER A:
Verify SSH service

$ sudo netConfig --repo showService name=ssh_service
Service Name: ssh service

Example Output: /home/admusr/switch1A-backup /home/admusr/switchlA-backup.info

Type: ssh
Host: 169.254.1.11
Options:
password: 615EBD88232A2EFD0080ACS990393083D
user: admusr
SERVER A: $ sudo netConfig --device=<switch_name> backupConfiguration
S. service=ssh service filename=<switch name>-backup
|:| Run backup - -
command
6 SERVER A: $ 1ls /home/admusr/<switch name>-backup*
I:' Verify backup and

inspect its contents
to ensure they
reflect the
configured values

$
$ cat /home/admusr/<switch name>-backup

Verify that the backup information looks correct.

Repeat steps 3-6 for switch1B.

[1°

SERVER A:

Copy the switch1lA
and switch1B
backup files to the
permanent backup
storage directory

$ sudo cp -p /home/admusr/switch*-backup*
/usr/TKLC/plat/etc/switch/backup/

ls -al /usr/TKLC/plat/etc/switch/backup/

[admusr@hostnamecf48£ffald812 xml]$ 1ls -al

—rw---—---- 1 admusr admgrp 7368 Mar 1 10:37 switchlA-backup
-rw------- 1 admusr admgrp 88 Mar 1 10:37 switchlA-backup.info
—rw------- 1 admusr admgrp 7368 Mar 1 10:37 switchlB-backup
-rw------- 1 admusr admgrp 88 Mar 1 10:37 switchlB-backup.info
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Procedure 20. Cisco 4948E-F Backup (SDS Sites)

Step Procedure Result

9 SERVER A: $ sudo rm /home/admusr/*backup*

I:' Delete switch1A
and switch1B
backup files from
the admusr

directory

THIS PROCEDURE HAS BEEN COMPLETED

Appendix E. Creating an XML File for Installing Network Elements

SDS Network Elements can be created by using an XML configuration file. The SDS software image
(*.iso) contains two examples of XML configuration files for “NO” (Network OAM&P) and “SO” (System
OAM) networks.

These files are named SDS_NO_NE.xml and SDS_SO_NE.xml and are stored on the
/usr/TKLC/sds/vlan directory.

The customer is required to create individual XML files for each of their SDS Network Elements (NOAM &
SOAM). The format for each of these XML files is identical. Below is an example of the
SDS_NO_NE.xml file.

e THE HIGHLIGHTED VALUES IN EACH TABLE MUST BE UPDATED BY
THE USER FOR EACH NETWORK ELEMENT (SITE).

NOTE_1: The Description column in this example includes comments for this document only.
Do not include the Description column in the actual XML file used during installation.

NOTE_2: The MGMT_VLAN network should only be implemented when (2) dedicated
Aggregation Switches (typically Cisco 4948E-F) are used exclusively for the SDS NOAM and
Query Server (RMS) IMI network. The MGMT_VLAN network should be removed from the
Network Element XML file when SDS Aggregation Switches are not part of the implemention.

NOTE_3: When installing IPv6 for the XMl or IMI networks, please note that the MGMT_VLAN
(if implemented ) should remain in the IPv4 format only.

NOTE_4: When creating the SDS SOAM NE XML file, the user should be aware that the XMI
and IMI networks subnets chosen MUST EXACTLY MATCH those used by the associated DSR
NE within the same SOAM enclosure.
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Table 4 — SDS Network Element Configuration File (IPv4)

XML File Text Description

<?xml version="1.0"?>

<networkelement>

<name>NO_RLGHNC</name> [Range = 1-32 character string] — Must be alphanumeric or underscore.
<networks>
<network>
<name>MGMNT_VLAN</name> Name of customer management network. Note: Do NOT change this name.
<vlanld>2</vlanld> [Range = 2-4094.] — The VLAN ID to use for this VLAN.
<ip>169.254.1.0</ip> [Range = A valid IP address] — The network address of this VLAN
<mask>255.255.255.0</mask> Subnetting to apply to servers within this VLAN
</network>
<network>
<name>XMIl</name> Name of customer external network. Note: Do NOT change this name.
<vlanld>3</vlanld> [Range = 2-4094.] — The VLAN ID to use for this VLAN.
<ip>10.250.55.0</ip> [Rang_e = A valid IP address] — This network must be the same as the
associated DSR NE XMI network subnet within the same SOAM enclosure.
<mask>255.255.255.0</mask> Must be the same as the associated DSR NE XMI netmask within the same
SOAM enclosure.
<gateway>10.250.55.1</gateway> [Range = A valid IP address] — This gateway address must be the same as
the associated DSR NE XMI network gateway within the same SOAM
enclosure.
<isDefault>true</isDefault> [Range = true/false] — true if this is the network with the default gateway.
</network>
<network>
<name>IMl</name> Name of customer internal network. Note: Do NOT change this name.
<vlanld>4</vlanld> [Range = 2-4094.] — The VLAN ID to use for this VLAN.
<ip>169.254.100.0</ip> [Range = A valid IP address] — This network must be the same as the DSR
IMI network subnet within the SOAM enclosure.
<mask>255.255.255.0</mask> Must be the same as the DSR IMI netmask within the SOAM enclosure.
<nonRoutable>true</nonRoutable> [Range = true / false] — Determines whether or not the IMI network subnet is
treated as a routable network.
</network>
</networks>

</networkelement>
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Table 5 — SDS Network Element Configuration File (IPv6)

XML File Text Description

<?xml version="1.0"?>

<networkelement>

<name>NO_R|_GHNC</name> [Range = 1-32 character string] — Must be alphanumeric or underscore.
<networks>
<network>
<name>MGMNT_VLAN</name> Name of customer management network. Note: Do NOT change this name.
<vlanld>2</vlanld> [Range = 2-4094.] — The VLAN ID to use for this VLAN.
<ip>169.254.1.0</ip> [Range = A valid IP address] — The network address of this VLAN
<mask>255.255.255.0</mask> Subnetting to apply to servers within this VLAN
</network>
<network>
<name>XMI</name> Name of customer external network. Note: Do NOT change this name.
<vlanld>3</vlanid> [Range = 2-4094.] — The VLAN ID to use for this VLAN.
<ip>2001;db8;0;241; :O</ip> [Rang_e = A valid IP address] — This networ_k r_nust be the same as the
associated DSR NE XMI network subnet within the same SOAM enclosure.
<mask>/64</mask> Must be the same as the associated DSR NE XMI netmask within the same
SOAM enclosure.
<gateway>2001;db8;0;241;;1</gateway> [Range = A valid IP address] — This gateway ad_dr(_ess must be the same as
the associated DSR NE XMI network gateway within the same SOAM
enclosure.
<isDefault>true</isDefault> [Range = true/false] — true if this is the network with the default gateway.
</network>
<network>
<name>IMI</name> Name of customer internal network. Note: Do NOT change this name.
<vlanld>4</vilanld> [Range = 2-4094.] — The VLAN ID to use for this VLAN.
<ip>fd 01: :0</ip> [Range = A valid IP address] — This network must be the same as the
associated DSR NE XMI network subnet within the same SOAM enclosure.
<mask>/64</mask> Must be the same as the associated DSR NE XMI netmask within the same
SOAM enclosure.
<nonRoutable>true</nonRoutable> [Range = true / false] — Determines whether or not the IMI network subnet is
treated as a routable network.
</network>
</networks>

</networkelement>
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Appendix F. NetBackup Client Installation

This section contains procedures for configuration of additional services to Appworks-based application
servers.

Procedure 21. NetBackup Client Installation

This procedure will download and install NetBackup Client software on the server.

Step | Checkoff (V) each step as it is completed. Boxes have been provided for this purpose under each step number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE’S ACCESSING MY ORACLE SUPPORT (MOS) AND ASK FOR ASSISTANCE.

1. Install Execute Section 3.10.5 Application NetBackup Client Procedures of reference [7] to
D Netbackup complete this step.
Client
Software
NOTE: If installing Netbackup client software, it must be installed and configured on
all SDS servers (Primary SDS and DR SDS servers only).
NOTE: Location of the bpstart_notify and bpend_notify scripts is required for the
execution of this step. These scripts are located as follows:
/usr/TKLC/appworks/sbin/bpstart_notify
/usr/TKLC/appworks/sbin/bpend_notify
5 Link notify Link the notify scripts to well-known path stated in the above step

scripts to well-

|:| known path

stated in the 1n -s <path>/bpstart_notify /usr/openv/netbackup/bin/bpstart_notify

above step
In -s <path>/bpend_notify /usr/openv/netbackup/bin/bpend_notify

Verify if the Verify if the NetBackup port 1556 is opened on IPv4 protocol:

3.
Netbackup port
I:' 1556 is opened | iptables -L 6@sds-INPUT -n | grep 1556
for IPv4 ]
protocol If there is no output, then enable the port 1556 for NetBackup on IPv4:
iptablesAdm append --type=rule --protocol=ipv4 --domain=60sds --
table=filter --chain=INPUT --match='-m state --state NEW -m tcp -p
tcp --dport 1556 -j ACCEPT' --persist=yes
Verify if the Verify if the NetBackup port 1556 is opened on IPv6 protocol:
4
i Netbackup port
D 1556 is opened | iP6tables -L 6@sds-INPUT -n | grep 1556
for IPv6 ]
protocol If there is no output, then enable the port 1556 for NetBackup on IPv6 protocol:

iptablesAdm append --type=rule --protocol=ipvé --domain=60sds --
table=filter --chain=INPUT --match='-m state --state NEW -m tcp -p
tcp --dport 1556 -j ACCEPT' --persist=yes
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Appendix G.List of Frequently Used Time Zones

This table lists several valid timezone strings that can be used for the time zone setting in a CSV file, or as the time
zone parameter when manually setting a DSR blade timezone. For an exhaustive list of ALL timezones, log onto

the PMAC server console and view the text file: /usr/share/zoneinfo/zone. tab

Table 6 — List of Selected Time Zone Values

Time Zone Value

Description

Universal Time
Code (UTC) Offset

uTC Universal Time Coordinated UTC-00
America/New_York Eastern Time UTC-05
America/Chicago Central Time UTC-06
America/Denver Mountain Time UTC-07
America/Phoenix Mountain Standard Time — Arizona UTC-07
America/Los Angeles Pacific Time UTC-08
America/Anchorage Alaska Time UTC-09
Pacific/Honolulu Hawaii UTC-10
Africa/Johannesburg UTC+02
America/Mexico City Central Time — most locations UTC-06
Africa/Monrovia UTC+00
Asia/Tokyo UTC+09
America/Jamaica UTC-05
Europe/Rome UTC+01
Asia/Hong Kong UTC+08
Pacific/Guam UTC+10
Europe/Athens UTC+02
Europe/London UTC+00
Europe/Paris UTC+01
Europe/Madrid mainland UTC+01
Africa/Cairo UTC+02
Europe/Copenhagen UTC+01
Europe/Berlin UTC+01
Europe/Prague UTC+01
America/Vancouver Pacific Time — west British Columbia UTC-08
America/Edmonton Mountain Time — Alberta, east British Columbia & UTC-07
West Saskatchewan
America/Toronto Eastern Time — Ontario — most locations UTC-05
America/Montreal Eastern Time — Quebec — most locations UTC-05
America/Sao Paulo South & Southeast Brazil UTC-03
Europe/Brussels UTC+01
Australia/Perth Western Australia — most locations UTC+08
Australia/Sydney New South Wales — most locations UTC+10
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Universal Time
Time Zone Value Description Code (UTC) Offset
Asia/Seoul UTC+09
Africa/Lagos UTC+01
Europe/Warsaw UTC+01
America/Puerto Rico UTC-04
Europe/Moscow Moscow+00 — west Russia UTC+04
Asia/Manila UTC+08
Atlantic/Reykjavik UTC+00
Asia/Jerusalem UTC+02

Appendix H. Accepting Installation Through SDS NOAM GUI

This section will accept an application installation through SDS NOAM GUI.

Procedure 22. Accepting Installation Through SDS NOAM GUI

Step Procedure Result

Primary SDS VIP:

1. o
|:| Launch an approved ,@1 There is a problem with this website's security certificate.
web browser and '\_/

connect to the XMl

Virtual IP Address The security certificate presented by this website was not issued by a trust
(VIP) of the Active The security certificate presented by this website was issued for a different
SDS site

Security certificate problems may indicate an attempt to fool you or intercg
NOTE: If presented =Erver.
with the “security
certificate” warning We recommend that you close this webpage and do not continue to

screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

& Click here to close this webpage.

k¥ Continue to this website (not recommended).

@ More information
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Procedure 22. Accepting Installation Through SDS NOAM GUI

Step

Procedure

Result

2.

[]

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default
user and password.

ORACLE

Oracle System Login
Wed Nov 16 11:07:39 2016 UTC

Log In
Enter your username and password to log in

Session was logged out at 11:07:39 am.

Username:
Password:

O cn ange password

Log In

‘Welcome to the Oracle System Login

This application is designad to work with most modern HTMLS compliant browsers and uses both JavaScript and
cookies. Please refer to the Oracle Software Web Browser Support Policy for details

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andfor its affiliates.
Other names may be trademarks of their respective owners.

Copyright ® 2010, 2016, Oracis andfor its affiliates. All rights reserved.

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as

shown on the right.

ORACLE

= & Main Menu

(O] Administration
(1 configuration

(] mlarms & Events
(] security Log

(] Status & Manage

(7] Measurements

Y et AT P 4 I P .a .l A S P

Main Menu: [Main]

BEEEE

=

(T Communication Agent

=

& (3sDs
@ Help
D Legal Notices This is the user-defined welcome messag
It can be modified using the 'General Options’ item under the
(@ Logout

Login Name: guiadmin
Last Login Time: 2016-11-16 08:11:3¢
Last Login IP: 10.176.254.229
Recent Failed Login Attempts: 0
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Procedure 22. Accepting Installation Through SDS NOAM GUI

Step

Procedure

Result

4,

[]

Primary SDS VIP:

Using the cursor
left-click, select the
row containing the
Server(s) for which

Main Menu: Administration -> Software Management -> Upgrade

Tasks

-

you would like to SDS_DP_01_GRP  SDS_DP_02_GRP | SD5_NO_GRP | SDS_SO_GRP
Accept upgrade. Upgrade State OAM HA Role Server Role Function
Hostname
. Server Status Appl HA Role Network Element
NOTE: Multi-select
is available by Ready Observer Query Server Qs
; Qas-
holding down the : Norm NiA SDS_NO_NE
“CTRL” key while ;
using the cursor to <is O Ready Active MNetwork OAMEP OAMEP
left-click multiple Morm MiA SDS_NO_NE
rows.
Ready Standby Metwork OAMEP OAMEP
adz-NO-b
Morm MIA S05_MNO_NE
Primary SDS VIP:
5. Backup  Backup All Auto Upgrade Report ~ Report All
I:' Using the cursor
left-click, select the
“Accept” dialogue
button.
6 Primary SDS VIP:
. | |
|:| The user is I The page at https://10.240.241.62 says: I
presented with a
dialogue box stating | g WARMING: Selecting OK will result in the selected server '
that the “Accept being set to ACCEPT for its upgrade mode. Once accepted,
Upgrade” action is the server will NOT be able to revert back to its previous
irreversible and image state,
locks the Server on
the current software Accept the upgrade for the following server?
release (i.e. Backout
to the previous § sds-mrsvnc-b (169.254.100.12) b
release is no longer | - L
allowed).
If the user wishes to
continue, use the - - - - -
cursor left-click to
select the “OK”
dialogue button.
THIS PROCEDURE HAS BEEN COMPLETED
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Appendix I.

Disable Hyperthreading for Gen8 and Gen9 (DP Only)

Procedure 23. Gen8: Disable Hyerthreading (DP Only)

Step

Procedure

Result

lei|

DP Server XMl IP
(SSH):

Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“admusr” user.

login: admusr

Password: <admusr_password>

DP Server XMI IP
(SSH):

Execute “hpasmcli”
command to determine
status of hyperthreading
for the DP blade.

$ sudo hpasmcli -s "show ht"

Processor hyper-threading is currently enabled.

Note:  Output returned may state “enabled” or “disabled”.

e If output from Step 2 shows that hyperthreading is currently “enabled”, then continue with
Step 4 of this procedure.

e [f output from Step 2 shows that hyperthreading is currently “disabled”, then STOP and

restart Appendix Procedure 23 for the next installed DP blade.

Launch the Internet
Explorer web browser
and connect to the DP-
iLO GUI interface.

Note: Always use
https:// for iLO GUI
access.

/= Home - Windows Internet Explorer

7F https:/i10.240.247.38

File Edit Wiew Favorites  Tools  Help

o7 Favarites 3 Home

T WARNING !

Verify the DP-IiLO IP address before proceeding. The user must login using the
DP-iLO IP address only.
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Step Procedure Result
5. The web browser will . — —
display a Warning i:? "1"3? I @Certﬁmte Error: Mavigation Blocked [ ‘

[]

message regarding the
Security Certificate.

Note: If presented with
the “security certificate”
warning screen shown to
the right, choose the
following option:
“Continue to this
website (not
recommended)”.

|@

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted
The security certificate presented by this website has expired or is not yet valig
The security certificate presented by this website was issued for a different we

Security certificate problems may indicate an attempt to fool you or intercept
server.

We recommend that you close this webpage and do not continue to thi
& Click here to close this webpage.

@ Continue to this website (not recommended).

® More information

Log into the iLO console
as “Administrator” and
enter the configured
password.

iLO 4
HP ProLiant

Firmware Version 2.10
ILOUSE230AA46

Losalusername: ||

Password: [ |

Page | 249

E88531-01




SDS Initial Installation and Configuration Guide

Procedure 23. Gen8: Disable Hyerthreading (DP Only)
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Procedure
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7.

[]

The admin GUI is
displayed.

Select the “Remote
Console” tab in the
upper left corner of the
GUI.

( iLO4
/) ProLiant BL460: Gend

Expand Al | iLO Overview
E] Information
[ Seeey Information
System Infermation
ILO Event Log Server Name

Integrated Management Log Product Name

Active Health System Log uuio
Diagnostics Server Serial Number
Location Discovery Services Product ID
Insight Agent System ROM
iLO Federation System ROM Date
Remote Console Batkup System ROM Date
Virtual Media Integrated Remote Conscle
License Type
Power Management } . .
iLO Firmware "Jersion
Network IP Address
Remote Support Link-Loc al IPv6 Address
Administration iLO Hostname
BL c-Class

Active Sessions

Compass-DAMP-03

ProLiant BL450c Geng
303123438-2621-5355-4532-32304 1412428
USE230AA4E

641018-B21

131

10272014

0210/2014

NET  Java

iLO 4 Standard Blade Edition
2.10Jan 152015
10.240.76.137
FEBO0:AE18:2DFF FEAS:EAE3
ILOUSEZ30AA4E.

Status
System Health
Server Power
UID Indicator
TPM Status
SD-Card Status
iLO Date/Time

Dok
@on
Qup
Mot Pre
Not Pre
Mon Jul

| User

P

| Local User: Administrator

10.176.254.229

The Remote Console
Information GUI is
displayed

Click on the “Remote
Console” menu option

iLO 4

/) Proliant BL460c Gend

Expand Al

E] Information
Overview
System Information
iLO Event Log

Integrated Management Log
Active Health System Log
Diagnostics

Location Discovery Services
Inzight Agent

iLD Federation
E] Rematet

Power Management

Network

m Remote Support

Remote Consoli
. Launch . Java

.NET Integra

The MET IRC provic

If you are using Win:
at the Microsoft Dow

Mote for Firefox
Framework Assist

Mote for Chrome
As aworkaround :

= |ntegrated
= Standalon

T g o
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Step Procedure Result
13
9. Under the Integr’?ted iLD Event Log Integrated Remote Console
|:| Remote Console Integrated Management Log
. . sgrat=a v geEme o8
section in the tOp of the Diagnostics Acosss the system KV and control Virtual Power & Media from = single

right panel, click on the
“Launch” dialogue
button.

Note: Answer
“Yes/OK” to any pop-up
windows that might
appear.

Insight Agent
Wicrosoft . ramework 3.5. (available through Windows Update) is re
[-] Remote Console Microsoft .NET Framewaork svailsble through Win Update) is req

Remate Console

Virtual Media
Power Management

R .NET Version Detected
Administration

BL c-Class Version S}atus

3.5.30723 ]

This machine reports to have the comect version of the .MET Framework 32

ires an Add-on to allow it to lsunc
ft .MET Framewodk Assistant.

Maote for Firefox users: Firefox also
to find the latest wersion of the Mi

(=D

Java Integrated Remote Console

The iLO Console window
is displayed.

Note: The console
window resembles an
MS-DOS window but
DOES NOT have a
scroll-back buffer.

%7 ProLiant - 10.240.247.38

Keyboard

elbprerel. 0. 8_00.23.0

1024 x 768 o ] 2] RC4 FY 10)

11.

DP Server XMl IP
(SSH):

Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“admusr” user.

login: admusr

Password: <admusr_ password>
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Step

Procedure

Result

12.

[]

Reboot the server.

This can be achieved by
logging in as the “
” user and executing init
6 command at the
command prompt.

$ sudo init 6

Note: Itis normal for the Remote Console window to stay blank for up to 3 minutes
before initial output appears.

Access the Server BIOS
by pressing F9 key

Reboot the server. This can be achieved by pressing and holding the power button
until the server turns off, then after approximately 5-10 seconds press the power
button to enable power.

As soon as you see F9=Setup in the lower left corner of the screen, press [F9] to
access the BIOS setup screen. You may be required to press [F9] 2-3 times. The
F9=Setup will change to F9 Pressed once it is accepted. See example below.

HP Proliant

128 GB Installed

Proliant System BIOS - P70 (03/01/2013)
Copyright 1982, 2013 Hewlett-Packard Development Company, LP.

2 Processor(s) detected, 16 total cores enabled, Hyperthreading is enabled
Proc 1: Intel(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz

Proc 2: Intel(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz

QPI Spoed: 8.0 GT/s

HP Power Profile Mode: Custom

Power Regulator Mode: Static High Performance

Redundant ROM Detected - This system contains a valid backup System ROM.

Inlet Ambient Temperature: 26C/78F
Advanced Memory Protection Mode: Advanced ECC Support
HP SmartMemory authenticated in all populated DIMM slots

4

SATA Option ROM ver 2.00.C02 St ey
Copyright 1982, 2011. Howlett-Packard Development Company, L.P.
iLO 4 Advanced press [F8] to configure

9] Sotp Intelligant Provisioning 1) Boot Menu

Expected Result: ROM-Based Setup Utility is accessed and the ROM-Based Setup
Utility menu will be displayed.

Note: Itis normal for a period of 2 minutes or more to occur between pressing the
F9 key and entering the Blade BIOS screen
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Step

Procedure

Result

14,

[]

Select System Options

Scroll to System Options and press [ENTER]

ROM-Based Setup Utility, Version 3.00

<Enter> to View/Modify System Specific Options
<t/4> for Different Selection; <TAB> for More Info; <ESC> to Exit Utility

Select Processor
Options

Select Processor Options option and press [ENTER]

ROM-Based Setup Utility, Uersion 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

<Enter> to Display Processor Specific Options
<t/1> for Different Configuration Option: <ESC)> to Close Menu
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Step

Procedure

Result

Select Hyperthreading
Options

Select Intel® Hyperthreading Options and press [ENTER].

ROM-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

<Enter> to Modify Intel(R) Hyperthreading Status; <F1> for Help
<t/4> for Different Configuration Option; <ESC)> to Close Menu

Set hyperthreading to
Disabled.

Select Disabled option and press [ENTER].

ROM-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

<t/4> Changes Configuration Selection
(Enter> Saves Selection; <ESC> to Cancel
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Step

Procedure

Result

Save Configuration and
Exit.

Note: Itis normal for the
Remote Console window
to stay blank for up to 3
minutes before initial
output appears.

Press [F10] to save the configuration and exit. The server will reboot
ROM-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company,

PCI Embedded

“*Currcnt Boot Controller=

HP Smart Array P420i Controller

<F10> to Exit Utility
fAiny Other Key to Return to Main Menu

Expected Result: Settings are saved and server reboots.

Continue to monitor the
server boot process until
the screen returns to the
login prompt.

% ProLiant - 10.240.247.38

Power Switch il Drives  Keyboard

1024 x 768 w )] & Rca 200

Close the Remote
Console window.

THIS PROCEDURE HAS BEEN COMPLETED
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Result

DP Server XMI IP
(SSH):

Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“‘admusr” user.

]Ij

login: admusr

Password: <admusr_ password>

DP Server XMl IP
2. (SSH):

Execute “hpasmcli”
command to determine
status of hyperthreading
for the DP blade.

$ sudo hpasmcli -s "show ht"

Processor hyper-threading is currently enabled.

NOTE: Output returned may state “enabled” or “disabled”.

If output from Step 2 shows that hyperthreading is currently “enabled”, then continue with
Step 4 of this procedure.

e If output from Step 2 shows that hyperthreading is currently “disabled”, then STOP and
restart Appendix Procedure 24 for the next installed DP blade.

4, Launch the Internet
Explorer web browser
and connect to the DP-
iLO GUI interface.

NOTE: Always use
https:// for iLO GUI
access.

/= Home - Windows Internet Explorer

7F https:[i10.240.247.38

File Edit Wiew Favaorites Tools  Help

'{_:‘_f Favorites 'a Hame

T WARNING !

Verify the DP-iLO IP address before proceeding. The user must login using the
DP-iLO IP address only.
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5.

[]

The web browser will
display a warning
message regarding the
Security Certificate.

Note: If presented with
the “security certificate”
warning screen shown to
the right, choose the
following option:
“Continue to this
website (not
recommended)”.

b | @Cert’ﬁcate Error: Mavigation Blocked | |

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted
The security certificate presented by this website has expired or is not yet valig
The security certificate presented by this website was issued for a different we

Security certificate problems may indicate an attempt to fool you or intercept
server.

We recommend that you close this webpage and do not continue to thi
& Click here to close this webpage.
"Q:i' Continue to this website (not recommended).

® More information

Log into the iLO console
as “Administrator” and
enter the configured
password.

iLO 4
ProLiant

Hewlett Packard

Enterprise
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The admin GUI is
displayed.

Select the “Remote
Console” tab in the
upper left corner of the
GUI.

—
Hewlett Packard
Enterprise

Expand Al

~ Information

[ omm |
System Information
ILO Event Log
Integrated Management Log
Active Health System Log
Diagnostics
Location Discovery Services
Insight Agent

> iLO Federation

» Remote Console

Virtual Media

> Power Management

Network

Remote Support

>

» BL c-Class

Administration

iLO &

ProLiant 8L
iLO Overview

Information

Server Name
Product Name
uuiD

Sei izl Number
Product ID

em ROM

Backup System ROM
Integrated Remote Console
License Type
iLO Firmware V
IP Address
Link-Local IPvé Address
iLO Hostname

Acfive Sessions

User
Local User: Administrator
Local User: Administrator

BigRed2blade08-MP
ProLiant BL460c Gen?
31333138-3839-4D32-3236-
343630323348
2M2646023H

813198-821

136 v2.20 (05/05/2016)
05/05/2016

03/03/2016

.NET JavaWeb Start Java Applet

iLO Standard Blade Edition
2.40 Dec 02 2015
10.240.46.14
FEB0::7210:6FFF - FEB8:3A58
ILO2M2646023H.

Local User. Administraror  HOME
L0 HosmameL0ZM2646023H.

SIGN OUT

Stafus

@oK

@ON

@ UID OFF

Not Present

rd Stztus Not Present

iLO Date/Time  Thu Mar 2 10:33:30 2017

= IP Address Source
10759159 HTTPS
101912126 HTTPS
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The Remote Console
Information GUI is
displayed

Click on the “Remote
Console” menu option

Information

Crvenview

System Information

LD Fvent Log

Integrated Management Log
Active Health System Log
Diagnostics

Location Discovery Services

Insight Agenit

¥ iL0 Federation

ofe Lonsale

¥ Wirtual Madia

¥ Power Management
¥ Metwork

* Remate Support

* Administration

# BL c-Class

iLO &

Remote Conscle - iLO Integrat

Launch awa  Hol Key

NET Infegrated Rer

The NET IRC provides remaote socess to the

I wou are using Windows 7, 8, B or 10, 3 sup
following wersions of the NET Framework: 3

Mete for Firefex wsers: Firsfox requires an £
Mete for Chrome users: Choome requires an
&g a workaround select ane of the followin
» Integrated MET IRC application wi

» Standalona MET IRC application 2
= L0 Mohile Apphcaton to access

Java Integrated Rerr

The lava IRC provides remote access to the

Nate: On systems with OpendDE, yeou must

HPE iLO Mobile Apr

The HPE iLO Mabda application provides ac
at all times as long as the server is pluggad |
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9. Under the “Integrated -
Remote Console” — Somate Consele L0} inieqrated Remate Conssle

|:| section in the top of the

right panel, click on the

“Launch” dialogue

button.

e, The HET IRC sup

Note: Answer
“Yes/OK” to any pop-up

windows that might
appear. i Java Integrated Remote Console (Java IRC)
' N - |
HPE iLO Mobile App
Learn More
) POWER DN @ UIDOFF @]
10. The iLO Console window [ L0 Integrated Remote Console - Server: BigRed2blade08-MP | il 0: [L02M2646023H | Enclosure: 501_17_03 | Bay: 8 (B
D iS dISplayed Power Switch  Virtual Drives Keyboard Help
N_Ote: The console Oracle Linus ver release 6.8
window resembles an Kernel 2.6.32-642.11.1.el6prerel?.4.6.8.0_88.34.0.x86_64 on an x86_64
MS-DOS window but
DOES NOT have a BigRedZblade@B-MP login: _

scroll-back buffer.

720 x 400 i [2a] RCA @08

DP Server XMl IP login: admusr
L) (ssHy:

Password: <admusr_ password>
Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“admusr” user.
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12.

[]

Reboot the server.

This can be achieved by
logging in as the “
” user and executing init
6 command at the
command prompt.

$ sudo init 6

Note: Itis normal for the Remote Console window to stay blank for up to 3 minutes
before initial output appears.

Access the Server BIOS
by pressing F9 key

Reboot the server. This can be achieved by pressing and holding the power button
until the server turns off, then after approximately 5-10 seconds press the power
button to enable power.

As soon as you see F9=Setup in the lower left corner of the screen, press [F9] to
access the BIOS setup screen. You may be required to press [F9] 2-3 times. The
F9=Setup will change to F9 Pressed once it is accepted. See example below.

+

HPE ProlLiant Hewl:.ett Packard

Enterprise

card Enterprise Development LP

d. Hyper
GH:

'IHI:II:-"

backup system ROM
ots

» wait. this may take a few monent

il0 4 TPud 1.14
il0 & IPub 0:6FFF :FEBS : 3051

Agentiess
Management

Expected Result: ROM-Based Setup Utility is accessed and the ROM-Based Setup
Utility menu will be displayed.

Note: Itis normal for a period of 2 minutes or more to occur between pressing the
F9 key and entering the Blade BIOS screen.
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Scroll to System Scroll to System Configuration and press [ENTER]

14. Configuration

System UT“iTies Hewlett Packard

Enterprise

Susten Health

Exit and resune system hoot
Reboot the System

Select Language [Englishl

E =
Online Help

(%4 Change Selection [Enter] Select Entry [ESC) Exit [ F1) Help [ F7) Defaults

Scroll to BIOS/Platform Scroll to BIOS/Platform Configuration and press [ENTER]
15. Configuration

System Configuration Hewlett Packard

Enterprise

» BIOS/Platform Conflguration (RESUD

iL0 4 Configuration Utility
ed

~port SHOM
b 2-port SEOH A

+) Change Selection [Enter] Select Entry [ESC) Exit [ F1) Help

l
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1 Select System Scroll to System Configuration and press [ENTER]
6. Configuration

[]

System UT“iTies Hewlett Packard

Enterprise

fornation
Health

Exit and resu ysten boot
Reboot the 3i

Select Language [Englishl

(%4 Change Selection [Enter] Select Entry [ESC) Exit [ F1) Help [ F7) Defaults

Select Processor Select Processor Options option and press [ENTER]
Options

BIOS/Platform Configuration (RBSU)  hewtettpackard

Enterprise

latform Conliguration (RS

Jerlal Port Options

Hemory (pera

Online Help

(+4) Change Selection [Enter] Select Entry [(ESC) Back [ F1) Help [ F7) Defaults [F10) Save
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Select Hyperthreading Select Intel® Hyperthreading Options and press [ENTER].
18. Options
BIOS/Platform Configuration (RBSU)  Hewtettpackard
Enterprise
LEnabled]
o)
[Enabled]
(#4] Change Selection [Enter] Select Entry [ESC) Back [F1) Help [ F7] Defaults [F10] Save
Set hyperthreading to Select Disabled option and press [ENTER].
19. Disabled

BIOS/Platform Configuration (RBSU)  Hewtettpackara

Enterprise

BT0S/Platlform Conl tion (RESLY
Systen Options + Processor Options
[Enabled]

01
[Enabled]

(%4 Change Selection [Enter] Select Entry [ESC) Back [ F1) Help [ F7) Defaults [F10] Save
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20 Ea_\t/e Configuration and | Press [F10] to save the configuration and exit. The server will reboot
: Xit.

I:' Note: Itis normal for the

et BIOS/Platform Configuration (RBSU) Hewlett Packard

to stay blank for up to 3 Enterprise

minutes before initial S o

output appears. . S

system Uptions + Pr
» Lntel(R) ing [Disabled]
P

L))
[Enabiled]

. Do you want to

L. ‘N to dis

Sc

Cnline Help

(t4) Change Selection [Enter] Select Entry [(ESC) Back [ F1) tiely [ F7) Defaults  [F10) Save

Expected Result: Settings are saved and server reboots.

Continue to monitor the

21 . mn_O Integrated Remote Console - Server: BigRed2blade08-MP | iLO: ILO2M2646023H | Enclosure: 501 17 03 | Bay: 8 ‘ﬂ‘ﬁ
. server boot process until Power Swtch Vil Dives_Keyboard_Help
I:' the screen returns to the ] ‘
. Oracle Lin er release 6.8
login prompt. Kernel 2.6.32-642.11.1.el6prerel?.4.8.0.6_088.34.8.x86_64 on an xB6_64

[BigRedZbladeB8-MP login: _
720 x 400 [ n [2]e] R 008

22 Close the Remote

Console window.

|:| el 30017 03 | B 8

Page | 265 E88531-01




SDS Initial Installation and Configuration Guide

Appendix J. Configure the HP DL380 (Gen8 and Gen9) Server CMOS Clock/BIOS
Settings

J-1. Gen8: Configure the ILO for Rack Mount Server

J.1.1. RMS: Configure ILO
In this procedure you will be configuring Integrated Lights Out (iLO) for RMS. You will configure the NIC
and TCP/IP, DNS/DHCP parameters as well as adding a new iLO user.
Prerequisites & Requirements:
v' Server powered on
v' Server booting up or rebooted

Procedure 25. Gen8: Configure the iLO for Rack Mount Server

Step | Procedure Result

Configure Integrated .
1 Lights Out (iLO) for Rack | [mlllagel leTal;

|:| Mount Servers (RMS): —_——

For HP Gen8 DL380 128 GB Installed

servers perform the ProLiant System BIOS - 131 (02/25/2012)

foIIowing Copyright 1982, 2012 Hewlott-Packard Development Company, L.P.

1. Reboot the server.

2. When “iLO 4 Standard
press [F8] to configure”
is displayed, press [F8] 3
3. Once [F8] is pressed Redundant ROM Detacted - This systom contains a valid backup System ROM

wait for the iLO Inlet Ambient Temperature: 20C/68f
2 H Adva emory Protection Mode: Advanced ECC Support
Conflguratlon screen to HP SmartMemory authenticated in all populated DIMM slots.

appear. iLO 4 Standard pross [F8] to configure

iLO 4 1P: 192.168.100.18

(F9) setup  (F10) Intelligent Provisioning [ F11) Boot Menu

Figure 27 —iLO Configuration — Gen8: Press [F8] to configure
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Step

Procedure

Result

After the initial iLO
configuration utility screen
appears, use the arrow
keys to select the Network
menu

Figure 28 —iLO Configuration — Initial iLO Configuration Screen

Within the Network menu,
select DNS/DHCP

Figure 29 —iLO Configuration — Select Network->DNS/DHCP

Page | 267

E88531-01




SDS Initial Installation and Configuration Guide

Procedure 25. Gen8: Configure the iLO for Rack Mount Server

Step

Procedure

Result

Verify that DNS/DHCP is
set to OFF. If it is not set to
OFF, use the [SPACE
BAR] to toggle the setting
to ‘OFF’

Figure 30 —iLO Configuration — press [SPACE BAR] to turn DHCP OFF

Press [F10] to save if
changes were made or
[ESC] to Cancel if no
changes were made. You
should be returned to the
Network main menu.

Figure 31 —iLO Configuration — Select NIC and TCP/IP
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Step

Procedure

Result

Press [ENTER] if
required and select ‘NIC
and TCP/IP’

Figure 32 —iLO Configuration — Select NIC and TCP/IP and configure
Network

Enter the Network
Configuration
information for the
server. Use the arrow
keys to select the field to
change

IP Address should be set based on the information in the NAPD.

Once the Network
Configuration
information has been
entered, press [F10] to
save the settings.

Using the arrow keys,
select the User menu,
then select Add and
press [ENTER]

Figure 33 —iLO Configuration — Select User — Add
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Step

Procedure

Result

Add the tekelec user.

9.

Username: tekelec

Login name: tekelec

Password: tekelecl
10 Once the tekelec User has been added, press F10 to Save the user.
11 Repeat this procedure for other ship loose servers for the work order.

[]

J.1.2. Gen8: RMS BIOS Configuration, Verify Processor and Memory
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Prerequisites & Requirements:

v' Server powered on
v' KVM connectivity to the server to get console

Procedure 26. Enter the ROM-Based Setup Utility (RBSU)

Step

Procedure

Result

]Ij

Reboot the server.
You will see an HP
ProLiant screen as
shown below. When
prompted with the
option to Press F9 for
setup, do so. Once F9
is pressed, you should
see “F9” selected on
the screen as shown
below:

HP ProlLiant

yparthreading is enabled

iLO 4 1IP: 192.168.100.101

B s-vp  (F10) inialligant P

Figure 34 — RBSU — Enter RBSU - F9 Pressed indicated in HP Splash
Screen

After the initial iLO
configuration utility
screen appears, use
the arrow keys to
select the Network
menu.

$9fd Network User Settings

Set Defaults

Exit this utility._

Figure 35 —iLO Configuration — Initial iLO Configuration Screen
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In this procedure you will be verifying and/or configuring the Serial Port Options for the Embedded and
Virtual Serial Ports.

Prerequisites & Requirements:
v Server rebooted and in RBSU mode

Procedure 27. Verify/Configure Serial Port Options

Step Procedure Result

Select System ROM-Based Setup Utility, Version 3.00
Options then Serial opyright 1982, 2013 Hewlett-Packard Development Company, L.P.

1.
I:' Port Options:

<Enter> to ViewsModify System Specific Options
Kt/1> for Different Selection; <TAB> for More Info; <ESC> to Exit Utility

Figure 36 — ROM-Based Setup Utility — Initial Screen

ROM-Based Setup Utility, Versio .00
opyright 1982, 2013 Hewlett-Packard Development Company, L.P.

Berial Port Options

<{Enter> to Display Serial Port Options
K1/1> for Different Configuration Option; <ESC> to Close Mewu

Figure 37 — ROM-Based Setup Utility — Serial Port Options
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Procedure 27. Verify/Configure Serial Port Options

Step Procedure Result

> Verify the settings for Select “Embedded Serial Port” and verify it is set for “COM 2”. If it is not set
' Embedded Serial Port: | to COM 2, press [ENTER], select COM 2, then [ENTER].

ROM-Based Setup Utility, Version 3.00

Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

n Embedded Serial Port

Po|[Virtual Serial Port |
PC
PC
St
Bo

BIOS Serial Console & EMS
Server fisset Text
Advanced Options

System Default Options
Utility Language

|I\|H Z2; IRQ3; I0: Z2FBh ‘IIII\H

<Enter> to Modify Embedded Serial Port Settings: <F1> for Help
<tr1> for Different Configuration Option:; <ESC> to Close Menu

Figure 38 — Verify Embedded Serial Port Setting

3 Verify the settings for Select “Virtual Serial Port” and verify it is set for COM 1. If it is not set to
' Virtual Serial Port: COM 1, press [ENTER], select COM 1, then [ENTER]

ROM-Based Setup Utility, Version 3.00

Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

5f||Embedded Serial Port
Po

BIOS Serial Console & EMS
Server fisset Text
Advanced Options

System Default Options
Utility Language

|'HH 1; IRGQ4: 10: 3F8h ifllw

<Enter> to Modify Virtual Serial Port Settings:; <F1> for Help
<ts1> for Different Configuration Option: <ESC> to Close Menu
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In this procedure you will be configuring Power Management Options. The server HP Power Profile
will be verified or set to Maximum Performance.

Prerequisites & Requirements:
v' Server rebooted and in RBSU

Procedure 28. Verify/Set Power Management

Step Procedure Result

While in RBSU, verify or | Select “Power Management Options”, then press [ENTER].
set the HP Power

1
|:| Profile ROM-Based Setup Utility, Version 3.60
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

{Enter> to View/Modify Power Management Options
{ts1> for Different Selection; <TAB> for More Info; <ESC> to Exit Utility

Figure 39 — RBSU - Select Power Management Options
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Procedure 28. Verify/Set Power Management

Step

Procedure

Result

2. After pressing [ENTER]
you will see several

options to choose from
such as:

HP Power Profile, HP Power Regulator, Redundant Power Supply Mode,
Advanced Power Management.

ROM-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

HP Power Profile

<{Enter> to Modify HP Power Profile Options: <F1> for Help
{t/1> for Different Configuration Option: <ESC)> to Close Menu

Figure 40 — RBSU — Select HP Power Profile and Maximum

e Select HP Power Profile
o Verify it is set to Maximum Performance

If not set to Maximum Performance, press [ENTER] and select “Maximum Performance”, then press
[ENTER]
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Prerequisites & Requirements:

v" Server rebooted and in RBSU

Procedure 29. Verify/Set Standard Boot Order (IPL)

Step Procedure Result
1 While in RBSU, verify | Select “Power Management Options”, then press [ENTER].
i or set the Standard
I:I Boot Order. Select d Setup Utility, Version 3.00
Standard Boot C i 1982, 2013 Hewlett-Packard Development Company, L.P.
Order, then press
[ENTER]
<Enter> to ViewsModify the IPL Device Boot Order
{t/1> for Different Selection: <TAB> for More Info: <ESC> to Exit Utility
Figure 41 — Select Standard Boot Order
Verify that IPL:1 is i0M-Based Setup Utility, Version 3.00
2. USB DriveKey (C:). If Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.
IPL:1 is not USB
DriveKey, then select
USB DriveKey and
press [ENTER], then
select “Set the IPL
Device Boot Order to
1” and press [ENTER]
Figure 42 — Select Set the IP Device Boot Order to 1
3 Verify that IPL:1 is
' now USB DriveKey
()
Figure 43 —IPL:1is Now USB DriveKey (C:)
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Prerequisites & Requirements:

v' Server rebooted and in RBSU

Procedure 30. Verify/Set System Date and Time

Step

Procedure

Result

lei|

While in RBSU, set
the system Date and
Time:

Select “Date and
Time”, then press
[ENTER]

ROM-Based Setup Utility, Version 3.00

opyright 1982, 2013 Hewlett-Packard Development Company, L.P.

<Enter> to View/Modify Date and Time
<1/1> for Different Selection: <(TAB> for More Info; <ESC> to Exit Utility

Figure 44 — Select Date and Time

Set the current Date
and Time. Use UTC
for the time settings.
Once the correct Date
and Time has been
set, press [ENTER] to
confirm the settings.

ROM-Based Setup Utility, Uersion 3.00

opyright 1982, 2013 Hewlett-Packard Development Company, L.P.

odify Date and Time
KENTER> to Save Changes, <ESC> to Main Menu

Figure 45 — Set Date and Time (UTC)
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In this procedure you will be configuring Server Availability which determines how the server will behave
following a power loss and recovery. The server will be set to Restore Last Power State following a
power outage and recovery. In addition it will be set to power on with No Delay.

Prerequisites & Requirements:
v" Server rebooted and in RBSU

Procedure 31. Verify/Set Server Availability

Step Procedure Result

While in RBSU, set the | [l iEE RTINS RS AP0 Gl I el
Server Availability' opyright 1982, 2013 Hewlett-Packard Development Company, L.P.

]Ij

Select “Server System Options
Availability”, then Power Management Options

PCI IR Settings
press [ENTER] PCI Device Enable/Disable

Standard Boot Order (IPL)
Boot Controller Order
Date and Time

lerver Availability
Server Security

BIOS Serial Console & EMS
Server Asset Text
Advanced Dptions

System Default Options
Utility Language

<Enter> to View/Modify Server fAvailability Options
<T/1> for Different Selection: <(TAB> for More Info:; (ESC> to Exit Utility

Figure 46 — RBSU — Select Server Availability

After pressing [ENTER] you will see several options to choose from including

2.
ASR Status, ASR Timeout, Thermal Shutdown, Wake-On LAN, POST F1 Prompt, Power Button,
Automatic Power-On and Power-On Delay.

3 v Select ASR Status.

v Verify it is set to Enabled.

Page | 278 E88531-01




SDS Initial Installation and Configuration Guide

Procedure 31. Verify/Set Server Availability

Step Procedure Result
If not set to Enabled, ROM-Based Setup Utility, Version 3.00
4. press [ENTER] and Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

select “Enabled”, then
press [ENTER]

{Enter> to Modify Automatic Server Recovery Status: <F1> for Help
{ts1> for Different Configuration Dption; ¢ to Close Menu

Figure 47 — RBSU - Verify ASR Status is Set to Enabled

Select Automatic ROM-Based Setup Utility, Version 3.00
5. Power-On Copyright 1982, 2014 Hewlett-Packard Development Company, L.P.
Automatic Power-On
{Enter> to Modify Automatic Power-On Mode: <F1> for Help
<{ts1> for Different Configuration Option: <ESC> to Close Menu
Figure 48 — RBSU — Verify Automatic Power-On is Set to Enabled

6 Verify Automatic Power-On is set to Restore Last Power State
7 If not set to Enabled, press [ENTER] and select “Enabled”, then press [ENTER]
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Procedure 31. Verify/Set Server Availability

Step Procedure Result
Select Power-On
8.
Delay
Fower-0n Delay
KEnter> to Modify Power-On Delay Mode: <F1> for Help
<ts1l> for Different Configuration Option: <ESC> to Close Menu
Figure 49 — RBSU - Verify Power-On Delay is Set to No Delay
9 Verify Power-On Delay is set to No Delay
10 If not set to Enabled, press [ENTER] and select “No Delay”, then press [ENTER]
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Prerequisites & Requirements:
v' Tasks within the RBSU have been completed.
v' To Exit the RBSU, press <ESC> and then press <F10> to Confirm Exit Utility

Procedure 32. Exit the RBSU

Step Procedure Result

While in RBSU, set ROM-Based Setup Utility, Version 3.88
11. the Server opyright 1982, 2811 Hewlett-Packard Development Company, L.P.

[ ] | Availability:

Select “Server
Availability”, then
press [ENTER]
(F18> to Confirm Exit Utility

rent Boot Controller
Enbedded HP Smart

F18> to Exit Utility
Any Other Key to Return to Main Menu

Figure 50 — RBSU — Exit ROM-Based Setup Utility

Expected Results:
The BIOS for the server is successfully configured, memory and processors are verified.

12.
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J-2. Gen9: RMS Configure iLO

J.2.1. RMS: Configure iLO
Prerequisites & Requirements:
v' Server powered on

v' Server booting up or rebooted

Procedure 33. Gen8: Configure the iLO for Rack Mount Server

Step Procedure Result
1 Reboot the server.
You will see an HP Eewlet@ Packard
I:I screen as shown nterprise
beIOW. When (C) Copyright 1982 - 2015 Hewlett Packard Enterprise Development LP
- HP ProLiant DL3B0 Gen9
prompted with the BI0S Ueraion: P69 u2.00 (12/21/2015)
0pt|0n tO PreSS Fg fOI’ Serial Mumber: USEGO93HEB
HREH Systen Memory: 256 6B
SyStem Utllltlesa do Zglslrszeszgf"l(:) detected, 24 total cores enabled, Hyperthreading is enabled
H Proc 1: Intel(R) Heon(R) CPU E5-2680 v3 B 2.50GHz
So. Once F9 IS Proc 2: Intel(R) Heon(R) CPU E5-2680 uv3 @ 2.506Hz
QPI Speed: 9.6 GI/s
pressed, you should
“ ’ HPE Pouer Profile Mode: Maxi Perfori
see Fg SeIeCted on Puuernxsaul;:m“ ;ndg:ESta:’;;mﬁ?ghE;’e?:‘g:xiﬁce
the screen as shown | FEEERNEEEIEEEN LR
below Boot Mode: Legacy BIOS

Redundant ROM Detected - This system contains a valid backup system ROM [ 7
HPE SmartMemory authenticated in all populated DIMH slots.

Smari Storage  Smart Array
Battery

4 4 4

Power Dynamic HPE
Regulafor  Power Capping

14 14
il0 4 TPud: 10.75.4.131
il0 4 TPub: FEBO::9657:ASFF :FEAF :F342 "F’E::s“u' gt sum]S;nson

14 14

iLo
m Systen Utilities Intelligent Provisioning @ Boot Menu @ Network Boot "'J'E‘-ww" Mg;;l‘:fm

ngine

Figure 51 — Gen9: iLO Configuration — Gen9: Press [F9] to configure
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Procedure 33. Gen8: Configure the iLO for Rack Mount Server

Configuration Utility
screen appears, select
User Management

Step Procedure Result
2 After F9 is pressed

select System

Configuration then ] ]

selectiLO 4 » System Configuration

Configuration Utility One-Time Boot Menu
Embedded Applications
Sustem Information
Sustem Health
Exit and resume system boot
Reboot the System
Select Language [Englishl

Figure 52 — Gen9: iLO4 Select System Configuration
BIOS/Platform Configuration (RBSUD
il0 4 Configuration Utility
Embedded RAID : Smart Array P440ar Controller
Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 2 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 3 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 4 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Enmbedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter
Enmbedded FlexibleLOM 1 Port 2 : HP Ethernet 1Gb 4-port 331FLR Adapter
Enmbedded FlexibleLOM 1 Port 3 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 4 : HP Ethernet 1Gb 4-port 331FLR Adapter
Figure 53 — Gen9: iLO: Select iLO4 Configuration Utility
3 After the initial iLO

iL0 4 Configuration Ltility

Network Options
Advanced Metwork Options

b User Management
Setting Options
Set to factory defaults
Reset iL0
About

Figure 54 — Gen9: iLO Configuration — User Management
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Procedure 33. Gen8: Configure the iLO for Rack Mount Server

Step Procedure Result

4. Select Add User

el System Configuration

the admusr user.

il0 4 Configuration Utility

User Management

» Add User
Edit/Remove User

Figure 55 — Gen9: iLO Configuration — Add User

5. Enter the New User il0 4 Configuration Utility
Name, Login Name
and Password User Hanagement + Add User
information for
tekelec: New User ilL0 4 Privileges:

New User Name: Administer User Accounts
Remote Console Access
tekelec .
Loain N . Uirtual Power and Reset
ogm f_‘mke.l Uirtnal Media
ekelec Configure Settings
Password:

tekelecl New User Information:

» New User Name
Login Name
Password

Figure 56 — Gen9: iLO Configuration — Add New User Name: tekelec
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Procedure 33. Gen8: Configure the iLO for Rack Mount Server

Step Procedure Result
6. Press [ESC] to go
back to the iLO 4
Configuration Utility il0 4 Configuration Utility
menu, then select
Network Options.
b Network Options
Advanced MNetwork Options
User Management
Setting Options
Set to factory defaults
Reset il0
About
Figure 57 — Gen9: iLO Configuration — Select Network Options
7. Within the Network il0 4 Configuration Utility

menu verify that
DHCP Enable is set to
[OFF]. IF not set to
[OFF], press [ENTER]
and arrow down to
select [OFF] then
press [ENTER].

Network Options

MAC Address [94:57:A5:69:4F :30]
Metuwork Interface Adapter [ON]
Transceiver Speed Autoselect [ON]

» DHCP Enable [OFF]
DNS Name [TLOUSESS11PHUI

IP Address [192.168.100.2001
Subnet Mask [255.255.255.0]
Gateway IP Address [192.168.100.11]

Figure 58 — Gen9: iLO Configuration — DHCP Enable to OFF
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Procedure 33. Gen8: Configure the iLO for Rack Mount Server

Step

Procedure

Result

Use the arrow keys to
move up/down to set
the IP Address,
Subnet Mask and
Gateway IP Address
for the server.

IP Address should be set based on the information in the NAPD.

Subnet Mask: 255.255.255.0
Gateway IP Address: 192.168.100.1

il0 4 Cowfiguration Wtility
Network Options

MAC Address [94:57:05:69:4F :301

Network Interface Adapter [ON]
Transceiver Speed Autoselect [ON]

[OFF]
[ILOUSESS11PHUI

DHCP Enable
DNS Name

[192.168.100.2001
[255.255.255.00
[192.168.100.11

» IP Address
Subnet Mask
Gateway TP Address

Figure 59 — Gen9: iLO Configuration — Network Configuration IP,
Subnet, Gateway
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Procedure 33. Gen8: Configure the iLO for Rack Mount Server

Step Procedure Result
9. E;?;Zéz,lgl\lt'orégv‘%’a"” ilD 4 Configuration Utility
to confirm then exit Network Dptions
out and reboot the
server » MAC Address [94:57:A5:69:3F :DE1
Network Interface Adapter [ON]
Transceiver Speed Autoselect [ON]
DHCP Enable [0FF]
DNS Nane [TLOUSESS11PHK]
IP Address
Subnet Mask Changes are pending. Do you want to save changes and
Gateway IP Address exit?
Press "Y’ to save and exit., N’ to discard and exit.
"ESC’ to cancel.
Figure 60 — Gen9: iLO Configuration — F10 Save Changes
ilD 4 Configuration Utility
User Management + Add User
New User il0 4 Privileges:
Adninister User Accounts
Remote Console Access
Uirtual Power and Reset
Virtual Media
Configure Settings
LETRIEVaR Y e EAR T | iL0 configuration has changed and il0 needs to be
reset. The configuration utility will not be
New User Name available until next system reboot.
Login Mame Enter to Continue / Esc to Cancel.
» Password
Figure 61 — Gen9: iLO Configuration — Change Reboot Message
10 Repeat this procedure for other ship loose servers for the work order.
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J.2.2. Gen9: RMS BIOS Configuration, verify processor & memory

In this section you will be configuring the BIOS on the Rack Mount Server and verifying the processor and
memory configuration.

Verify/Configure BIOS Settings and Verify Configured Memory
Prerequisites & Requirements:

v' Server powered on

v' KVM connectivity to the server to get console

Procedure 34. Gen9: Enter the ROM-Based Setup Utility (RBSU)

Step Procedure Result
1 Reboot the server.

: You will see an HP Hewlett Packard
I:' screen as shown Enterprise

below. When
. (C) Copyright 1982 - 2015 Hewlett Packard Enterprise Development LP
prompted with the HP Proliant DLIB Gend D

H BIOS UVersion: P89 v2.00 (12/27/2015)
0pt|0n to Press Fg for Serial Mumber: USE6O9I3HER

System Utilities, do

System Memory: 256 GB

SO. Once Fg |S 2 Processor(s) detected, 24 total cores enabled., Hyperthreading is enabled
Proc 1: Intel (R) Xeon(R) CPU ES5-2680 v3 @ 2.506Hz

pressed, you should Proc 2: Intel® Heon(R) CPU E5-2688 v3 0 2.506i

see nF9, selected on QPI Speed: 9.6 GI/s
HPE Power Profile Mode: Maximum Performance

the screen as Shown Pouer Regulator Mode: Static High Performance

below: Advanced Memory Protection Mode: Advanced ECC Support

Inlet Ambient Temperature: 21°C / 69°F
Boot Mode: Legacy BIDS

Redundant ROM Detected - This system contains a valid backup system ROM 7 [ ]
HPE SmartHemory authenticated in all populated DIMM slots.

Smart Storage  Smart Array
Batrery

2 2 4

Power Dynamic HPE
Reguiator  Power Capping

2 2 4
il0 4 TPud: 10.75.4.131
il0 4 TPub: FEBO::9657:ASFF :FE4F:F342 WPERESTA  wmellget - SenofSesor

APl Provisioning
2 v 4

iLo
m Systen Utilities Intelligent Provisioning @ Boot Menu @ Network Boot — Management Mﬁ:;:::m

Engine

Figure 62 — Gen9 RBSU - Enter RBSU - F9 Pressed indicated in HP
Splash Screen
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In this procedure you will be verifying and/or configuring the Serial Port Options for the Embedded and
Virtual Serial Ports.

Prerequisites & Requirements:

v Server rebooted and in RBSU mode

Procedure 35. Gen9: Verify/Configure Serial Port Options

Step Procedure Result
1 Press Enter to go into
the System
I:' Configuration menu
then select » System Configuration
BIOS/Platform One-Time Boot Menu
Configuration Embedded Applications
(RBSU). System Information

System Health

Exit and resume system boot
Reboot the Systen

Select Language [English]

Figure 63 — Gen9: Select System Configuration

BIOSAPlatform Configuration (RBSUY

il0 4 Configuration ltility
Embedded RAID : Smart Array P440ar Controller
Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC

Embedded LOM 1 Port 2 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 3 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 4 : HP Ethernet 1Gb 4-port 331i Adapter - MIC
Embedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 2 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 3 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 4 : HP Ethernet 1G6b 4-port 331FLR Adapter

Figure 64 — Gen9: Select BIOS/Platform Configuration (RBSU)
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Procedure 35. Gen9: Verify/Configure Serial Port Options

Step Procedure

Result

Select System
Options then select
Serial Port Options

BIOS/Platform Configuration (RBSU)

» System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management
Performance Options
Server Security
PCTI Device Enable/Disahble
Server Availability
BIDS Serial Console and EMS
Server Asset Informatiom
Advanced Options

Date and Time
Susten Default Options

Figure 65 — Gen9: ROM-Based Setup Utility — System Options

BIOS/Platform Configuration (RBSLD
System Options

» Serial Port Options
USB Options

Processor Options
SATA Controller Options
Virtualization Options
Boot Time Optimizations
Memory Operations

Figure 66 — Gen9: ROM-Based Setup Utility — Serial Port Options
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Procedure 35. Gen9: Verify/Configure Serial Port Options

Step Procedure Result

3 Verify the settings for

. BIOS/Platform Configuration (RBSU
Embedded Serial Port: ariom tontigtration

System Options + Serial Port Options

Select "Embedded » Embedded Serial Port [COM 2; IRQ3: I/0: 2F8h-2FFh]
Serial Port” and verify Virtual Serial Port [COM 1; IRQ4:; 1/0: 3FBh-3FFh]
it is set for “COM 27, If

it is not set to COM 2,
press [ENTER], select
COM 2, then [ENTER]

COM 1: IRQ4: I/0: 3FBh-3FFh
OM 2: TRQ3: 1/0: 2F8h-2FFh

Disabled

Figure 67 — Gen9: Verify Embedded Serial Port Setting

S ivptioRdil BIOS /Platform Configuration (RBSU)

Select “Virtual Serial

Port” and verify it is BIOS/Platform Configuration (RBSL)

set for COM 1. Ifitis } } }

not set to COM 1, System Options + Serial Port Options

press [ENTER], select Enbedded Serial Port [COM 2; IRQ3: 1/0: 2F8h-2FFh]
COM 1, then » Uirtual Serial Port [COM 1; IRQ4: I/0: 3F8h-3FFhl
[ENTER]

OM 1: TRQ4: I/0: 3F8h-3FFh

COM 2; IRQ3: I/0: 2F8h-2FFh
Disabled

Figure 68 — Gen9: Verify Virtual Serial Port Setting
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In this procedure you will be configuring Power Management Options. The server HP Power Profile will
be verified/set to Maximum Performance.

Prerequisites & Requirements:

v Server rebooted and in RBSU

Procedure 36. Gen9: Verify/Set Power Management

Step

Procedure

Result

1|.:|

While in RBSU,
verify/set the HP
Power Profile:

Select Power
Management, then
press ENTER.

BIOS/Platform Configuration (RBSLD

System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management

Performance Options

Server Security

PCTI Device Enable/Disable
Server Availahility

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
System Default Options

Figure 69 — Gen9: RBSU - Select Power Management
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Procedure 36. Gen9: Verify/Set Power Management

Step Procedure Result
2. Several options to BIOS/Platforn Configuration (RBSU)
choose from display, atform Configuration
such as: Power Management
Power Profile, Power » Pouer Profile [Haxinum Performancel
Regulator, Minimum Pouwer Regulator [Static High Performance Model
Processor Idle Power Mininun Processor Idle Power Core C-State [No C-states]

Core C-State, Minimum Processor Idle Power Package C-State [No Package Statel
Minimum Processor
Idle Power Package

C-State and Advanced
Power Options Figure 70 — Gen9: RBSU - Select HP Power Profile and Maximum

Performance

Advanced Power Options

e Select Power
Profile.

Verify it is set to
Maximum
Performance

3. If not set to Maximum Performance, press ENTER and select Maximum Performance, then press
ENTER.
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Prerequisites & Requirements:

v" Server rebooted and in RBSU

Procedure 37. Gen9: Verify/Set Standard Boot Order (IPL)

Step Procedure Result

While in RBSU, verify

1.
or set the Legacy
[] BIOS Boot Order,

Select Boot Options,
then press ENTER,

then select Legacy Systen Options

BIOS Boot Order » Boot Options

then press ENTER. Network Options

Storage Optioms

Embedded UEFI Shell

Power Management
Performance Options
Server Security

PCI Device Enable/Disable
Server Availability

BIOS Serial Console and EM3
Server Asset Information
Advanced Options

BIOS/Platform Configuration (RBSU)

Date and Time
System Default Options

Figure 71 — Gen9: Select Boot Options

BIOS/Platform Configuration (RBSU)
Boot Options

Boot Mode [Legacy BIOS Model
UEFI Optimized Boot [Disahled]

Boot Order Policy [Retry Boot Order Indefinitelyl

UEFI Boot Order
Advanced UEFI Boot Maintenance
» Legacy BIOS Boot Order

Figure 72 — Gen9: Select Legacy BIOS Boot Order
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Procedure 37. Gen9: Verify/Set Standard Boot Order (IPL)

Step Procedure Result
5 Verify under Standard Legacy BIOS Boot Order:
Boot Order (IPL) that USB DriveKey
USB DriveKey is in CD ROM/DVD

the first position and .
Embedded LOM is in flard Drive C

the fourth position_ Embedded LOM 1 Port 1
Press “+” or “-” to Embedded FlexibleLOM 1 Port 1
maneuver to the
correct position.
BI0S/Platform Configuration (RB3W)

Boot Options + Legacy BIDS Boot Order

Press the "+ key to move an entry higher in the boot list and the "-" key to move an entry lower
in the boot list. Use the arrow keys to navigate through the Boot Order list.

Standard Boot Order (TPL)

USB DriveKey

CD ROM/DUD

Hard Drive C: (see Boot Controller Order)

Embedded FlexihleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC
Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC

Boot Controller Order
Embedded RAID : Smart Array P440ar Controller

Figure 73 — Select Set the IP Device Boot Order USB DriveKey
BIOS/Platform Configuration (RBSU}
Boot Options + Legacy BIDS Boot Order

s r

Press the "+’ key to move an entry higher in the boot list and the key to move an entry lower
in the boot list. Use the arrow keys to navigate through the Boot Order list.

Standard Boot Drder (IPL)

USB DriveKey

CD ROM/DUD

Hard Drive C: (see Boot Controller Order)

Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - MIC

Embedded FlexibleLOM 1 Port 1 : HP Ethernet 16b 4-port 331FLR Adapter - NIC

Boot Controller Order
Embedded RAID : Smart Array P440ar Controller

Figure 74 — Select Set the IP Device Boot Order Embedded LOM 1 Port 1
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Prerequisites & Requirements:
v Server rebooted and in RBSU

Procedure 38. Gen9: Verify/Set System Date and Time

Step Procedure Result
1. While in RBSU, set N s 4
the system Date and BIOS/Platform Configuration (RBSID
|:| Time: Select Date and
Time, then press
ENTER.
System Optioms
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Pouwer Management
Performance Options
Server Jecurity
PCI Device Enable/Disable
Server Availability
BIOS Serial Console and EMS
Server Asset Information
Advanced Options
Date and Time
System Default Options
Figure 75 — Gen9: Select Date and Time
2 Set the current Date BIDS/Platform Configuration (RBSW)
and Time. Use UTC )
. . Date and Time
for the time settings.
Once the correct Date » Date (nm-dd-uyuyy? [01/29/20161
. Tine (hh:nm:ss) [14:37:27
and Time has been Tine Zone [UTC-00:00, Greenwich Mean Time, Dublin,
set, press ENTER to London]
confirm the settings. Daylight Savings Time [Disahled]
Time Format [Coordinated Universal Time (UTC)]
Figure 76 — Gen9: Set Date and Time (UTC)
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In this procedure you will be configuring Server Availability which determines how the server will behave
following a power loss and recovery. The server will be set to Restore Last Power State following a
power outage and recovery. In addition it will be set to power on with No Delay.

Prerequisites & Requirements:
v" Server rebooted and in RBSU

Procedure 39. Gen9: Verify/Set Server Availability

Step Procedure Result

While in RBSU, set the
Server Availability: BIOS/Platform Configuration (RBSLD

1.
|:| Select “Server

Availability”, then press

[ENTER].

Several options display, System Options
including: Boot Options

?_SR StatL\l/s, QS(F; Network Options
imeout, Wake-On N .

LAN, POST F1 Prompt, Storage Options
Power Button Mode, Embedded UEFI Shell

Automatic Power-On

and Power-On Delay.
Performance Options
e Select ASR Status P

e« Verify itis set to Server Security

Enabled PCI Device EnablefDisable
Server Availability
BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Power Management

Date and Tine
System Default Options

Figure 77 — Gen9: RBSU — Select Server Availability

> If not set to Enabled, BIOS/Platforn Configuration (RESU)
: press [ENTER] and
select “Enabled”, then Server fwailability
press [ENTER] » ASR Status [Enabled]

ASR Timeout [10 Minutes]
Wake-0On LAN [Enabledl

POST F1 Prompt [Delayed 20 seconds]
Power Button Hode

Autol c Power-On wslore st Power Statel
Pouwer-{ln De lay

Figure 78 — Gen9: RBSU - Verify ASR Status is Set to Enabled
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Procedure 39. Gen9: Verify/Set Server Availability

Step Procedure Result
Select Automatic BIOS/Platform Configuration (RESLD
3. Power-On
Server fwailability
ASR Status [Enahled]
ASR Timeout [10 Minutes]
Wake-On LAN [Enahledl
POST F1 Prompt Delayed 20 seconds)
Power Button Hode [Enahled]
fAntomatic Power-On [Restore Last Power Statel
Power—{In Delay [Ho Delayl
Figure 79 — Gen9: RBSU - Verify Automatic Power-On is Set to Restore
Last Power State
4 Verify Automatic Power-On is set to Restore Last Power State
5 If not set to Enabled, press [ENTER] and select “Enabled”, then press [ENTER]
Select Power-On Delay
6. BIOS/Platform Configuration (RBSLW)
Server fiwailability
ASR Status [Enabledl
ASR Timeout [10 Minutesl
Wake-On LAN [Enabledl
POST F1 Prompt [Delayed 20 seconds]
Pouwer Button Hode [Enahled
futomatic Power-On [Restore Last Power St
» Pouwer-{n Delay [Ho Delayl
Figure 80 — Gen9: RBSU - Verify Power-On Delay is Set to No Delay
7 Verify Power-On Delay is set to No Delay
8 If not set to Enabled, press [ENTER] and select “No Delay”, then press [ENTER]
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Procedure 39. Gen9: Verify/Set Server Availability

Step Procedure Result
. Select POST F1 Prompt BIOS/Platform Configuration (RBSU)
Server Awvailability
Status [Enabledl
SR Timeout [10 Minutes]
Wake-On LAM [Enabled
POST F1 Prompt [Delayed 20 secondsl
Pouwer Button Moae [Enahledl
Automatic Power-0n [Restore Last Pouwer Statel
Pouer—{ln Delay [Ho Delayl
Figure 81 — Gen9: RBSU - Verify Post F1 Prompt is Set to Delayed 20
Seconds
10 Verify Delayed 20 seconds is set
11 If not set to Delayed 20 seconds, press [ENTER] and select “Delayed 20 seconds”, then press [ENTER]
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In this procedure you will be configuring Advanced Options. The Fan and Thermal Options will be
verified/set to Optimal Cooling.

Prerequisites & Requirements:
v' Server rebooted and in RBSU

Procedure 40. Gen9: Verify Advanced Options

Step Procedure Result
1 While in RBSU, set the
: Advanced Options BIOS/Platform Configuration (RBSLD)
|:| Select “Advanced
Options”, then press
[ENTER].
Several options display, .
including: System Options
ROM Selection, Boot [Il]tlun?
Embedded Video Network Options
Connection, Fan and Storage Options
Thermal Options,
Advanced Syatom ROM Embedded UEFT Shell
options. Power Management
Select Fan and Thermal Performance Options
Options. Server security
PCI Device Enable/Disable
Server Availability
BIOS Serial Console and EMS
sServer Asset Information
Advanced Options
Date and Tine
System Default Options
Figure 82 — Gen9: RBSU - Verify Advanced Options
2 Verify Thermal BIDS/Platforn Configuration (RESU)
: Configuration is set for
Optimal Cooling Advanced Options + Fan and Thermal Options
» Thermal Configuration [Optinal Coolingl
Thermal Shutdown [Enabled]
Fan Installation Requirements [Enahle Messagingl
Fan Failure Policy [Shutdown/Halt on Critical Fan Failures]
Extended finbient Temperature Support [Disahled]
Figure 83 — Gen9: RBSU - Verify Fan and Thermal Options
3 If not set to Optimal Cooling, press [ENTER] and select “Optimal Cooling”, then press [ENTER]
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Prerequisites & Requirements:

Tasks within the RBSU have been completed.

Procedure 41. Gen9: Save and Exit the RBSU

Step Procedure

Result

Press F10 to save
changes then Enter “Y”
to confirm changes. the
RBSU, press <ESC>
and then press <F10>to
Confirm Exit Utility

I]j

BIOS/Platform Configuration (RBSU)

BIOS/Platform Configuration (RBSU)

» System Options
Boot Options
Network Options
Storage Options
Enbedded UEFI Shell
Power Management
Perfornance Options
Server Security
PCI Device Enable/Dis|Changes are pending. Do you want to save changes and
Server Availability
BIOS Serial Console a|Press 'Y’ to save and exit, "N’ to discard and exit,
Server fisset Informat| ESC’ to cancel.
Advanced Options

Date and Time
System Default Options

an f
Online Help

Change Selection Select Entry Back @ Help Defaults
Figure 84 — Gen9: RBSU — Save Changes and Confirm

BIOS/Platform Configuration (RBSU) @

BIOS/Platform Configuration (RBSUY

» Systen Options
Boot Options
Network Options
Storage Options
Embedded UEFT Shell
Power Management
Perfornance Options
Server Security
PCT Device Emable/Disable
Server Availability
BIOS Serial Console and EMS
Server Asset Information
Advanced Options

HIIIIIIIIII

Date and Time
Systen Default Options

Scan for
Online Help

Change Selection Select Entry Back @ Help Defaults Save
Figure 85— Gen9: RBSU - Changes Saved
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Procedure 41. Gen9: Save and Exit the RBSU

Step Procedure Result

To Exit the RBSU and T
2. System Utilities, press Sysfem UfIIII'IeS
<ESC> and then press

[ENTER] to confirm exit

» System Configuration
One-Time Boot Menu
Enbedded Applications
System Information
System Health

Exit and resume syste|Press ENTER to exit and resume normal boot or ESC to
Reboot the System cancel .
Enter (EXIT) | ESC (CANCEL)

Select Language

Change Selection Select Entry Exit Help Defaults

Figure 86 — Gen9: Exit System Utilities

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix K. Accessing My Oracle Support (MOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training needs.
A representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for
your local country from the list at http://www.oracle.com/us/support/contact/index.html. When calling,
make the selections in the sequence shown below on the Support telephone menu:

1. Select 2 for New Service Request.

2. Select 3 for Hardware, Networking and Solaris Operating System Support.
3. Select one of the following options:

For technical issues such as creating a new Service Request (SR), select 1.
For non-technical issues such as registration or assistance with MOS, select 2.

You are connected to a live agent who can assist you with MOS registration and opening a support ticket.
MOS is available 24 hours a day, 7 days a week, 365 days a year.

Emergency Response

In the event of a critical service situation, emergency response is offered by the Customer Access
Support (CAS) main number at 1-800-223-1711 (toll-free in the US), or by calling the Oracle Support
hotline for your local country from the list at http://www.oracle.com/us/support/contact/index.html. The
emergency response provides immediate coverage, automatic escalation, and other features to ensure
that critical situation is resolved as rapidly as possible. A critical situation is defined as a problem with the
installed equipment that severely affects service, traffic, or maintenance capabilities, and requires
immediate corrective action.

Critical Situations affect service and/or system operation resulting in one or several of these situations:
e Atotal system failure that results in loss of all transaction processing capability.
e Significant reduction in system capacity or traffic handling capability
e Loss of the system’s ability to perform automatic system reconfiguration
e |nability to restart a processor or the system.
e Corruption of system databases that requires service affecting corrective actions
e Loss of access for maintenance or recovery operations.
e Loss of system ability to provide any required critical or major trouble notification

Other problems severely affecting service, capacity/ traffic, billing, and maintenance capabilities may also
be defined as critical by prior discussion and agreement with Oracle.
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