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Oracle Communications Session Border
Controller Basics

This chapter introduces some basic concepts that apply to the key features and abilities of your
Oracle Communications Session Border Controller. It is necessary that you understand the
information included in this chapter to comprehend the ways to configure your Oracle
Communications Session Border Controller. This chapter only provides a high level overview
of some important Oracle Communications Session Border Controller concepts.

What Is a Realm

A realm is a logical way of identifying a domain, a network, a collection of networks, or a set
of addresses. Realms are used when a Oracle Communications Session Border Controller
communicates with multiple network elements over a shared intermediate connection. Defining
realms allows flows to pass through a connection point between two networks.

From an external perspective, a realm is a collection of systems that generates real-time
interactive communication sessions comprised of signaling messages and media flows, or a
group of multiple networks containing these systems. These systems may be session agents
such as call agents, softswtiches, SIP proxies, H.323 gatekeepers, IP PBXs, etc., that can be
defined by IPv4 addresses. These systems can also be IP endpoints such as SIP phones, IADs,
MTAs, media gateways, etc.

From an internal perspective, a realm is associated with Oracle Communications Session
Border Controller configurations to define interfaces and resources in a logical way. Realms are
used to support policies that control the collection of systems or networks that generate media
sessions. Realms are referenced by other configuration elements in order to support this
functionality across the protocol the Oracle Communications Session Border Controller
supports and to make routing decisions.

Nested Realms

Nested Realms is a Oracle Communications Session Border Controller feature that supports
hierarchical realm groups. One or more realms may be nested within higher order realms.
Realms and sub-realms may be created for media and bandwidth management purposes. This
feature supports:

e Separation of signaling & media on unique network interfaces

*  Signaling channel aggregation for Hosted IP Services applications
*  Configuration scalability

e Per-realm media scalability beyond single phy-interface capacity

*  Nested bandwidth admission control policies

ORACLE 1-1



Chapter 1
What Is a Session Agent

What Is a Session Agent

A session agent defines an internal signaling endpoint. It is an internal next hop signaling entity
that applies traffic shaping attributes to flows. For each session agent, concurrent session
capacity and rate attributes can be defined. Service elements such as gateways, softswitches,
and gatekeepers are defined automatically within the Oracle Communications Session Border
Controller as session agents. The Oracle Communications Session Border Controller can also
provide load balancing across the defined session agents.

SIP session agents

SIP session agents can include the following:
e Softswitches

«  SIP proxies

e Application servers

e SIP gateways

H.323 session agents

H.323 session agents can include the following:
»  gatekeepers
*  gateways

¢ MCUs

Why You Need Session Agents

You can use session agents to describe next or previous hops. You can also define and identify
preferred carriers to use for traffic coming from session agents. This set of carriers is matched
against the local policy for requests coming from the session agent. Constraints can also be set
for specific hops.

In addition to functioning as a logical next hop for a signaling message, session agents can
provide information regarding next hops or previous hops for SIP packets, including providing
a list of equivalent next hops.

How to Use Session Agents

You can use session agents and session agent groups (along with local policies) to define
session routing for SIP and H.323 traffic. You can associate a realm with a session agent to
identify the realm for sessions coming from or going to the session agent.

What 1s a Session Agent Group

ORACLE

A session agent group contains individual session agents bundled together. A SAG indicates
that its members are logically equivalent and can be used interchangeably. This allows for the
creation of constructs like hunt groups for application servers or gateways. Session agent
groups also assist in load balancing among session agents.
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Chapter 1
High Availability

Session agent groups can be logically equivalent to the following:

*  Application server cluster
*  Media gateway cluster

*  Softswitch redundant pair
e SIP proxy redundant pair

*  Gatekeeper redundant pair

High Availability

ORACLE

High Availability (HA) is a network configuration used to ensure that planned and unplanned
outages do not disrupt service. In an HA configuration, Oracle Communications Session Border
Controllers (OCSBC) are deployed in a pair to deliver continuous high availability for
interactive communication services. Two OCSBCs operating in this way are called an HA
node. The HA node design ensures that no stable call is dropped in the event of an outage.

In an HA node, one OCSBC operates in the active mode and the other OCSBCoperates in the
standby mode.

*  Active. The active member of the HA node is the system actively processing signal and
media traffic. The active member continuously monitors itself for internal processes and IP
connectivity health. If the active member detects a condition that can interrupt or degrade
service, it hands over its role as the active member of the HA node to the standby member.

*  Standby. The standby member of the HA node is the backup system. The standby member
is fully synchronized with the active member's session status, but it does not actively
process signal and media traffic. The standby member monitors the status of the active
member and it can assume the active role without the active system having to instruct it to
do so. When the standby system assumes the active role, it notifies network management
using an SNMP trap.

The OCSBC establishes active and standby roles in the following ways.

e Ifan OCSBC boots up and is alone in the network, it is automatically the active system. If
you pair a second OCSBC with the first one to form an HA node, the second system
automatically establishes itself as the standby.

e Ifboth OCSBCs in the HA node boot up at the same time, they negotiate with each other
for the active role. If both systems have perfect health, then the OCSBC with the lowest
HA rear interface IPv4 address becomes the active OCSBC. The OCSBC with the higher
HA rear interface IPv4 address becomes the standby OCSBC.

If the rear physical link between the twoOCSBCs is unresponsive during boot up or operation,
both will attempt to become the active OCSBC. In this circumstance, processing does not work

properly.
The standby OCSBC assumes the active role when:

» it does not receive a checkpoint message from the active OCSBC for a certain period of
time.

e it determines that the active OCSBC health score declined to an unacceptable level.

*  the active OCSBC relinquishes the active role.

To produce a seamless switch over from one OCSBC to the other, the HA node members share
their virtual MAC and virtual IP addresses for the media interfaces in a way that is similar to
Virtual Router Redundancy Protocol (VRRP). Sharing these addresses eliminates the
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Network Functions Virtualization Overview

possibility that the MAC address and the IPv4 address set on one OCSBC in an HA node will
be a single point of failure. Within the HA node, the OCSBCs advertise their current state and
health to one another in checkpointing messages to apprise each one of the other one's status.
Using the Oracle HA protocol, the OCSBCs communicate with UDP messages sent out and
received on the rear interfaces. During a switch over, the standby OCSBC sends out an ARP
request using the virtual MAC address to establish that MAC address on another physical port
within the Ethernet switch. To the upstream router, the MAC address and IP address are still
alive. Existing sessions continue uninterrupted.

Network Functions Virtualization Overview

Network Functions Virtualization (NFV) is a set of architectural standards to leverage
enterprise and cloud technologies for virtualization and lifecycle resource automation in
telecommunications core networks. It is focused on identifying the use cases and needs of
communications service providers for automated, virtualized infrastructure and network
functions, along with an architecture to frame discussions on meeting those needs, and an
analysis of the gaps with existing technologies. Standards defining the NFV architecture
addressed in this document include "ETSI GS NFV 002 Architectural Framework", ETSI GS
NFV 004 "Virtualization Requirements" and related. Oracle can provide its OCSBC and
OCSR, as well as other network systems, as Virtual Network Functions (VNFs) or
Management Systems for operation within an NFV-enabled environment.

One of the main drivers for NFV is capital equipment cost reduction for CSPs. Virtual
functions running on fewer COTS servers is much cheaper than using multiple purpose built
appliances. NFV meets the needs for cost reduction in addition to allowing the CSP to turn up
new services and capacity more rapidly.

It is generally recognized now that operators desire to move their core network functions into
automated and virtualized environments based on these technologies, starting with large
operators in North America, Europe, and Asia. To accomplish this requires changes in the
infrastructure that hosts the network functions, changes in the network functions, and additions
to the management and automation of the life cycle of network services.

In the NFV Industry Specification Group under ETSI, which is where the bulk of industry
focus on defining the use cases and architecture for NFV have been, an architectural
framework, shown below, has been defined that is the basis for most discussions of the various
functional components needed for an NFV environment. These components are divided into the
Hardware, the VNFs and the virtualization layer. Commodity hardware provides the physical
components for computing, and are the same as those without virtualization. The virtualization
layer provides the means through which virtual machines can operate. The VNFs are the virtual
machines themselves, instantiated as Virtual Network Functions (VNFs). These components
establish a VNF deployment that can be fully operational, but without orchestration.
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Extending upon these basic operational components are the Management and Orchestration
components (MANO) components. MANO provides a means by which operators approach a
zero-touch orchestration, operation and management deployment. The resulting automated,
elastic construct more fully addresses the OPEX efficiencies and real-time responsiveness
desired from NFV.

To complete the NFV picture, MANO components are included in the diagram below,
consisting of the orchestration layer and VIM components associated with managing your NFV.
This diagram also adds the northbound OSS/BSS systems. The orchestration layer supports
NFV instantiating and de-commissioning based on operational requirements and status, as well
as on business requirements and preferences. The MANO model also provides for basic
FCAPS management, encapsulating those management functions outside of orchestration.
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Network operators establish criteria for automated VNF instantiation within the orchestration
layer, by configuring the overall system to use external and internal status within KPIs to define
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the triggers for changes to VNF resources. VNFs themselves provide critical status information
that, when combined with organizational policy and other status triggers, the MANO uses to
adjust network resources to network requirements in real time.

Oracle's NFV solution harnesses the extensive assets from its portfolio to deliver a vision of a
network orchestration being driven by a business orchestration, which in turn delivers business
value to the customer. This vision builds on the investment that Oracle Communications has
made in the BSS/OSS domain to deliver a BSS/OSS that is orchestrated along business
processes. The Oracle Communication Network Service Orchestrator provides the join of the
two worlds by bridging the chiasm between Network Orchestration and Business Orchestration.

Oracle's NFV solution builds on the investment Oracle has made in the network domain to have
an extensive portfolio of Network Functions as well as network orchestration.

1-6



Getting Started

Prior to configuring your Oracle Communications Session Border Controller for service, we
recommend that you review the information and procedures in this chapter.

This chapter offers information that will help you:

*  Review hardware installation procedures

*  Connect to your Oracle Communications Session Border Controller using a console
connection or SSH (secure shell)

¢ Become familiar with the Oracle Communications Session Border Controller's boot
parameters and how to change them if needed

*  Set up product-type, features, and functionality
*  Load and activate a Oracle Communications Session Border Controller software image

*  Choose a configuration mechanism: ACLI, Oracle Communcations Session Element
Manager or ACP/ XML

«  Enable RADIUS authentication

*  Customize your login banner

Installation and Start-Up

After you have completed the hardware installation procedures outlined in the the relevant
Hardware Installation Guide, you are ready to establish a connection to your Oracle
Communications Session Border Controller. Then you can load the software image you want to
use and establish basic operating parameters.

Hardware Installation Process

Installing the Oracle Communications Session Border Controller hardware in a rack requires
the following process.

1. Unpack the Oracle Communications Session Border Controller hardware.

2. Install the Oracle Communications Session Border Controller hardware into the rack.
3. Install the power supplies.

4. Install the fan modules.

5. Install the physical interface cards.

6. Cable the Oracle Communications Session Border Controller hardware.
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f Note:

Complete installation procedures fully and note the safety warnings to prevent
physical harm to yourself and damage to the Oracle Communications Session
Border Controller hardware.

For more information, see the hardware documentation.

Connecting to Your Oracle Communications Session Border

Controller

You can connect to your Oracle Communications Session Border Controller either through a
direct console connection, or by creating a remote SSH session. Both of these access methods
provide you with the full range of configuration, monitoring, and management options.

f Note:

By default, SSH and SFTP connections to your Oracle Communications Session Border
Controller are enabled.

Create a Console Connection

ORACLE

Using a serial connection, you can connect your laptop or PC directly to the Acme Packet
hardware. If you use a laptop, you must take appropriate steps to ensure grounding.

One end of the cable plugs into your terminal, and the other end plugs into the RJ-45 Console
port on the NIU (or management ports area on the Acme Packet 6300).

To make a console connection to your hardware:

1.

Set the connection parameters for your terminal to the default boot settings:
e Baud rate: 115,200 bits/second

e Databits: 8

e Parity: No

e Stop bit: 1

*  Flow control: None

Connect a serial cable to between your PC and the hardware's console port.
Apply power to the hardware.

Enter the appropriate password information when prompted to log into User mode of the
ACLI

You can set the amount of time it takes for your console connection to time out by setting
the console-timeout parameter in the system configuration. If your connection times out,
the login sequence appears again and prompts you for your passwords. The default for this
field is 0, which means that no time-out is being enforced.
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SSH Remote Connections

For increased security, you can connect to the Oracle Communications Session Border
Controller using SSH.

The Oracle Communications Session Border Controller supports five concurrent SSH and
SFTP sessions. Only one SSH session may be in configuration mode at a time.

To SSH to your Oracle Communications Session Border Controller, you need to know the IP
address of its administrative interface (wancomO/eth0). The wancom0/ethO IP address of your
Oracle Communications Session Border Controller is found by checking the inet on ethernet
value in the boot parameters or visible from the front panel display.

You can manage incoming SSH connections from the ACLI:

*  SSH service is enabled by default.

e To set a time-out due to inactivity, use the telnet-timeout parameter in the system
configuration. You can set the number of seconds that elapse before the SSH connection is
terminated. The default for this field is 0, which means that no time-out is being enforced.

*  To view the users who are currently logged into the system, use the ACLI show users
command. You can see the ID, timestamp, connection source, and privilege level for active
connections.

e From Superuser mode in the ACLI, you can terminate the connections of other users in
order to free up connections. Use the kill user command with the corresponding
connection ID.

*  Ifyou reboot your Oracle Communications Session Border Controller from a SSH session,
you lose IP access and therefore your connection.

There are two ways to use SSH to connect to the Oracle Communications Session Border
Controller. Either connect via SSH without specifying users and SSH user passwords, or
initiate the SSH connection using custom SSH credentials.

Accessing the System Via User and Admin Accounts

You may access the Oracle Communications Session Border Controller via SSH connection
without specifying users and SSH user passwords.

1. Open your SSH client (with an open source client, etc.).

2. At the prompt in the SSH client, type the ssh command, a Space, the IPv4 address of your
Oracle Communications Session Border Controller, and then press Enter.
The SSH client prompts you for a password before connecting to the Oracle
Communications Session Border Controller. Enter the Oracle Communications Session
Border Controller’s User mode password. After it is authenticated, an SSH session is
initiated and you can continue with tasks in User mode or enable Superuser mode.

Accessing the System Using Custom SSH Credentials
You may initiated an SSH connection using custom SSH credentials.

1. Inthe ACLI at the Superuser prompt, type the ssh-password and press Enter.
2. Enter the name of the user you are creating.

3. Enter a password for the user when prompted.

ORACLE’ 5
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j" Note:

Passwords do not appear on your screen.

ORACLE# ssh-password

SSH username [saved]: Mlones
Enter new password: 95X-SD
Enter new password again: 95X-SD

Once you have configured ssh-password, the SSH login accepts the configured username
and password, as well as the default SSH/SFTP usernames, user and admin.

Configure your SSH client to connect to your Oracle Communications Session Border
Controller’s management IPv4 address using the username you just created. For example:

ssh -1 Mones 10.0.1.57
Enter the SSH password you configured in the ACLI.
Miones@0. 0. 2. 54 password: 95X- SD

Enter your User password to work in User mode on the Oracle Communications Session
Border Controller. Enable Superuser mode and enter your password to work in Superuser
mode.

Import Private SSH Key to Derive New SSH Host Keys

ORACLE

The Oracle Communications Session Border Controller supports importing externally
generated SSH keys to replace the internally generated SSH host keys. Because the OCSBC
derives the public key from the private key, only the externally generated private key needs to
be imported. The OCSBC uses these keys when it functions as an SSH server. The OCSBC
supports RSA or DSA key lengths of 1024, 2048, 3072, or 4096 bits.

1.

Connect to the OCSBC as the admin user.
ssh adm n@0.0.0.1
Run the ssh-priv-key import host-key command.

Paste the private key into the console in RFC 4716 format, followed immediately with a
semicolon.

ORACLE# ssh-priv-key inport host-key
Inport externally generated SSH host key pair

| MPORTANT:
Pl ease paste SSH private key in the format defined in RFC 4716.
Terminate the key with ";" to exit.

----- BEG N RSA PRI VATE KEY-----
M | EpAl BAAKCAQEAXd3bGHOt | LI aLmA35uveUhgRuoxgt 1KSSn4Zr BXKuRan#! LO
++16QnOk YVCf xKpYha@Lc TOeR+/ WRVAUVp5SRNPWAQRTSUAM hCODt 8yxy22r Hr W

t bNEZ70OKBhLmd QAW ULOgBunZn¥v+Tt | 8j dEzn1T0ZJZ45nTEt Jj MwO0VHN94t 4
Lye/ a8t / dV4+HvBM CY2SKnDi vLIJAWNFI Pz6NnSk6qUaNwReyt L9CQ==
----- END RSA PRI VATE KEY-----;

SSH host key inported successful ly.
ORACLE#
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f Note:

Do not insert a new line character before the terminating semicolon.

The OCSBC only supports one set of SSH host keys. Importing a second host key
overwrites the previous pair. Use the ssh-priv-key delete host-key <key-type> command
to overwrite the current host-key with an internally generated host-key.

Import a Private SSH Key for the OCSBC as an SFTP Client

As an alternative to relying on the SSH keys generated by the Oracle Communications Session
Border Controller, customers may import externally generated SSH keys for any configured
public-key element. Because the OCSBC derives the public key from the private key, only the
private key needs to be imported, and any previously generated keys for this public-key
element will be overwritten. The OCSBC uses these keys when it functions as an SFTP client.

ORACLE

1.

Access the public-key configuration element.

ORACLE# configure term nal
ORACLE(configure)# security
ORACLE(security)# public-key
ORACLE( publ i c- key) #

Set the parameters for this configuration element.
*  name—A record name for this public key.
»  type—The key type. Supported values are r sa and dsa.

»  size—The size of the public key in number of bits. Supported values are 512, 1024,
2048 and 3072.

ORACLE(publ i c-key)# nane acne
ORACLE(public-key)# type rsa
ORACLE(publ i c-key)# size 1024

Type done when finished and return to the top-level element.

ORACLE( publ i c-key) # done

publ i c-key
name acne
type rsa
si ze 1024
| ast - nodi fi ed- by adm n@0.0.0.1
| ast - nodi fi ed-dat e 2017-11-07 14:04: 49

ORACLE(public-key)# exit
ORACLE(security)# exit
ORACLE(configure)# exit
ORACLE#

Save and activate your configuration

j" Note:

The verify-config command reports an error about a missing public key. You may
ignore this error.
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5.  Run ssh-priv-key import <record-name> and paste the private key into the console in
RFC 4716 format, followed immediately with a semicolon.

Use the value of the name parameter for the value of <record-name>.

ORACLE# ssh-priv-key inmport acme

| MPORTANT:
Pl ease paste SSH private key in the fornmat defined in RFC 4716.
Term nate the key with ";" to exit.

----- BEG N RSA PRI VATE KEY-----
M | Eowl BAAKCAQEAX 7DC2/ A8zr hhHxcLw6CBLGKaVSW2j JBnBZNay Cd+L5gvJl /
eAYXgMmwByoL1CxI cNI YVRA76DNt npvaG cHoXj TOQID12ps6yZz02NJz2l znQt P

m8D2P8I c22Tw2GBf nRsJdkt vA2GWHe4ARhWcy Ot ceed Sw2E8Hz x Cv SMOhv4SAr Eo
j WbxnmOdHaG s22F25kp/ ON2D12r g1DZn5QaMoNPY+AONCDWO+I +
----- END RSA PRI VATE KEY-----;

SSH private key inported successfully....

WARNI NG Configuration changed, run "save-config" command to save it
and run "activate-config" to activate the changes

ORACLE#

j" Note:

Do not insert a new line character before the terminating semicolon.

6. Save and activate the configuration.

Delete an SSH Key

You can delete private keys from the system individually.

1. Use the ssh-priv-key delete <record-name> command to delete a previously created or
imported SSH key pair. In the example below, the key's record name is 'acme’'.

ORACLE# ssh-priv-key del ete acne

SSH public key del eted successfully....

WARNI NG Configuration changed, run "save-config" command to save it
and run "activate-config" to activate the changes

ORACLE#

2. Save and activate your configuration.

# Note:

If you delete this imported key, the OCSBC will generate its own.
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Configure SSH Ciphers

The ssh-config configuration element controls which ciphers the Oracle Communications
Session Border Controller offers during SSH session negotiation.

Each command takes an argument which is either a single word or a comma-separated list
within double quotes. Type ? to see the available algorithms for this release.

1. Access the ssh-config configuration element.

ORACLE# configure termnal
ORACLE(configure)# security
ORACLE(security)# ssh-config

2. encr-algorithms—Select the ciphers for SSH encryption.

3. hmac-algorithms—Select the HMAC algorithm.

4. Kkeyex-algorithms—Select the Diffie-Hellman key exchange algorithm.
5. hostkey-algorithms—Select the algorithm for generating host keys.

6. Type done.

7. Save and activate the configuration.

Verify SSH Ciphers

After configuring which ciphers the Oracle Communications Session Border Controller offers
during SSH negotiations, verify the settings from an SSH client by starting a new SSH session
with verbosity level 2.

1. SSH to the OCSBC with verbosity level 2.
ssh -vv user@0.0.0.1
2. Confirm the OCSBC offers the selected ciphers.

debug2: kex_parse_kexinit:

debug2: kex_parse_kexinit:

debug2: kex_parse_kexinit: first_kex_follows 0

debug2: kex_parse_kexinit: reserved 0

debug2: kex_parse_kexinit: diffie-hellnan-group-exchange-sha256
debug2: kex_parse_kexinit: ssh-rsa

debug2: kex_parse_kexinit: AEAD AES 256_GCM aes256-ctr
debug2: kex_parse_kexinit: AEAD AES 256_GCM aes256-ctr
debug2: kex_parse_kexinit: hmac-sha2- 256

debug2: kex_parse_kexinit: hmac-sha2- 256

debug2: kex_parse_kexinit: none

debug2: kex_parse_kexinit: none

debug2: kex_parse_kexinit:

debug2: kex_parse_kexinit:

System Boot

ORACLE

When your Oracle Communications Session Border Controller boots, the following
information about the tasks and settings for the system appear in your terminal window.

*  System boot parameters

*  From what location the software image is being loaded: an external device or internal flash
memory
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*  Requisite tasks that the system is starting
*  Log information: established levels and where logs are being sent
*  Any errors that might occur during the loading process

After the loading process is complete, the ACLI login prompt appears.

Boot Parameters

ORACLE

Boot parameters specify the information that your device uses at boot time when it prepares to
run applications.

This section explains how to view, edit, and implement device’s boot parameters, and boot
flags. Boot parameters:

*  Allow you to set the IP address for the management interface (wancom0).

*  Allow you to set a system prompt. The target name parameter also specifies the title name
displayed in your web browser and SNMP device name parameters.

*  Specify the software image to boot and from where the system boots that image.

j" Note:

You must configure all three components of an IPv6 address, including address, mask
and gateway, in your system's boot parameters for wancom0 addressing. Configure the
mask as a forslash (/) after the address followed by the mask in number of bits. The
system requires all three components for [IPv6 Neighbor Discovery to work properly.

Boot flags are arguments to a specific boot parameter, and allow functional settings, such as the
use of DHCP for acquiring a management port address, as well as various diagnostic startup
configurations.

Configuring boot parameters has repercussions on your system’s physical and network
interface configurations. When you configure these interfaces, you can set values that might
override the boot parameters.

The bootparam configuration list is shown below.

[Acme Boot]: p

Boot File . I boot/ bzl mage

| P Address : 172.44.12.89

VLAN :

Net mask : 255.255.0.0

CGat eway : 172.44.0.1

| Pv6 Address : 3fff:ac4:6001: 0: 208: 25f f: f e05: f 470/ 64
| Pv6 Gat eway : 3fff:ac4:6001:: ac4: 6001

Host I P :

FTP usernane

FTP password :

Fl ags : 0x00000040
Target Name . ORACLE
Consol e Device : COML
Consol e Baudrate : 115200

Q her :
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print this Iist

boot (load and go)

print boot parans

change boot parans

print boot |ogo with version
r eboot

show l'icense information

Boot Parameter Definitions

ORACLE

The system displays all boot parameters when you configure them after a boot interrupt. The
system hides some boot parameters from the ACLI so that you do not attempt to configure
them. If changed improperly, these parameters can cause the system to sop responding.

The following table defines each of the parameters that the system displays when you perform
configuration after a boot interrupt.

Boot Parameter

Description

Boot File

IP Address
VLAN

Netmask
Gateway
IPv6 address

IPv6 Gateway
Host IP

FTP Username
FTP password
Flags

Target Name

Console Device

Console Baud Rate

Other

The name and path of the software image you are booting. Include the
absolute path for a local boot from the local /boot volume and for a net
boot when a path on the FTP server is needed.

IP address of wancomO.

VLAN of management network over which this address is accessed.
Note: VLANs over management interfaces are not supported on the
Acme Packet 4600, Acme Packet 3900, and Acme Packet 6xxx.

Netmask portion of the wancomO IP Address.
Network gateway that this wancomO interface uses.

Version 6 IP address/mask of wancom0. Configure the mask as a
forslash (/) after the address followed by the mask in number of bits.

Version 6 network gateway that this wancomO interface uses.

IP Address of FTP server from which to download and execute a
software image.

FTP server username
FTP server password

Codes that signal the system from where to boot. Also signals the
system about which file to use in the booting process. This sequence
always starts with 0x (these flags are hexadecimal).

Name of the Oracle Communications Session Border Controller as it
appears in the system prompt. For example, ORACLE> or ORACLE#.
You need to know the target name if you are setting up an HA node.
This name must be unique among Oracle Communications Session
Border Controllers in your network. This name can be 63 characters or
less.

Serial output device type, dependent on platform. COM1 applies to
virtual serial consoles, VGA to virtual video console. VGA is the
default on VMware and KVM. COM1 is the default on OVM .

The speed in bits per second which the console port operates at. It
operates at 115200 BPS, 8 data bits, no stop bit, parity NONE.

Allows miscellaneous and deployment-specific boot settings.

2-9



Chapter 2
Setting Up System Basics

Boot Flags

Boot flags enable system boot behavior(s). The user can set a single flag, or add hex digits to
set multiple flags.

*  0x00000008 Bootloader ~7 seconds countdown

e 0x00000040 Autoconfigure wancom( via DHCP enable - VM platforms only
* 0x00000080 Use TFTP protocol (instead of FTP) enable - VM platforms only
*  0x00000100 Bootloader ~1 seconds quick countdown - VM platforms only

The following boot flags should only be used as directed by Oracle support:
e 0x00000001 acme.ko network module security override

*  0x00000002 Kernel debug enable

e 0x00000004 Crashdump disable

e 0x00000010 Debug sshd enable

*  0x00000020 Debug console enable getty

*  0x00001000 Userspace debug enable

*  0x00100000 Uniprocessor enable (SMP disable)

*  0x20000000 Fail-safe boot enable

e 0x40000000 Process startup disable (flatspin mode)

Never enter any other values without the direction of Oracle support. Some diagnostic flags are
not intended for normal system operation.

Setting Up System Basics

Before configuring and deploying the Oracle Communications Session Border Controller, you
might want to establish some basic attributes such as a system prompt, new User and Superuser
passwords, and NTP synchronization.

New System Prompt

The ACLI system prompt is set in the boot parameters. To change it, access the boot parameters
and change the target name value to make it meaningful within your network. The target name
may be up to 38 characters. A value that identifies the system in some way is often helpful.

Set Initial Passwords for Admin and User

The Oracle Communications Session Border Controller (OCSBC) requires you to set
passwords for the Admin and User accounts the first time you power up a new or factory reset
system by way of local access. You cannot access the Admin and User accounts until you set
the corresponding passwords. Use either an SSH or console connection when setting
passwords. The following procedure is for local access. If you use remote access, for example,
RADIUS or TACACS, use your passwords for those services.

Before you begin, plan your passwords to meet the following requirements:

e 8-64 characters
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*  Include three of the following:
—  Lower case letters
—  Uppercase letters
—  Numerals

—  Punctuation

The system leads you through the process for setting the Admin and User passwords, as
follows:

1. Power up the SBC.

The system prompts you to set the User account password.
2. At the prompt, type acme, and press ENTER.

The system prompts you to enter the password that you want for the User account.
3. Type the User account password, and press ENTER.
4. Type enable, and press ENTER.

The system prompts you to set the Admin account password.
5. Type packet, and press ENTER.

The system prompts you to enter the password that you want for the Admin account.
6. Type the Admin account password, and press ENTER.

The system logs you in as Admin.

Using the Oracle Communications Session Border
Controller Image

The Oracle Communications Session Border Controller arrives with the most recent,
manufacturing-approved run-time image installed on the flash memory. If you want to use this
image, you can install the Oracle Communications Session Border Controller as specified in the
Acme Packet Hardware Installation Guide , establish a connection to the Oracle
Communications Session Border Controller, and begin to configure it. On boot up, the system
displays information about certain configurations not being present. You can dismiss these
displays and begin configuring the Oracle Communications Session Border Controller.

If you want to use an image other than the one installed on the Oracle Communications Session
Border Controller when it arrives, you can use the information in this section to obtain and
install the image.

Obtaining a New Image

ORACLE

You can download a software image onto the Oracle Communications Session Border
Controller platform from the following sources.

e Obtain an image from the SFTP site and directory where you or your Oracle customer
support representative placed the image. For example, this may be a special server that you
use expressly for images and backups.

e Obtain an image from your Oracle customer support representative, who will transfer it to
your system.
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Regardless of the source, use SFTP to copy the image from the source to the Oracle
Communications Session Border Controller.

Copy an Image to the Oracle Communications Session Border
Controller using SFTP

The /boot directory on the Oracle Communications Session Border Controller has 32mb
available, and operating system files of approximately 9mb each. Oracle recommends storing
no more than two images at a time in this location. One of these should be the latest version.
The /boot directory is used for the on-board system flash memory. If you do not put the image
in this directory, the Oracle Communications Session Border Controller will not find it.

To copy an image on your Oracle Communications Session Border Controller using SFTP:

1. Go to the directory where the image is located.

2. Check the IP address of the Oracle Communications Session Border Controller’s
management port (wancom0). (You might think of this as a management address since it is
used in the management of your Oracle Communications Session Border Controller.)

3. Create the connection to the Oracle Communications Session Border Controller.

There is a wide variety of methods to establish SFTP access to your system. For example,
Linux systems allow SFTP operation from a terminal. For a windows system, there are
many GUI applications that provide SFTP.

Using your SFTP application, start an SFTP session to the [Pv4 address of the Oracle
Communications Session Border Controller management port (wancom0). An SFTP
username and SFTP password is required to start the session. The username is always user,
and the password is the your User mode login password.

4. Set your SFTP application to copy the image to the /boot folder using binary transfer
mode.

5. Invoke and confirm your SFTP file transfer to the device.

6. Boot the Oracle Communications Session Border Controller using the image you just
transferred.

In the ACLI, change any boot configuration parameters that need to be changed. It is
especially important to change the filename boot parameter to the filename you used
during the SFTP process. Otherwise, your system will not boot properly.

Alternatively, from the console you can reboot to access the boot prompt and then
configure boot parameters from there.

7. Inthe ACLI, execute the save-config command in order to save your changes.
8. Reboot the Oracle Communications Session Border Controller.

9. The Oracle Communications Session Border Controller runs through its loading processes
and returns you to the ACLI logon prompt.

System Image Filename

ORACLE

The system image filename is a name you set for the image. This is also the filename the boot
parameters uses when booting your system. This filename must match the filename specified in
the boot parameters. When you use it in the boot parameters, it should always start with /boot
to signify that the Oracle Communications Session Border Controller is booting from the /boot
directory.
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If the filename set in the boot parameters does not point to the image you want sent to the
Oracle Communications Session Border Controller via SFTP, then you could not only fail to
load the appropriate image, but you could also load an image from a different directory or one
that is obsolete for your purposes. This results in a boot loop condition that you can fix by
stopping the countdown, entering the appropriate filename, and rebooting the Oracle
Communications Session Border Controller.

Booting an Image on Your Oracle Communications
Session Border Controller

You can either boot your Oracle Communications Session Border Controller from the system’s
local storage or from an external device. Both locations can store images from which the
system can boot. This section describes both booting methods.

For boot parameters to go into effect, you must reboot your Oracle Communications Session
Border Controller. Since a reboot stops all call processing, Oracle recommends performing
tasks that call for a reboot during off-peak hours. If your Oracle Communications Session
Border Controllers are set up in an HA node, you can perform these tasks on the standby
system first.

Boot Parameter Definitions

The system displays all boot parameters when you configure them after a boot interrupt. The
system hides some boot parameters from the ACLI so that you do not attempt to configure
them. If changed improperly, these parameters can cause the system to sop responding.

The following table defines each of the parameters that the system displays when you perform
configuration after a boot interrupt.

Boot Parameter Description

Boot File The name and path of the software image you are booting. Include the
absolute path for a local boot from the local /boot volume and for a net
boot when a path on the FTP server is needed.

IP Address IP address of wancom0.
VLAN VLAN of management network over which this address is accessed.

Note: VLANSs over management interfaces are not supported on the
Acme Packet 4600, Acme Packet 3900, and Acme Packet 6xxx.

ORACLE

Netmask Netmask portion of the wancomO IP Address.

Gateway Network gateway that this wancom0 interface uses.

IPv6 address Version 6 IP address/mask of wancom0. Configure the mask as a
forslash (/) after the address followed by the mask in number of bits.

IPv6 Gateway Version 6 network gateway that this wancomO interface uses.

Host IP IP Address of FTP server from which to download and execute a
software image.

FTP Username FTP server username

FTP password FTP server password

Flags Codes that signal the system from where to boot. Also signals the

system about which file to use in the booting process. This sequence
always starts with 0x (these flags are hexadecimal).
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Boot Parameter Description

Target Name Name of the Oracle Communications Session Border Controller as it

appears in the system prompt. For example, ORACLE> or ORACLE#.
You need to know the target name if you are setting up an HA node.
This name must be unique among Oracle Communications Session
Border Controllers in your network. This name can be 63 characters or
less.

Console Device Serial output device type, dependent on platform. COM1 applies to

virtual serial consoles, VGA to virtual video console. VGA is the
default on VMware and KVM. COM1 is the default on OVM .

Console Baud Rate The speed in bits per second which the console port operates at. It

operates at 115200 BPS, 8 data bits, no stop bit, parity NONE.

Other Allows miscellaneous and deployment-specific boot settings.

Booting from Flash Memory

Once you have installed an image, you can boot your Oracle Communications Session Border
Controller from its flash memory. With the exception of testing an image before you install it
on the flash memory, this is generally the method you use for booting.

To boot from your Oracle Communications Session Border Controller flash memory:

1.

Confirm that the boot parameters are set up correctly, and make any necessary changes.

You can check the boot configuration parameters by accessing the bootparam command
from the configure terminal menu.

ORACLE# configure term nal
ORACLE# boot param

Change any boot configuration parameters that you need to change. It is especially
important to change the file name boot configuration parameter. The file name parameter
needs to use the /boot value so that the Oracle Communications Session Border Controller
boots from the flash.

Reboot your Oracle Communications Session Border Controller.

You are be returned to the ACLI login prompt. To continue with system operations, enter
the required password information.

Setting Up Product-Type, Features, and Functionality

ORACLE

You enable features and functionality primarily through the Setup Entitlements task, where you
self-provision features and certain session capacities. The Oracle Communications Session
Border Controller is seeded with a default feature set when you first follow the Setup Product
task, and is based on software version, the platform on which the software runs, and the product
type that you choose.

j" Note:

Refer to the Self-Provisioned Entitlements and License Keys section in the Release
Notes for a list of the methods used to enable features in this release.
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Initial Setup

Prior to system configuration, you must set up the product, self-provision entitlements, and
optionally install license keys to activate features as required. If you log onto an unconfigured
Oracle Communications Session Border Controller, the system displays a warning message that
a valid product type is required.

System Setup

Before you begin configuring the Oracle Communications Session Border Controller, you will
set the product type with the setup product command, and the features with the setup
entitlements command.

f Note:

Not all of the features are available on all platforms.

Setup Product
1. Type setup product at the ACLI. If this is the first time running the command on this
hardware, the product will show as Uninitialized.

2. Type 1 <Enter> to modify the uninitialized product.

3.  Type the number followed by <Enter> for the product type you wish to initialize.
4. Type s <Enter> to commit your choice as the product type of this platform.
5.  Reboot your Oracle Communications Session Border Controller.

ORACLE# setup product

VARNI NG
Al teration of product alone or in conjunction with entitlenent
changes will not be conplete until system reboot

Last Modified

1 : Product : Uninitialized
Enter 1 to nodify, d' to display, 's' to save, 'q" to exit. [s]: 1

Pr oduct
1 - Session Border Controller
2 - Session Router - Session Stateful
3 - Session Router - Transaction Stateful
4 - Peering Session Border Controller
Enter choice 1

Enter 1 to nodify, d' to display, 's' to save, 'q" to exit. [S]: s
save SUCCESS
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f Note:

When configuring an HA pair, you must provision the same product type and features
on each system.

Setup Entitlements

1.

7.

Type setup entitlements at the ACLI. Currently provisioned features are printed on the
screen.

Type the number of the feature you wish to setup followed by pressing the <Enter> Key.
Some features are set as enabled/disabled (provisionable features), and some features are
provisioned with a maximum capacity value (provisionable capacity features). The
command will let you provision these values as appropriate.

Type enabled or disabled to set a provisionable feature, or type an integer value for a
provisionable capacity feature. Both input types are followed by pressing the <Enter> key.

Repeat steps 2 and 3 to setup additional entitlements.

Type d followed by the <Enter> key to review the full range of your choices. Note that
disabled entitlements display their state as blank.

Type s followed by the <Enter> key to commit your choice as an entitlement for your
system. After saving the value succeeds you will be returned to the ACLI.

Reboot your Oracle Communications Session Border Controller.

ORACLE# setup entitlenents

Entitlenents for Session Border Controller
Last Modified: 2020-01-01 18:57:55

: Session Capacity 32000

Accounti ng . enabl ed
I Pv4 - | Pv6 | nterworking :

I WF (Sl P-H323) . enabl ed
Load Bal anci ng . enabl ed
Pol i cy Server . enabl ed
Quality of Service . enabl ed
Routi ng . enabl ed
SI PREC Sessi on Recordi ng : enabl ed

Admin Security

| MS- AKA Endpoi nt's

I PSec Trunking Sessions
MSRP B2BUA Sessi ons
SRTP Sessi ons

o O oo

Enter 1 - 14 to modify, d' to display, 's' to save, 'q to exit. [S]: s
SAVE SUCCEEDED

Editing and Viewing Features

If you are not changing the product type, and you are changing only the features, you can edit
the existing feature with the setup entitlements command. Executing this command will
display existing features before giving you the option to modify their settings.

ORACLE
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The show entitlements command displays the currently provisioned features and controlled
features. You may also use the setup entitlements command and type d to display the current
features. Upon first executing the setup entitlements command, all features (excluding
controlled features) are displayed on the screen.

License Keys and Self-Provisioned Entitlements Compatibility

The Oracle Communications Session Border Controller continues to support any license keys
originally purchased and installed pre-self-provisioned-entitlements for enabling system
features.

The licensing and entitlements processes work with each other, as follows.
*  You must use self-provisioning to enable features and session capacity on all platforms.

*  Oracle only provides license keys to enable specific features and capacities not available
for self-provisioning, such as codecs and regulatory features .

*  Upon migrating to self-provisioned entitlements, the system seeds the current range of
your installed license keys to the self-provisioned entitlements. The system's functionality
remains identical.

*  When you upgrade to self-provisioned entitlements and then downgrade the software to an
older version that requires license keys, any pre-existing license keys will still function.

*  When you upgrade to self-provisioned entitlements and then change the functionality (such
as, adding more SIP sessions or removing a feature set), the new functionality will not be
present upon downgrade to an older version that requires license keys.

System Setup with Existing License Keys

When changing the Oracle Communications Session Border Controller licensing technique
from the legacy license key method to the self-provisioned method, be aware of the following:

e After running setup product and setup entitlements, the system will be seeded with the
existing license keys' functionalities.

*  When the system is seeded with its previous functionality to the provisioned entitlements
system, functionality may be changed with the setup entitlements command.

*  You may notice that there are fewer entitlements than there were with license keys. This is
normal.

e After setting up self-provisioned features, the show features command will still function
to display the previously installed license keys.

Adding and Deleting License Keys

ORACLE

Certain features may only be enabled with license keys, like royalty-based codecs. The
following guidelines apply to these license keys:

»  Each license key is bound to a specific Oracle Communications Session Border Controller
by serial number.

*  Oracle does not allow transferring a license key from one Oracle Communications Session
Border Controller to another.

*  Multiple license keys can be active on the same Oracle Communications Session Border
Controller simultaneously.

» If afeature is covered by more than one license key, the latest expiration date applies.
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You can activate and deactivate license keys in real time.

You can request license keys via the License Codes website at http://www.oracle.com/us/
support/licensecodes/acme-packet/index.html

License Key Expiration

When a license expires, you are no longer able to use the features associated with it. The Oracle
Communications Session Border Controller automatically disables all associated functionality.

To avoid a license unexpectedly expiring and therefore potentially disrupting service, you
should track expiration dates and renew licenses well in advance of expiration.

Expired licenses appear in the show features command until you delete them, although you
cannot use those features. Deleting an expired license requires that you take the same steps as
you do for deleting a valid one.

Add a License Key

Once you have obtained a license key, you can add it to your Oracle Communications Session
Border Controller and activate it.

1.

Access the license configuration element.

ORACLE# configure term nal
ORACLE(configure)# system
ORACLE(system# |icense
ORACLE(I i cense) #

Using the add command and the license key you received from Oracle, add the license to
your Oracle Communications Session Border Controller.

ORACLE(Ii cense)# add sl 25039pvt ghas4v2r 2j cloaen9e01021bldnh3

j" Note:

Do not type done after you add the license. If you do, the system will return an
error.

You can check that the license has been added by using the ACLI show command within
the license configuration.

ORACLE(license)# show

Li cense #1: 16000 sessions, SIP, LI,
Transcode Codec AMR (25 AMR transcodi ng sessions),
Transcode Codec EVRC (25 EVRC transcodi ng sessions),
Transcode Codec Qpus (25 OPUS transcodi ng sessions),
Transcode Codec SILK (25 SILK transcodi ng sessions)
expires at 06:28:15 Feb 07 2106
installed at 17:03:53 May 04 2017

ORACLE( i cense) #

f Note:

Do not type done before exiting the license configuration element.

Type exit until you return to the top-level superuser prompt.


http://www.oracle.com/us/support/licensecodes/acme-packet/index.html
http://www.oracle.com/us/support/licensecodes/acme-packet/index.html
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ORACLE( i cense)# exit
ORACLE(system # exit
ORACLE(configure)# exit
ORACLE#

Perform a save- and activate- on the configuration.

ORACLE# save-config
checking configuration

Results of config verification:
0 configuration error

Save- Confi g received, processing.

waiting for request to finish

Request to ' SAVE- CONFI G has Fi ni shed,

Save conpl ete

Currently active and saved configurations do not natch!

To sync & activate, run 'activate-config' or 'reboot activate'.

ORACLE# activate-config

Activate-Config received, processing.

waiting for request to finish

Setting phy on Slot=0, Port=0, MAC=00:08:25:22:81: B0, VMAC=00:08: 25: 22: 81: BO
Setting phy on Slot=0, Port=1, MAC=00:08:25:22:81: B1, VMAC=00:08: 25: 22: 81: Bl
Request to ' ACTI VATE- CONFI G has Fi ni shed,

Activate Conplete

Delete a License Key

ORACLE

You can delete a license from your Oracle Communications Session Border Controller,
including licenses that have not expired. If you want to delete a license that has not expired,
you need to confirm the deletion.

To delete a license from the Oracle Communications Session Border Controller:

1.

Access the license configuration element.

ORACLE# configure termnal
ORACLE( configure)# system
ORACLE(system # |icense
ORACLE(I'i cense) #

Type no and press Enter. A list of possible licenses to delete appears.

ORACLE( i cense)# no
feature:
1: 16000 sessions, SIP, Transcode Codec AMR (25 AMR transcodi ng sessions),
Transcode Codec EVRC (25 EVRC transcodi ng sessions),
Transcode Codec Opus (25 OPUS transcodi ng sessions),
Transcode Codec SILK (25 SILK transcodi ng sessi ons)
expires at 06:28:15 Feb 07 2106

sel ection:
ORACLE( i cense) #

Type the number corresponding to the license you want to delete and press Enter.
selection:1

If the license has not expired, you will be asked to confirm the deletion.

2-19



Chapter 2
Setting Up Product-Type, Features, and Functionality

Del ete unexpired license [y/n]?: y
ORACLE(Ii cense) #

j" Note:

Do not type done before leaving the license configuration element.

5. Type exit until you return to the top-level superuser prompt.

ORACLE( i cense)# exit
ORACLE(system # exit
ORACLE(configure)# exit
ORACLE#

6. Perform a save- and activate- on the configuration.

ORACLE# save-config
checking configuration

Results of config verification:
0 configuration error

Save- Config received, processing.

waiting for request to finish

Request to ' SAVE-CONFI G has Fi ni shed,

Save conpl ete

Currently active and saved configurations do not match!

To sync & activate, run 'activate-config'" or 'reboot activate'.

ORACLE# activate-config

Activate-Config received, processing.

waiting for request to finish

Setting phy on Slot=0, Port=0, MAC=00:08:25:22:81: B0, VMAC=00:08: 25: 22: 81: BO
Setting phy on Slot=0, Port=1, MAC=00:08: 25:22:81: B1, VMAC=00:08: 25: 22: 81: B1
Request to ' ACTI VATE- CONFI G has Fi ni shed,

Activate Conplete

View Installed Features, Entitlements, and Licenses

ORACLE

Use the show entitlements command to display all self-provisioned entitlements and features
enabled with license keys.

ORACLE# show entitlenents
Provi sioned Entitlenents:

Session Border Controller Base : enabl ed
Session Capacity : 16000
Accounting : enabl ed
I Pv4d - | Pv6 | nterworking
I W (SI P-H323) :
Load Bal anci ng : enabl ed
Policy Server : enabl ed
Quality of Service : enabl ed
Routi ng : enabl ed

SI PREC Sessi on Recording
Admi n Security
| M5- AKA Endpoi nts :
| PSec Trunking Sessions 0

o
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MSRP B2BUA Sessi ons : 0
SRTP Sessi ons 0
TSCF Tunnel s 0

Keyed (Licensed) Entitlenments

LI

Transcode Codec AMR (25 AMR transcodi ng sessions)
Transcode Codec EVRC (25 EVRC transcodi ng sessions)
Transcode Codec Qpus (25 OPUS transcodi ng sessions)
Transcode Codec SILK (25 SILK transcodi ng sessions)

Use the show features to display currently active features on the system. This command shows
the union of features enabled with license keys and with the self-provisioning method.

ORACLE# show features

Total session capacity: 16000

Enabl ed features:
16000 sessions, SIP, H323, QO0S, ACP, Routing, Load Bal ancing,
Accounting, High Availability, LI, External BWMnt,
External CLF Mynt, External Policy Services, ENUM NSEP RPH,
Transcode Codec AMR (25 AMR transcodi ng sessions),
Transcode Codec EVRC (25 EVRC transcodi ng sessions), |DS
| DS Advanced,
Transcode Codec Opus (25 OPUS transcodi ng sessions),
Transcode Codec SILK (25 SILK transcodi ng sessions)

Use the licenses' show command to see all features enabled by license keys.

ORACLE( | i cense)# show

Li cense #1: 16000 sessions, SIP, LI,
Transcode Codec AMR (25 AMR transcodi ng sessions),
Transcode Codec EVRC (25 EVRC transcodi ng sessions),
Transcode Codec Qpus (25 OPUS transcodi ng sessions),
Transcode Codec SILK (25 SILK transcodi ng sessions)
expires at 06:28:15 Feb 07 2020
installed at 17:08:15 May 08 2030

j" Note:

Examples in this section are provided for illustration and may not reflect all available
features on your system.

Setup Features on an HA Pair

ORACLE

An HA pair requires that you set up identical features on both systems during the same service
window. Peers with mismatched features may exhibit unexpected behavior. You should
carefully confirm system synchronization at every step.

This procedure uses the designations system-1 as the original active and system-2 as the
original standby.

1. Confirm that system-1 and system-2 are healthy and synchronized. First check system
health with the show health command on both systems to confirm they are in identical
states and healthy.

*  Verify that both systems are in identical health with all processes synchronized with
the show health command.
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j" Note:

The following examples may not accurately portray your Oracle
Communications product and version combination.

ORACLE- 1# show heal th

Medi a Synchroni zed

SI'P Synchroni zed

REC Synchroni zed

MECP Synchroni zed

H248 Synchroni zed

XSERV Synchr oni zed
Config Synchronized
Col | ect Synchroni zed
RADI US CDR Synchroni zed
Rot at ed CDRs Synchroni zed
| PSEC Synchroni zed

| ked Synchroni zed

TSCF Synchroni zed

Active Peer Address

Redundancy Protocol Process (v3)
State
Active
Heal th
Lowest Local Address
1 peer(s) on 2 socket(s)

true
true
di sabl ed
di sabl ed
di sabl ed
di sabl ed
true
di sabl ed
true
true
true
di sabl ed
di sabl ed

100
169. 254. 1. 2: 9090

system 2: v3, Standby, heal th=100, max silence=1050
| ast received from 169.254.1.1 on wancoml: 0

ORACLE- 2# show heal th
Medi a Synchroni zed
SI'P Synchroni zed
REC Synchroni zed
MECP Synchroni zed
H248 Synchroni zed
XSERV Synchr oni zed
Config Synchronized
Col | ect Synchroni zed
RADI US CDR Synchroni zed
Rot at ed CDRs Synchroni zed
| PSEC Synchroni zed
I ked Synchroni zed
TSCF Synchroni zed
Active Peer Address

Redundancy Protocol Process (v3)
State
St andby
Heal th
Lowest Local Address
1 peer(s) on 2 socket(s)

true
true

di sabl ed
di sabl ed
di sabl ed
di sabl ed
true

di sabl ed
true
true
true

di sabl ed
di sabl ed
169.254. 2.2

100
169. 254. 1. 1: 9090

system 1: v3, Active, health=100, max silence=1050
| ast received from 169.254.2.2 on wancon?: 0

Next, confirm that both the saved and running configurations across both systems are at the
same version number. The following example verifies that system-1 and system-2 all share

ORACLE
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version 5 of their current and running configurations. If the configurations are out of sync,
use the save-config and activate-config commands to fix this.

*  Verify that the current configurations are in sync on both system-1 and system-2 with
the display-current-cfg-version command.

ORACLE- 1# di spl ay-current-cfg-version
Current configuration versionis 5

ORACLE- 2# di spl ay-current-cfg-version
Current configuration versionis 5

*  Verify that the running configurations are in sync on both system-1 and system-2 with
the display-running-cfg-version command.

ORACLE- 1# di spl ay-runni ng- cf g-versi on
Runni ng configuration versionis 5

ORACLE- 2# di spl ay-runni ng- cf g-version
Runni ng configuration versionis 5

Self-provision features on system-1 with the setup entitlements command. This procedure
is explained in the Setup Entitlements task, but DO NOT reboot the system at this point.

Save and activate the configuration on system-1.

ORACLE- 1# save-config

checking configuration

Save- Config received, processing.

wai ting for request to finish

Request to ' SAVE-CONFI G has Fi ni shed,

Save conpl ete

Currently active and saved configurations do not natch!
To sync & activate, run 'activate-config' or 'reboot activate'.
ORACLE- 1# activate-config

Activate-Config received, processing.

waiting for request to finish

Request to ' ACTI VATE- CONFI G has Fi ni shed,

Activate Conplete

Install License-key enabled features on system-1 with the licenses configuration element.
This procedure is explained in the Add a license task, but DO NOT reboot the system at
this point. Perform a save- and activate- as performed in the previous step.

Repeat steps 2 through 4 on system-2.

At the end of this step, identical features are installed, synchronized, and verified both
system-1 and system-2.

Confirm once again that system-1 and system-2 are synchronized exactly as you did in step
1.

Reboot the standby system-2.
ORACLE- 2# reboot

Wait for system-2 to startup and synchronize, then confirm that system-1 and system-2 are
fully synchronized as explained in step 1.

Trigger a switchover from system-1 so that the standby system transitions to active, and
vice-versa.

ORACLE- 1# notify berpd force

Wait while system-2 transitions to the active state, then confirm that system-1 and
system-2 are fully synchronized as explained in step 1.
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11. Reboot the newly-standby system-1.
ORACLE- 1# reboot

12. Wait for system-1 to complete rebooting, then confirm that system-1 and system-2 are fully
synchronized as explained in step 1.

At this point both systems should be healthy, synchronized, and contain identical feature
configurations.

13. If desired, trigger a switchover between the two systems in the HA node so the originally
active system (system-1) assumes the active role again.

RADIUS Authentication

ORACLE

A security feature that extends beyond the designation of ACLI User and Superuser privileges,
the User Authentication and Access control feature supports authentication using your
RADIUS server(s). In addition, you can set two levels of privilege, one for all privileges and
more limited set that is read-only.

User authentication configuration also allows you to use local authentication, localizing
security to the Oracle Communications Session Border Controller ACLI log-in modes. These
modes are User and Superuser, each requiring a separate password.

The components involved in the RADIUS-based user authentication architecture are the Oracle
Communications Session Border Controller and your RADIUS server(s). In these roles:

*  The Oracle Communications Session Border Controller restricts access and requires
authentication via the RADIUS server; the Oracle Communications Session Border
Controller communicates with the RADIUS server using either port 1812 or 1645, but does
not know if the RADIUS server listens on these ports

*  Your RADIUS server provides an alternative method for defining Oracle Communications
Session Border Controller users and authenticating them via RADIUS; the RADIUS server
supports the VSA called ACME_USER_CLASS, which specifies what kind of user is
requesting authentication and what privileges should be granted.

The Oracle Communications Session Border Controller also supports the use of the Cisco
Systems Inc.™ Cisco-AVPair vendor specific attribute (VSA). This attribute allows for
successful administrator login to servers that do not support the Oracle authorization VSA.
While using RADIUS-based authentication, the Oracle Communications Session Border
Controller authorizes you to enter Superuser mode locally even when your RADIUS server
does not return the ACME_USER_CLASS VSA or the Cisco-AVPair VSA. For this VSA,
the Vendor-ID is 1 and the Vendor-Type is 9. The list below shows the values this attribute
can return, and the result of each:

—  shell:priv-lvl=15—User automatically logged in as an administrator

—  shell:priv-lvl=1—User logged in at the user level, and not allowed to become an
administrator

—  Any other value—User rejected

When RADIUS user authentication is enabled, the Oracle Communications Session Border
Controller communicates with one or more configured RADIUS servers that validates the user
and specifies privileges. On the Oracle Communications Session Border Controller, you
configure:

*  What type of authentication you want to use on the Oracle Communications Session
Border Controller
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e Ifyou are using RADIUS authentication, you set the port from which you want the Oracle
Communications Session Border Controller to send messages

e Ifyou are using RADIUS authentication, you also set the protocol type you want the
Oracle Communications Session Border Controller and RADIUS server to use for secure
communication

Although most common set-ups use two RADIUS servers to support this feature, you are
allowed to configure up to six. Among other settings for the server, there is a class parameter
that specifies whether the Oracle Communications Session Border Controller should consider a
specific server as primary or secondary. As implied by these designation, the primary servers
are used first for authentication, and the secondary servers are used as backups. If you
configure more than one primary and one secondary server, the Oracle Communications
Session Border Controller will choose servers to which it sends traffic in a round-robin strategy.
For example, if you specify three servers are primary, the Oracle Communications Session
Border Controller will round-robin to select a server until it finds an appropriate one; it will do
the same for secondary servers.

The VSA attribute assists with enforcement of access levels by containing one of the three
following classes:

*  None—All access denied
e User—Monitoring privileges are granted; your user prompt will resemble ORACLE>

*  Admin—All privileges are granted (monitoring, configuration, etc.); your user prompt will
resemble ORACLE#

After it selects a RADIUS server, the Oracle Communications Session Border Controller
initiates communication and proceeds with the authentication process. The authentication
process between the Oracle Communications Session Border Controller and the RADIUS
server takes place using one of three methods, all of which are defined by RFCs:

Protocol RFC

PAP (Password Authentication B. Lloyd and W. Simpson, PPP Authentication Protocols, RFC
Protocol) 1334, October 1992

CHAP (Challenge Handshake B. Lloyd and W. Simpson, PPP Authentication Protocols, RFC
Authentication Protocol) 1334, October 1992

W. Simpson, PPP Challenge Handshake Authentication Protocol
(CHAP), RFC 1994, August 1996

MS-CHAP-V2 G. Zorn, Microsoft PPP CHAP Extensions, Version 2, RFC 2759,
January 2000

f Note:

MS-CHAP-V2 support includes authentication only; password exchange is not
supported or allowed on the Oracle Communications Session Border Controller.
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‘ RADIUS

H N SERVER
Netdet SD client andthe RADIUS server
communicate over either port 1645 or port
1812 and one of these authentication
methods:PAP, CHAP MS-CHAP-V2
PAP Handshake

For PAP, user credentials are sent to the RADIUS server include the user name and password
attribute. The value of the User-Password attribute is calculated as specified in RFC 2865.

PAP Client Request Example

Radi us Protocol
Code: Access Request (1)
Packet identifier: 0x4 (4)
Length: 61
Aut henti cat or: 0x0000708D00002C5900002EB600003F37
Attribute value pairs
t:User Name(1) I:11, val ue:” TESTUSERL"
User - Nanme: TESTUSERL
t:User Password (2) 1:18, val ue: 739B3A0F25094E4B3CDA18AB69EBIEA
t:NAS | P Address(4) |:6, value:168.192.68.8
Nas | P Address: 168.192.68.8(168.192. 68.8)
t:NAS Port(5) |:6, value: 118751232

PAP RADIUS Response

Radi us Protocol
Code: Access Accept (2)
Packet identifier: 0x4 (4)
Length: 20
Aut henti cator: 0x36BD589C1577FD11E8C3B5BB223748

CHAP Handshake

When the authentication mode is CHAP, the user credentials sent to the RADIUS server
include “username,” “CHAP-Password,” and “CHAP-Challenge.” The “CHAP-Password”
credential uses MD-5 one way. This is calculated over this series of the following values, in this
order: challenge-id (which for the Oracle Communications Session Border Controller is always
0), followed by the user password, and then the challenge (as specified in RFC 1994, section
4.1).
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CHAP Client Request Example

Radi us Protocol
Code: Access Request (1)
Packet identifier: 0x5 (5)
Length: 80
Aut henti cat or: 0x0000396C000079860000312A00006558
Attribute value pairs
t:User Name(1) I:11, val ue:” TESTUSERL"
User - Nanme: TESTUSERL
t: CHAP Password (3) 1:19, val ue: 003D4B1645554E881231ED7A137DD54FBF
t: CHAP Chal l enge (60) I:18, val ue: 000396C000079860000312A00006558
t:NAS | P Address(4) |:6, value: 168.192.68. 8
Nas | P Address: 168.192.68.8(168.192.68.8)
t:NAS Port(5) |:6, value: 118751232

CHAP RADIUS Response

Radi us Protocol
Code: Access Accept (2)
Packet identifier: 0x4 (4)
Length: 20
Aut henti cat or: O0x3BES89EED1B43D91D80EB2562E9D65392

MS-CHAP-v2 Handshake

When the authentication method is MS-CHAP-v2, the user credentials sent to the RADIUS
server in the Access-Request packet are:

° username

e MS-CHAP2-Response—Specified in RFC 2548, Microsoft vendor-specific RADIUS
attributes

*  MS-CHAP2-Challenge—Serves as a challenge to the RADIUS server

If the RADIUS authentication is successful, the Access-Accept packet from the RADIUS
server must include an MS-CHAP2-Success attribute calculated using the MS-CHAP-
Challenge attribute included in the Access-Request. The calculation of MS-CHAP2-Success
must be carried out as specified in RFC 2759. The Oracle Communications Session Border
Controller verifies that the MS-CHAP2-Success attribute matches with the calculated value. If
the values do not match, the authentication is treated as a failure.

MS-CHAP-v2 Client Request Example

ORACLE

Some values have been abbreviated.

Radi us Protocol
Code: Access Request (1)
Packet identifier: 0x5 (5)
Length: 80
Aut henti cat or: 0x0000024C000046B30000339F00000B78
Attribute value pairs
t:User Name(1) I:11, val ue:” TESTUSERL”
User - Nanme: TESTUSERL
t: Vendor Specific(26) |:24, vendor: M crosoft(311)
t: M5 CHAP Chal | enge(11) 1:18, val ue: 0000024C000046B30000339F00000B78
t: Vendor Specific(26) |:58, vendor: M crosoft(311)
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t: M5 CHAP2 Response(25) |:52, val ue: 00000000024C000046B30000339F00000B78. . .
t:NAS | P Address(4) |:6, value:168.192.68. 8

Nas | P Address: 168.192.68.8(168.192.68.8)
t:NAS Port(5) |:6, value: 118751232

MS-CHAP-v2 RADIUS Response

Radi us Protocol
Code: Access Accept (2)
Packet identifier: 0x6 (6)
Length: 179
Aut henti cator: OxECB4E59515AD64A2D21FC6D5F14D0CCO
Attribute value pairs
t:Vendor Specific(26) |:51, vendor: M crosoft(311)
t: M5 CHAP Success(11) |:45, val ue: 003533s33d3845443532443135453846313. . .
t:Vendor Specific(26) |:42, vendor: M crosoft(311)
t: M5 MPPE Recv Key(17) 1:36, val ue: 96C6325D22513CED178F770093F149CBBA. . .
t:Vendor Specific(26) |:42, vendor: M crosoft(311)
t: M5 MPPE Send Key(16) |:36, val ue: 9ECO316DBFA701FF0499D36A1032678143. . .
t: Vendor Specific(26) |:12, vendor: M crosoft(311)
t: MS MPPE Encryption Policy(7) |:6, value:00000001
t: Vendor Specific(26) |:12, vendor: M crosoft(311)
t: MS MPPE Encryption Type(8) |:6, value: 00000006

Management Protocol Behavior

When you use local authentication, management protocols behave the same way that they do
when you are not using RADIUS servers. When you are using RADIUS servers for
authentication, management protocols behave as described in this section.

*  SSH in pass-through mode—The “user” or admin accounts are authenticated locally, not
via the RADIUS server. For all other accounts, the configured RADIUS servers are used
for authentication. If authentication is successful, the user is granted privileges depending
on the ACME USER_CLASS VSA attribute.

*  SSH in non-pass-through mode—When you create an SSH account on the Oracle
Communications Session Border Controller, you are asked to supply a user name and
password. Once local authentication succeeds, you are prompted for the ACLI user name
and password. If your user ACLI name is user, then you are authenticated locally.
Otherwise, you are authenticated using the RADIUS server. If RADIUS authentication is
successful, the privileges you are granted depend on the ACME_USER_CLASS VSA
attribute.

e SFTP in pass-through mode—If you do not configure an SSH account on the Oracle
Communications Session Border Controller, the RADIUS server is contacted for
authentication for any user that does not have the user name user. The Oracle
Communications Session Border Controller uses local authentication if the user name is
user.

*  SFTP in non-pass-through mode—The “user” or admin accounts are authenticated locally,
not via the RADIUS server. For all other accounts, the configured RADIUS servers are
used for authentication.

RADIUS Authentication Configuration

To enable RADIUS authentication and user access on your Oracle Communications Session
Border Controller, you need to configure global parameters for the feature and then configure
the RADIUS servers that you want to use.

ORACLE 2-28



Chapter 2
RADIUS Authentication

Global Authentication Settings

To configure the global authentication settings:

1.

In Superuser mode, type configure terminal and press Enter.
ORACLE# configure term nal

Type security and press Enter.

ORACLE(configure)# security

Type authentication and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE(security)# authentication
ORACLE(aut henti cati on) #

From here, you can view the entire menu for the authentication configuration by typing
a ?. You can set global parameters for authentication. You can also configure individual
RADIUS servers; instructions for configuring RADIUS server appear in the next section.

type—Set the type of user authentication you want to use on this Oracle Communications
Session Border Controller. The default value is local. The valid values are:

* local | radius

protocol—If you are using RADIUS user authentication, set the protocol type to use with
your RADIUS server(s). The default is pap. The valid values are:

*  pap | chap | mschapv2

source-port—Set the number of the port you want to use from message sent from the
Oracle Communications Session Border Controller to the RADIUS server. The default
value is 1812. The valid values are:

.« 1645|1812

allow-local-authorization—Set this parameter to enabled if you want the Oracle
Communications Session Border Controller to authorize users to enter Superuser
(administrative) mode locally even when your RADIUS server does not return the
ACME _USER CLASS VSA or the Cisco-AVPair VSA. The default for this parameter is
disabled.

RADIUS Server Settings

The parameters you set for individual RADIUS servers identify the RADIUS server, establish a
password common to the Oracle Communications Session Border Controller and the server,
and establish trying times.

ORACLE

Setting the class and the authentication methods for the RADIUS servers can determine how
and when they are used in the authentication process.

To configure a RADIUS server to use for authentication:

1.

Access the RADIUS server submenu from the main authentication configuration:

ORACLE(aut henti cation)# radi us-servers
ORACLE(r adi us-servers) #

address—Set the remote IP address for the RADIUS server. There is no default value, and
you are required to configure this address.
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port—Set the port at the remote IP address for the RADIUS server. The default port is set
to 1812. The valid values are:

1645|1812

state—Set the state of the RADIUS server. Enable this parameter to use this RADIUS
server to authenticate users. The default value is enabled. The valid values are:

* enabled | disabled

secret—Set the password that the RADIUS server and the Oracle Communications
Session Border Controller share. This password is transmitted between the two when the
request for authentication is initiated; this ensures that the RADIUS server is
communicating with the correct client.

nas-id—Set the NAS ID for the RADIUS server. There is no default for this parameter.

retry-limit—Set the number of times that you want the Oracle Communications Session
Border Controller to retry for authentication information from this RADIUS server. The
default value is 3. The valid range is:

¢ Minimum—1
¢ Maximum—>5

If the RADIUS server does not respond within this number of tries, the Oracle
Communications Session Border Controller marks is as dead.

retry-time—Set the amount of time (in seconds) that you want theOracle Communications
Session Border Controller to wait before retrying for authentication from this RADIUS
server. The default value is 5. The valid range is:

¢ Minimum—>5
e Maximum—10

dead-time—Set the amount of time in seconds before the Oracle Communications Session
Border Controller retries a RADIUS server that it has designated as dead because that
server did not respond within the maximum number of retries. The default is 10. The valid
range is:

¢ Minimum—10
e Maximum—10000

maximum-sessions—Set the maximum number of outstanding sessions for this RADIUS
server. The default value is 255. The valid range is:

*  Minimum—1

*  Maximum—255

class—Set the class of this RADIUS server as either primary or secondary. A connection

to the primary server is tried before a connection to the secondary server is tried. The
default value is primary. Valid values are:

*  primary | secondary

The Oracle Communications Session Border Controller tries to initiate contact with
primary RADIUS servers first, and then tries the secondary servers if it cannot reach
any of the primary ones.

If you configure more than one RADIUS server as primary, the Oracle
Communications Session Border Controller chooses the one with which it
communicates using a round-robin strategy. The same strategy applies to the selection
of secondary servers if there is more than one.
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12. authentication-methods—Set the authentication method you want the Oracle
Communications Session Border Controller to use with this RADIUS server. The default
value is pap. Valid values are:

e all| pap | chap | mschapv2

This parameter has a specific relationship to the global protocol parameter for the
authentication configuration, and you should exercise care when setting it. If the
authentication method that you set for the RADIUS server does not match the global
authentication protocol, then the RADIUS server is not used. The Oracle
Communications Session Border Controller simply overlooks it and does not send
authentication requests to it. You can enable use of the server by changing the global
authentication protocol so that it matches.

13. Use the management-servers attribute to identify one or more RADIUS servers available
to provide AAA services.

Servers are identified by IP address, participate in the configured management-strategy,
and must have been previously configured as described above.

The following example identifies three available RADIUS servers. The list is delimited by
left and right parentheses, and list items are separated by space characters.

ORACLE(aut henti cati on)# managenent-servers (172.30.0.6 172.30.1.8
172. 30. 2. 10)
ORACLE(aut henti cati on) #

The following example deletes the current list.

ORACLE(aut henti cation)# managenent-servers ()
ORACLE(aut henti cati on) #

14. Save your work and activate your configuration.

TACACS+

TACACS+ (Terminal Access Controller Access Control System Plus) is a protocol originally
developed by Cisco Systems, and made available to the user community by a draft RFC,
TACACS+ Protocol, Version 1.78 (draft-grant-tacacs-02.txt). TACACS+ provides AAA
(Authentication, Authorization, and Accounting) services over a secure TCP connection using
Port 49.

TACACS+ Overview

Like DIAMETER and RADIUS, TACACS+ uses a client/server model in which a Network
Access Server (NAS) acts in the client role and a TACACS+ equipped device (a daemon in
TACACS+ nomenclature) assumes the server role. For purposes of the current implementation,
the Oracle Communications Session Border Controller functions as the TACACS+ client.
Unlike RADIUS, which combines authentication and authorization, TACACS+ provides three
distinct applications to provide finer grade access control.

Authentication is the process that confirms a user’s purported identity. Authentication is most
often based on a simple username/password association, but other, and more secure methods,
are becoming more common. The following authentication methods are support by the current
implementation: simple password, PAP (Protocol Authentication Protocol), and CHAP
(Challenge Handshake Authentication Protocol).
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Authorization is the process that confirms user privileges. TACACS+ can provide extremely
precise control over access to system resources. In the current implementation, TACACS+
controls access to system administrative functions.

TACACS+ provides secure communication between the client and daemon by encrypting all
packets. Encryption is based on a shared-secret, a string value known only to the client and
daemon. Packets are encrypted in their entirety, save for a common TACACS+ header.

The cleartext header contains, among other fields, a version number, a sequence number. and a
session ID. Using a methodology described in Section 5 of the TACACS+ draft RFC, the
sender encrypts outbound cleartext messages by repetitively running the MD5 hash algorithm
over the concatenation of the session ID, shared-secret, version number, and sequence number
values, eventually deriving a virtual one-time-pad of the same length as the message body. The
sender encrypts the cleartext message with an XOR (Exclusive OR) operation, using the
cleartext message and virtual one-time-pad as inputs.

The message recipient, who possesses the shared-secret, can readily obtain the version number,
sequence number, session ID, and message length from the cleartext header. Consequently, the
recipient employs the same methodology to derive a virtual one-time-pad identical to that
derived by the sender. The recipient decrypts the encrypted message with an XOR operation,
using the encrypted message and virtual one-time-pad as inputs.

Details on the TACACS+ functions and configuration can be found in the Oracle
Communications Session Border Controller ACLI Configuration Guide.

The TACACS+ implementation is based upon the following internet draft.
draft-grant-tacacs-02.txt, The TACACS+ Protocol Version 1.78

Other relevant documents include

RFC 1321, The MD-5 Message Digest Algorithm

RFC 1334, PPP Authentication Protocols .

RFC 1994, PPP Challenge Handshake Authentication Protocol (CHAP)

3" Note:

TACACs documentation in this guide excludes per-message definitions that duplicate
IETF standards documentation.

TACACS+ Administrative Security

Oracle Communications Session Border Controllers use either the RADIUS (Remote
Authentication Dial-In User Service) or the TACACS+ (Terminal Access Control Access
Control System Plus) protocol for centralized access control administration; however, prior to
this release, you could connect to the TACACS+ server only from the system's media
interfaces. This feature implements TACACS+ authorization (user permissions management on
a command basis), authentication (user management), and accounting on management
interfaces.
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TACACS+ Authentication

ascii Login

PAP Login

The Oracle Communications Session Border Controller uses TACACS+ authentication services
solely for the authentication of user accounts. Administrative users must be authenticated
locally by the Oracle Communications Session Border Controller.

The current TACACS+ implementation supports three types of user authentication: simple
password (referred to as ascii by TACACS+), PAP, and CHAP.

ascii login is analogous to logging into a standard PC. The initiating peer is prompted for a
username, and, after responding, is then prompted for a password.

PAP is defined in RFC 1334, PPP Authentication Protocols. This protocol offers minimal
security in that passwords are transmitted as unprotected cleartext. PAP login differs from ascii
login in that the username and password are transmitted to the authenticating peer in a single
authentication packet, as opposed to the two-step prompting process used in ascii login.

CHAP Login

CHAP is defined in RFC 1994, PPP Challenge Handshake Authentication Protocol. CHAP is a
more secure than PAP in that it is based on a shared-secret (known only to the communicating
peers), and therefore avoids the transmission of cleartext authentication credentials. CHAP
operations can be summarized as follows.

After a login attempt, the initiator is tested by the authenticator who responds with a packet
containing a challenge value — an octet stream with a recommended length of 16 octets or
more. Receiving the challenge, the initiator concatenates an 8-bit identifier (carried within the
challenge packet header), the shared-secret, and the challenge value, and uses the shared-secret
to compute an MD-5 hash over the concatenated string. The initiator returns the hash value to
the authenticator, who performs the same hash calculation, and compares results. If the hash
values match, authentication succeeds; if hash values differ, authentication fails.

Authentication Message Exchange

All TACACS+ authentication packets consist of a common header and a message body.
Authentication packets are of three types: START, CONTINUE, and REPLY.

START and CONTINUE packets are always sent by the Oracle Communications Session
Border Controller, the TACACS+ client. START packets initiate an authentication session,
while CONTINUE packets provide authentication data requested by the TACACS+ daemon. In
response to every client-originated START or CONTINUE, the daemon must respond with a
REPLY packet. The REPLY packet contains either a decision (pass or fail), which terminates
the authentication session, or a request for additional information needed by the authenticator.

Restricting Logon to TACACS

ORACLE

For deployments that include TACACS authentication, the Oracle Communications Session
Border Controller (OCSBC) allows the user to configure a restriction that prevents users from
logging into the system using mechanisms other than TACACS. The function that manages this
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restriction evaluates the availability of TACACS infrastructure and allows alternate login
mechanisms if TACACS servers are unavailable due to either network or server issues.

Users who wish to restrict OCSBC login authentication to TACACS enable the authentication
element's tacacs-authentication-only parameter. If there are two or more TACACS+ servers
configured and the OCSBC either fails to establish a connection or an exiting connection fails,
it tries to connect to the next available server. If there are two or more TACACS+ servers
configured, then the system shall try to connect to all of them for a single login attempt and
determine that they are all unavailable before falling back to using local login authentication.

,g“' Note:

The tacacs-authentication-only parameter is not functional on systems that have the
Admin Security feature enabled.

The OCSBC uses all of the following criteria to determine that a TACACS+ server is available
for login authentication:

e The system is able to establish a TCP connection to a TACACS+ server, AND
e TACACSH+ server is responsive (e.g., no timeouts), AND
*  TACACS+ server responds with an authentication PASS or FAIL status

The OCSBC uses any of the following criteria to determine that a TACACS+ server is
unavailable for login authentication:

e TACACS+ server is unreachable, OR
*  TACACSH+ server response is not received (e.g., timeout), OR
* TACACSH+ server responds with an authentication ERROR status

For a login attempt that reach a TACACS server but subsequently fails, the OCSBC rejects the
login attempt with a standard login failure and records the login attempt in the Audit log.

In addition to the above and when tacacs-authentication-only is enabled, the OCSBC
responds to authentication attempts that fail to reach a TACACS server by generating an SNMP
trap and an associated alarm. The system also applies both the clear-alarm and clear-trap logic
when TACACS again becomes available.

Traps and Associated Alarms

Traps supporting this feature, in ap-smgmt.mib, include indications that local authentication
was used, and that the condition that caused local authentication is cleared.

Table 2-1 Trap and Clear Trap for TACACS Authentication Failure
|

Trap Description
apSysMgmtTacacsDownLocalAuthUsed Trap This trap is generated when a user remotely logs
1.3.6.1.4.1.9148.3.2.6.0.88 into a system configured for TACACS+

authentication and is authenticated locally by the
system because all of the configured and enabled
TACACS+ servers have become unreachable or
unresponsive
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Table 2-1 (Cont.) Trap and Clear Trap for TACACS Authentication Failure

. _____________________________________________________________________________________|]
Trap Description

apSysMgmtTacacsDownLocalAuthUsedClearTrap This trap is generated when a user remotely logs

1.3.6.1.4.1.9148.3.2.6.0.89 into a system configured for TACACS+
authentication and is successfully authenticated
(i.e., access accepted or denied) remotely by a
configured and enabled TACACS+ server.

The alarm associated with this trap is
APP_ALARM TACACS DOWN LOCAL AUTH USED (327721), shown below.

ID Task Severity First Gccurred Last Cccurred

327721 69 3 2017-10-31 07:17:37 2017-10-31 07:17:37

Count Description

1 User Bob authenticated locally due to unavailability of TACACS+ server(s)

Process System and Audit Log Entries

This feature writes entries into the ACLI process log files (e.g., log.acliSSH) to record each
occurrence of a user remotely logging into the system because the TACACS+ servers are
unreachable or unresponsive.

Oct 31 13:55:56.280 [AUTH (0) authenticate_secure_user: user ‘user’
authenticated locally due to unavailability of TACACSt+ server.

This feature also writes a syslog message to record each occurrence of a user remotely logging
into the system because the TACACS+ servers are unreachable or unresponsive.

Cct 31 13:55:56 172.41.3.90 acli SSHO@BCL: AUTH ] authenticate_secure_user: user
“admin’ authenticated locally due to unavailability of TACACS+ server.

In addition, the system creates an audit log for every login attempt.

2017-10-31 13:55:56, ssh-
user @72.41.3.90: 34362, security, | ogi n, success, aut hentication,,.
2017-10-31 13:55:56, ssh-
user @72.41.3.90: 34362, security, | ogin,failure,authentication,,.

TACACS+ Authorization

ORACLE

The Oracle Communications Session Border Controller uses TACACS+ services to provide
administrative authorization. With TACACS+ authorization enabled, each individual ACLI
command issued by an admin user is authorized by the TACACS+ authorization service. The
Oracle Communications Session Border Controller replicates each ACLI command in its
entirety, sends the command string to the authorization service, and suspends command
execution until it receives an authorization response. If TACACS+ grants authorization, the
pending command is executed; if authorization is not granted, the Oracle Communications
Session Border Controller does not execute the ACLI command, and displays an appropriate
error message.

The daemon’s authorization decisions are based on a database lookup. Data base records use
regular expressions to associate specific command string with specific users. The construction
of such records is beyond the scope of this document.
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TACACS+ Authorization Command & Arguments Boundary

Each TACACS+ authorization entry on an ACLI command line comprises the command and its
arguments. Currently everything typed as a TACACS+ authorization command by an
authenticated admin user, including the arguments, is sent to the TACACS+ server in the
command field of the TACACS+ message; the argument field in the TACACS+ message
contains no arguments and is set to “cmd-arg=<CR>”. This feature adds the new parameter
tacacs-authorization-arg-mode to the authentication configuration element, which enables
the TACACS+ authorization command and its arguments to be sent to the TACACS+ server
separately.

Authorization Message Exchange

All TACACS+ authorization packets consist of a common header and a message body.
Authorization packets are of two types: REQUEST and RESPONSE.

The REQUEST packet, which initiates an authorization session, is always sent by the Oracle
Communications Session Border Controller. Upon receipt of every REQUEST, the daemon
must answer with a RESPONSE packet. In the current TACACS+ implementation, the
RESPONSE packet must contain an authorization decision (pass or fail). The exchange of a
single REQUEST and the corresponding RESPONSE completes the authorization session.

TACACS+ Accounting

The Oracle Communications Session Border Controller uses TACACS+ accounting to log
administrative actions. With accounting enabled, each individual ACLI command executed by
an admin user is logged by the accounting service.

Accounting Message Exchange

ORACLE

All TACACS+ accounting packets consist of a common header and a message body.
Accounting packets are of two types: REQUEST and REPLY.

The REQUEST packet has three variant forms. The START variant initiates an accounting
session; the STOP variant terminates an accounting session; the WATCHDOG variant updates
the current accounting session. REQUEST packets are always sent by the Oracle
Communications Session Border Controller. Upon receipt of every REQUEST, the daemon
must answer with a REPLY packet.

A TACACS+ accounting session proceeds as follows.

1. Immediately following successful authorization of an admin user, the Oracle
Communications Session Border Controller sends an accounting REQUEST START
packet.

2. The daemon responds with an accounting REPLY packet, indicating that accounting has
started.

3. For each ACLI command executed by an admin user, the Oracle Communications Session
Border Controller sends an accounting REQUEST WATCHDOG packet requesting
accounting of the ACLI command. As the Oracle Communications Session Border
Controller sends the WATCHDOG only after an admin user’s access to the ACLI
command is authorized, the accounting function records only those commands executed by
the user, not those commands for which authorization was not granted.
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The daemon responds with an accounting REPLY packet, indicating that the ACLI
operation has been recorded by the accounting function.

Steps 3 and 4 are repeated for each authorized ACLI operation.

Immediately following logout (or timeout) of an admin user, the Oracle Communications
Session Border Controller sends an accounting REQUEST STOP packet.

The daemon responds with an accounting REPLY packet, indicating that accounting has
stopped.

TACACS+ Configuration

Configuration of TACACS+ consists of the following steps.

1.
2.

Enable TACACS+ client services

Specify one or more TACACS+ servers (daemons)

Enable TACACS+ Client Services

Use the following procedure to enable specific TACACS+ client AAA services.

ORACLE

1.

Access the authentication configuration element.

ORACLE# configure terminal
ORACLE(configure)# security
ORACLE(security)# authentication
ORACLE(aut henti cati on) #

type — Configure this parameter to specify the authentication protocol. The default value
is local. Specify tacacs to enable the TACACS+ AAA protocol.

* diameter — DIAMETER authentication (not yet supported)

*  local — authentication determinations are referred to a local database (default)
*  radius — RADIUS authentication

» tacacs — TACACS+ authentication

tacacs-authentication-only— Enable this parameter to require remote authentication via
TACACS+ unless the TACACS+ infrastructure is not available.

e disabled (default)
* enabled

tacacs-authorization— Configure this parameter to enable or disable command-based
user authorization. The default value is enabled when the value of type is tacacs.

*  disabled
* enabled (default)

tacacs-authorization-arg-mode — Configure this parameter to enable or disable sending
TACACS+ authorization commands and their arguments separately to the TACACS+
server. The default value is disabled.

e disabled (default)
* enabled

tacacs-accounting — Configure this parameter to enable or disable accounting of admin
ACLI operations. The default value is enabled when the value of type is tacacs.
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e disabled
e enabled (default)

server-assigned-privilege — Configure this parameter to enable or disable a proprietary
TACACS+ variant that, after successful user authentication, adds an additional TACACS+
request/reply exchange. During the exchange, the Security Gateway requests the privilege
level of the newly authenticated user. In response, the TACACS+ daemon returns the
assigned privilege level, either user or admin. Set this attribute to enabled to initiate the
proprietary variant behavior. User accounts are denied access to the enabled command,
thus barring them from configuration level commands. The default value is disabled (no
privilege level information is exchanged).

*  disabled (default)
¢ enabled

management-strategy — Configure this parameter to identify the selection algorithm
used to choose among multiple available TACACS+ daemons. Retain the default value of
hunt when only a single daemon is available.

*  hunt (default) — for the first transaction the Security Gateway selects the initially
configured TACACS+ daemon. When that daemon is online and operational, the
Security Gateway directs all AAA transactions to it. Otherwise, the Security Gateway
selects the second-configured daemon. If the first and second daemons are offline or
non-operational, the next-configured daemon is selected, and so on through the group
of available daemons.

*  roundrobin — for the first transaction the Security Gateway selects the initially
configured TACACS+ daemon. After completing the first transaction, it selects each
daemon in order of configuration — in theory, evenly distributing AAA transactions to
each daemon over time.

Type done to save your configuration.

Specify TACACS+ Servers

Use the following procedure to specify one or more TACACS+ servers (daemons).

ORACLE

1.

Access the tacacs-serversconfiguration element.

ORACLE# configure termnal
ORACLE(configure)# security
ORACLE(security)# authentication
ORACLE( aut henti cation)# tacacs-servers
ORACLE(t acacs-servers)#

Use the address attribute to specify the IP address of this TACACS+ daemon.

ORACLE(t acacs-servers)# address 172.30.0.6
ORACLE(t acacs-servers)#

Use the port attribute to identify the daemon port that receives TACACS+ client requests.

Provide a port number within the range 1025 through 65535, or retain the default value,
49, the well-known TACACS+ port.

ORACLE(t acacs-servers)# port 49
ORACLE(t acacs-servers)#

Use the state attribute to specify the availability of this TACACS+ daemon.
Select enabled (the default) or disabled.
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Only TACACS+ daemons that are in the enabled state are considered when running the
server-selection algorithm.

ORACLE(t acacs-servers)# state enabl ed
ORACLE(t acacs-servers)#

Use the realm-id attribute to identify the realm that provides access to this TACACS+
deamon.

ORACLE(tacacs-servers)# realmid accounting
ORACLE(t acacs-servers) #

Retain the default value for the authentication-methods attribute to specify support for all
TACACS+ authentication methods (pap, chap, and ascit).

e ascii— simple login, the Oracle Communications Session Border Controller
(OCSBC) prompts user for username and password

*  pap — similar to ascii method, but username and password are encapsulated in a PAP
header

e chap — authentication based on a shared-secret, which is not passed during the
authentication process

ORACLE(t acacs-servers)# authentication-methods all
ORACLE(t acacs-servers)#

Use the secret attribute to provide the shared-secret used by the TACACS+ client and the
daemon to encrypt and decrypt TACACS+ messages. The identical shared-secret must be
configured on associated TACACS+ clients and daemons.

Enter a 16-digit string, and ensure that the identical value is configured on the TACACS+
daemon.

ORACLE(t acacs-servers)# secret 1982100754609236
ORACLE(t acacs-servers)#

Use the dead-time attribute to specify, in seconds, the quarantine period imposed upon
TACACS+ daemons that become unreachable. Quarrantined servers are not eligible to
participate in the server-selection algorithm.

Supported values are integers within the range 10 through 10000 seconds, with a default
value of 10 .

ORACLE(t acacs-servers)# dead-interval 120
ORACLE(t acacs-servers) #

Type done to save your configuration.

Repeat Steps 1 through 10 to configure additional TACACS+ daemons.

j" Note:

After configuring TACACS+ daemons, complete TACACS+ configuration by
compiling a list of available deamons.

From superuser mode, use the following command sequence to access authentication
configuration mode.

ORACLE# configure term nal
ORACLE(configure)# security
ORACLE(security)# authentication
ORACLE( aut henti cati on) #
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12. Use the management-servers attribute to identify one or more TACACS+ servers
available to provide AAA services.

Servers are identified by IP address, participate in the configured management-strategy,
and must have been previously configured as described above.

The following example identifies three available TACACS+ servers. The list is delimited
by left and right parentheses, and list items are separated by space characters.

ORACLE( aut henti cati on) # managenent - servers (172.30.0.6 172.30.1.8
172. 30. 2. 10)
ORACLE(aut henti cation)#

The following example deletes the current list.

ORACLE(aut henti cation)# managenent-servers ()
ORACLE( aut henti cation)#

Managing TACACS+ Operations

TACACS+ management is supported by the following utilities.

TACACS+ MIB

An Oracle proprietary MIB provides external access to TACACS+ statistics.

MIB counters are contained in the apSecurityTacacsPlusStatsTable that is defined as follows.

SEQUENCE {
apSecurityTacacsPl usd i Commands Count er 32
apSecurityTacacsPl usSuccess Authentications Count er 32
apSecurityTacacsPl usFai | ureAut henti cations Count er 32
apSecurityTacacsPl usSuccess Authori zations Count er 32
apSecurityTacacsPl usFai | ur eAut hori zati ons Count er 32
}

apSecuritysTacacsPlusStats Table (1.3.6.1.4.1.9148.3.9.9.4)

Object Name Object OID Description
apSecurityTacacsCliCommands 1.3.6.1.4.1.9148.3.9.1.4.3 Global counter for ACLI
commands sent to TACACS+
Accounting
apSecurityTacacsSuccess 1.3.6.1.4.1.9148.3.9.1.4.4 Global counter for the number
Authentications of successful TACACS+
authentications
apSecurityTacacsFailureAuthenticat 1.3.6.1.4.1.9148.3.9.1.4.5 Global counter for the number
ions of unsuccessful TACACS+
authentications
apSecurityTacacsSuccess 1.3.6.1.4.1.9148.3.9.1.4.6 Global counter for the number
Authorizations of successful TACACS+
authorizations
apSecurityTacacsFailure 1.3.6.1.4.1.9148.3.9.1.4.7 Global counter for the number
Authorizations of unsuccessful TACACS+

authorizations
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SNMP Trap

SNMP traps are issued when

¢ a TACACS+ daemon becomes unreachable
e an unreachable TACACS+ daemon becomes reachable
e an authentication error occurs

e an authorization error occurs

TACACS+ Faults

The Oracle Communications Session Border Controller supports two TACACS+ traps,
apSysMgmtTacacsDownTrap and apSysMgmtTacacsDownClearTrap.

The apSysMgmtTacacsDownTrap is generated when a TACACS+ server becomes unreachable.

The apSysMgmtTacacsDownClearTrap is generated when a TACACS+ server that was
unreachable becomes reachable.

The OCSBC searches for a TACACS+ server until it finds an available one and then stops
searching. However, in the TACACS+ SNMP implementation, SNMP expects the OCSBC to
make connection attempts to all servers. When there is only one TACACS+ server and that
server goes down, the OCSBC behaves normally, sending a apSysMgmtTacacsDownTrap trap
when the server goes down, and a apSysMgmtTacacsDownClearTrap trap when the server
comes back up. When there is more than one TACACS+ server and the active server goes
down, an apSysMgmtTacacsDownTrap trap is sent, indicating that some servers are down and
the next server is tried. If all servers fail, an apSysMgmtTacacsDownTrap is sent indicating that
all servers are down. If one of the servers comes back up while the rest are still down, an
apSysMgmtTacacsDownTrap is sent indicating that some servers are still down.

ACLI show Command

The show tacacs stats command displays the following statistics.

*  number of ACLI commands sent for TACACS+ accounting
*  number of successful TACACS+ authentications

*  number of failed TACACS+ authentications

*  number of successful TACACS+ authorizations

* number of failed TACACS+ authentications

*  the IP address of the TACACS+ daemon used for the last transaction

TACACS+ Logging

All messages between the Oracle Communications Session Border Controller and the TACACS
+ daemon are logged in a cleartext format, allowing an admin user to view all data exchange,
except for password information.
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Customizing Your ACLI Settings

This section describes several ways you can customize the way you log into the ACLI and the
way the ACLI displays information. Where applicable, these descriptions also contain
instructions for configuration.

Disabling the Second Login Prompt

With this feature enabled, the OCSBC logs you in as a Superuser (i.e., in administrative mode)
regardless of your configured privilege level for an SSH session. However, if you log via SSH,
you still need to enter the password for local or RADIUS authentication.

Disabling the Second Login Prompt Configuration

You disable the second login prompt in the authentication configuration.
To disable the second login prompt:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure termnal
ORACLE(configure)#

2. Type security and press Enter.

ORACLE(configure)# security
ORACLE(security)#

3. Type authentication and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE(security)# authentication
ORACLE(aut henti cation)#

4. login-as-admin—Set this parameter to enabled if you want users to be logged
automatically in Superuser (administrative) mode. The default for this parameter is
disabled.

5. Save and activate your configuration.

Persistent ACLI more Parameter

To make using the ACLI easier, the Oracle Communications Session Border Controller
provides a paging feature controlled through the ACLI cli more command (which you can set
to enabled or disabled). Disabled by default, this feature allows you to control how the Oracle
Communications Session Border Controller displays information on your screen during a
console or SSH session. This command sets the paging feature on a per session basis.

Customers who want to set the paging feature so that settings persist across sessions with the
Oracle Communications Session Border Controller can set a configuration parameter that
controls the paging feature. Enabling this parameter lets you set your preferences once rather
than having to reset them each time you initiate a new session with the Oracle Communications
Session Border Controller.

Persistent ACLI more Parameter Configuration

To set the persistent behavior of the ACLI more feature across sessions:
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1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure term nal
ORACLE(configure) #

2. Type system and press Enter.

ORACLE(configure)# system
ORACLE( system) #

3. Type system-config and press Enter.

ORACLE(system # systemconfig
ORACLE( syst em confi g) #

If you are adding this feature to an existing configuration, you need to select the
configuration (using the ACLI select command) before making your changes.

4. cli-more—Set this parameter to enabled if you want the ACLI more paging feature to
work persistently across console or SSH sessions with the Oracle Communications Session
Border Controller. If you want to continue to set this feature on a per session basis, leave
this parameter set to disabled (default).

5. Save and activate your configuration.

Customized Login Banner

ORACLE

A text file can be put on the Oracle Communications Session Border Controller to be used as a
banner to be printed before each login. The file must be called /code/banners/banner.txt. The
contents of this file will be printed before each User Access Verification login sequence. The
limits are that no more than 79 characters per line and no more than 20 lines from the banner.txt
file will be printed.

The banner.txt file used for the ACLI customized login banner has to be saved in the /code/
banners directory. If that directory does not already exist on your system, you do not have to
create the directory prior to placing the banner file because the Oracle Communications Session
Border Controller will create it upon boot if it does not exist.
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This chapter explains how to configure system-level functionality for the Oracle
Communications Session Border Controller. Both physical and network interfaces as well as
general system parameters are required to configure your Oracle Communications Session
Border Controller for service. Accounting functionality, SNMP configurations, trap
configurations, and host routes are optional.

The following configurations are explained in this chapter:

*  General system parameters—used for operating and identification purposes. In general, the
informational fields have no specific effect on services, but are important to keep
populated. The default gateway parameter is included here. It requires special attention
since its configuration is dependent on the type of traffic the Oracle Communications
Session Border Controller is servicing.

*  Physical and network interfaces—enables the Oracle Communications Session Border
Controller to communicate with any network element. Interfaces are one of the most basic
configurations you need to create.

*  SNMP—used for monitoring system health throughout a network.

*  Syslogs and Process logs—used to save a list of system events to a remote server for
analysis and auditing purposes.

¢ Host routes—used to instruct the Oracle Communications Session Border Controller host
how to reach a given network that is not directly connected to a local network interface.

Configuring The Oracle Communications Session
Border Controller as a Virtual Machine (VM)

ORACLE

Operating the Oracle Communications Session Border Controller as a VM introduces
configuration requirements that define resource utilization by the virtual machine. The
applicable configuration elements allow the user to optimize resource utilization based on the
application's needs and VM resource sharing.

Oracle Communications Session Border Controller configuration for VM includes settings to
address:

media-manager — Set media manager configuration elements to constrain bandwidth
utilization, based on traffic type. See Media Manager Configuration for Virtual Machines in the
Realms and Nested Realms Chapter.

system-config, [core configuration parameters] — Set these parameters to specify CPU
resources available to DoS, forwarding and transcoding processes. This configuration applies to
initial deployment and tuning tasks. You may need to change the default core configuration for
functionality purposes during deployment; you may decide to change core configuration for
performance purposes after deployment.
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j" Note:

Early versions of this software used the bootparameter named other, set to
isolcpus=[value]. Remove this setting for this and all ensuing versions of Oracle
Communications Session Border Controller software.

CPU Core Configuration

ORACLE

You can configure CPU core settings using system-config parameters. This configuration is
based on the specific needs of individual implementations. These parameters allow you to set
and change the number of cores you want to assign to forwarding, DoS, and transcoding
functionality. The system determines which cores perform those functions automatically.

You can determine and manage your core configuration based on the services you need. The
system allocates cores to signaling upon installation. You can add forwarding cores to match
your needs for handling media. You can also add DoS and/or transcoding cores if you need
those functions in your deployment. Reboot the system for core configuration changes to take
effect.

Note the following:

* By default, core 0 is always set to signaling.

*  The system selects cores based on function. You cannot assign cores.

*  The system sets unassigned cores to signaling, with a maximum of 24.

*  You must reboot the system for core configuration changes to take effect.

When you make core assignments, the Oracle Communications Session Border Controller
(OCSBC) provides an error message if the system detects an issue. In addition, the system
performs a check when you issue the verify-config command to ensure that the total number of
forwarding, plus DOS, plus transcoding cores does not exceed the maximum number of
physical cores. After you save and activate a configuration that includes a change to the core
configuration, the system displays a prompt to remind you that a reboot is required for the
changes to take place.

You can verify core configuration from the ACLI, using the show datapath-config command
or after core configuration changes during the save and activation processes. When using
hyperthreading, which divides cores into a single physical (primary) and a single logical
(secondary) core, this display may differ. The OCSBC binds functions to primary or secondary
cores using its own criteria, with secondary cores performing signaling functions only.
Hypervisors that provide a view into the type of core assigned to a function allow show
datapath-config to display primary cores in upper-case letters and secondary cores in lower-
case letters. Other hypervisors show all cores as physical.

The OCSBC uses the following lettering (upper- and lower-case) in the ACLI to show core
assignments:

* S-Signaling

e D-DoS

¢ F-Forwarding
¢ X - Transcoding

The system-config eclement includes the following parameters for core assignment:
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e dos-cores— Sets the number of cores the system must allocate for DOS functionality. A
maximum of one core is allowed.

*  forwarding-cores—Sets the number of cores the system must allocate for the forwarding
engine.

* transcoding-cores—Sets the number of cores the system must allocate for transcoding.
The default value is 0.

To change core assignments, access the system-config, as follows.

ORACLE# configure term nal
ORACLE(configure)# system
ORACLE(system # systemconfig
ORACLE(system config)#

Change existing core assignment settings using the system-config parameters in the preceding
list. For example, to reserve a core for DoS processing:
ORACLE#(system config) dos-cores 1

The Oracle Communications Session Border Controller VNF has no system-based maximum
number of cores, other than the range of the system-config parameters.

The system checks CPU core resources before every boot, as configuration can affect resource
requirements. Examples of such resource requirement variations include:

e There is at least 1 CPU assigned to signaling (by the system).
e IfDoS is required, then there are at least 1 CPU assigned to forwarding and 1 to DoS.
e If DoS is not required, then there is at least 1 CPU assigned to forwarding.

The system performs resource utilization checks every time it boots for CPU, memory, and
hard-disk to avoid configuration and resource conflicts.

Core configuration is supported by HA. For HA systems, resource utilization on the backup
must be the same as the primary.

f Note:

The hypervisor always reports the datapath CPU usage as fully utilized. This isolates a
physical CPU to this work load, but may cause the hypervisor to generate a persistent
alarm indicating that the VM is using an excessive amount of CPU. The alarm may
trigger throttling. Oracle recommends that you configure the hypervisor monitoring
appropriately, to avoid throttling.

System Shutdown

Use the system's halt command to gracefully shutdown the VNF.
ACMEPACKET# hal t

Halt this SD [y/n]?:

ORACLE 3
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See the ACLI Reference Guide for further information about this command.

General System Information

This section explains the parameters that encompass the general system information on a
Oracle Communications Session Border Controller.

System Identification

Global system identification is used primarily by the Oracle Communications Session Border
Controller to identify itself to other systems and for general identification purposes.

Connection Timeouts

It is important to set administrative session timeouts on the Oracle Communications Session
Border Controller for security purposes. If you leave an active configuration session
unattended, reconfiguration access is left open to anyone. By setting a connection timeout, only
a short amount of time needs to elapse before the password is required for Oracle
Communications Session Border Controller access.

Timeouts determine the specified time period that must pass before an administrative
connection is terminated. Any subsequent configuration activity can only be performed after
logging in again to the Oracle Communications Session Border Controller. The timeout
parameter can be individually specified for SSH sessions and for console port sessions.

After the SSH timeout passes, the SSH session is disconnected. You must use your SSH
program to log in to the Oracle Communications Session Border Controller once again to
perform any further configuration activity.

After the console timeout passes, the console session is disconnected. The current session ends
and you are returned to the login prompt on the console connection into the Oracle
Communications Session Border Controller.

Configuring General System Information

ORACLE

This section explains how to configure the general system parameters, timeouts, and the default
gateway necessary to configure your Oracle Communications Session Border Controller.

To configure general system information:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure termi nal

2. Type system and press Enter to access the system-level configuration elements.
ORACLE(configure)# system

3. Type system-config and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE(system # systemconfig
ORACLE(system config)#

The following is an example what a general system information configuration might look
like. Parameters not described in this section are omitted below.

(O8]
1
o



Chapter 3
Configuring General System Information

ORACLE( syst em confi g)# show
systemconfig

host nane testl

description Exanpl e SD

| ocation Row 3, Rack 4, Slot 451
def aul t - gat eway 10.0.2.1

tel net-tinmeout 1000

consol e-ti neout 1000

| ast - nodi fi ed-dat e 2004-12-08 20:15:43

When showing a single-instance configuration element such as system-config, you must
first use the select command to select the configuration element prior to viewing.

System Identification

You must specify identification parameters for this Oracle Communications Session Border
Controller.

Set the following parameters to configure the system identification:

1.

hostname—Set the primary hostname used to identify the system. This parameter is used
by the software for informational purposes.

description—Enter a textual description of thesystem. This parameter is used for
informational purposes.

location—Set a location description field for your system. This parameter is used for
informational purposes. For example, you could include the site name and address of the
location where the Oracle Communications Session Border Controller system chassis is
located.

default-gateway—Set the default gateway for this Oracle Communications Session
Border Controller. This is the egress gateway for traffic without an explicit destination.
The application of your Oracle Communications Session Border Controller determines the
configuration of this parameter.

Configuring Connection and Debug Logging Timeouts

ORACLE

Configure the timeouts for terminal sessions on this Oracle Communications Session Border
Controller. These parameters are optional.

Set the following parameters to configure the connection timeouts:

1.

telnet-timeout—Set this timeout to the number of seconds you want the Oracle
Communications Session Border Controller to wait before it disconnects an SSH session.
The default value is 0. The valid range is:

e Minimum—O0
e Maximum—65535

console-timeout—Set the console timeout to the number of seconds you want the Oracle
Communications Session Border Controller to wait before it ends the console session. The
default value is 0. The valid range is:

e Minimum—O0

e Maximum—65535
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3. debug-timeout—Set the time in seconds you want to use for the debug timeout. This is the
time allowed before the Oracle Communications Session Border Controller times out log
levels for system processes set to debug using the ACLI notify and debug commands.

This command does not affect log levels set in your configuration (using parameters such
as system-config, process-log-level) or those set using the ACLI log-level command.

The valid range is:
*  Minimum—O0

e Maximum—65535

Phy-Interfaces

ORACLE

Physical interfaces are device ports with which the user connects devices to networks. On the
Oracle Communications Session Border Controller (OCSBC), the user configures the phy-
interface element, within the system branch, for the OCSBC to use physical interfaces. This
section provides an overview of the configuration, and variations of configuration based on
platform of the phy-interface element.

Physical interface types include:

«  Ethernet Management - Non-service interfaces, including:

—  Primary ethernet management - IP-based access to the Command Line Interface (CLI).
The interface element is often referred to as wancomO or ethO.

—  Backup ethernet management - Additional IP-based access to the CLI.

—  High Availability (HA) - Connects the active OCSBC to a redundant OCSBC; the
redundant OCSBC immediately resumes signaling and media service if the active
fails.

*  Media - Interfaces designated for signaling and media service traffic.

»  Serial - Direct interface to CLI, which also displays the system's boot sequence and alarm
messaging.

The user configures the primary ethernet management and the serial interfaces using boot
parameters. This ensures that those interfaces are available even if there is no configuration.
The user configures media and backup ethernet management interface via the primary ethernet
management interface, often referred to as either ethQ or wancom0, or the serial interface after
the system boots.

Interface configuration is platform dependent, with consideration of the following platform
types required for successful deployment:

¢ Acme Packet Platforms
e Virtual Machine Platforms
e Commercial Off the Shelf (COTS) Platforms

Ethernet Management Interfaces

The primary ethernet management interface does not use the phy-interface configuration
element. The OCSBC does not display the primary ethernet management interface in the
configuration. Instead, the inet on ethernet boot parameter sets this interface's IP address.
Backup ethernet management and HA interfaces require phy-interface configuration.

Platform considerations include:
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Acme Packet platforms:

—  The system uses the slot and port configuration to identify the physical interface
within the phy-interface element. Configuration recommendations include setting the
phy-interface's name parameter to a value that specifies the interface, such as sOp0
(slot O port 0).

—  The system defaults to an APIPA (RFC3927) address by default, which the user can
change using the boot parameters.

Virtual Machine platforms:

—  The user must map the primary ethernet management interface and set that interfaces
IP address during installation.

—  The Hypervisor allows the user to map all the OCSBC management interfaces to be
used during the install procedure.

COTS platforms:

—  Primary management interface is platform dependent, using the platform's integrated
management application, such as ILOM, to define access to the primary management
interface. Users commonly configure a static IP address on the ILOM port, which
defaults to DHCP, to simplify access to the OCSBC's serial port.

—  The interface-mapping tools allow the user to manage the mapping between the
configured phy-interface and the platform's network interface cards on a per-MAC
address basis.

Primary and backup ethernet management interfaces access the OCSBC's CLI by default. Uses
can configure any or all ethernet management interfaces to carry other administrative traffic,
including:

SNMP

SSH

ACP/XML

Logs sent from the Oracle Communications Session Border Controller

Boot the Oracle Communications Session Border Controller from a remote file server

Media Interfaces

All media interfaces require a phy-interface element configuration. The phy-interface name is
always required and is used in subsequent configuration, including network-interface and
realm. Oracle recommends using the naming convention presented in the interface-mapping
display. Further media phy-interface configuration is dependent on platform, including:

Acme Packet platforms

—  The system uses the slot and port configuration to identify the physical interface
within the phy-interface element.

— Interface mapping management (MACTAB) is irrelevant.

—  The phy-interface configuration for special NICs, including the Enhanced Traffic
Control and Transcoding Cards, is the same as standard cards.

Virtual Machine platforms

—  The interface-mapping tools allow the user to manage the mapping between the
configured phy-interface and the platform's network interface cards on a per-MAC
address basis.
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—  Hypervisor configuration and application performance may vary based on interface
architecture. Applicable architecture examples include PCI Passthrough and
Paravirtualized.

—  The phy-interface's name parameter only specifies the name to be used in subsequent
configuration.

—  The slot, port, speed, duplex and autosense phy-interface parameters are not
relevant.

—  The Hypervisor allows the user to map all media interfaces to be used during the
install procedure.

COTS platforms

—  The interface-mapping tools allow the user to manage the mapping between the
configured phy-interface and the platform's network interface cards on a per-MAC
address basis.

—  The phy-interface's name parameter only specifies the name to be used in subsequent
configuration.

—  The slot, and port phy-interface parameters are not relevant.

Serial Interface

The serial interface provides direct access to the CLI. The user can configure the OCSBC's
serial interface using boot parameters, which configure port output and speed. Platform-
dependent detail includes:

Acme Packet platforms - Serial access is available via one of two physical ports,
depending on platform.

Virtual Machine platforms - Virtual serial interface access is typically provided directly by
the hypervisor. Boot parameters are irrelevant.

COTS platforms - Virtual serial access is available from the integrated management
application.

Refer to the High Availability chapter in this document for configuration description and
procedures of HA interfaces. Refer to your release-specific Installation and Platform
Preparation Guide for description and procedures on configuring boot parameters and using the
interface-mapping tools.

Before You Configure

ORACLE

This section describes steps you should take prior to configuring phy-interfaces.

Before you configure a phy-interface:

1.

Decide on the number and type of phy-interfaces you need.

For example, you might have one media interface connecting to a private network and one
connecting to the public network. You might also need to configure maintenance interfaces
for HA functionality.

Depending on platform, determine the slot and port numbering you need to enter for the
phy-interfaces you want to configure. Refer to the platform-specific graphics in the
Installation and Platform Preparation Guide for slot and port numbering reference.
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If you are configuring your platform for HA, refer to the HA Nodes documentation and
follow the instructions there for setting special parameters in the phy-interface
configuration.

Phy-Interface Configuration

ORACLE

This section describes how to configure phy-interfaces.

1.

Access the phy-interface configuration element.

ORACLE# configure termnal
ORACLE( configure)# system
ORACLE( syst em) #phy-interface
ORACLE( phy-interface)#

name—Set a name for the interface using any combination of characters entered without
spaces. For example: sOp0.

admin-state—I cave the administrative state parameter set to enabled to receive and send
traffic on this interface. Select disabled to prevent media and signaling from being
received and sent. The default for this parameter is enabled.

operation-type—Select the type of phy-interface connection to use. Refer to the
appropriate platform section to identify how this parameter corresponds to an external
interface. The default value is control. The valid values are:

*  media—Use this value for configuring the media interfaces which carry production
traffic.

*  maintenance—Use this value for configuring the management phy-interfaces, used
for management protocols or HA.

e control—This legacy parameter may also be used to configure the management phy-
interfaces.

slot—Set the slot number for this phy-interface. Refer to the appropriate platform section
to identify how this parameter corresponds to an external interface.

port—Set the port number for this phy-interface. Refer to the appropriate platform
section to identify how this parameter corresponds to an external interface.

auto-negotiation—Leave this parameter set to enabled so that the Oracle
Communications Session Border Controller and the device to which it is linked can
automatically negotiate the duplex mode and speed for the link.

If auto-negotiation is enabled, the Oracle Communications Session Border Controller
begins to negotiate the link to the connected device at the duplex mode you configure. If
auto-negotiation is disabled, then the Oracle Communications Session Border Controller
will not engage in a negotiation of the link and will operate only at the duplex mode and
speed you set. The default is enabled. The valid values are:

*  enabled | disabled

duplex-mode—Set the duplex mode. The default is full; this field is only used if the auto-
negotiation field is set to disabled.

Given an operating speed of 100 Mbps, full duplex mode lets both devices on a link send
and receive packets simultaneously using a total bandwidth of 200 Mbps. Given the same
operating speed, half duplex mode limits the devices to one channel with a total bandwidth
of 100 Mbps. The valid values are:

e half| full
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9. speed—Set the speed in Mbps of the phy-interfaces; this field is only used if the auto-
negotiation field is set to disabled. 100 is the default. The valid values are:

< 10100 1000

10. virtual-mac—Refer to Oracle Communications Session Border Controller High
Availability (HA) documentation to learn how to set this parameter on an HA interface.

11. Type done to save your configuration.

Interface Utilization: Graceful Call Control, Monitoring, and
Fault Management

When you enable this feature, the Oracle Communications Session Border Controller monitors
network utilization of its media interfaces and sends alarms when configured thresholds are
exceeded. You can also enable overload protection on a per-media interface basis, where the
Oracle Communications Session Border Controller will prevent call initializations during high
traffic but still allow established calls to continue if traffic passes the critical threshold you
define.

Calculation Overview

Alarms

When enabled to do so, the Oracle Communications Session Border Controller performs a
network utilization calculation for each of its media ports. This calculation takes into account
rates of receiving and transmitting data, the speed at which each is taking place, and the quality
of data traversing the interface. The Oracle Communications Session Border Controller keeps
statistics for each media port so it can compare previously- and newly-retrieved data. For
heightened accuracy, calculations are performed with milliseconds (rather than with seconds).

In the phy-interface configuration, you can establish up to three alarms per media interface—
one each for minor, major, and critical alarm severities. These alarms do not have an impact on
your system’s health score. You set the threshold for an alarm as a percentage used for
receiving and transmitting data.

For example, you might configure the following alarms:

e Minor, set to 50%
*  Major, set to 70%
e Critical, Set to 90%

When the utilization percentage hits 50%, the system generates a minor alarm. At 70%, the
system clears the minor alarm and issues a major one. And at 90%, the system clears the major
alarm and issues a critical one. At that point, if you have overload protection enabled, the
system will drop call initiations but allow in-progress calls to complete normally.

To prevent alarm thrashing, utilization must remain under the current alarm threshold for 10
seconds before the system clears the alarm and rechecks the state.

Alarm Configuration

ORACLE

This section shows you how to configure alarm thresholds and overload protection per media
interface.
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Configuring Utilization Thresholds for Media Interfaces

To configure utilization thresholds for media interfaces:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure term nal
ORACLE( confi gure) #

2. Type system and press Enter.

ORACLE( configure)# system
ORACLE( syst em #

3. Type phy-interface and press Enter. If you are adding this feature to an existing
configuration, then remember you must select the configuration you want to edit.

ORACLE(system # phy-interface
ORACLE( phy-interface)#

4. Type network-alarm-threshold and press Enter.

ORACLE( phy-interface)# network-alarmthreshold
ORACLE( net wor k- al arm t hreshol d) #

5. severity—Enter the severity for the alarm you want to fine for this interface: minor
(default), major, or critical. Since the parameter defaults to minor, you must change the
value if you want to define a major or critical alarm.

6. value—Enter the percentage of utilization (transmitting and receiving) for this interface
that you want to trigger the alarm. For example, you might define a minor alarm with a
utilization percentage of 50. Valid values are between 0 and 100, where O is the default.

7. Save your work.

Configuring Graceful Call Control

ORACLE

You can enable the Oracle Communications Session Border Controller to stop receiving
session-initiating traffic on a media interface when the traffic for the interface exceeds the
critical threshold you define for it.

To enable graceful call control:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure term nal
ORACLE( confi gure) #

2. Type system and press Enter.

ORACLE(configure)# system
ORACLE( system #

3. Type phy-interface and press Enter. If you are adding this feature to an existing
configuration, then remember you must select the configuration you want to edit.

ORACLE(system # phy-interface
ORACLE( phy-interface)#

4. overload-protection—Change this parameter’s value to enabled if you want to turn
graceful call control on. Leave it set to disabled (default) if you do not want to use this
feature.

5. Save your work.
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Network Interfaces

The network interface element specifies a logical network interface. In order to use a network
port on a network interface, you must configure both the phy-interface and the corresponding
network interface configuration elements. If the network interface does not use VLANs
tagging, ensure that the sub-port-id parameter is set to 0, the default value. When VLAN tags
are used on a network interface, the valid sub-port-id value can range from 1-4096. The
combination of the name parameter and the sub-port-id parameter must be unique in order to
identify a discrete network interface.

IP Configuration

VLANSs

A Oracle Communications Session Border Controller network interface has standard
parameters common to nearly all IP network interfaces. There are a few fields that are unique
to the Oracle Communications Session Border Controller.

VLANS are used to logically separate a single phy-interface into multiple network interfaces.
There are several applications for this like MPLS VPNs (RFC 2547), MPLS LSPs, L2ZVPNs
(IPSec, L2TP, ATM PVCs), reusing address space, segmenting traffic, and maximizing the
bandwidth into a switch or router. The range of services and management capabilities you can
implement with VPN is huge.

The primary applications of VLANSs on the Oracle Communications Session Border Controller
are VPNs and peering. Several peering partners may terminate their connections to a Oracle
Communications Session Border Controller on a single phy-interface. VLAN tags are used to
segregate and correctly route the terminated traffic. The Oracle Communications Session
Border Controller can support a maximum of 1024 VLANSs per phy-interface. Ingress packets
that do not contain the correct VLAN tag will be dropped. All packets exiting on an egress
interface will have the VLAN tag appended to them.

The Oracle Communications Session Border Controller can be included in an MPLS network
through its connectivity to a PE router, which maps a MPLS VPN label to an 8§02.1q VLAN
tag. Each Oracle Communications Session Border Controller can terminate different 802.1q
VLAN:S into separate network interfaces, each of which can represent a different customer
VPN.

Overlapping Networks

Overlapping networks are when two or more private networks with the same addressing
schemes terminate on one phy-interface. The problem this creates can easily be solved by
using VLAN tagging. For example, two 10.x.x.x networks terminating on one Oracle
Communications Session Border Controller network interface will obviously not work. The
Oracle Communications Session Border Controller includes the IP Address, Subnet Mask, and
802.1q VLAN tag in its Network Interface determination. This allows Oracle Communications
Session Border Controller to directly interface to multiple VPNs with overlapping address
space.

Administrative Applications Over Media Interfaces

ORACLE

By default, the Oracle Communications Session Border Controller’s ICMP, SNMP, and SSH
services cannot be accessed via the media interfaces. In order to enable these services, you
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must explicitly configure access by identifying valid source addresses for the specific
applications. Doing such uses the Oracle Communications Session Border Controller's host-in-
path (HIP) functionality.

When traffic is received on media interfaces, it is scanned for ICMP, SNMP, or SSH packets.
The configuration is set to identify the possible IP addresses where that traffic may be sourced
from. When a match is made among packet type and source address, those packets are
forwarded through the media interfaces to the processes running on the system's CPU.

Each media network-interface's gateway should be configured so that off-subnet return traffic
can be forwarded out the appropriate media interface. Also, it is advisable that no overlapping
networks are configured between any media network interface and the administrative interfaces
(wancom).

Configurable MTU Size

Configurable MTU on per network-interface basis enables the user to set a different MTU on
each network interface. It also enables the user to set a system wide default MTU for IPv6 and
IPv4 network interfaces. System wide defaults can be set in system-config configuration object
by setting ipv6-signaling-mtu or ipv4-signaling-mtu. Defaults are 1500 for both IPv6 and
1Pv4.

These settings can be overwritten for each network interface by setting signaling-mtu in
network-interface configuration object. Default is 0 — meaning use the system wide MTU.

This feature applies to all Signaling packets generated by the Oracle Communications Session
Border Controller. All UDP packets greater than the MTU will be fragmented. For all TCP
connections we advertise MSS (Maximum Segment Size) TCP option in accordance with the
configured MTU. MSS option is sent in SYN and SYN/ACK packets to let the other side of the
TCP connection know what your maximum segment size is. This ensures that no TCP packet is
greater than the configured MTU.

1. MTU settings do not apply to media packets.

2. UDP: MTU settings apply only to packets sent by the Oracle Communications Session
Border Controller. The Oracle Communications Session Border Controller will continue to
process received packets even if they exceed to the configured MTU.

3. Security Phy (IPsec) hardware only; We subtract 100 bytes from the configured MTU to
allow for extra headers added by security protocols. This happens even when Security Phy
(IPsec) is in clear mode (no security is being applied). Due to hardware limitations of the
Security Phy (IPsec) it only allows one MTU per physical port. The maximum MTU of all
network interfaces on a given physical port will be used as the MTU for that physical port.

4. The Call Recording feature is where we make a copy of a packet, encapsulate it in an IP-
in-IP header and send it to a configured Call Recording Server (CRS). When Call
Recording is enabled, to allow space for IP-in-IP encapsulation we reduce the MTU of the
original packets to be to be the lesser of the two options listed below.

e Original Destination network MTU minus size of [P-in-IP header.

e CRS network interface’s MTU minus size of IP-in-IP header.

f Note:

This will ensure that the traffic sent to the CRS will be within the MTU
constraints of CRS’ network-interface.

ORACLE

w
1
W
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Network Interface Configuration

This section explains how to access and configure network interface.

Special Considerations

Configuration changes to network interface parameters might have an impact on boot
configuration parameters. After configuring the network interface, you might receive a message
indicating that you could be changing boot config parameters under the following
circumstances:

* A phy-interface or network interface element matches the boot interface (for example, the
physical port is the same as the boot port).

e The boot configuration parameters are modified, because the IPv4 address, netmask, or
gateway is different from the corresponding boot configuration parameters.

You are asked if you want to continue. If you enter yes, the configuration will be saved and
then the differing boot configuration parameters will be changed. If you enter no, then the
configuration is not saved and the boot configuration parameters are not changed.

Configuring the phy-interface and network interface elements for the first management
interface is optional because that interface, eth0, is implicitly created by a valid bootparam
configuration that specifies the boot device, [Pv4 address, subnet, and gateway.

Network Interfaces Configuration

This section describes how to configure a network interface.

1. Access the network-interface configuration element.

ORACLE# configure termnal
ORACLE(configure)# system
ORACLE(system # network-interface
ORACLE( net wor k-i nt erface)

[P Configuration and Identification

ORACLE

You must specify the identity and address for all network interfaces.
Set the following parameters to configure a network interface:

1. name—Set the name for the network interface. This must be the same name as the phy-
interface to which it corresponds.

2. description—Enter a description of the network for easier identification.

3. hostname—Set the hostname (FQDN) of this network interface. This parameter is
optional.

4. ip-address—Set the IP address of this network interface.
5. netmask—Set the netmask of this network interface in dotted decimal notation.

6. gateway—Set the gateway that this network interface uses to communicate with the next
hop.

7. sec-gateway—Set an additional optional gateway for this network interface
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8. dns-ip-primary—Set the DNS servers. You can set an additional two DNS servers by
using the dns-ip-backupl and dns-ip-backup?2 parameters.

9. dns-domain—Set the default domain name.

10. signaling-mtu—Sets the MTU size for IPv4 or IPv6 transmission.

VLAN Configuration

One parameter is required to configure VLANs on a Oracle Communications Session Border
Controller. The sub-port-id parameter located in the network-interfaces element adds and
masks for a specific VLAN tag.

1. sub-port-id—Enter the identification of a specific virtual interface in a phy-interface
(e.g., a VLAN tab). If this network interface is not channelized, leave this field blank, and
the value will correctly default to 0. The sub-port-id is only required if the operation type
is Media. The valid range is:

e Minimum—O0

e Maximum—4095.

HIP Address Configuration

ORACLE

To configure administrative service functionality on a media interface, you must first define all
source IP addresses in the media-interface's network that will exchange administrative traffic
with the system. Next you will identify the type of administrative traffic each of those
addresses will exchange.

You must configure the gateway parameter on this network-interface for administrative traffic
to successfully be forwarded. You should also ensure that this network interface is not on an
overlapping network as any of the administrative networks (wancoms).

Set the following parameters to configure HIP functionality on a network interface:

1. add-hip-ip—Configure all possible IP address(es) from which the Oracle Communications
Session Border Controller will accept administrative traffic. Entries in this element are IP
addresses of media network interfaces. This parameter can accept multiple IP addresses.
You can later remove this entry by typing remove-hip-ip followed by the appropriate IP
address.

2. add-ftp-ip—Set the IP address(es) that will access the Oracle Communications Session
Border Controller's FTP server. This allows standard FTP packets enter the Oracle
Communications Session Border Controller and reach the host. You can later remove this
entry by typing remove-ftp-ip followed by the appropriate IP address.

3. add-icmp-ip—Set the IP address(es) that can ping the system and expect replies. This
parameter can accommodate multiple ping IP addresses. You can later remove this entry by
typing remove-icmp-ip followed by the appropriate IP address.

For security, if the ICMP address and the hip-ip-list are not added for an address, the
Oracle Communications Session Border Controller hardware discards ICMP requests or
responses for the address.

4. add-snmp-ip—Set the IP address(es) that will access the system's SNMP process. This
lets SNMP traffic enter the Oracle Communications Session Border Controller and reach
the host. You can later remove this entry by typing remove-snmp-ip followed by the
appropriate [P address.
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5. add-telnet-ip—Set the IP address(es) that can connect and access the system through
Telnet. You can later remove this entry by typing remove-telnet-ip followed by the
appropriate [P address.

6. add-ssh-ip—Set the IP address(es) that can connect and access the system through SSH.
You can later remove this entry by typing remove-SSH-ip followed by the appropriate IP
address.

Configurable MTU Size

Configurable MTU on per network-interface basis enables the user to set a different MTU on
each network interface. It also enables the user to set a system wide default MTU for IPv6 and
[Pv4 network interfaces. System wide defaults can be set in system-config configuration object
by setting ipv6-signaling-mtu or ipv4-signaling-mtu. Defaults are 1500 for both IPv6 and
IPv4.

These settings can be overwritten for each network interface by setting signaling-mtu in
network-interface configuration object. Default is 0 — meaning use the system wide MTU.

This feature applies to all Signaling packets generated by the Oracle Communications Session
Border Controller. All UDP packets greater than the MTU will be fragmented. For all TCP
connections we advertise MSS (Maximum Segment Size) TCP option in accordance with the
configured MTU. MSS option is sent in SYN and SYN/ACK packets to let the other side of the
TCP connection know what your maximum segment size is. This ensures that no TCP packet is
greater than the configured MTU.

1. MTU settings do not apply to media packets.

2. UDP: MTU settings apply only to packets sent by the Oracle Communications Session
Border Controller. The Oracle Communications Session Border Controller will continue to
process received packets even if they exceed to the configured MTU.

3. Security Phy (IPsec) hardware only; We subtract 100 bytes from the configured MTU to
allow for extra headers added by security protocols. This happens even when Security Phy
(IPsec) is in clear mode (no security is being applied). Due to hardware limitations of the
Security Phy (IPsec) it only allows one MTU per physical port. The maximum MTU of all
network interfaces on a given physical port will be used as the MTU for that physical port.

4. The Call Recording feature is where we make a copy of a packet, encapsulate it in an IP-
in-IP header and send it to a configured Call Recording Server (CRS). When Call
Recording is enabled, to allow space for IP-in-IP encapsulation we reduce the MTU of the
original packets to be to be the lesser of the two options listed below.

*  Original Destination network MTU minus size of [P-in-IP header.

¢ CRS network interface’s MTU minus size of IP-in-IP header.

# Note:

This will ensure that the traffic sent to the CRS will be within the MTU
constraints of CRS’ network-interface.

System Wide MTU Size

To change system wide MTU settings:

1. Access the system-config configuration element.

ORACLE 3-16
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ORACLE# configure term nal
ORACLE(configure)# system
ORACLE(system # systemconfig
ORACLE( system confi g) #

2. Type select to begin editing the system-config object.

ORACLE(system config)# sel ect
ORACLE( system confi g) #

3. ipv6-signaling-mtu or ipv4-signaling-mtu Configure MTU in the system config and
optionally in the network interface. Default will be 1500 bytes.

ORACLE(system config)# i pv6-signaling-ntu 1500
ORACLE( system config)# i pv4-signaling-ntu 1600

4. Type done to save your configuration.

IP Identification (ID) Field

By default, non-fragmented UDP packets generated by media interfaces have the ID field set to
0. You can configure the Oracle Communications Session Border Controller to populate this
field with an incrementing value by adding the increment-ip-id option in the media manager.
Every non-fragmented packet sent will have its ID increased by one from the previous packet
sent.

Using a packet trace application, egress packets from the Oracle Communications Session
Border Controller will have an ID field that appears to be incrementing. Enabling the ID field
can help distinguish a retransmitted non-fragmented application layer packet from a packet
retransmitted by the network layer in monitoring or lab situations.

IP Identification Field Configuration

SNMP

ORACLE

To enable ID field generation in media-manager:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure termnal
ORACLE( confi gure) #

2. Type media-manager and press Enter.

ORACLE( confi gure)# nedi a- nenager
ORACLE( mredi a- manager ) #

3. options—Set the options parameter by typing options, a Space, the option name
increment-ip-id with a plus sign in front of it, and then press Enter.

ORACLE( medi a- manager)# options + increment-ip-id
If you type the option without the plus sign, you will overwrite any previously configured

options. In order to append the new options to the realm configuration’s options list, you
must prepend the new option with a plus sign as shown in the previous example.

4. Save and activate your configuration.

The Simple Network Management Protocol (SNMP) is a part of the Internet Protocol Suite,
defined by the Internet Engineering Task Force (IETF). It allows you to monitor system and
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health conditions for an Oracle Communications Session Border Controller (OCSBC) through
an external network management (northbound) system, such as the Oracle Communications
Session Delivery Manager or an SNMP manager. The system supports SNMPv3, v2 or vl to
interface with a range of external NMS systems.

Detail on SNMP operation, configuration and data is documented in the Oracle
Communications Session Border Controller MIB Reference Guide. The first chapter of the
Oracle Communications SNMP Reference Guide provides a configuration overview and
procedures. The rest of the guide serves as a reference for the MIB.

SNMP Configuration
SNMP configuration on the OCSBC typically includes defining:

*  Administrative management information
*  SNMP messaging, including:
—  Trap information—Sent by the OCSBC to the northbound system, similar to alarms.

—  System detail information—Collected by the northbound system from the OCSBC.
This is typically referred to as read operation.

—  System detail information—Configured by the northbound system on the OCSBC.
This is typically referred to as write operation.

SNMP Data

You must understand SNMP data to determine your actions when you see it. SNMP data is
organized into a hierarchical numbering scheme in the form of Object Identifiers (OIDs). OIDs
are collected and presented within the context of Management Information Bases (MIBs). A
text file external to the OCSBC system code called a miboid maintains a correlation between
object numbers and text names. The system code and miboid numbers correlate each OID to a
software or hardware construct that typically has a value and is of interest to the people who
monitor them. A set of .mib text files contain the data presented to the human user, referenced
by the object names, for each hierarchical information group. You get the applicable files from
the device vendor and load them into SNMP managers

OID numbering is, to a large extent, defined and managed by the IETF. This management
benefits equipment vendors by preventing information conflation and identifier overlaps.
Similar to a MAC address, the IETF provides equipment vendors with numerical identities
under which they can create their own hierarchical schemes and define their systems' SNMP
information. An example of vendor-specific information is a configuration parameter's value.
Similarly, the IETF maintains and shares standard numerical hierarchies used by all equipment
vendors so they do not have to create them. An example of standard information is interface
speed.

Syslog and Process Logs

Overview

ORACLE

Logging events is a critical part of diagnosing misconfigurations and optimizing operations.
Oracle Communications Session Border Controllers can send both syslog and process log data
to appropriate hosts for storage and analysis.

The Oracle Communications Session Border Controller generates two types of logs, syslogs
and process logs. Syslogs conform to the standard used for logging servers and processes as
defined in RFC 3164.
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Process logs are Oracle proprietary logs. Process logs are generated on a per-task basis and are
used mainly for debugging purposes. Because process logs are more data inclusive than
syslogs, their contents usually encompass syslog log data.

Syslog and process log servers are both identified by an IPv4 address and port pair.

Process Log Messages

Process log messages are sent as UDP packets in the following format:
<fil e-name>: <l og- nessage>

In this format, <filename> indicates the log filename and <log-message> indicates the full text
of the log message as it would appear if it were written to the normal log file.

Syslog and Process Logs Configuration

This section describes how to configure syslog and process log servers.
To configure syslogs and process logs:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure term nal

2. Type system and press Enter to access the system-level configuration elements.
ORACLE(configure)# system

3. Type system-config and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE(system # systemconfig
ORACLE(system config) #
From this point, you can set process log parameters. Skip to the following process log

configuration section.

4. Type syslog-server and press Enter. The system prompt changes to let you know that you
can begin configuring individual syslog parameters

ORACLE(system-config)# syslog-server
ORACLE(syslog-server)#

From this point, you can set syslog parameters. The following is an example what an
syslog and process log configuration might look like. Parameters not described in this
section are omitted below.

system| og- | evel WARNI NG
sysl og- server
address 172.15.44.12
port 514
facility 4
process-1og-1 evel NOTI CE
process-| 0g-i p-address 0.0.0.0
process- | 0g- port 0

ORACLE 3-19
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Syslog Configuration

The Oracle Communications Session Border Controller supports multiple syslog servers. As
the number of active syslog increases, the performance level of the Oracle Communications
Session Border Controller may decrease. Therefore, we recommend configuring no more than 8
syslog servers.

Set the following parameters to configure syslog servers:

1. address—Set the IPv4 address of a syslog server.
2. port—Set the port portion of the syslog server. The default is 514.

3. facility—Set an integer to identify a user-defined facility value sent in every syslog
message from the Oracle Communications Session Border Controller to the syslog server.
This parameter is used only for identifying the source of this syslog message as coming
from the Oracle Communications Session Border Controller. It is not identifying an OS
daemon or process. The default value for this parameter is 4. RFC 3164 specifies valid
facility values.

In software release versions prior to Release 1.2, the Oracle Communications Session
Border Controller would send all syslog messages with a facility marker of 4.

4. system-log-level—Set which log severity levels write to the system log (filename:
acmelog). The default is WARNING. Valid values are:

- EMERGENCY | CRITICAL | MAJOR | MINOR | WARNING | NOTICE | INFO |
TRACE | DEBUG | DETAIL

Configure the Process Log Server

Set the following parameters to configure the process log server:

1. process-log-level—Set the starting log level all processes running on the system use. Each
individual process running on the system has its own process log. The default is NOTICE.
Valid values: EMERGENCY | CRITICAL | MAJOR | MINOR | WARNING | NOTICE |
INFO | TRACE | DEBUG | DETAIL

2. process-log-ip-address—Set the [Pv4 address of the process log server. The default value
is 0.0.0.0, which causes the system to write log messages to the normal log file.

3. process-log-port—Set the port number associated with the process log server. The default
value is 0, which causes the system to write log messages to the normal log file. The valid
range is: 1025-65535.

Host Routes

ORACLE

Host routes let you insert entries into the Oracle Communications Session Border Controller's
routing table. These routes affect traffic that originates at the Oracle Communications Session
Border Controller’s host process. Host routes are used primarily for steering management
traffic to the correct network.

When traffic is destined for a network that is not explicitly defined on a Oracle
Communications Session Border Controller, the default gateway (located in the system-config)
is used. If you try to route traffic to a specific destination that is not accessible through the
default gateway, you need to add a host route. Host routes can be thought of as a default
gateway override.
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Certain SIP configurations require that the default gateway is located on a media interface. In
this scenario, if management applications are located on a network connected to an
administrative network, you will need to add a host route for management connectivity.

When source-based routing is used, the default gateway must exist on a media interface. Host
routes might be needed to reach management applications connected to a management port in
this kind of situation as well.

,g“' Note:

Do not configure a host-route, gateway with an address already used for any existing
network-interface, gateway.

Host Routes Example

When you enable SIP signaling over media interfaces, the default gateway uses an IPv4 address
assigned to a media interface. Maintenance services (SNMP and Radius) are located on a
network connected to, but separate from, the 192.168.1.0/24 network on wancomO. To route
Radius or SNMP traffic to an NMS (labeled as SNMP in the following example), a host route
entry must be a part of the Oracle Communications Session Border Controller configuration.
The host route tells the host how to reach the 172.16.0.0/16 network. The actual configuration
is shown in the example in the next section of this guide.

} | | 172.16.0.0/16

192.168.1.1

: : 192.168.1.0/24

wancom0

default
gateway

Host Route Configuration

ORACLE

To configure a host route:

1. Access the host-route configuration element.

ORACLE# configure terminal
ORACLE(configure)# system
ORACLE(system # host-route
ORACLE(host -route) #

2. dest-network—Set the IP address of the destination network that this host route points
toward.



Chapter 3
Setting Holidays in Local Policy

netmask—Set the netmask portion of the destination network for the route you are
creating. The netmask is in dotted decimal notation.

gateway—Set the gateway that traffic destined for the address defined in the first two
elements should use as its first hop.

Type done to save your configuration.

Setting Holidays 1n Local Policy

This section explains how to configure holidays on the Oracle Communications Session Border
Controller.

You can define holidays that the Oracle Communications Session Border Controller recognizes.
Holidays are used to identify a class of days on which a local policy is enacted. All configured
holidays are referenced in the local-policy-attributes configuration subelement as an H in the
days-of-week parameter. Because holidays are entered on a one-time basis per year, you must
configure a new set of holidays yearly.

Holidays Configuration

ORACLE

To configure holidays:

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure term nal

Type session-router and press Enter to access the system-level configuration elements.
ORACLE( configure)# session-router

Type session-router-config and press Enter. The system prompt changes to let you know
that you can begin configuring individual parameters.

ORACLE( session-router)# session-router-config
ORACLE(session-router-config)#

Type holidays and press Enter. The system prompt changes to let you know that you can
begin configuring individual parameters.

ORACLE(session-router-config)# holidays
ORACLE( sessi on-router-hol i days) #
From this point, you can configure the holidays subelement. To view all holidays

parameters, enter a ? at the system prompt.

hol i day
date 2005-01-01
description New Years Day

To configure a holiday, add an entry for the following parameters in the holidays element:
date—Enter the holiday’s date in YYYY-MM-DD format.

description—Enter a short description for the holiday you are configuring. If the
description contains words separated by spaces, enter the full description surrounded by
quotation marks.
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Opening TCP Ports 3000 and 3001

This section explains how to open TCP ports 3000 and 3001 primarily for use with an element
manager.

e TCP ports 3000 (used when notify commands are issued remotely, i.e. via an element
management system) and 3001 (used for remote configuration, i.e. via an element
management system), can be enabled or disabled in the system configuration

This configuration is not RTC enabled, so you must reboot your Oracle Communications
Session Border Controller for changes to take effect.

Enable System to Connect to SDM

To control TCP ports 3000 and 3001 in the system configuration:

1. Access the security-config configuration element.

ORACLE# configure termnal
ORACLE(configure)# security
ORACLE(security)# security-config
ORACLE(security-config)#

2. Type select to begin editing the system-config object.

ORACLE(system config)# sel ect
ORACLE(system confi g) #

3. The parameter controlling ports 3000 and 3001 is called remote-control, and its default is
enabled. To disable the ports, set this parameter to disabled.

ORACLE(system config)# renote-control disabled
4. Type done to save your configuration.

5.  Reboot your Oracle Communications Session Border Controller. Type a y and press Enter
to reboot.

ORACLE# reboot

Reboot this SD [y/n]?:y

DNS on the OCSBC

ORACLE

DNS service is best known for providing resolution of internet domain names to IP addresses.
Domain names are easy to remember, but connections require IP addresses. DNS deployments
can also provide more comprehensive services, if required. For example, the a DNS client may
need the resolution of multiple IP addresses to a single domain name, or the types of service
provided by a given server. The Oracle Communications Session Border Controller (OCSBC)
uses DNS predominantly for resolving FQDN s to IP addresses so that it can support sessions.

When configured, the OCSBC performs DNS client functions per RFC1034 and RFC1035. The
user can define one primary DNS server and two backup DNS servers for the OCSBC to query
a domain for NAPTR (service/port), SRV (FQDN), AAAA (IPv6), and A (IP address)
information. A common example of the OCSBC using DNS is to locate a SIP server via server
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location discovery, as described in RFC 3263. An applicable context is identifying a callee so
the OCSBC can place a call.

There are multiple reasons for the OCSBC to query a DNS server. In each case, the OCSBC
follows this high level procedure:

1. The system determines the egress realm.
2. The system identifies the egress network interface.
3. From the egress network interface, the system refers to the configured DNS server(s).

4. The system issues the DNS query to the primary server, then any configured backup
servers, based on the function and the initial information it has.

5. The system performs recursive lookups or subsequent queries based on, for example,
information provided in NAPTR resource responses, until it has one or more resolutions
for the FQDN.

6. The system continues processing using the resolved FQDN(s) or indicates it cannot reach
that FQDN.

j" Note:

DNS queries may require host routes.

The OCSBC also has a DNS Application Layer Gateway (ALG) function that operates
independently of its client function. See the DNS ALG Chapter in this document for
information about using this ALG.

Closely related to DNS, ENUM service also provides a method of defining a target endpoint,
translating E.164 phone numbers to FQDNs. The OCSBC uses configured ENUM objects for
routing calls. ENUM uses Naming Authority Pointers (NAPTR) records defined in RFC 2915
in order to identify available ways or services for contacting a specific node identified through
the E.164 number. See the Session Routing and Load Balancing chapter for information on
ENUM services and configuration.

The OCSBC can cache NAPTR, SRV and A records to speed up DNS and ENUM query
processes. The user configures the applicable enum-config to cache these records, providing
ENUM and, when configured, DNS with applicable resolutions without having to re-query a
server. These resolutions become available to all internal lookup processes that may be
generated within the OCSBC.

DNS Configuration

ORACLE

DNS configuration includes procedures to the network-interface, realm-config, and session-
agent elements.

To make DNS operational, configure addressing that is version compatible to the network-
interface address on the network interface itself.

1. Access the network-interface configuration element.

ORACLE# configure term nal
ORACLE(configure)# system
ORACLE(system # network-interface
ORACLE(net wor k-interface)

(O8]
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2. dns-ip-primary—Set the first DNS server with which the interface conducts query
procedures.

3. dns-ip-backupl—Set the second DNS server with which the interface conducts query
procedures should the first server fail.

4. dns-ip-backup2—Set the third DNS server with which the interface conducts query
procedures should the second server fail.

The system performs DNS query procedures with these servers every time processing
encounters an FQDN for which the system needs resolution.

Review the ensuing sections and configure DNS components to refine DNS operation to your
environment, including interface, realm, session agent, and ENUM operation refinement.

Retransmission Logic

The retransmission of DNS queries is controlled by three timers. These timers are derived from
the configured DNS timeout value and from underlying logic that the minimum allowed
retransmission interval should be 250 milliseconds; and that the Oracle Communications
Session Border Controller should retransmit 3 times before timing out to give the server a
chance to respond.

e Init-timer is the initial retransmission interval. If a response to a query is not received
within this interval, the query is retransmitted. To safeguard from performance
degradation, the minimum value allowed for this timer is 250 milliseconds.

*  Max-timer is the maximum retransmission interval. The interval is doubled after every
retransmission. If the resulting retransmission interval is greater than the value of max-
timer, it is set to the max-timer value.

*  Expire-timer: is the query expiration timer. If a response is not received for a query and its
retransmissions within this interval, the server will be considered non-responsive and the
next server in the list will be tried.

The following examples show different timeout values and the corresponding timers derived
from them.

timeout >= 3 seconds
Init-tinmer = Timeout/11
Max-Timer = 4 * Init-tinmer
Expi re-Ti mer = Ti meout
tinmeout = 1 second
Init-Tinmer = 250 s
Max-Ti mer = 250 ns
Expire-Tiner = 1 sec
tinmeout = 2 seconds
Init-Tinmer = 250 ns
Max- Ti mer = 650 ns
Expire-Tiner = 2sec

DNS Support for [Pv6

ORACLE

The Oracle Communications Session Border Controller supports the DNS resolution of IPv6
addresses; in other words, it can request the AAAA record type (per RFC 1886) in DNS
requests. In addition, the Oracle Communications Session Border Controller can make DNS
requests over [Pv6 transport so that it can operate in networks that host IPv6 DNS servers.

For mixed IPv4-IPv6 networks, the Oracle Communications Session Border Controller follows
these rules:
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e Ifthe realm associated with the name resolution is an IPv6 realm, the Oracle
Communications Session Border Controller will send the query out using the AAAA
record type.

e Ifthe realm associated with the name resolution is an IPv4 realm, the Oracle
Communications Session Border Controller will send the query out using the A record

type.

In addition, heterogeneous address family configuration is prevented for the dns-ip-primary,
dns-ip-backupl, and dns-ip-backup2 parameters.

DNS Transaction Timeout

This section explains how to configure the DNS transaction timeout interval on a per network-
interface basis. You can currently configure the Oracle Communications Session Border
Controller with a primary and two optional backup DNS servers. The Oracle Communications
Session Border Controller queries the primary DNS server and upon not receiving a response
within the configured number of seconds, queries the backupl DNS server and if that times out
as well, then contacts the backup2 DNS server.

DNS Transaction Timeout Configuration

To configure DNS transaction timeout:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure termnal

2. Type system and press Enter to access the system-level configuration elements.
ORACLE(configure)# system

3.  Type network-interface and press Enter. The system prompt changes to let you know that
you can begin configuring individual parameters.

ORACLE(system # network-interface
ORACLE(net wor k-interface)#

From this point, you can configure network interface parameters. To view all network
interface parameters, enter a ? at the system prompt.

4. dns-timeout—Enter the total time in seconds you want to elapse before a query (and its
retransmissions) sent to a DNS server would timeout. The default is 11 seconds. The valid
range is:

¢ Minimum—1
e Maximum—999999999.

If a query sent to the primary DNS server times out, the backupl DNS server is
queried. If the query times out after the same period of time elapses, the query
continues on to the backup2 DNS server.

5. Save and activate your configuration.

DNS Entry Maximum TTL

DNS maximum time to live (TTL) is user-configurable and complies with RFCs 1035 and
2181.
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One can set the DNS maximum TTL on the Oracle Communications Session Border Controller
permitting the DNS entry information to be held until that time is exceeded. One can specifiy
the dns-max-ttl parameter per network interface and/or to support the DNS ALG feature. The
default value is 86400 seconds (24 hours). When the Oracle Communications Session Border
Controller configured maximum value has been exceeded, the DNS TTL value is set to the
configured maximum and a log entry is written. Otherwise the Oracle Communications Session
Border Controller honors the lower value in the DNS response. The Oracle Communications
Session Border Controller restricts all DNS entries minimum TTL value of 30 seconds, which
the system's implementation of SIP requires.

DNS Entry Max TTL Configuration per Network Interface

Set parameter for DNS entry maximum time to live (TTL) value per network interface.

1.  Access the network-interface configuration element.

ORACLE# configure termnal
ORACLE( configure)# system
ORACLE(system # network-interface
ORACLE( net wor k-i nt er f ace)

2. Select the network-interface object to edit.

ORACLE(network-interface)# sel ect
<nane>: <sub- port-id>:
1: wancon0: 0 ip=10.0.0.2 gw=10.0.4.1

selection: 1
ORACLE( net wor k-i nterface)#

3. dns-max-ttl— set to the maximum time for a DNS record to remain in cache.

*  Minimum: 30— The lowest value to which the dns-max-ttl parameter can be set (in
seconds)

*  Maximum: 2073600— The maximum value (in seconds) for which the dns-max-ttl
parameter can be set.

*  Default: 86400— The value in seconds which the system uses by default.

4. Type done to save your configuration.

SIP Session Agent DNS-SRV Load Balancing

ORACLE

The Oracle Communications Session Border Controller provides the ability to specify an
FQDN (fully qualified domain name) for a destination session-agent. During DNS lookup the
FQDN can resolve to multiple SRV (Resource Record for Servers) records. Each SRV can
resolve to a single IP address via A-Record query.

The Oracle Communications Session Border Controller also supports load balancing behavior
as described in RFC 3263, Session Initiation Protocol (SIP): Locating SIP Servers.

The ping-all-addresses parameter in session-agent configuration mode enables internal load
balancing and RFC 3263 compliance. The Oracle Communications Session Border Controller
monitors the availability of the dynamically resolved IP addresses obtained from DNS using
OPTIONS pings (ping-per-DNS entry). The ping-method and ping-interval for each resolved IP
address is copied from the original session-agent.

Status of Session-Agent:

In Service — if any of dynamically resolved IP addresses is in service
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Out of service — if all dynamically resolved IP addresses is out of service.

The default of ping-all-addresses is disabled, in which case the Oracle Communications
Session Border Controller only pings the first available resolved IP addresses.

With status of each resolved IP addresses above, the Oracle Communications Session Border
Controller recurses through the list of these in-service IP addresses dynamically resolved from
DNS server on 503 response, and stop recursion based upon a configured list of response
values specified by the stop-recurse parameter in sip-interface configuration mode. With
internal load balancing enabled in the session-agent, the Oracle Communications Session
Border Controller provides the ability to select routing destinations based on SRV weights. The
priority/weight algorithm is based on RFC 2782, A DNS RR for specifying the location of
services (DNS SRV).

The Oracle Communications Session Border Controller provides the similar functionality as
that listed above for A-records, the Oracle Communications Session Border Controller selects
the first available routing destinations because there is no priority/weight contained in A-
records.

Session Agent DNS-SRV Load Balancing Configuration

To configure the Oracle Communications Session Border Controller to perform Session-Agent
DNS-SRV load balancing:

1. From superuser mode, use the following command sequence to access sip-config
configuration mode. While in this mode, you configure SAG-based address resolution.

ORACLE# configure termnal

ORACLE( confi gure)# session-router
ORACLE(sessi on-router)# sessi on-agent
ORACLE('sessi on-agent ) #

2. Use the ping-all-addresses parameter to enable Session-Agent DNS-SRV load balancing.

3. Use done, exit, and verify-config to complete Session-Agent DNS-SRV load balancing
configuration.

The show sip agents ACLI command displays the availability of dynamically resolved IP
addresses

ORACLE# show sip agents acne. engr.com
21:46:05-51-router
Session Agent acme. engr.con{core) [In Service] NO ACTIMTY

. Statistics of ALL IPs associated with this SA ....

Destination: 192.168.200.235 In Service
Destination: 192.168.200.231 In Service

DNS-SRV Session Agent Recursion Error Handling

ORACLE

When a session request is sent from the Oracle Communications Session Border Controller to a
session agent, and an error response is received (or a transport failure occurs), the Oracle
Communications Session Border Controller attempts to reroute the message through the list of
dynamically resolved IP addresses. The SBC can be configured to resend session requests
through the list of IP addresses under more failure conditions.

This feature concerns the case when a session agent is configured with an FQDN in the
hostname parameter and the dns-load-balance or ping-all-addresses option is configured. This

(O8]
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configuration sets up the load balancing / redundancy behavior for the SBC to use all addresses
returned in the SRV/A-record for that session agent. In previous versions of the SBC software,
only when a 503 failure from the SA was received would the SBC resend the session request to
the next dynamically resolved IP address (on the SRV/A record list).

By adding the recurse-on-all-failures option to a session agent, the Oracle Communications
Session Border Controller will resend a session request to the next address on the list after a
4xx or 5xx failure response has been received from a session agent.

SA
UAC SBC (test.com)
192.168.1.1
INVITE sip:1234@test.com ——»|
|}——100 Trying
INVITE -
-f}———503 Service Unavailable ———— 192.168.1.2
ACK i/
INVITE -
[-@——480 Temporarily Unavailable | 192.168.1.3
ACK i/
INVITE -
=] 200 OK: < 200 Ok
ACK -
ACK P

If the SBC receives a failure response from the session agent, and the number of that failure is
configured in the stop-recurse parameter, no further session requests will be forwarded to
additional addresses from the SRV/A record list. The error message will be forwarded back to
the UA.

SA
UAC SBC (test.com)
192.168.1.1
INVITE sip:1234@test.com -
|———100 Trying
INVITE >
|-}———503 Service Unavailable 192.168.1.2
ACK >
INVITE -
——480 Temporarily Unavailable
stop-recurse on 480 ACK >
lef——480 Temporarily Unavailable
ACK L
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Interface and Realm Support of DNS Servers

You can configure DNS functionality on a per-network-interface, or per-realm basis.
Configuring DNS servers for your realms means that you can have multiple DNS servers in
connected networks. In addition, this allows you to specify which DNS server to use for a given
realm because the DNS might actually be in a different realm with a different network
interface.

This feature is available for SIP only.
To configure realm-specific DNS in the ACLI:

1. dns-realm—Enter the name of the network interface that is configured for the DNS
service you want to apply in this realm. If you do not configure this parameter, then the
realm will use the DNS information configured in its associated network interface.

DNS Re-query over TCP

The Oracle Communications Session Border Controller DNS supports the truncated (TC)
header bit in DNS responses as defined in RFC 2181 and a re-query over TCP.

DNS queries start on UDP ports with the limit of 512 bytes. Longer responses require that the
result not be cached and that the truncated (TC) header bit is set. After receiving a DNS
response with the TC header set, the Oracle Communications Session Border Controller will
initiate a re-query to the DNS server over TCP. The option dns-tcp-for-truncated-response in
realm-config can be set to no to disable this behavior.

DNS Re-query over TCP Config

ORACLE

Enable feature to support setting the truncated header bit and initiating a DNS re-query over
TCP.

1. Access the realm-config configuration element.

ORACLE# configure termnal

ORACLE( confi gure)# nedi a- manager
ORACLE( medi a- manager ) # real mconfig
ORACLE(real mconfig)#

2. Select the realm-config object to edit.

ORACLE(real mconfig)# sel ect
identifier:
1: realnDl left-left:0 0.0.0.0

selection: 1
ORACLE(real mconfig)#

3. dns-tcp-for-truncated-response— Set the options parameter by typing options, a Space,
a plus sign (+), the option name, and queal sign (=) and then yes or no and then press
Enter. The default behavior is to set the truncated header bit and initiate a DNS re-query
over TCP.

ORACLE(real mconfig)# option +dns-tcp-for-truncated-response=no

4. Type done to save your configuration.
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Configurable DNS Response Size

When a realm is used for DNS queries, the Oracle Communications Session Border Controller
can accept UDP DNS responses configurable up to 65535 bytes.

This functionality is useful when large numbers of SRV records will be returned in a DNS
query thereby eliciting a large-sized DNS response. This behavior should be configured on the
realm where the DNS servers are located.

To extend the valid DNS response size, add the dns-max-response-size option to the realm
configuration. If this option is not configured, the Oracle Communications Session Border
Controller uses the default maximum response size of 512 bytes, and information past the
512th byte will be ignored.

Do not add the dns-max-response-size option to realms where DNS queries are not being
performed. Ensure that the realm where this option is configured is referenced in a transport
realm's dns-realm parameter. Only the local value of the dns-max-response-size option is used
for the realm; there is no inheritance of this value.

DNS Response Size Configuration

1. Access the realm-config configuration element.

ORACLE# configure termnal

ORACLE( confi gure)# nedi a- nenager
ORACLE( nedi a- manager ) # real mconfig
ORACLE(real mconfig)#

2. Select the realm-config object to edit.

ORACLE(real mconfig)# sel ect
identifier:
1: realnDl left-left:0 0.0.0.0

selection: 1
ORACLE(real mconfig)#

3. Add the dns-max-response-size option to the realm with a value between 513 — 65535.
ORACLE(real m confi g) #opti ons dns- nax-response-si ze=4196

4. Type done to save your configuration.

Disabling Recursive DNS Queries for ENUM

ORACLE

By default, the Oracle Communications Session Border Controller (OCSBC) requests DNS
query with recursive searches. The Telecommunication Technology Committee's Standard
JJ-90.31 specifies that ENUM DNS queries be performed iteratively. The OCSBC complies
with this requirement when remote (server) recursive searches are disabled. You can disable
recursive searches on a per enum-config basis.

Remote recursive DNS queries instruct DNS servers to query other servers on behalf of the
requester to resolve the query. Alternatively, the DNS server can return a list of other DNS
servers for the requester to query itself. RFC 1035 specifies that setting the Recursive Data
(RD) bit in the DNS query to 1 requests a remote recursive DNS. Setting RD to 0 requests lists
of other servers.
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By default, the OCSBC sets the RD bit to 1. The user can disable this recursion by configuring
the enum-config element's remote-recursion parameter to disabled.

This feature affects queries associated with the enum-config:
e Health queries

*  CNAM subtype

= ENUM query

Changing this parameter's operational value does not invalidate any current DNS cache entry.
The OCSBC uses the cached information until the cache is aged.

DNS Server Status via SNMP

The Oracle Communications Session Border Controller monitors the status of all configured
DNS servers used by a SIP daemon. If a DNS server goes down, a major alarm is sent. If all
DNS servers used by a SIP daemon are down, a critical alarm is sent. The
apAppsDnsServerStatusChangeTrap is sent for both events.

You can poll the status of a DNS server using the apAppsDNSServerStatusTable in the ap-
apps.mib.

Once the apAppsDnsServerStatusChangeTrap has been sent, a 30 second window elapses until
the server status is checked again. At the 30 second timer expiration, if the server is still down,
another trap and alarm are sent. If the server has been restored to service, the
apAppsDnsServerStatusChangeClearTrap is sent.

Persistent Protocol Tracing

This section explains how to configure persistent protocol tracing to capture specific SIP
protocol message logs and persistently send them off the Oracle Communications Session
Border Controller, even after rebooting the system. This feature is not applicable to log for H.
323 or IWF.

About Persistent Protocol Tracing

ORACLE

You can configure sending protocol message logs off of the Oracle Communications Session
Border Controller, and have that persist after a reboot. You no longer have to manually issue
the notify command each time you reboot.

To support persistent protocol tracing, you configure the following system-config parameters:

» call-trace—Enable/disable protocol message tracing (currently only sipmsg.log and
alg.log) regardless of the process-log-level setting. If the process-log-level is set to trace or
debug, call-trace will not disable.

*  internal-trace—Enable/disable internal ACP message tracing for all processes, regardless
of process-log-level setting. This applies to all *.log (internal ACP message exchange)
files other than sipmsg.log and alg.log. If the process-log-level is set to trace or debug,
call-trace will not disable.

*  log-filter—Determine what combination of protocol traces and logs are sent to the log
server defined by the process-log-ip parameter value. You can also fork the traces and logs,
meaning that you keep trace and log information in local storage as well as sending it to
the server. You can set this parameter to any of the following values: none, traces, traces-
fork, logs, logs, all, or all-fork.
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The Oracle Communications Session Border Controller uses the value of this parameter in
conjunction with the process-log-ip and process-log-port values to determine what
information to send. If you have configured the proc-log-ip and proc-log-port parameters,
choosing traces sends just the trace information (provided they are turned on), logs sends
only process logs (log.*), and all sends everything (which is the default).

About the Logs

When you configure persistent protocol tracing, you affect the following types of logs.

j" Note:

Enabling logs can have an impact on Oracle Communications Session Border
Controller performance.

Process Logs

Events are logged to a process log flow from tasks and are specific to a single process running
on the Oracle Communications Session Border Controller. By default they are placed into
individual files associated with each process with the following name format:

log.<taskname>

By setting the new log-filter parameter, you can have the logs sent to a remote log server (if
configured). If you set log-filter to logs or all, the logs are sent to the log server. Otherwise, the
logs are still captured at the level the process-log-level parameter is set to, but the results are
stored on the Oracle Communications Session Border Controller’s local storage.

Communication Logs

These are the communication logs between processes and system management. The logs are
usually named <name>.log, with <name> being the process name. For example, sipd.log.

This class of log is configured by the new internal-trace parameter.

Protocol Trace Logs

The only protocol trace logs included at this time are sipmsg.log for SIP. The H.323 system
tracing is not included. All of the logs enabled with the call-trace parameter are sent to remote
log servers, if you also set the log-filter parameter to logs or all.

Persistent Protocol Tracing Configuration

Before you configure persistent protocol tracing, ensure you have configured the process logs
by setting the system configuration’s process-log-ip parameter.

To configure persistent protocol tracing:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure term nal
2. Type system and press Enter to access the system-level configuration elements.

ORACLE(configure)# system
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3. Type system-config and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE(system # systemconfig
ORACLE( syst em confi g) #

4. call-trace—Set to enabled to enable protocol message tracing for sipmsg.log for SIP. The
default is disabled. The valid values are:

* enabled | disabled

5. internal-trace—Set to enabled to enable internal ACP message tracing for all processes.
The default is disabled. The valid values are:

* enabled | disabled

6. log-filter—Choose the appropriate setting for how you want to send and/or store trace
information and process logs. The valid values are:

«  none—No information will be sent or stored.

*  traces—Sends the trace information to both the log server; includes <name>.log files
that contain information about the Oracle Communications Session Border
Controller’s internal communication processes (<name> is the name of the internal
process)

» traces-fork—Sends the trace information to both the log server and also keeps it in
local storage; includes <name>.log files that contain information about the Oracle
Communications Session Border Controller’s internal communication processes
(<name> is the name of the internal process)

*  logs—Sends the process logs to both the log server; includes log.* files, which are
Oracle Communications Session Border Controller process logs

*  logs-fork—Sends the process logs to both the log server and also keeps it in local
storage; includes log.* files, which are Oracle Communications Session Border
Controller process logs

« all—Sends all logs to the log servers that you configure

* all-fork—Sends all logs to the log servers that you configure, and it also keeps the
logs in local storage

7. Save and activate your configuration.

System Access Control

ORACLE

You can configure a system access control list (ACL) for your Oracle Communications Session
Border Controller that determines what traffic the Oracle Communications Session Border
Controller allows over its management interface (wancom0). By specifying who has access to
the Oracle Communications Session Border Controller via the management interface, you can
provide DoS protection for this interface.

Using a list of IP addresses and subnets that are allowable as packet sources, you can configure
what traffic the Oracle Communications Session Border Controller accepts and what it denies.
All IP packets arriving on the management interface are subject; if it does not match your
configuration for system ACL, then the Oracle Communications Session Border Controller
drops it.
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f Note:

All IP addresses configured in the SNMP community table are automatically permitted.

Adding an ACL for the Management Interface

The new subconfiguration system-access-list is now part of the system configuration, and its
model is similar to host routes. For each entry, you must define an IP destination address and
mask; you can specify either the individual host or a unique subnet.

If you do not configure this list, then there will be no ACL/DoS protection for the Oracle
Communications Session Border Controller’s management interface.

You access the system-access-list via system path, where you set an IP address and netmask.
You can configure multiple system ACLs using this configuration.

To add an ACL for the management interface:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure term nal
2. Type system and press Enter to access the signaling-level configuration elements.

ORACLE(configure)# system
ORACLE( system #

3. Type system-access-list and press Enter.

ORACLE(system # system access-|i st
ORACLE(system access-list)#

4. source-address—Enter the IP address representing for the source network for which you
want to allow traffic over the management interface.

5. netmask—Enter the netmask portion of the source network for the traffic you want to
allow. The netmask is in dotted decimal notation.

Notes on Deleting System ACLs

ORACLE

If you delete a system ACL from your configuration, the Oracle Communications Session
Border Controller checks whether or not there are any active SFTP or SSH client was granted
access when the entry was being removed. If such a client were active during ACL removal, the
Oracle Communications Session Border Controller would warn you about the condition and
ask you to confirm the deletion. If you confirm the deletion, then the Oracle Communications
Session Border Controller’s session with the active client is suspended.

The following example shows you how the warning message and confirmation appear. For this
example, and ACLI has been deleted, and the user is activating the configuration that reflects
the change.

ORACLE # activate-config

bj ect deleted will cause service disruption:

systemaccess-list: identifier=172.30.0.24

** WARNING Renoval of this systemACL entry will result
in the lockout of a current SFTP client

Changes coul d affect service, continue (y/n) vy

Activate-Config received, processing.
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System TCP Keepalive Settings

You can configure the Oracle Communications Session Border Controller to control TCP
connections by setting:

e The amount of time the TCP connection is idle before the Oracle Communications Session
Border Controller starts sending keepalive messages to the remote peer

e The number of keepalive packets the Oracle Communications Session Border Controller
sends before terminating the TCP connection

If TCP keepalive fails, then the Oracle Communications Session Border Controller will drop
the call associated with that TCP connection.

In the ALCI, a configured set of network parameters appears as follows:

net wor k- par anet er s

tcp-keepinit-tinmer 75
t cp- keepal i ve- count 4
tcp-keepal ive-idle-tinmer 400
tcp-keepalive-interval -timer 75
t cp- keepal i ve- node 0

Then you apply these on a per-interface basis. For example, the H.323 interface (stack)
configuration allows you to enable or disabled use of the network parameters settings.

System TCP Keepalive Configuration

ORACLE

TCP setting are global, and then enabled or disabled on a per-interface basis.

To configure TCP keepalive parameters on your Oracle Communications Session Border
Controller:

j" Note:

If you want to use the default values for TCP keepalive, you do not need to take Steps 1
through 4. You can simply set the TCP keepalive function in the H.323 stack
configuration, and the defaults for network parameters will be applied.

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure term nal

2. Type system and press Enter to access the system-related configurations.
ORACLE(configure)# system

3. Type network-parameters and press Enter. The system prompt changes to let you know
that you can begin configuring individual parameters.

ORACLE( syst em) # networ k- paraneters
ORACLE( net wor k- par anet er s) #

4. tcp-keepinit-timer—If a TCP connection cannot be established within some amount of
time, TCP will time out the connect attempt. It can be used to set the initial timeout period
for a given socket, and specifies the number of seconds to wait before the connect attempt
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is timed out. For passive connections, this value is inherited from the listening socket. The
default is 75. The valid range is:

¢ Minimum—0
e Maximum—999999999,

5. tcp-keepalive-count—Enter the number of packets the Oracle Communications Session
Border Controller sends to the remote peer before it terminates the TCP connection. The
default is 8. The valid range is:

¢ Minimum—O0
e Maximum—223-1

6. tcp-keepalive-idle-timer—Enter the number of seconds of idle time before TCP keepalive
messages are sent to the remote peer if the SO-KEEPALIVE option is set. This option is
set via the h323-stack configuration element. The default is 7200. The valid range is:

¢ Minimum—30
e Maximum—7200

7. tcp-keepalive-interval-timer—When the SO KEEPALIVE option is enabled, TCP
probes a connection that has been idle for some amount of time. If the remote system does
not respond to a keepalive probe, TCP retransmits the probe after a set amount of time.
This parameter specifies the number of seconds to wait before retransmitting a keepalive
probe. The default value is 75 seconds. The valid range is:

e Minimum—15
¢ Maximum—75

8. tcp-keepalive-mode—Set the TCP keepalive response sequence number. The default is 0.
The valid values are:

*  0—The sequence number is sent un-incremented
e 1—The number is incremented
*  2—No packets are sent

e 3—Send RST (normal TCP operation)

Configurable TCP Timers

You can configure your Oracle Communications Session Border Controller to detect failed TCP
connections more quickly so that data can be transmitted via an alternate connection before
timers expire. Across all protocols, you can now control the following for TCP:

e Connection establishment
e Data retransmission
e Timer for idle connections

These capabilities all involve configuring an options parameter that appears in the network
parameters configuration.

Configuring TCP Connection Establishment

To establish connections, TCP uses a three-way handshake during which two peers exchange
TCP SYN messages to request and confirm the active open connection. In attempting this
connection, one peer retransmits the SYN messages for a defined period of time if it does not
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receive acknowledgement from the terminating peer. You can configure the amount of time in
seconds between the retries as well as how long (in seconds) the peer will keep retransmitting
the messages.

You set two new options in the network parameters configuration to specify these amounts of
time: atcp-syn-rxmt-interval and atcp-syn-rxmt-maxtime.

Note that for all configured options, any values entered outside of the valid range are silently
ignored during configuration and generate a log when you enter the activate command.

To configure TCP connection establishment:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure termnal
2. Type system and press Enter.

ORACLE(configure)# system
ORACLE( system #

3. Type network-parameters and press Enter.

ORACLE( syst em) # net wor k- paraneters
ORACLE( net wor k- par anet er s) #

4. options—Set the options parameter by typing options, a Space, the option name atcp-syn-
rxmt-interval=x (where x is a value in seconds between 2 and 10) with a plus sign in front
of it. Then press Enter. This value will be used as the interval between TCP SYN messages
when the Oracle Communications Session Border Controller is trying to establish a
connection with a remote peer.

Now enter a second option to set the maximum time for trying to establish a TCP
connection. Set the options parameter by typing options, a Space, the option name atcp-
syn-rxmt-maxtime=x (where x is a value in seconds between 5 and 75) with a plus sign in
front of it. Then press Enter.

ORACLE( net wor k- par anet ers) # options +atcp-syn-rxnt-interval =5
ORACLE( net wor k- par anet ers) # options +atcp-syn-rxnt - naxti me=30

If you type the option without the plus sign, you will overwrite any previously
configured options. In order to append the new options to the configuration’s options
list, you must prepend the new option with a plus sign as shown in the previous
example.

# Note:

atcp-syn-rxmt-maxtime=x option is equivalent to the tcp-keepinit-timer
parameter, but only affects ATCP.

5. Save and activate your configuration.

Configuring TCP Data Retransmission

ORACLE

TCP is considered reliable in part because it requires that entities receiving data must
acknowledge transmitted segments. If data segments go unacknowledged, then they are
retransmitted until they are finally acknowledged or until the maximum number of retries has
been reached. You can control both the number of times the Oracle Communications Session
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Border Controller tries to retransmit unacknowledged segments and the periodic interval (how
often) at which retransmissions occur.

You set two new options in the network parameters configuration to specify how many
retransmissions are allowed and for how long: atep-rxmt-interval and atcp-rxmt-count.

To configure TCP data retransmission:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure termnal
2. Type system and press Enter.

ORACLE(configure)# system
ORACLE( system #

3. Type network-parameters and press Enter.

ORACLE(system # networ k- paranet ers
ORACLE( net wor k- par anet er s) #

4. options—Set the options parameter by typing options, a Space, the option name atcp-
rxmt-interval=x (where x is a value in seconds between 2 and 60) with a plus sign in front
of it. Then press Enter. This value will be used as the interval between retransmission of
TCP data segments that have not been acknowledged.

Now enter a second option to set the number of times the Oracle Communications Session
Border Controller will retransmit a data segment before it declares the connection failed.
Set the options parameter by typing options, a Space, the option name atcp-rxmt-count=x
(where x is a value between 4 and 12 representing how many retransmissions you want to
enable) with a plus sign in front of it. Then press Enter.

ORACLE( net wor k- paramet ers) # options +atcp-rxnt-interval =30
ORACLE( net wor k- par amet ers) # options +at cp-rxnt-count =6

If you type the option without the plus sign, you will overwrite any previously
configured options. In order to append the new options to the configuration’s options
list, you must prepend the new option with a plus sign as shown in the previous
example.

5. Save and activate your configuration.

Timer for Idle Connections

ORACLE

When enabled to do so, the Oracle Communications Session Border Controller monitors
inbound TCP connections for inactivity. These are inbound connections that the remote peer
initiated, meaning that the remote peer sent the first SYN message. You can configure a timer
that sets the maximum amount of idle time for a connection before the Oracle Communications
Session Border Controller consider the connection inactive. Once the timer expires and the
connection is deemed inactive, the Oracle Communications Session Border Controller sends a
TCP RST message to the remote peer.

To configure the timer for TCP idle connections:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure termnal

2. Type system and press Enter.

ORACLE(configure)# system
ORACLE( syst em #
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3. Type network-parameters and press Enter.

ORACLE(system # networ k- paraneters
ORACLE( net wor k- par anet er s) #

4. options—Set the options parameter by typing options, a Space, the option name atcp-idle-
timer=x (where x is a value in seconds between 120 and 7200) with a plus sign in front of
it. Then press Enter. This value will be used to measure the activity of TCP connections;
when the inactivity on a TCP connection reaches this value in seconds, the Oracle
Communications Session Border Controllerdeclares it inactive and drops the session.

ORACLE( net wor k- paramet ers) # options +atcp-idle-tinmer=900
If you type the option without the plus sign, you will overwrite any previously
configured options. In order to append the new options to the configuration’s options

list, you must prepend the new option with a plus sign as shown in the previous
example.

5. Save and activate your configuration.

RAMdrive Log Cleaner

The RAMdrive log cleaner allows the Oracle Communications Session Border Controller to
remove log files proactively and thereby avoid situations where running low on RAMdrive
space is a danger. Because even a small amount of logging can consume a considerable space,
you might want to enable the RAMdrive log cleaner.

The RAMdrive cleaner periodically checks the remaining free space in the RAMdrive and,
depending on the configured threshold, performs a full check on the /ramdrv/logs directory.
During the full check, the RAMdrive cleaner determines the total space logs files are using and
deletes log files that exceed the configured maximum lifetime. In addition, if the cleaner finds
that the maximum log space has been exceeded or the minimum free space is not sufficient, it
deletes older log files until the thresholds are met.

Not all log files, however, are as active as others. This condition affects which log files the log
cleaner deletes to create more space in RAMdrive. More active log files rotate through the
system more rapidly. So, if the log cleaner were to delete the oldest of these active files, it
might not delete less active logs files that could be older than the active ones. The log cleaner
thus deletes files that are truly older, be they active or inactive.

Applicable Settings

ORACLE

In the system configuration, you establish a group of settings in the options parameter that
control the log cleaner’s behavior:

*  ramdrv-log-min-free—Minimum percent of free space required when rotating log files.
When the amount of free space on the RAMdrive falls below this value, the log cleaner
deletes the oldest copy of the log file. The log cleaner also uses this setting when
performing period cleaning.

*  ramdrv-log-max-usage—Maximum percent of the RAMdrive the log files can use.
The log cleaner removes old log files to maintain this threshold.

*  ramdrv-log-min-check—Minimum percent of free space on the RAMdrive that triggers
the log cleaner to perform a full check of log files.

*  ramdrv-min-log-check—Minimum time (in seconds) between log cleaner checks.
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*  ramdrv-max-log-check—Maximum time (in seconds) between log cleaner checks. This
value must be greater than or equal to the ramdrv-min-log-check.

*  ramdrv-log-lifetime—Maximum lifetime (in days) for log files. You give logs unlimited
lifetime by entering a value of 0.

Clean-Up Procedure

The log cleaner checks the amount of space remaining in the RAMdrive and performs a full
check of the logs directory when:

*  Free space is less than the minimum percent of the RAMdrive that triggers a full check of
log files

e The amount of free space has changed by more than 5% of the RAMdrive capacity since
the last full check

e A full check of the logs directory has not been performed in the last hour

When it checks the logs directory, the log cleaner inventories the collected log files. It identifies
each files as one of these types:

e Process log—TFiles beginning with log.

e Internal trace file—A <task>.log file

e Protocol trace file—Call trace including sipmsg.log, dns.log, sipddns.log, and alg.log
*  CDR file—File beginning with cdr

Next, the log cleaner determines the age of the log files using the number of seconds since the
log files were created. Then it orders the files from oldest to newest. The age adjusts such that it
always increases as the log file sequence number (a suffix added by file rotation) increases. The
log cleaner applies an additional weighting factor to produce a weighted age that favors the
preservation of protocol traces files over internal trace files, and internal trace files over process
log files. The base log file and CDR files are excluded from the age list and so will not be
deleted; the accounting configuration controls CDR file aging.

With the age list constructed, the log cleaner examines the list from highest weighted age to
lowest. If the actual file age exceeds the RAMdrive maximum log lifetime, the log cleaner
deletes it. Otherwise, the log cleaner deletes files until the maximum percent of RAMdrive that
logs can use is no longer exceeded and until the minimum percent of free space required when
rotating logs is available.

Clean-Up Frequency

ORACLE

The minimum free space that triggers a full check of log files and the maximum time between
log file checks control how often the log cleaner performs the clean-up procedure. When it
completes the procedure, the log cleaner determines the time interval until the next required
clean-up based on the RAMdrive’s state.

If a clean-up results in the deletion of one or more log files or if certain thresholds are
exceeded, frequency is based on the minimum time between log cleaner checks. Otherwise, the
system gradually increases the interval up to the maximum time between log cleaner checks.
The system increases the interval by one-quarter of the difference between the minimum and
maximum interval, but not greater than one-half the minimum interval or smaller than 10
seconds. For example, using the default values, the interval would be increased by 30 seconds.
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RAMdrive Log Cleaner Configuration

ORACLE

You configure the log cleaner’s operating parameters and thresholds in the system
configuration. Note that none of these settings is RTC-supported, so you must reboot your
Oracle Communications Session Border Controller in order for them to take effect. If you are
using this feature on an HA node, however, you can add this feature without impact to service
by activating the configuration, rebooting the standby, switching over to make the newly booted
standby active, and then rebooting the newly standby system.

Unlike other values for options parameters, the Oracle Communications Session Border
Controller validates these setting when entered using the ACLI. If any single value is invalid,
they all revert to their default values.

To configure the RAMdrive log cleaner:

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure term nal
ORACLE(configure) #

Type system and press Enter.

ORACLE(configure)# system
ORACLE( system #

Type system-config and press Enter.

ORACLE(system # systemconfig
ORACLE( syst em confi g) #

options—Set the options parameter by typing options, a Space, <option name>=X (where
X is the value you want to use) with a plus sign in front of it. Then press Enter.

Remember that if any of your settings are invalid, the Oracle Communications Session
Border Controller changes the entire group of these options back to their default settings.

The following table lists and describes the supported options.

e ramdrv-log-min-free—Minimum percent of free space required when rotating log
files. When the amount of free space on the RAMdrive falls below this value, the log
cleaner deletes the oldest copy of the log file. The log cleaner also uses this setting
when performing period cleaning.

—  Default: 40
—  Minimum: 15
—  Maximum: 75

*  ramdrv-log-max-usage—Maximum percent of the RAMdrive the log files can use.
The log cleaner removes old log files to maintain this threshold.

—  Default: 40
—  Minimum: 15
—  Maximum: 75

e ramdrv-log-min-check—Minimum percent of free space on the RAMdrive that
triggers the log cleaner to perform a full check of log files.

—  Default: 50

—  Minimum: 25



Chapter 3
Configurable Alarm Thresholds and Traps

—  Maximum: 75

*  ramdrv-min-log-check—Maximum time (in seconds) between log cleaner checks.
This value must be greater than or equal to the ramdrv-min-log-check.

—  Default: 180
—  Minimum: 40
—  Maximum: 1800

*  ramdrv-log-lifetime—Maximum lifetime (in days) for log files. You give logs
unlimited lifetime by entering a value of 0.

—  Default: 30

—  Minimum: 2

—  Maximum: 9999

Default=30; Minimum=2; Maximum=9999

ORACLE(system config)# options +randrv-1og-mn-free=50
ORACLE( system config)# options +randrv-| og- max- usage=50
ORACLE(system config)# options +randrv-|og-m n-check=35
ORACLE(system config)# options +randrv-m n-|og-check=120
ORACLE( syst em confi g)# options +ramdrv-nax-|og-free=1500
ORACLE(system config)# options +randrv-log-1ifetime=7

If you type options and then the option value for either of these entries without the plus
sign, you will overwrite any previously configured options. In order to append the new
options to this configuration’s options list, you must prepend the new option with a plus
sign as shown in the previous example.

Reboot your Oracle Communications Session Border Controller.

Configurable Alarm Thresholds and Traps

The Oracle Communications Session Border Controller supports user-configurable threshold
crossing alarms. These configurations let you identify system conditions of varying severity
which create corresponding alarms of varying severity. You configure an alarm threshold type
which indicates the resource to monitor. The available types are:

ORACLE

cpu — CPU utilization monitored as a percentage of total CPU capacity

memory — memory utilization monitored as a percentage of total memory available

f Note:

When you configure an alarm-threshold for memory with severity set to critical,
the Oracle Communications Session Border Controller will stop processing traffic
if that configured value is reached, regardless of how low the value is.

sessions — allowed utilization monitored as a percentage of session capacity

space — remaining disk space (configured in conjunction with the volume parameter - see
the Storage Expansion Module Monitoring section of the Accounting Guide for more
information.)

deny-allocation — denied entry utilization monitored as a percentage of reserved, denied
entries.



Chapter 3
Configurable Alarm Thresholds and Traps

For the alarm type you create, the Oracle Communications Session Border Controller can
monitor for 1 through 3 severity levels as minor, major, and critical. Each of the severities is
configured with a corresponding value that triggers that severity. For example the configuration
for a CPU alarm that is enacted when CPU usage reaches 50%:

al armthreshol d

type cpu
severity m nor
val ue 50

You may create addition CPU alarms for increasing severities. For example:

alarmthreshol d

type cpu
severity critical
val ue 90

The alarm state is enacted when the resource defined with the type parameter exceeds the value
parameter. When the resource drops below the value parameter, the alarm is cleared.

SNMP Traps

ORACLE

When a configured alarm threshold is reached, the Oracle Communications Session Border
Controller sends an apSysMgmtGroupTrap. This trap contains the resource type and value for
the alarm configured in the alarm-threshold configuration element. The trap does not contain
information associated with configured severity for that value.

apSysMnt G oupTr ap NOTI FI CATI ON- TYPE
OBJECTS { apSysMynt TrapType, apSysMynt TrapVal ue }
STATUS current
DESCRI PTI ON

" The trap will generated if value of the monitoring object
exceeds a certain threshold. "
.= { apSystenManagenent Notifications 1 }

When the resource usage retreats below a configured threshold, the Oracle Communications
Session Border Controller sends an apSysMgmtGroupClearTrap.

apSysMynt G oupd ear Trap NOTI FI CATI ON- TYPE
OBJECTS { apSysMynt TrapType }
STATUS current
DESCRI PTI ON

" The trap will generated if value of the monitoring object

returns to within a certain threshold. This signifies that

an alarm caused by that nonitoring object has been cleared. "
.= { apSystenhMhnagenent Notifications 2 }

The alarm and corresponding traps available through the User Configurable Alarm Thresholds
functionality are summarized in the following table.

Alarm Severity Cause Actions

CPU minor high CPU usage apSysMgmtGroupTrap sent with
major apSysCPUULtil
critical apSysMgmtTrapValue

memory minor high memory apSysMgmtGroupTrap sent with
major usage apSysMemoryUtil
critical apSysMgmtTrapValue



Chapter 3
Configurable Alarm Thresholds and Traps

Alarm Severity Cause Actions
sessions minor high apSysMgmtGroupTrap sent with
major provisioned apSysLicenseCapacity
critical usage apSysMgmtTrapValue
space minor high HDD apSysMgmtStorageSpaceAvailThresholdTrap
major usage, per sent with:
critical volume apSysMgmtSpaceAvailCurrent

apSysMgmtSpaceAvailMinorThreshold
apSysMgmtSpaceAvailMajorThreshold
apSysMgmtSpaceAvailCritical Threshold
apSysMgmtPartitionPath

deny allocation minor high usage of  apSysMgmtGroupTrap sent with
major denied ACL apSysCurrentEndptsDenied
critical entries apSysMgmtTrapValue

Alarm Thresholds Configuration

ORACLE

To configure alarm thresholds:

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure term nal

Type system and press Enter to access the system-level configuration elements.
ORACLE(configure)# system

Type system-config and press Enter.

ORACLE(systen) # systemconfig
ORACLE( syst em confi g) #

Type alarm-threshold and press Enter. The system prompt changes to let you know that
you can begin configuring individual parameters.

ORACLE( system config)# al armthreshol d
ORACLE(al arm t hr eshol d) #

type — Enter the type of resource which this alarm monitors. Valid values include:
*  cpu

°  memory

e sessions

*  space

e deny-allocation

volume — Enter the logical disk volume this alarm monitors (used only in conjunction
when type = space).

severity — Set the severity of the threshold. Valid values include:

e  minor
*  major
e critical
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8. value — Enter the value from 1 to 99, indicating the percentage, which when exceeded
generates an alarm.

9. Save and activate your configuration.

Alarm Synchronization

Caveats

Two trap tables in the ap-smgmt.mib record trap information for any condition on the Oracle
Communications Session Border Controller that triggers an alarm condition. You can poll these
two tables from network management systems, OSS applications, and the Session Delivery
Manager to view the fault status on one or more Oracle Communications Session Border
Controller s.

The two trap tables that support alarm synchronization, and by polling them you can obtain
information about the current fault condition on the Oracle Communications Session Border
Controller . These tables are:

« apSysMgmtTrapTable—You can poll this table to obtain a summary of the Oracle
Communications Session Border Controller ’s current fault conditions. The table records
multiples of the same trap type that have occurred within a second of one another and have
different information. Each table entry contains the following:

—  Trap identifier

—  System time (synchronized with an NTP server)
—  sysUpTime

— Instance number

—  Other trap information for this trap identifier

* apSysMgmtTrapInformationTable—You can poll this table to obtain further details about
the traps recorded in the apSysMgmtTrapTable table. The following information appears:

—  Data index

—  Data type

—  Data length

—  The data itself (in octets)

Trap tables do not record information about alarm severity.

The apSysMgmtTrapTable can hold up to 1000 entries, and you can configure the number of
days these entries stay in the table for a maximum of seven days. If you set this parameter to 0
days, the feature is disabled. And if you change the setting to 0 days from a greater value, then
the Oracle Communications Session Border Controller purges the tables.

Note that the Oracle Communications Session Border Controller does not replicate alarm
synchronization table data across HA nodes. That is, each Oracle Communications Session
Border Controller in an HA node maintains its own tables.

Alarm Synchronization Configuration

ORACLE

You turn on alarm synchronization in the system configuration.

To use alarm synchronization:
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1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure term nal
ORACLE(configure) #

2. Type system and press Enter.

ORACLE(configure)# system
ORACLE( system #

3. Type system-config and press Enter.

ORACLE(system # systemconfig
ORACLE(system config)#

4. trap-event-lifetime—To enable alarm synchronization—and cause the Oracle
Communications Session Border Controller to record trap information in the
apSysMgmtTrapTable and the apSysMgmtTrapInformationTable—set this parameter to the
number of days you want to keep the information. Leaving this parameter set to 0 (default)
turns alarm synchronization off, and you can keep information in the tables for up to 7
days. 7 is the maximum value for this parameter.

Accounting Configuration

The Oracle Communications Session Border Controller offers support for RADIUS, an
accounting, authentication, and authorization (AAA) system. In general, RADIUS servers are
responsible for receiving user connection requests, authenticating users, and returning all
configuration information necessary for the client to deliver service to the user.

You can configure your Oracle Communications Session Border Controller to send call
accounting information to one or more RADIUS servers. This information can help you to see
usage and QoS metrics, monitor traffic, and even troubleshoot your system.

This guide contains all RADIUS information, as well as information about:

*  Accounting for SIP and H.323

e Local CDR storage on the Oracle Communications Session Border Controller , including
CSYV file format settings

e The ability to send CDRs via FTP to a RADIUS sever (the FTP push feature)
e Per-realm accounting control

e Configurable intermediate period

*  RADIUS CDR redundancy

*  RADIUS CDR content control

Stream Control Transfer Protocol Overview

ORACLE

The Stream Control Transmission Protocol (SCTP) was originally designed by the Signaling
Transport (SIGTRAN) group of IETF for Signalling System 7 (SS7) transport over IP-based
networks. It is a reliable transport protocol operating on top of an unreliable connectionless
service, such as IP. It provides acknowledged, error-free, non-duplicated transfer of messages
through the use of checksums, sequence numbers, and selective retransmission mechanism.

SCTP is designed to allow applications, represented as endpoints, communicate in a reliable
manner, and so is similar to TCP. In fact, it has inherited much of its behavior from TCP, such
as association (an SCTP peer-to-peer connection) setup, congestion control and packet-loss
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detection algorithms. Data delivery, however, is significantly different. SCTP delivers discrete
application messages within multiple logical streams within the context of a single association.
This approach to data delivery is more flexible than the single byte-stream used by TCP, as
messages can be ordered, unordered or even unreliable within the same association.

SCTP Packets

SCTP packets consist of a common header and one or more chunks, each of which serves a
specific purpose.

*  DATA chunk — carries user data
e INIT chunk — initiates an association between SCTP endpoints
e INIT ACK chunk — acknowledges association establishment

*  SACK chunk — acknowledges received DATA chunks and informs the peer endpoint of
gaps in the received subsequences of DATA chunks

*  HEARTBEAT chunk — tests the reachability of an SCTP endpoint

«  HEARTBEAT ACK chunk — acknowledges reception of a HEARTBEAT chunk
e ABORT chunk — forces an immediate close of an association

* SHUTDOWN chunk — initiates a graceful close of an association

«  SHUTDOWN ACK chunk — acknowledges reception of a SHUTDOWN chunk
*  ERROR chunk — reports various error conditions

*  COOKIE ECHO chunk — used during the association establishment process

*  COOKIE ACK chunk — acknowledges reception of a COOKIE ECHO chunk

*  SHUTDOWN COMPLETE chunk — completes a graceful association close

SCTP Terminology

ORACLE

This section defines some terms commonly found in SCTP standards and documentation.
SCTP Association

is a connection between SCTP endpoints. An SCTP association is uniquely identified by the
transport addresses used by the endpoints in the association. An SCTP association can be
represented as a pair of SCTP endpoints, for example, assoc = { [[Pv4Addr : PORT1],
[[Pv4Addrl, IPv4Addr2: PORT2]}.

Only one association can be established between any two SCTP endpoints.
SCTP Endpoint

is a sender or receiver of SCTP packets. An SCTP endpoint may have one or more IP address
but it always has one and only one SCTP port number. An SCTP endpoint can be represented
as a list of SCTP transport addresses with the same port, for example, endpoint = [[Pv6Addr,
IPv6Addr: PORT].

An SCTP endpoint may have multiple associations.

SCTP Path
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is the route taken by the SCTP packets sent by one SCTP endpoint to a specific destination
transport address or its peer SCTP endpoint. Sending to different destination transport
addresses does not necessarily guarantee separate routes.

SCTP Primary Path

is the default destination source address, the IPv4 or IPv6 address of the association initiator.
For retransmissions however, another active path may be selected, if one is available.

SCTP Stream

is a unidirectional logical channel established between two associated SCTP endpoints. SCTP
distinguishes different streams of messages within one SCTP association. SCTP makes no
correlation between an inbound and outbound stream.

SCTP Transport Address

is the combination of an SCTP port and an IP address. For the current release, the IP address
portion of an SCTP Transport Address must be a routable, unicast [Pv4 or IPv6 address.

An SCTP transport address binds to a single SCTP endpoint.

SCTP Message Flow

ORACLE

Before peer SCTP users (commonly called endpoints) can send data to each other, an
association (an SCTP connection) must be established between the endpoints. During the
association establishment process a cookie mechanism is employed to provide protection
against security attacks. The following figure shows a sample SCTP association establishment
message flow.

Endpointl Endpoint2

SCTP Packet (INIT cChunk)

SCTP Packet (INIT ACK Chunk)

SCTP Packet (COOKIE ECHO chunk)

SCTP Packet (COOKIE ACK Chunk)

Endpointl initiates the association by sending Endpoint2 an SCTP packet that contains an INIT
chunk, which can include one or more IP addresses used by the initiating endpoint. Endpoint2
acknowledges the initiation of an SCTP association with an SCTP packet that contains an

INIT ACK chunk. This chunk can also include one or more IP addresses at used by the
responding endpoint.
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Both the INIT chuck (issued by the initiator) and INIT ACK chunk (issued by the responder)
specify the number of outbound streams supported by the association, as well as the maximum
inbound streams accepted from the other endpoint.

Association establishment is completed by a COOKIE ECHO/COOKIE ACK exchange that
specifies a cookie value used in all subsequent DATA exchanges.

Once an association is successfully established, an SCTP endpoint can send unidirectional data
streams using SCTP packets that contain DATA chunks. The recipient endpoint acknowledges
with an SCTP packet containing a SACK chunk.

SCTP monitors endpoint reachability by periodically sending SCTP packets that contain
HEARTBEAT chunks. The recipient endpoint acknowledges receipt, and confirms availability,
with an SCTP packet containing a HEARBEAT ACK chunk.

Either SCTP endpoint can initiate a graceful association close with an SCTP packet that
contains a SHUTDOWN chunk. The recipient endpoint acknowledges with an SCTP packet
containing a SHUTDOWN ACK chunk. The initiating endpoint concludes the graceful close
with an SCTP packet that contains a SHUTDOWN COMPLETE chunk.

‘llHHHHIHHII’

SCTP Packet (SHUTDOWN Chunk)

Endpoint2

SCTP Packet (SHUTDOWN ACK chunk)

SCTP Packet (SHUTDOWN COMPLETE cChunk)
-

Congestion Control

SCTP congestion control mechanism is similar to that provided by TCP, and includes slow
start, congestion avoidance, and fast retransmit. In SCTP, the initial congestion window

(cwnd ) is set to the double of the maximum transmission unit (MTU) while in TCP, it is
usually set to one MTU. In SCTP, cwnd increases based on the number of acknowledged bytes,
rather than the number of acknowledgements in TCP. The larger initial cwnd and the more
aggressive cwnd adjustment provided by SCTP result in a larger average congestion window
and, hence, better throughput performance than TCP.

Multi-Streaming

ORACLE

SCTP supports streams as depicted in the following figure which depicts an SCTP association
that supports three streams.

(O8]
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Stream 0 - )

( -~ Stream 1 >
C Stream n - )

N

Endpointl Endpoint2

The multiple stream mechanism is designed to solve the head-of-the-line blocking problem of
TCP. Therefore, messages from different multiplexed flows do not block one another.

A stream can be thought of as a sub-layer between the transport layer and the upper layer.
SCTP supports multiple logical streams to improve data transmission throughput. As shown in
the above figure, SCTP allows multiple unidirectional streams within an association. This
multiplexing/de-multiplexing capability is called multi-streaming and it is achieved by
introducing a field called Stream Identifier contained in every DATA chunk) that is used to
differentiate segments in different streams.

SIP transactions are mapped into SCTP streams as described in Section 5.1 of RFC 4168. In
what it describes as the simplest way, the RFC suggests (keyword SHOULD) that all SIP
messages be transmitted via Stream 0 with the U bit set to 1.

On the transmit side, the current SCTP implementation follows the RFC 4168 recommendation.
On the receiving side, a SIP entity must be prepared to receive SIP messages over any stream.

Delivery Modes

ORACLE

SCTP supports two delivery modes, ordered and unordered . Delivery mode is specified by the
U bit in the DATA chunk header — if the bit is clear (0), ordered delivery is specified; if the bit
is set (1), unordered delivery is specified.

Within a stream, an SCTP endpoint must deliver ordered DATA chunks (received with the U bit
set to 0) to the upper layer protocol according to the order of their Stream Sequence Number .
Like the U bit, the Stream Sequence Number is a field within the DATA chunk header, and
serves to identify the chunk’s position with the message stream. If DATA chunks arrive out of
order of their Stream Sequence Number, the endpoint must delay delivery to the upper layer
protocol until they are reordered and complete.

Unordered DATA chunks (received with the U bit set to 1) are processed differently. When an
SCTP endpoint receives an unordered DATA chunk, it must bypass the ordering mechanism
and immediately deliver the data to the upper layer protocol (after reassembly if the user data is
fragmented by the sender). As a consequence, the Stream Sequence Number field in an
unordered DATA chunk has no significance. The sender can fill it with arbitrary value, but the
receiver must ignore any value in field.
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When an endpoint receives a DATA chunk with the U flag set to 1, it must bypass the ordering
mechanism and immediately deliver the data to the upper layer (after reassembly if the user
data is fragmented by the data sender).

Unordered delivery provides an effective way of transmitting out-of-band data in a given
stream. Note also, a stream can be used as an unordered stream by simply setting the U bit to 1
in all DATA chunks sent through that stream.

Multi-Homing

Call control applications for carrier-grade service require highly reliable communication with
no single point of failure. SCTP can assist carriers with its multi-homing capabilities. By
providing different paths through the network over separate and diverse means, the goal of no
single point of failure is more easily attained.

SCTP built-in support for multi-homed hosts allows a single SCTP association to run across
multiple links or paths, hence achieving link/path redundancy. With this capability, and SCTP
association can be made to achieve fast failover from one link/path to another with little
interruption to the data transfer service.

Multi-homing enables an SCTP host to establish an association with another SCTP host over
multiple interfaces identified by different IP addresses. With specific regard to the Oracle
Communications Session Border Controller these IP addresses need not be assigned to the
same phy-interface, or to the same physical Network Interface Unit.

If the SCTP nodes and the according IP network are configured in such a way that traffic from
one node to another travels on physically different paths if different destination IP address are
used, associations become tolerant against physical network failures and other problems of that
kind.

An endpoint can choose an optimal or suitable path towards a multi-homed destination. This
capability increases fault tolerance. When one of the paths fails, SCTP can still choose another
path to replace the previous one. Data is always sent over the primary path if it is available. If
the primary path becomes unreachable, data is migrated to a different, affiliated address — thus
providing a level of fault tolerance. Network failures that render one interface of a server
unavailable do not necessarily result in service loss. In order to achieve real fault resilient
communication between two SCTP endpoints, the maximization of the diversity of the round-
trip data paths between the two endpoints is encouraged.

Multi-Homing and Path Diversity

ORACLE

As previously explained, when a peer is multi-homed, SCTP can automatically switch the
subsequent data transmission to an alternative address. However, using multi-homed endpoints
with SCTP does not automatically guarantee resilient communications. One must also design
the intervening network(s) properly.

To achieve fault resilient communication between two SCTP endpoints, one of the keys is to
maximize the diversity of the round-trip data paths between the two endpoints. Under an ideal
situation, one can make the assumption that every destination address of the peer will result in a
different, separate path towards the peer. Whether this can be achieved in practice depends
entirely on a combination of factors that include path diversity, multiple connectivity, and the
routing protocols that glue the network together. In a normally designed network, the paths may
not be diverse, but there may be multiple connectivity between two hosts so that a single link
failure will not fail an association.

(O8]
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In an ideal arrangement, if the data transport to one of the destination addresses (which
corresponds to one particular path) fails, the data sender can migrate the data traffic to other
remaining destination address(es) (that is, other paths) within the SCTP association.

Monitoring Failure Detection and Recovery

When an SCTP association is established, a single destination address is selected as the primary
destination address and all new data is sent to that primary address by default. This means that
the behavior of a multi-homed SCTP association when there are no network losses is similar to
behavior of a TCP connection. Alternate, or secondary, destination addresses are only used for
redundancy purposes, either to retransmit lost packets or when the primary destination address
cannot be reached.

A failover to an alternate destination is performed when the SCTP sender cannot elicit an
acknowledgement — either a SACK for a DATA chunk, or a HEARTBEAT ACK for a
HEARTBEAT chunk — for a configurable consecutive number of transmissions. The SCTP
sender maintains an error-counter is maintained for each destination address and if this counter
exceeds a threshold (normally six), the address is marked as inactive, and taken out of service.
If the primary destination address is marked as inactive, all data is then switched to a secondary
address to complete the failover.

If no data has been sent to an address for a specified time, that endpoint is considered to be idle
and a HEARTBEAT packet is transmitted to it. The endpoint is expected to respond to the
HEARTBEAT immediately with a HEARTBEAT ACK. As well as monitoring the status of
destination addresses, the HEARTBEAT is used to obtain RTT measurements on idle paths.
The primary address becomes active again if it responds to a heartbeat.

The number of events where heartbeats were not acknowledged within a certain time, or
retransmission events occurred is counted on a per association basis, and if a certain limit is
exceeded, the peer endpoint is considered unreachable, and the association is closed.

The threshold for detecting an endpoint failure and the threshold for detecting a failure of a
specific IP addresses of the endpoint are independent of each other. Each parameter can be
separately configured by the SCTP user. Careless configuration of these protocol parameters
can lead the association onto the dormant state in which all the destination addresses of the peer
are found unreachable while the peer still remains in the reachable state. This is because the
overall retransmission counter for the peer is still below the set threshold for detecting the peer
failure.

Configuring SCTP Support for SIP

ORACLE

RFC 4168, The Stream Control Transfer Protocol (SCTP) as a Transport for the Session
Initiation Protocol (SIP), specifies the requirements for SCTP usage as a layer 4 transport for
SIP. Use the following steps to:

e configure SCTP as the layer 4 transport for a SIP interface

e create an SCTP-based SIP port

*  associate phy-interfaces/network interfaces with SIP realms
* identify adjacent SIP servers that are accessible via SCTP

« set SCTP timers and counters (optional)
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Configuring an SCTP SIP Port

SIP ports are created as part of the SIP Interface configuration process.

ORACLE

1.

From superuser mode, use the following command sequence to access sip-port
configuration mode.

ORACLE# configure termnal

ORACLE( configure)# session-router
ORACLE(session-router)# sip-interface
ORACLE(si p-interface)# sip-ports
ORACLE( si p-port) #

Use the address parameter to provide the IPv4 or IPv6 address of the network interface
that supports the SIP port.

This is the primary address of a the local multi-homed SCTP endpoint.

ORACLE( si p-port)# address 172.16.10.76
ORACLE( si p-port) #

Retain the default value, 5060 (the well-known SIP port) for the port parameter.

ORACLE( si p-port)# port 5060
ORACLE( si p-port) #

Use the transport-protocol parameter to identify the layer 4 protocol.
Supported values are UDP, TCP, TLS, and SCTP.
Select SCTP.

ORACLE( si p-port)# transport-protocol sctp
ORACLE( si p-port)#

Use the multi-homed-addrs parameter to specify one or more local secondary addresses
of the SCTP endpoint.

Multi-homed addresses must be of the same type (IPv4 or IPv6) as that specified by the
address parameter. Like the address parameter, these addresses identify SD network
interfaces.

To specify multiple addresses, bracket an address list with parentheses.
ORACLE( si p-port
ORACLE( si p-port

ORACLE( si p- port
ORACLE( si p- port

# nul ti-honmed-addrs 182.16.10.76

#

# multi-homed-addrs (182.16.10.76 192.16.10.76 196. 15. 32. 108)
#

~— — — —

Remaining parameters can be safely ignored.
Use done, exit, and verify-config to complete configuration of this SCTP-based SIP port.

ORACLE( si p-port)# done

ORACLE(si p-interface)# exit

ORACLE(session-router)# exit

ORACLE(configure)# exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#

(O8]
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Configuring the Realm

After configuring a SIP port which identifies primary and secondary multi-homed transport
addresses, you identify the network interfaces that support the primary address and secondary
addresses to the realm assigned during SIP Interface configuration.

1.

From superuser mode, use the following command sequence to access realm-config
configuration mode.

ORACLE# configure termnal

ORACLE( confi gure)# nmedi a- manager
ORACLE( nedi a- manager ) # real mconfig
ORACLE(real mconfig)#

Use the select command to access the target realm.

Use the network-interfaces command to identify the network interfaces that support the
SCTP primary and secondary addresses.

Network interfaces are identified by their name.

Enter a list of network interface names using parentheses as list brackets. The order of
interface names is not significant.

ORACLE(real mconfig)# network-interfaces (ml MLO)
ORACLE(real mconfig)#

Use done, exit, and verify-config to complete realm configuration.

ORACLE(real mconfig)# done

ORACLE( medi a- manager ) # exit

ORACLE(configure)# exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#

Configuring Session Agents

ORACLE

After configuring the realm, you identify adjacent SIP servers who will be accessed via the
SCTP protocol.

1.

From superuser mode, use the following command sequence to access session-agent
configuration mode.

ORACLE# configure term nal

ORACLE( configure)# session-router
ORACLE( sessi on-router)# sessi on-agent
ORACLE( sessi on-agent ) #

Use the select command to access the target session-agent.
Use the transport-method parameter to select the layer 4 transport protocol.
Select staticSCTP for SCTP transport

ORACLE( sessi on-agent)# transport-mnethod staticSCTP
ORACLE( sessi on- agent ) #

Set the reuse-connections parameter to none.

Select staticSCTP for SCTP transport
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ORACLE( sessi on-agent)# reuse-connections none
ORACLE( sessi on-agent) #

5. Use done, exit, and verify-config to complete session agent configuration.

ORACLE( sessi on-agent)# done

ORACLE(session-router)# exit

ORACLE(configure)# exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#

6. Repeat Steps 1 through 5 as necessary to configure additional session agents who will be
accessed via SCTP transport.

Setting SCTP Timers and Counters

ORACLE

Setting SCTP timers and counters is optional. All configurable timers and counters provide
default values that conform to recommended values as specified in RFC 4960, Stream Control
Transmission Protocol.

Management of Retransmission Timer, section 6.3 of RFC 4960 describes the calculation of a
Retransmission Timeout (RTO) by the SCTP process. This calculation involves three SCTP
protocol parameters: RTO.Initial, RTO.Min, and RTO.Max. Suggested SCTP Protocol
Parameter Values section 15 of RFC 4960 lists recommended values for these parameters.

The following shows the equivalence of recommended values and ACLI defaults.
RTO.Initial = 3 seconds sctp-rto-initial = 3000 ms (default value)

RTO.Min = 1 second sctp-rto-min = 1000 ms (default value)

RTO.Max = 60 seconds sctp-rto-max = 60000 ms (default value)

Path Heartbeat, section 8.3 of RFC 4960 describes the calculation of a Heartbeat Interval by the
SCTP process. This calculation involves the current calculated RTO and a single SCTP
protocol parameter — HB.Interval.

The following shows the equivalence of recommended the value and ACLI default.
HB.Interval = 30 seconds sctp-hb-interval = 3000 ms (default value)

Acknowledgement on Reception of DATA Chunks, section 6.2 of RFC 4960 describes
requirements for the timely processing and acknowledgement of DATA chunks. This section
requires that received DATA chunks must be acknowledged within 500 milliseconds, and
recommends that DATA chunks should be acknowledged with 200 milliseconds. The interval
between DATA chunk reception and acknowledgement is specific by the ACLI sctp-sack-
timeout parameter, which provides a default value of 200 milliseconds and a maximum value
of 500 milliseconds.

Transmission of DATA Chunks, section 6.1 of RFC 4960 describes requirements for the
transmission of DATA chunks. To avoid network congestion the RFC recommends a limitation
on the volume of data transmitted at one time. The limitation is expressed in terms of DATA
chunks, not in terms of SCTP packets.

The maximum number of DATA chunks that can be transmitted at one time is specified by the
ACLI sctp-max-burst parameter, which provides a default value of 4 chunks, the limit
recommended by the RFC.
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Setting the RTO

An SCTP endpoint uses a retransmission timer to ensure data delivery in the absence of any
feedback from its peer. RFC 4960 refers to the timer itself as T3-rtx and to the timer duration as
RTO (retransmission timeout).

ORACLE

When an endpoint's peer is multi-homed, the endpoint calculates a separate RTO for each IP
address affiliated with the peer. The calculation of RTO in SCTP is similar to the way TCP
calculates its retransmission timer. RTO fluctuates over time in response to actual network
conditions. To calculate the current RTO, an endpoint maintains two state variables per
destination IP address — the SRTT (smoothed round-trip time) variable, and the RTTVAR
(round-trip time variation) variable.

Use the following procedure to assign values used in RTO calculation.

1.

From superuser mode, use the following command sequence to access network-parameters
configuration mode.

ORACLE# configure termnal
ORACLE(configure)# system

ORACLE( syst em) # net wor k- paranmeters
ORACLE( net wor k- par anet er s) #

Use the sctp-rto-initial parameter to assign an initial timer duration.

Allowable values are integers within the range 0 through 4294967295 that specify the
initial duration in milliseconds. In the absence of an explicitly configured integer value,
sctp-rto-initial defaults to 3000 milliseconds (3 seconds, the recommended default value
from RFC 4960).

As described in Section 6.3 of RFC 4960, the value specified by sctp-rto-initial is
assigned to the SCTP protocol parameter RTO.Initial, which provides a default RTO until
actual calculations have derived a fluctuating duration based on network usage. The value
specified by the sctp-rto-initial parameter seeds these calculations.

ORACLE( net wor k- paranet ers)# sctp-rto-initial 3000
ORACLE( net wor k- par anet er s) #

Use the sctp-rto-min and sctp-rto-max parameters to assign an RTO floor and ceiling.

Allowable values are integers within the range 0 through 4294967295 that specify the
minimum and maximum durations in milliseconds. In the absence of an explicitly
configured integer value, sctp-rto-min defaults to 1000 ms (1 second, the recommended
default value from RFC 4960), and sctp-rto-max defaults to 60000 ms (60 seconds, the
recommended default value from RFC 4960.)

As described in Section 6.3 of RFC 4960, the values specified by sctp-rto-min and sctp-
rto-max are assigned to the SCTP protocol parameters, RTO.min and RTO.max that limit
RTO calculations. If a calculated RTO duration is less than RTO.min, the parameter value
is used instead of the calculated value; likewise, if a calculated RTO duration is greater
than RTO.max, the parameter value is used instead of the calculated value.

ORACLE( net wor k- paramet ers)# sctp-rto-mn 1000
ORACLE( net wor k- par anet ers) # sctp-rto-nmax 60000
ORACLE( net wor k- par anet er s) #

Use done, exit, and verify-config to complete RTO configuration.

ORACLE( net wor k- par anet ers) # done
ORACLE(system # exit
ORACLE(configure)# exit
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ORACLE(configure)# exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#

Setting the Heartbeat Interval

Both single-homed and multi-homed SCTP endpoints test the reachability of associates by
sending periodic HEARTBEAT chunks to UNCONFIRMED or idle transport addresses.

Use the following procedure to assign values used in Heartbeat Interval calculation.

1.

From superuser mode, use the following command sequence to access network-parameters
configuration mode.

ORACLE# configure termnal
ORACLE(configure)# system

ORACLE( syst em) # net wor k- paraneters
ORACLE( net wor k- par anet er s) #

Use the sctp-hb-interval parameter to assign an initial Heartbeat Interval duration.

Allowable values are integers within the range 0 through 4294967295 that specify the
initial Heartbeat Interval in milliseconds. In the absence of an explicitly configured integer
value, sctp-hb-interval defaults to 30000 milliseconds (30 seconds, the recommended
default value from RFC 4960).

As described in Section 8.3 of RFC 4960, the value specified by sctp-hb-interval is
assigned to the SCTP protocol parameter HB.Interval, which provides a default interval
until actual calculations have derived a fluctuating interval based on network usage. The
value specified by the sctp-hb-interval parameter is used during these calculations.

ORACLE( net wor k- par anet ers) # sct p-hb-interval 30000
ORACLE( net wor k- par anet er s) #

Use done, exit, and verify-config to complete Heartbeat Interval configuration.

ORACLE( net wor k- par anet ers) # done

ORACLE(system # exit

ORACLE(configure)# exit

ORACLE(configure)# exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE #

Setting the SACK Delay Timer

An SCTP Selective Acknowledgement (SACK) is sent to the peer endpoint to acknowledge
received DATA chunks and to inform the peer endpoint of gaps in the received subsequences of
DATA chunks. Section 6.2 of RFC 4960 sets a specific requirement for a SACK Delay timer
that specifies the maximum interval between the reception of an SCTP packet containing one or
more DATA chunks and the transmission of a SACK to the packet originator.

ORACLE

Use the following procedure to set the SACK Delay timer.

1.

From superuser mode, use the following command sequence to access network-parameters
configuration mode.

ORACLE# configure termnal
ORACLE(configure)# system
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ORACLE( syst em) # networ k- paranmeters
ORACLE( net wor k- par anet er s) #

Use the sctp-sack-timeout parameter to assign a value to the SACK Delay timer.

Allowable values are integers within the range 0 through 500 which specify the maximum
delay (in milliseconds) between reception of a SCTP packet containing one or more Data
chunks and the transmission of a SACK to the packet source. The value 0 indicates that a
SACK is generated immediately upon DATA chunk reception

In the absence of an explicitly configured integer value, sctp-sack-timeout defaults to 200
ms (the recommended default value from RFC 4960).

ORACLE( net wor k- par anet ers) # sct p-sack-ti meout 200
ORACLE( net wor k- par anet er s) #

Use done, exit, and verify-config to complete configuration of the SACK Delay timer.

ORACLE( net wor k- par amet er s) # done

ORACLE(system # exit

ORACLE(configure)# exit

ORACLE(configure)# exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#

Limiting DATA Bursts

Section 6.1 of RFC 4960 describes the SCTP protocol parameter, Max.Burst, used to limit the
number of DATA chunks that are transmitted at one time.

ORACLE

Use the following procedure to assign a value to the SCTP protocol parameter, Max.Burst.

1.

From superuser mode, use the following command sequence to access network-parameters
configuration mode.

ORACLE# configure term nal
ORACLE(configure)# system

ORACLE( syst em) # networ k- paraneters
ORACLE( net wor k- par anet er s) #

Use the sctp-max-burst parameter to assign a value to the SCTP protocol parameter,
Max.Burst.

Allowable values are integers within the range 0 through 4294967295 that specify the
maximum number of DATA chunks that will be sent at one time. In the absence of an
explicitly configured integer value, sctp-max-burst defaults to 4 (DATA chunks, the

recommended default value from RFC 4960).

ORACLE( net wor k- par anet ers) # sct p- max- burst 4
ORACLE( net wor k- par anet er s) #

Use done, exit, and verify-config to complete configuration of DATA burst limitations.

ORACLE( net wor k- par anet ers) # done

ORACLE(system # exit

ORACLE(configure)# exit

ORACLE(configure)# exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#
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Setting Endpoint Failure Detection

As described in Monitoring, Failure Detection and Recovery, a single-homed SCTP endpoint
maintains a count of the total number of consecutive failed (unacknowledged) retransmissions
to its peer. Likewise, a multi-homed SCTP endpoint maintains a series of similar, dedicated
counts for all of its destination transport addresses. If the value of these counts exceeds the
limit indicated by the SCTP protocol parameter Association.Max.Retrans, the endpoint
considers the peer unreachable and stops transmitting any additional data to it, causing the
association to enter the CLOSED state.

The endpoint resets the counter when (1) a DATA chunk sent to that peer endpoint is
acknowledged by a SACK, or (2) a HEARTBEAT ACK is received from the peer endpoint.

Use the following procedure to configure endpoint failure detection.

1. From superuser mode, use the following command sequence to access network-parameters
configuration mode.

ORACLE# configure termnal
ORACLE(configure)# system

ORACLE( syst em) # networ k- paraneters
ORACLE( net wor k- par anet er s) #

2. Use the sctp-assoc-max-retrans to assign a value to the SCTP protocol parameter
Association.Max.Retrans.

Allowable values are integers within the range 0 through 4294967295 which specify the
maximum number of transmission requests. In the absence of an explicitly configured
integer value, sctp-assoc-max-retrans defaults to 10 (transmission re-tries, the
recommended default value from RFC 4960).

ORACLE( net wor k- par anmet ers) # sct p-assoc-max-retrans 10
ORACLE( net wor k- par anet er s) #

3. Use done, exit, and verify-config to complete endpoint failure detection configuration.

ORACLE( net wor k- par anet ers) # done

ORACLE(system # exit

ORACLE(configure)# exit

ORACLE(configure)# exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#

Setting Path Failure Detection

ORACLE

As described in Monitoring, Failure Detection and Recovery, when its peer endpoint is multi-
homed, an SCTP endpoint maintains a count for each of the peer’s destination transport
addresses.

Each time the T3-rtx timer expires on any address, or when a HEARTBEAT sent to an idle
address is not acknowledged within an RTO, the count for that specific address is incremented.
If the value of a specific address count exceeds the SCTP protocol parameter
Path.Max.Retrans, the endpoint marks that destination transport address as inactive.

The endpoint resets the counter when (1) a DATA chunk sent to that peer endpoint is
acknowledged by a SACK, or (2) a HEARTBEAT ACK is received from the peer endpoint.
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When the primary path is marked inactive (due to excessive retransmissions, for instance), the
sender can automatically transmit new packets to an alternate destination address if one exists
and is active. If more than one alternate address is active when the primary path is marked
inactive, a single transport address is chosen and used as the new destination transport address.

Use the following procedure to configure path failure detection.

1.

From superuser mode, use the following command sequence to access network-parameters
configuration mode.

ORACLE# configure term nal
ORACLE(configure)# system

ORACLE( syst em) # networ k- paraneters
ORACLE( net wor k- par anet er s) #

Use the sctp-path-max-retrans parameter to assign a value to the SCTP protocol
parameter Path.Max.Retrans.

Allowable values are integers within the range 0 through 4294967295 that specify the
maximum number of RTOs and unacknowledged HEARTBEATS. In the absence of an
explicitly configured integer value, sctp-path-max-retrans defaults to 5 (RTO and/or
HEARTBEAT errors per transport address, the recommended default value from RFC
4960).

When configuring endpoint and path failure detection, ensure that the value of the sctp-
assoc-max-retrans parameter is smaller than the sum of the sctp-path-max-retrans
values for all the remote peer’s destination addresses. Otherwise, all the destination
addresses can become inactive (unable to receive traffic) while the endpoint still considers
the peer endpoint reachable.

ORACLE( net wor k- paranmeters)# sctp-path-nmax-retrans 5
ORACLE( net wor k- par anet er s) #

Use done, exit, and verify-config to complete path failure detection configuration.

ORACLE( net wor k- par anet ers) # done

ORACLE(system # exit

ORACLE(configure)# exit

ORACLE(configure)# exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#

Specifying the Delivery Mode

ORACLE

As described in Delivery Modes, SCTP support two delivery modes, ordered and unordered.

1.

From superuser mode, use the following command sequence to access network-parameters
configuration mode.

ORACLE# configure term nal

ORACLE( configure)# system

ORACLE( syst em) # net wor k- paraneters
ORACLE( net wor k- par anet er s) #

Use the sctp-send-mode parameter to select the preferred delivery mode.
Choose ordered or unordered.

ORACLE( net wor k- par amet er s) # sct p- send- node unor der ed
ORACLE( net wor k- par anet er s) #
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Use done, exit, and verify-config to complete delivery mode configuration.

ORACLE( net wor k- par anet ers) # done

ORACLE(system # exit

ORACLE(configure)# exit

ORACLE(configure)# exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE #

Example Configurations

The following ACLI command sequences summarize required SCTP port configuration, and
the configuration of required supporting elements.

PHY interfaces
Network interfaces
SIP ports

realms

session agents

Sequences show only configuration parameters essential for SCTP operations; other parameters
can retain default values, or assigned other values specific to local network requirements.

Phy Interface Configuration

ORACLE

The first ACLI command sequence configures a phy-interface named m10, that will support
an SCTP primary address; the second sequence configures a phy-interface named mO1 that
will support a secondary SCTP address.

ORACLE# configure term nal
ORACLE(configure)# system

ORACLE(system # phy-interface

ORACLE( phy-interface)# operation-type nedia
ORACLE( phy-interface)# port 0

ORACLE( phy-interface)# slot 1

ORACLE( phy-interface)# nane nil0

ORACLE( phy-interface)#

ORACLE( phy-interface)#

ORACLE# configure termnal
ORACLE(configure)# system

ORACLE(system # phy-interface

ORACLE( phy-interface)# operation-type nedia
ORACLE( phy-interface)# port 1

ORACLE( phy-interface)# slot 0

ORACLE( phy-interface)# nane nDl

ORACLE( phy-interface)#

ORACLE( phy-interface)#
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Network Interface Configuration

These ACLI command sequences configure two network-interfaces. The first sequence
configures a network-interface named m10, thus associating the network-interface with the
phy-interface of the same name. The ACLI ip-address command assigns the IPv4 address
172.16.10.76 to the network-interface. In a similar fashion, the second command sequence
associates the m01 network and phy-interfaces, and assigns an IPv4 address of 182.16.10.76.

ORACLE# configure term nal

ORACLE( configure)# system

ORACLE(system # network-interface

ORACLE(net wor k-interface)# name ni0
ORACLE(network-interface)# ip-address 172.16.10.76

ORACLE( networ k-i nterface)#

ORACLE# configure termnal

ORACLE(configure)# system

ORACLE(system # network-interface

ORACLE(networ k-interface)# name n01
ORACLE(network-interface)# ip-address 182.16.10.76

ORACLE(net wor k-interface)#

SIP Port Configuration

This ACLI command sequence configures a SIP port for SCTP operations. It specifies the use
of SCTP as the transport layer protocol, and assigns the existing network interface address,
172.16.10.76, as the SCTP primary address. Additionally, it identifies three other existing
network addresses (182.16.10.76, 192.16.10.76, and 196.15.32.108) as SCTP secondary
addresses.

ORACLE# configure termnal

ORACLE( confi gure)# session-router

ORACLE(session-router)# sip-interface

ORACLE(si p-interface)# sip-ports

ORACLE( si p-port)# address 172.16.10. 76

ORACLE( si p-port)# transport-protocol sctp

ORACLE(si p-port)# mul ti-homed-addrs (182.16.10.76 192.16.10.76 196. 15. 32. 108)

d?ACLE(si p-port)#

Realm Configuration

ORACLE

These ACLI command sequences configure a realm for SCTP operations. The first ACLI
sequence assigns a named realm, in this example core-172, to a SIP interface during the
interface configuration process. The second sequence accesses the target realm and uses the
network-interfaces command to associate the named SCTP network interfaces with the realm.

ORACLE# configure term nal

ORACLE( configure)# session-router
ORACLE(session-router)# sip-interface
ORACLE(si p-interface)# realmid core-172

w
1
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ORACLE(sip-interface)#

ORACLE# configure term nal

ORACLE(configure)# nedi a- manager

ORACLE( medi a- manager ) # real mconfig

ORACLE(real mconfig)# sel ect

identifier: core-172

1. core-172 ...

selection: 1

ORACLE(real mconfig)# network-interfaces (n01 ml0 ...)

ORACLE(ream config)#

Session Agent Configuration

The final ACLI command sequence enables an SCTP-based transport connection between the
Oracle Communications Session Border Controller and an adjacent network element.

ORACLE# configure term nal

ORACLE( configure)# session-router

ORACLE( sessi on-router)# sessi on-agent

ORACLE( sessi on-agent ) # sel ect

<host name>: core-172S1

1. core-172S1 ...

selection: 1

ORACLE( sessi on-agent ) #

ORACLE( sessi on-agent)# transport-nethod stati cSCTP
ORACLE( sessi on-agent)# reuse-connections none

ORACLE( sessi on- agent ) #

[Pv6 Address Configuration

ORACLE

This section calls out the configurations and parameters for which you can enter IPv6
addresses. In this first IPv6 implementation, the complete range of system configurations and
their parameters are available for IPv6 use.

The Oracle Communications Session Border Controller follows RFC 3513 its definition of
IPv6 address representations. Quoting from that RFC, these are the two forms supported:

e The preferred form is x:x:x:x:x:x:X:X, where the 'x's are the hexadecimal values of the eight
16-bit pieces of the address. Examples:

FEDC:BA98:7654:3210:FEDC:BA98:7654:3210
1080:0:0:0:8:800:200C:417A

Note that it is not necessary to write the leading zeros in an individual field, but there must be
at least one numeral in every field (except for the case described in 2.).

*  Due to some methods of allocating certain styles of IPv6 addresses, it will be common for
addresses to contain long strings of zero bits. In order to make writing addresses containing
zero bits easier a special syntax is available to compress the zeros. The use of "::" indicates
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one or more groups of 16 bits of zeros. The "::" can only appear once in an address. The
"::" can also be used to compress leading or trailing zeros in an address. For example, the
following addresses: 1080:0:0:0:8:800:200C:417A a unicast address FF01:0:0:0:0:0:0:101
a multicast address

0:0:0:0:0:0:0:1 the loopback address

0:0:0:0:0:0:0:0 the unspecified addresses
may be represented as:
1080::8:800:200C:417A a unicast address
FFO01::101 a multicast address

::1 the loopback address

:: the unspecified addresses

j" Note:

For ACLI parameters that support only IPv4, there are many references to that version
as the accepted value for a configuration parameter or other IPv4-specific languages.
For IPv6 support, these references have been edited. For example, rather than providing
help that refers specifically to IPv4 addresses when explaining what values are accepted
in an ACLI configuration parameter, you will now see an <ipAddr> note.

Access Control

These are the IPv6-enabled parameters in the access-control configuration.

Parameter Entry Format

source-address <ip-address>[/<num-bits>][:<port>[/<port-bits>]]

destination-address  <ip-address>[/<num-bits>][:<port>[/<port-bits>]]

Host Route

These are the IPv6-enabled parameters in the host-route configuration.

Parameter Entry Format

dest-network <ipv4> | <ipv6>
netmask <ipv4> | <ipv6>
gateway <ipv4> | <ipv6>

Local Policy

ORACLE

These are the IPv6-enabled parameters in the local-policy configuration.

Parameter Entry Format
from-address <ipv4> | <ipv6> | POTS Number, E.164 Number, hostname, wildcard
to-address <ipv4> | <ipv6> | POTS Number, E.164 Number, hostname, wildcard
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These are the IPv6-enabled parameters in the network-interface configuration.

Parameter

Entry Format

hostname
ip-address
pri-utility-addr
sec-utility-addr
netmask
gateway
sec-gateway
dns-ip-primary
dns-ip-backupl
dns-ip-backup2
add-hip-ip
remove-hip-ip
add-icmp-ip

remove-icmp-ip

<ipv4> | <ipv6> | hostname

<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>

<ipv4> | <ipv6>

ENUM Server

These are the IPv6-enabled parameters in the enum-config.

Parameter Entry Format

enum-servers [<ipv4> | <ipv6>]:port

Realm Configuration

These are the IPv6-enabled parameters in the realm-config.

Parameter Entry Format

addr-prefix [<ipv4> | <ipv6>]/prefix

Session Agent

These are the IPv6-enabled parameters in the session-agent configuration.

Parameter Entry Format
hostname <ipv4> | <ipv6>
ip-address <ipv4> | <ipv6>

SIP Configuration

These are the [Pv6-enabled parameters in the session-config.
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Parameter Entry Format

registrar-host <ipv4> | <ipv6> | hostname | *

SIP Interface SIP Ports

These are the IPv6-enabled parameters in the sip-interface>sip-ports configuration.

Parameter Entry Format

address <ipv4> | <ipv6>

Steering Pool

These are the IPv6-enabled parameters in the steering-pool configuration.

Parameter Entry Format

ip-address <ipv4> | <ipv6>

System Configuration

These are the IPv6-enabled parameters in the system-config.

Parameter Entry Format

default-v6-gateway  <ipv6>

TSCF Configuration

These are the [Pv6-enabled parameters in the TSCF > tscf-address-pool > address-range >
network-address.

Parameter Entry Format

network-address <ipv4> | <ipv6

[Pv6 Support for Management and Telemetry

Several management-oriented parameters on the Oracle Communications Session Border
Controller may be configured with IPv6 addresses to be used within IPv6 networks.

The following parameters that are configured with IP addresses accept IPv6 addresses to be
used within IPv6 address space.

You may configure the wancomO/eth0 physical interface in the bootparams with an IPv6
address and complementary IPv6 gateway via the following parameters:

*  bootparams, inet on ethernet

* bootparams, gateway inet
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You may configure a syslog server with an [Pv6 destination address via the following
parameter:

e system, system-config, syslog-servers, address

You may configure a system access list entry with an IPv6 source address and complementary
IPv6 gateway.

e system, system-access-list, source-address
e system, system-access-list, netmask

You may configure a RADIUS server with an IPv6 destination address via the following
parameter:

e security, authentication, radius-servers, address

[Pv6 Default Gateway

In the system configuration, you configure a default gateway—a parameter that now has its
own IPv6 equivalent.

To configure an IPv6 default gateway:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure term nal
ORACLE(configure)#

2. Type system and press Enter.

ORACLE(configure)# system
ORACLE(system #

3. Type system-config and press Enter.

ORACLE(system # systemconfig
ORACLE(system confi g) #

4. default-v6-gateway—Set the [Pv6 default gateway for this Oracle Communications
Session Border Controller. This is the IPv6 egress gateway for traffic without an explicit
destination. The application of your Oracle Communications Session Border Controller
determines the configuration of this parameter.

5. Save your work.

IPv6 Link Local Addresses

ORACLE

The Oracle Communications Session Border Controller supports IPv6 Link Local addresses
configured for a network interface’s gateway.

An IPv6 link local address is signified by its first hextet set to FE80:. Even if a network
interface’s first hextet is not FE80, but the gateway is, the Oracle Communications Session
Border Controller will still function as expected.

show neighbor-table

The show neighbor-table command displays the IPv6 neighbor table and validates that there is
an entry for the link local address, and the gateway uses that MAC address.

System# show nei ghbor -t abl e
LI NK LEVEL NEI GHBOR TABLE
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Nei ghbor Li nkl ayer Address Netif Expire S Fl ags
300:: 100 0: 8:25:al: ab: 43 sp0 permanent ? R
871962224

400: : 100 0: 8:25:al: ab: 45 spl permanent ? R
871962516

fe80:: bc02: a98f: f 61e: 20%p0 be: 2: ac: 1e: 0: 20 sp0 4s ?R
871962808

fe80::bc01: a98f: f6le: 20%pl be: 1: ac: 1e: 0: 20 spl 4s ?R
871963100

entry: slot port vian IP type flag pendBl k
Ht MAC

5 1 0 0 fe80::bc01: a98f: f6le: 20/ 64 08-DYNAM C 1 0
1 be:01:ac: le: 00: 20

4 1 0 0 0.0.0.0/64 01- GATEWAY 0 0
1 be:01:ac: le: 00: 20

3 1 0 0 400::/64 02- NETWORK 0 0

1 00:00:00:00:00: 00

2 .0 0 0 fe80::bc02: a98f: f6le: 20/ 64 08-DYNAM C 1 0
1 be:02:ac: le: 00: 20

1 .0 0 0 0.0.0.0/64 01- GATEWAY 0 0
1 be:02:ac: 1le: 00: 20

0 .0 0 0 300::/64 02- NETWORK 0 0

Network Interfaces and [Pv6

You set many IP addresses in the network interface, one of which is the specific IP address for
that network interface and others that are related to different types of management traffic. This
section outlines rules you must follow for these entries.

*  For the network-interface ip-address parameter, you can set a single IP address. When
you are working with an IPv6-enabled system, however, note that all other addresses
related to that network-interface IP address must be of the same version.

*  Heterogeneous address family configuration is prevented for the dns-ip-primary, dns-ip-
backupl1, and dns-ip-backup2 parameters.

*  For HIP addresses (add-hip-ip), you can use either IPv4 or IPv6 entries.
e For ICMP addresses (add-icmp-ip), you can use either [Pv4 or IPv6 entries.

[Pv6 Reassembly and Fragmentation Support

ORACLE

As it does for IPv4, the Oracle Communications Session Border Controller supports reassembly
and fragmentation for large signaling packets when you enable IPV6 on your system.

The Oracle Communications Session Border Controller takes incoming fragments and stores
them until it receives the first fragment containing a Layer 4 header. With that header
information, the Oracle Communications Session Border Controller performs a look-up so it
can forward the packets to its application layer. Then the packets are re-assembled at the
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applications layer. Media fragments, however, are not reassembled and are instead forwarded to
the egress interface.

On the egress side, the Oracle Communications Session Border Controller takes large signaling
messages and encodes it into fragment datagrams before it transmits them.

Note that large SIP INVITE messages should be sent over TCP. If you want to modify that
behavior, you can use the SIP interface’s option parameter max-udp-length=xx for each SIP
interface where you expect to receive large INVITE packets.

Other than enabling IPv6 on your Oracle Communications Session Border Controller, there is
no configuration for IPv6 reassembly and fragmentation support. It is enabled automatically.

Access Control List Support

The Oracle Communications Session Border Controller supports IPv6 for access control lists in
two ways:

Data Entry

For static access control lists that you configure in the access-control configuration, your
entries can follow IPv6 form. Further, this configuration supports a prefix that enables

wildcarding the source IP address.

Dynamic ACLs are also supported; the Oracle Communications Session Border Controller
will create ACLs for offending IPv6 endpoints.

When you set the source-address and destination-address parameters in the access-control
configuration, you will use a slightly different format for IPv6 than for IPv4.

For the source-address, your IPv4 entry takes the following format: <ip-address>[/<num-
bits>][:<port>[/<port-bits>]]. And for the destination-address, your IPv4 entry takes this

format: <ip-address>[:<port>[/<port-bits>]].

Since the colon (:) in the IPv4 format leads to ambiguity in IPv6, your IPv6 entries for these
settings must have the address encased in brackets ([]): [7777::11]/64:5000/14.

In addition, IPv6 entries are allowed up to 128 bits for their prefix lengths.

The following is an example access control configuration set up with IPv6 addresses.

ORACLE(access-control )# done
access-control

ORACLE

realmid
description

sour ce- addr ess
destinati on-address
appl i cation-protocol
transport - prot ocol

access
average-rate-limt
trust-|evel

m ni mum r eser ved- bandwi dt h
i nval i d-signal -threshol d
mexi num si gnal -t hreshol d
untrust ed-si gnal -threshol d
deny- peri od

net 7777

7777::11/ 64: 5060/ 8
8888::11: 5060/ 8
SIP

ALL

deny

0

none

0

10

0

0

30
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Homogeneous Realms

IPv6 is supported for realms and for nested realms, as long as the parent chain remains within
the same address family. If you try to configure realms with mixed IPv4-IPv6 addressing, your
system will issue an error message when you try to save your configuration. This check saves
you time because you do not have to wait to run a configuration verification (using the ACLI
verify-config command) to find possible errors.

Parent-Child Network Interface Mismatch

Your system will issue the following error message if parent-child realms are on different
network interfaces that belong to different address families:

ERROR real mconfig [child] and parent [net8888] are on network interfaces that
belong to different address families

Address Prefix-Network Interface Mismatch

If the address family and the address-prefix you configure for the realm does not match the
address family of its network interface, your system will issue the following error message:

ERROR: realmconfig [child] address prefix and network interface [1:1:0] belong
to different address fanilies

RADIUS Support for IPv6

The Oracle Communications Session Border Controller’s RADIUS support includes:

*  RADIUS CDR generation for SIPv6-SIPv6 and SIPv6-SIPv4 calls
e IPv6-based addresses in RADIUS CDR attributes

The sixteen-byte requirement for [Pv6 addresses is supported, and there is a set of attributes
with the type ipv6addr. Attributes 155-170 are reserved for the IPv6 addresses.

NAS addresses use the number 95 to specify the NAS-IPV6-Address attribute. And local CDRs
now contain IPv6 addresses.

Supporting RADIUS VSAs

ORACLE

